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Preface 

The term lightwave technology was coined as a natural extension of microwave tech- 
nology and refers to the developments based on the use of light in place of microwaves. 
The beginnings of lightwave technology can be traced to the decade of 1960s during 
which significant advances were made in the fields of lasers, optical fibers, and nonlin- 
ear optics. The two important milestones were realized in 1970, the year that saw the 
advent of low-loss optical fibers as well as the room-temperature operation of semi- 
conductor lasers. By 1980, the era of commercial lightwave transmission systems has 
arrived. 

The first generation of fiber-optic communication systems debuting in 1980 oper- 
ated at a meager bit rate of 45 Mb/s and required signal regeneration every 10 km or 
so. However, by 1990 further advances in lightwave technology not only increased 
the bit rate to 10 Gb/s (by a factor of 200) but also allowed signal regeneration after 
80 km or more. The pace of innovation in all fields of lightwave technology only 
quickened during the 1990s, as evident from the development and commercializa- 
tion of erbium-doped fiber amplifiers, fiber Bragg gratings, and wavelength-division- 
multiplexed lightwave systems. By 2001, the capacity of commercial terrestrial sys- 
tems exceeded 1.6 Tb/s. At the same time, the capacity of transoceanic lightwave 
systems installed worldwide exploded. A single transpacific system could transmit in- 
formation at a bit rate of more than I Tb/s over a distance of 10,000 km without any 
signal regeneration. Such a tremendous improvement was possible only because of 
multiple advances in all areas of lightwave technology. Although commercial develop- 
ment slowed down during the economic downturn that began in 2001, it was showing 
some signs of recovery by the end of 2004, and lightwave technology itself has contin- 
ued to grow. 

The primary objective of this i:wo-volume book is to provide a comprehensive and 
up-to-date account of all major aspects of lightwave technology. The first volume, sub- 
titled Components and Devices, is devoted to a multitude of silica- and semiconductor- 
based optical devices. The second volume, subtitled Telecommunication Systems, deals 
with thc design of modern 1ightw:we systems; the acronym LTl is used to refer to the 
material i n  the first volume. The first two introductory chapters cover topics such 
as modulation formats and multiplexing techniques employed to form an optical bit 
stream. Chapters 3 through 5 consider the degradation of such an optical signal through 
loss, dispersion, and nonlinear effects during its transmission through optical fibers and 
how they affect the system performance. Chapters 6 through 8 focus on the manage- 
ment of the degradation caused by noise, dispersion, and fiber nonlinearity. Chapters 9 

x iv  



Preface xv 

and 10 cover the engineering issues related to the design of WDM systems and optical 
networks. 

This text is intended to serve both as a textbook and a reference monograph. For 
this reason, the emphasis is on physical understanding, but engineering aspects are also 
discussed throughout the text. Each chapter also includes selected problems that can be 
assigned to students. The book’s primary readership is likely to be graduate students, 
research scientists, and professional engineers working in fields related to lightwave 
technology. An attempt is made to include as much recent material as possible so that 
students are exposed to the recent advances in this exciting field. The reference section 
at the end of each chapter is more extensive than what is common for a typical textbook. 
The listing of recent research papers should be helpful to researchers using this book as 
a reference. At the same time, students can benefit from this feature if they are assigned 
problems requiring reading of the original research papers. This book may be useful in 
an upper-level graduate course devoted to optical communications. It can also be used 
in a two-semester course on optoelectronics or lightwave technology. 

A large number of persons have contributed to this book either directly or indi- 
rectly. It is impossible to mention all of them by name. I thank my graduate students 
and the students who took my course on optical communication systems and helped 
improve my class notes through their questions and comments. I am grateful to my 
colleagues at the Institute of Optics for numerous discussions and for providing a cor- 
dial and productive atmosphere. I thank, in particular, RenC Essiambre and Qiang Lin 
for reading several chapters and providing constructive feedback. Last, but not least, I 
thank my wife Anne and my daughters, Sipra, Caroline, and Claire, for their patience 
and encouragement. 

Govind P. Agrawal 

Rochester, NY 
December 2004 
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Chapter 1 

Introduction 

Lightwave systems represent a natural extension of microwave communication systems 
inasmuch as information is transmitted over an electromagnetic carrier in both types of 
systems. The major difference from a conceptual standpoint is that, whereas carrier 
frequency is typically -1 GHz for microwave systems, it increases by five orders of 
magnitude and is typically -100 THz in the case of lightwave systems. This increase 
in carrier frequency translates into a corresponding increase in the system capacity. 
Indeed, whereas microwave systems rarely operate above 0.2 Gb/s, commercial light- 
wave systems can operate at bit rates exceeding 1 Tb/s. Although the optical carrier is 
transmitted in free space for some applications related to satellites and space research, 
terrestrial lightwave systems often employ optical fibers for information transmission. 
Such fiber-optic communication systems have been deployed worldwide since 1980 
and constitute the backbone behind the Internet. One can even claim that the lightwave 
technology together with advances in microelectronics was responsible for the advent 
of the “information age” by the end of the twentieth century. The objective of this book 
is to describe the physics and engineering behind various kinds of lightwave systems. 
The purpose of this introductory chapter is to present the basic concepts together with 
the background material. Section 1. t provides a historical perspective on the develop- 
ment of lightwave communication systems. Section 1.2 focuses on the building blocks 
of such a system and describes briefly the three components known as optical transmit- 
ters, fibers, and receivers. Section 1.3 covers the concepts such as analog and digital 
signals and the technique used to convert between the two. Channel multiplexing in 
the time and frequency domains is described in Section 1.4 where we also discuss the 
technique of code-division multiplexing. 

1.1 Evolution of Lightwave Systems 

Microwave communication systems were commercialized during the decade of 1940s, 
and carrier frequencies of up to 4 GHz were used by 1947 for a commercial system op- 
erating between New York and Boston [l]. During the next 25 years or so, microwave 
as well as coaxial systems evolved considerably. Although such systems were able to 
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operate at bit rates of up to 200 Mb/s or so, they were approaching the fundamental 
limits of the technology behind them. It was realized in the 1950s that an increase of 
several orders of magnitude in the system capacity should be possible if optical waves 
were used in place of microwaves as the carrier of information. However, neither a 
coherent optical source, nor a suitable transmission medium, was available during the 
1950s. The invention of the laser solved the first problem [2] .  Attention was then fo- 
cused on finding ways of transmitting laser light over long distances. In contrast with 
the microwaves, optical beams suffer from many problems when they are transmitted 
through the atmosphere. Many ideas were advanced during the 1960s to solve these 
problems [3], the most noteworthy being the idea of light confinement using a sequence 
of gas lenses [4]. 

In a parallel but unrelated development, optical glass fibers were developed during 
the 1950s, mainly from the standpoint of medical applications [5]-[9]. It was suggested 
in 1966 that optical fibers might be the best choice for transporting optical signals in 
lightwave systems [ 101 as they are capable of guiding the light in a manner similar to 
the guiding of electrons in copper wires. The main problem was their high losses since 
fibers available during the 1960s had losses in excess of 1,000 dB/km. 

A breakthrough occurred in 1970 when fiber losses were reduced to below 20 
dB/km in the wavelength region near 1 p m  using a novel fabrication technique 11 I ] .  
At about the same time, GaAs semiconductor lasers, operating continuously at room 
temperature, were demonstrated [ 121. The simultaneous availability of compact optical 
sources and low-1o.s.s optical fibers led to a worldwide effort for developing fiber-optic 
communication systems during the 1970s [ 131. After a successful Chicago field trial in 
1977, terrestrial lightwave systems became available commercially beginning in 1980 
[ 141-[ 161. Figure 1 . I  shows the increase in the capacity of lightwave systems realized 
after 1980 through several generations of development. As seen there, the commer- 
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Figure 1.1: Increase in the capacity of lightwave systems realized after 1980. Commercial 
systems (circles) follow research demonstrations (squares) with a few-year lag. The change in 
the slope after 1992 is due to the advent of WDM technology. 
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Figure 1.2: Increase in the BL product from 1975 to 2000 through four generations of lightwave 
systems. Different symbols are used for successive generations. (After Ref. [ 171; 02000 IEEE.) 

cia1 deployment of lightwave systems followed the research and development phase 
closely. The progress has indeed been rapid as evident from an increase in the system 
capacity by a factor of 100,000 over a period of less than 25 years. The saturation 
of the capacity after 2000 is partly due to the economic slowdown experienced by the 
lightwave industry (known popularly as the bursting of the telecom bubble). 

The distance over which a lightwave system can transmit data without introducing 
errors is also important while judging the system performance. Since signal is degraded 
during transmission, most lightwave systems require periodic regeneration of the opti- 
cal signal through devices known as “repeaters.” A commonly used figure of merit for 
any communication system is the bit rate-distance product, BL, where B is the bit rate 
and L is the repeater spacing. The research phase of lightwave systems started around 
1975. The first-generation systems operated in the near infrared at a wavelength close 
to 800 nm and used GaAs semiconductor lasers as an optical source. They were able to 
work at a bit rate of 45 Mb/s and allowed repeater spacings of up to 10 km. The 10-km 
value may seem too small from a modem perspective, but it was 10 times larger than 
the 1 -km spacing prevalent at that time in coaxial systems. 

The enormous progress realized over the 25-year period extending from 1975 to 
2000 can be grouped into four distinct generations. Figure 1.2 shows the increase in 
the BL product over this time period as quantified through various laboratory experi- 
ments [ 171. The straight line corresponds to a doubling of the BL product every year. 
In every generation, BL increases initially but then saturates as the technology matures. 
Each new generation brings a fundamental change that helps to improve the system 
performance further. 

It was clear during the 1970s that the repeater spacing could be increased consid- 
erably by operating the lightwave system in the wavelength region near 1.3 pm,  where 
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fiber losses were below 0.5 dB/km. Furthermore, optical fibers exhibit minimum dis- 
persion in this wavelength region. This realization led to a worldwide effort for the 
development of semiconductor lasers and detectors operating near 1.3 prn. The second 
generation of fiber-optic communication systems became available in the early 1980s, 
but the bit rate of early systems was limited to below 100 Mb/s because of dispersion in 
multimode fibers 1181. This limitation was overcome by the use of single-mode fibers. 
A laboratory experiment in 1981 demonstrated transmission at 2 Gb/s over 44 km of 
single-mode fiber [ 191. The introduction of commercial systems soon followed. By 
1987, second-generation lightwave systems, operating at bit rates of up to 1.7 Gb/s 
with a repeater spacing of about 50 km, were commercially available. 

The repeater spacing of the second-generation lightwave systems was limited by 
fiber losses at the operating wavelength of 1.3 p m  (typically 0.5 dB/km). Losses of 
silica fibers become minimum near 1.55 pm. Indeed, a 0.2-dBkm loss was realized in 
1979 in this spectral region 1201. However, the introduction of third-generation light- 
wave systems operating at 1.55 p m  was considerably delayed by a relatively large 
dispersion of standard optical fibers in the wavelength region near 1.55 pm. The dis- 
persion problem can be overcome either by using dispersion-shifted fibers designed to 
have minimum dispersion near I .55 pm or by limiting the laser spectrum to a single 
longitudinal mode. Both approaches were followed during the 1980s. By 1985, labora- 
tory experiments indicated the possibility of transmitting information at bit rates of up 
to 4 Gb/s over distances in excess of 100 km 1211. Third-generation lightwave systems 
operating at 2.5 Gb/s became available commercially in 1990. Such systems are capa- 
ble of operating at a bit rate of up to 10 Gb/s [22]. The best performance is achieved 
using dispersion-shifted fibers in combination with distributed-feedback (DFB) semi- 
conductor lasers. 

A drawback of third-generation 1.55-pm systems was that the optical signal had 
to be regenerated periodically using electronic repeaters after 60 to 70 km of transmis- 
sion because of fiber losses. Repeater spacing could be increased by 10 to 20 km using 
homodyne or heterodyne detection schemes because their use requires less power at 
the receiver. Such coherent lightwave systems were studied during the 1980s and their 
potential benefits were demonstrated in many system experiments [23]. However, com- 
mercial introduction of such systems was postponed with the advent of fiber amplifiers 
in 1989. 

The fourth generation of lightwave systems makes use of optical amplification for 
increasing the repeater spacing and of wavelength-division multiplexing (WDM) for 
increasing the bit rate. As evident from different slopes in Figure 1.1 before and after 
1992, the advent of the WDM technique started a revolution that resulted in doubling 
of the system capacity every 6 months or so and led to lightwave systems operating 
at a bit rate of 10 Tb/s by 2001. In most WDM systems, fiber losses are compensated 
periodically using erbium-doped fiber amplifiers spaced 60 to 80 km apart. Such ampli- 
fiers were developed after 1985 and became available commercially by 1990. A 1991 
experiment showed the possibility of data transmission over 21,000 km at 2.5 Gb/s, 
and over 14,300 km at 5 Gb/s, using a recirculating-loop configuration [24]. This per- 
formance indicated that an amplifier-based, all-optical, submarine transmission system 
was feasible for intercontinental communication. By 1996, not only transmission over 
11,300 km at a bit rate of 5 Gb/s had been demonstrated by using actual submarine 
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Figure 1.3: International network of submarine fiber-optic cables in 2004. (Source: TeleGeog- 
raphy Research Group, PriMetrica, Inc. 02004.) 

cables [25], but commercial transatlantic and transpacific cable systems also became 
available. Since then, a large number of submarine lightwave systems have been de- 
ployed worldwide. 

Figure 1.3 shows the international network of submarine fiber-optic cables as it 
existed in 2004. The 27,000-km fiber-optic link around the globe (known as FLAG) 
became operational in 1998, linking many Asian and European countries [26]. An- 
other major lightwave system, known as Africa One, was operational by 2000; it cir- 
cles the African continent and covers a total transmission distance of about 35,000 
km [27]. Several WDM systems were deployed across the Atlantic and Pacific oceans 
from 1998 to 2001 in response to the Internet-induced increase in the data traffic; they 
have increased the total capacity by orders of magnitudes [28]. One can indeed say 
that the fourth generation of lightwave systems led to an information revolution that 
was fuelled by the advent of the Internet. 

At the dawn of the twenty-first century, the emphasis of lightwave systems was on 
increasing the system capacity by transmitting more and more channels through the 
WDM technique. With increasing WDM signal bandwidth, it was often not possible 
to amplify all channels using a single amplifier. As a result, new kinds of amplifica- 
tion schemes were explored for covering the spectral region extending from 1.45 to 
1.62 pm. This approach led in 2000 to a 3.28-Tbh experiment in which 82 channels, 
each operating at 40 Gb/s, were transmitted over 3,000 km, resulting in a BL product 
of almost 10,000 (Tb/s)-km. Within a year, the system capacity could be increased to 
nearly 11 Tb/s (273 WDM channels, each operating at 40 Gb/s) but the transmission 
distance was limited to 117 km [29]. By 2003, in a record experiment 373 channels, 
each operating at 10 Gb/s, were transmitted over 1 1,000 km, resulting in a BL prod- 
uct of more than 41,000 (Tb/s)-km [30]. On the commercial side, terrestrial systems 
with the capacity of 1.6 Tb/s were available by the end of 2000. Given that the first- 
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generation systems had a bit rate of only 45 Mb/s in 1980, it is remarkable that the 
capacity of lightwave systems jumped by a factor of more than 30,000 over a period of 
only 20 years. 

The pace slowed down considerably during the economic turndown in the light- 
wave industry that began in 2000 and was not completely over in 2004. Although 
commercial deployment of new lightwave systems virtually halted during this period, 
the research phase has continued worldwide and is moving toward the fifth generation 
of lightwave systems. This new generation is concerned with extending the wavelength 
range over which a WDM system can operate simultaneously. The conventional wave- 
length window, known as the C band, covers the wavelength range of 1.53 to 1.57 pm. 
It is being extended on both the long- and short-wavelength sides, resulting in the L and 
S bands, respectively. The traditional erbium-based fiber amplifiers are unable to work 
over such a wide spectral region. For this reason, the Raman amplification technique, 
well known from the earlier research performed in the 1980s [31], has been readopted 
for lightwave systems as it can work in all three wavelength bands using suitable pump 
lasers [32]-[35]. A new kind of fiber, known as the dry$ber, has been developed with 
the property that fiber losses are small over the entire wavelength region extending 
from 1.30 to 1.65 p m  [36]. Research is also continuing in several other directions to 
realize optical fibers with suitable loss and dispersion characteristics. Most notewor- 
thy are photonic-crystal fibers whose dispersion can be changed drastically using an 
array of holes within the cladding layer [37]-[41]. Moreover, if the central core it- 
self is in the form of a hole, light can be transmitted through air while guided by the 
photonic-crystal structure of the cladding 1421-[46]. Such fibers have the potential of 
transmitting optical signal with virtually no losses and little nonlinear distortion! 

The fifth-generation systems also attempt to enhance the spectral efficiency by 
adopting new modulation formats, while increasing the bit rate of each WDM chan- 
nel. Starting in 1996, many experiments used channels operating at 40 Gb/s [47]-[54], 
and by 2003 such 40-Gb/s lightwave systems had reached the commercial stage. At 
the same time, the research phase has moved toward WDM systems with 160 Gb/s per 
channel [55]-[58]. Such systems require an extremely careful management of fiber dis- 
persion. Novel techniques capable of compensating chromatic and polarization-mode 
dispersions in a dynamic fashion are being developed to meet such challenges. An 
interesting approach is based on the concept of optical solitons-pulses that preserve 
their shape during propagation in a lossless fiber by counteracting the effect of disper- 
sion through the fiber nonlinearity. Although the basic idea was proposed [59] as early 
as 1973, it was only in 1988 that a laboratory experiment demonstrated the feasibility 
of data transmission over 4,000 km by compensating fiber losses through Raman am- 
plification [3  11. Since then, many system experiments have demonstrated the eventual 
potential of soliton communication systems [60]. Starting in 1996, the WDM technique 
was also used for solitons in combination with dispersion-management and Raman am- 
plification schemes [6 1]-[64]. Many new modulation formats are being proposed for 
advancing the state of the art. Even though the lightwave communication technology 
is barely 25 years old, it has progressed rapidly and has reached a certain stage of 
maturity. Many books were published during the 1990s on topics related to optical 
communications and WDM networks, and this trend is continuing in the twenty-first 
century [65]-[80]. 
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Figure 1.4: A generic optical communication system. 

1.2 Components of a Lightwave System 

As mentioned earlier, lightwave systems differ from microwave systems only in the fre- 
quency range of the carrier wave used to carry the information. Both types of systems 
can be divided into three major parts. Figure 1.4 shows a generic optical communica- 
tion system consisting of an optical transmitter, a communication channel, and an opti- 
cal receiver. Lightwave systems can be classified into two broad categories depending 
on the nature of the communication channel. The optical signal propagates unguided 
in air or vacuum for some applications [81]. However, in the case of guided light- 
wave systems, the optical beam emitted by the transmitter remains spatially confined 
inside an optical fiber. This text focuses exclusively on such fiber-optic communication 
systems. 

1.2.1 Optical Transmitters 

The role of optical transmitters is to convert an electrical signal into an optical form and 
to launch the resulting optical signal into the optical fiber acting as a communication 
channel. Figure 1.5 shows the block diagram of an optical transmitter. It consists of 
an optical source, a modulator, and electronic circuits used to power and operate the 
two devices. Semiconductor lasers or light-emitting diodes are used as optical sources 
because of their compact nature and compatibility with optical fibers. The source emits 
light in the form of a continuous wave at a fixed wavelength, say, The carrier 
frequency vo is related to this wavelength as vo = c/&, where c is the speed of light in 
vacuum. 

In modern lightwave systems, vo is chosen from a set of frequencies standard- 
ized by the International Telecommunication Union (ITU). It is common to divide the 
spectral region near 1.55 y m  into two bands known as the conventional or C band 

Electrical 
Input 

Optical 
Optical Optical output 

Source Modulator 

Figure 1.5: Block diagram of an optical transmitter. 
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and the long-wavelength or L band. The C band covers carrier frequencies from 191 
to 196 THz (in steps of 50 GHz) and spans roughly the wavelength range of 1.53 to 
1.57 ym. In contrast, L band occupies the range 1.57 to 1.61 y m  and covers carrier 
frequencies from 186 to 191 THz, again in steps of 50 GHz. The short-wavelength or 
S band covering the wavelength region from 1.48 to 1.53 y m  may be used for future 
lightwave systems as the demand for capacity grows. It is important to realize that the 
source wavelength needs to be set precisely for a given choice of the carrier frequency. 
For example, a channel operating at 193 THz requires an optical source emitting light 
at a wavelength of 1.5533288 pm if we use the precise value c = 299,792,458 kmls for 
the speed of light in vacuum. 

Before the source light can be launched into the communication channel, the infor- 
mation that needs to be transmitted should be imposed on it. This step is accomplished 
by an optical modulator in Figure 1.5. The modulator uses the data in the form of an 
electrical signal to modulate the optical carrier. Although an external modulator is of- 
ten needed at high bit rates, it can be dispensed with at low bit rates using a technique 
known as direct modulation. In this technique, the electrical signal representing infor- 
mation is applied directly to the driving circuit of the semiconductor optical source, 
resulting in the modulated source output. Such a scheme simplifies the transmitter de- 
sign and is generally more cost-effective. In both cases, the modulated light is coupled 
into a short piece of fiber (called a pigtail) with a connector attached to its other end. 
Chapter 2 provides more details on how the optical signal is generated within an optical 
transmitter. 

An important design parameter is the average optical power launched into the com- 
munication channel. Clearly, it should be as large as possible to enhance the signal-to- 
noise ratio (SNR) at the receiver end. However, the onset of various nonlinear effects 
limits how much power can be launched at the transmitter end. The launched power is 
often expressed in “dBm” units with 1 mW acting as the reference level. The general 
definition is (see Appendix A) 

power (dBm) = lOlog,o (”””) 
1 mW 

(1.2.1) 

Thus, 1 mW is 0 dBm, but 1 y W  corresponds to -30 dBm. The launched power is 
rather low (less than - 10 dBm) for light-emitting diodes but semiconductor lasers can 
launch power levels exceeding 5 dBm. 

Although light-emitting diodes are useful for some low-end applications related 
to local-area networking and computer-data transfer, most lightwave systems employ 
semiconductor lasers as optical sources. The bit rate of optical transmitters is often 
limited by electronics rather than by the semiconductor laser itself. With proper design, 
optical transmitters can be made to operate at a bit rate of up to 40 Gb/s. 

1.2.2 Communication Channel 

The role of a communication channel is to transport the optical signal from transmitter 
to receiver with as little loss in quality as possible. Most terrestrial lightwave systems 
employ optical fibers as the communication channel because they can transmit light 
with losses as small as 0.2 dBkm when the carrier frequency lies in the spectral region 



1.2. Components of a Lightwave System 9 

Tx , 

Transmitter Regenerator Regenerator Receiver 

Rx Tx Rx Tx Rx 

Tx - 

(a ) 

Transmitter Amclifier Amplifier Receiver 

RX 

Figure 1.6: (a) Regenerators or (b) optical amplifiers used periodically for compensating fiber 
losses in a lightwave system; Tx and Rx stand for transmitter and receiver, respectively. 

near 1.5 pm. Even then, optical power reduces to only 1% after 100 km. For long- 
haul lightwave systems, it is common to employ optical amplifiers or regenerators to 
compensate for fiber losses and boost the signal power back to its original level. Figure 
1.6 shows how amplifiers or regenerators can be cascaded to transmit optical signal 
over distances exceeding hundreds and even thousands of kilometers. Fiber losses play 
an important role in such systems because they determine the repeater or amplifier 
spacing. The issue of loss management is discussed in Section 3.2. 

Ideally, a communication channel should not degrade the quality of the optical sig- 
nal launched into it. In practice, optical fibers broaden light pulses transmitted through 
them through modal or chromatic dispersion. As discussed later, if optical pulses 
spread significantly outside their allocated bit slot, the transmitted signal is degraded 
so severely that it becomes impossible to recover the original signal with high accu- 
racy. The dispersion problem is most severe for multimode fibers. It is for this reason 
that most modern lightwave systems employ single-mode fibers. Chromatic dispersion 
still leads to pulse broadening but its impact can be reduced by controlling the spectral 
width of the optical source or by employing a dispersion-management technique. We 
discuss in Section 3.3 how an optical signal is affected by fiber dispersion. 

A third source of signal distortion results from the nonlinear effects related to the 
intensity dependence of the refractive index of silica. Although most nonlinear effects 
are relatively weak for silica fibers, they can accumulate to significant levels when 
many optical amplifiers are cascaded in series to form a long-haul system. Nonlinear 
effects are especially important for undersea lightwave systems for which the total 
fiber length can approach thousands of kilometers. Chapter 4 focuses on the impact of 
several nonlinear effects that affect the performance of modem lightwave systems. 

1.2.3 Optical Receivers 

An optical receiver converts the optical signal received at the output end of the fiber 
link back into the original electrical signal. Figure 1.7 shows the main components 
of an optical receiver. Optical signal arriving at the receiver is first directed toward 
a photodetector that converts it into an electrical form. Semiconductor photodiodes 
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Figure 1.7: Block diagram of an optical receiver. 

are used as photodetectors because of their compact size and relatively high quantum 
efficiency. In practice, a p-i-n or an avalanche photodiode produces electric current 
that varies with time in response to the incident optical signal. It also adds invariably 
some noise to the signal, thereby reducing the SNR of the electrical signal. 

The role of the demodulator is to reconstruct the original electrical signal from the 
time-varying current in spite of the channel-induced degradation and the noise added at 
the receiver. The design of a demodulator depends on the nature of the signal (analog 
versus digital) and the modulation format used by the lightwave system. Most modern 
systems employ a digital binary scheme referred to as intensify modulation with direct 
detection. As discussed in Chapter 5 ,  demodulation in the digital case is done by a 
decision circuit that identifies bits as 1 or 0, depending on the amplitude of the electrical 
signal. The accuracy of the decision circuit depends on the SNR of the electrical signal 
generated at the photodetector. It is important to design the receiver such that its noise 
level is not too high. 

The performance of a digital lightwave system is characterized through the bit- 
error rate (BER). Although BER can be defined as the number of errors made per 
second, such a definition makes the BER bit-rate dependent. It is customary to define 
the BER as the average probability of identifying a bit incorrectly. For example, a BER 
of lop9 corresponds to on average one error per billion bits. We discuss in Section 5.3 
how BER can be calculated for digital signals. Most lightwave systems specify a BER 
of less than lop9 as the operating requirement; some even require a BER as small as 

Depending on the system design, it is sometimes not possible to realize such 
low error rates at the receiver. Error-correcting codes are then used to improve the raw 
BER of a lightwave system. 

An important parameter for any receiver is its sensitivity, defined as the minimum 
average optical power required to realize a BER of lop9. Receiver sensitivity depends 
on the SNR, which in turn depends on various noise sources that corrupt the electrical 
signal produced at the receiver. Even for a perfect receiver, some noise is introduced 
by the process of photodetection itself. This quantum noise is referred to as the shot 
noise as it has its origin in the particle nature of electrons. No practical receiver oper- 
ates at the quantum-noise limit because of the presence of several other noise sources. 
Some of the noise sources, such as thermal noise, are internal to the receiver. Others 
originate at the transmitter or during propagation along the fiber link. For instance, any 
amplification of the optical signal along the transmission line with the help of optical 
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amplifiers introduces the so-called amplijier noise that has its origin in the fundamen- 
tal process of spontaneous emission. Several nonlinear effects occurring within optical 
fibers can manifest as an additional noise that is added to the optical signal during its 
transmission through the fiber link. The receiver sensitivity is determined by a cumu- 
lative effect of all possible noise mechanisms that degrade the SNR at the decision 
circuit. In general, it also depends on the bit rate as the contribution of some noise 
sources (e.g., shot noise) increases in proportion to the signal bandwidth. 

1.3 Electrical Signals 

In any communication system, information to be transmitted is generally available as 
an electrical signal that may take analog or digital form [82]-[84]. Most lightwave 
systems employ digital signals because of their relative insensitivity to noise. This 
section describes the two types of signals together with the scheme used to convert an 
analog signal into a digital one. 

1.3.1 Analog and Digital Signals 

As shown schematically in Figure 1.8(a), an analog signal (e.g., electric current or 
voltage) varies continuously with time. Familiar examples include audio and video 
signals formed when a microphone converts voice or a video camera converts an image 
into an electrical signal. By contrast, a digital signal takes only a few discrete values. 
For example, printed text in this book can be thought of as a digital signal because it is 
composed of about 50 or so symbols (letters, numbers, punctuation marks, etc.). 

The most important example of a digital signal is a binary signal for which only 
two values are possible. The modem “information age” is based entirely on binary 
digital signals because such signals can be manipulated electronically using electrical 
gates and transistors. In a binary signal, the electric current is either on or off as shown 
in Figure 1.8(b). These two possibilities are called bit 1 and bit 0, respectively. The 
word bit itself is a contracted form of binary digit. A binary signal thus takes the form 
of an apparently random sequence of 1 and 0 bits. Each bit lasts for a certain duration 
TB, known as the bit period or bit slot. Since one bit of information is conveyed in 
a time interval TB, the bit rate B, defined as the number of bits per second, is simply 
B = T i ’ .  A well-known example of digital signals is provided by the text stored on a 
computer’s hard drive. Each letter of the alphabet together with other common symbols 
(decimal numerals, punctuation marks, etc.) is assigned a code number (ASCII code) 
in the range 0 to 127 whose binary representation corresponds to a 7-bit digital signal. 
The original ASCII code has been extended to represent 256 characters in the form of 
8-bit bytes. Each key pressed on the keyboard of a computer generates a sequence of 8 
bits that is stored as data in its memory or hard drive. 

Both analog and digital signals are characterized by their bandwidth, which is a 
measure of the spectral contents of the signal. The signal bandwidth represents the 
range of frequencies contained within the signal. It is determined mathematically 



12 Chapter I .  Introduction 

Time 

( b )  

Figure 1.8: Representation of (a) an analog signal and (b) a digital signal 

through the Fourier transform f(o) of a time-dependent signal s ( t )  defined as 

s ( t )  = - f (w)exp(- iot)do,  (1.3.1) 

where o = 2av is the angular frequency corresponding to the actual frequency v (mea- 
sured in hertz). The choice of sign within the exponential function is arbitrary; this text 
adopts the notation shown in Eq. (1.3.1). Even though the integral in this equation ex- 
tends from --M to 00, all practical signals have a finite bandwidth, indicating that f( W )  

vanishes outside some frequency range known as the signal bandwidth. 

2a r -02 

1.3.2 Advantages of Digital Format 

A lightwave system can transmit information over optical fibers in both the analog and 
digital formats. However, except for a few special cases related to the transmission of 
cable television over fibers, all lightwave systems employ a digital format. The reason 
behind this choice is related to the relative ease with which a digital signal can be 
recovered at the receiver even after it has been distorted and corrupted with noise while 
being transmitted. 

Figure 1.9 shows schematically why digital signals are relatively immune to noise 
and distortion in comparison to analog signals. As seen in part (a), the digital signal 
oscillates between two values, say, 0 and S, for 0 and 1 bits, respectively. Each 1 bit 
is in the form of a rectangular pulse at the transmitter end. During transmission, the 
signal is distorted by the dispersive and nonlinear effects occurring within the fiber. 
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Figure 1.9: (a) Transmitted digital signal, (b) distorted and noisy electrical signal at the receiver, 
and (c) reconstructed digital signal. The thin solid line in the middle shows the decision level. 

The addition of noise at the receiver transforms this electrical signal into that shown in 
part (b). In spite of the signal appearance, the decision circuit at the receiver can still 
decide between 1 and 0 bits correctly, and reconstruct the original bit sequence as seen 
in part (c). The reason is related to the fact that the bit identification does not depend 
on the signal shape but only on whether the signal level exceeds a threshold value at the 
moment of decision. One can set this threshold value in the middle at S / 2  to provide the 
maximum leverage. An error will be made in identifying each 1 bit only if the original 
value S has dropped to below S / 2 .  Similarly, a 0 bit has to acquire an amplitude > S / 2  
before an error is made. In contrast, when an analog signal is transmitted through the 
fiber link, the signal value s ( t )  at any time t should not change even by 0.1% if one 
were to ensure fidelity of the transmitted signal because the information is contained in 
the actual shape of the signal. Mathematically, the SNR of the electrical signal at the 
receiver should exceed 30 dB for analog signals but, as we shall see in later chapters, 
it can be lower than 10 dB for digital signals. 

The important question one should ask is whether this advantage of digital signals 
has a price tag attached to it. In other words, what are the consequences of transmitting 
the same information in a digital format? The answer is related to the signal bandwidth. 
A digital signal has a much wider bandwidth compared to the analog signal even when 
the two have the same information content. This feature can be understood from Figure 
1.8 if we note that the digital signal has much more rapid temporal variations compared 
with an analog signal. We discuss next how much bandwidth is increased when an 
analog signal is converted into a digital format. 

1.3.3 Analog to Digital Conversion 

An analog signal can be converted into digital form by sampling it at regular intervals 
of time and digitizing the sampled values appropriately [82]-[84]. Figure 1.10 shows 
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Figure 1.10: Three steps of (a) sampling, (b) quantization, and (c) coding required for converting 
an analog signal into a binary digital signal. 

schematically the three main steps involved in the conversion process. 
The first step requires sampling of the analog signal at a rate fast enough that no 

information is lost. The sampling rate depends on the bandwidth A f of the analog sig- 
nal. According to the sampling theorem [SSJ, a bandwidth-limited signal can be fully 
represented by discrete samples, without any loss of information, provided sampling 
frequency fs satisfies the Nyquist criterion [86] f s  2 2A f .  The sampled values can be 
anywhere in the range 0 5 A 5 Amax, where A,,, is the maximum amplitude of the 
given analog signal. We have assumed for simplicity that the minimum value of the 
signal is zero; this can always be realized by a simple scaling of the signal. 

The second step involves quantization of the sampled values. For this purpose, Amax 

is divided into M discrete intervals (not necessarily equally spaced). Each sampled 
value is quantized to correspond to one of these discrete values. Clearly, this procedure 
adds noise, known as the quantization noise, that adds to the noise already present in 
the analog signal. The effect of quantization noise can be minimized by choosing the 
number of discrete levels such that A4 > A m a x / A ~ ,  where AN is the root-mean-square 
(RMS) noise level of the analog signal. The ratio Amax/A~ is called the dynamic range 
and is related to the SNR of the analog signal by the relation 

SNR = 20 loglo(Amax/AN), (1.3.2) 
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where SNR is expressed in decibel (dB) units. Any ratio R can be converted into 
decibels with the general definition R(indB) = 10 logIoR (see Appendix A). Equation 
(1.3.2) contains a factor of 20 in place of 10 because the SNR for electrical signals is 
defined with respect to the electrical power, whereas A represents either electric current 
or voltage. 

The last step involves conversion of the quantized sampled values into a digital bit 
stream consisting of 0 and 1 bits using a suitable coding technique. In one scheme, 
known as pulse-position modulation, pulse position within the bit slot is a measure of 
the sampled value. In another, known as pulse-duration modulation, the pulse width is 
vaned from bit to bit in accordance with the sampled value. These two techniques are 
rarely used in practical lightwave systems as it is difficult to maintain the pulse position 
or pulse width to high accuracy during propagation inside an optical fiber. The coding 
technique used almost universally is known as pulse-code modulation (PCM). A binary 
code is used to convert each sampled value into a string of 1 and 0 bits. The number of 
bits m needed to code each sample is related to the number of quantized signal levels 
M by the relation 

M = 2 m  or m =log2M. (1.3.3) 
The bit rate associated with the PCM digital signal is thus given by 

B=mfs  2 (2Af)log2M, (1.3.4) 

where the Nyquist criterion, fs 2 2Af, was used. By noting that M > A m a x / A ~  and 
using Eq. (1.3.2) together with log2 10 = 3.33, we obtain 

B > (Af /3) SNR, (1.3.5) 

where the SNR is expressed in decibel units. 
Equation (1.3.5) provides the minimum bit rate required for digital representation 

of an analog signal of bandwidth A f with a specific SNR. Typically, the SNR exceeds 
30 dB for analog signals, and the required bit rate is more than 10 A f. Clearly, there is 
a considerable increase in the bandwidth when an analog signal is converted into a dig- 
ital format. Despite this increase, the digital format is almost always used for lightwave 
systems. This choice is made because, as discussed earlier in this section, a digital bit 
stream is relatively immune to noise and distortion occumng during its transmission 
through the communication channel, resulting in superior system performance. Light- 
wave systems offer such an enormous increase in the system capacity compared with 
microwave systems that some bandwidth can be traded for an improved performance. 

As an illustration of Eq. (1 .33 ,  consider digital conversion of an audio signal gen- 
erated during a telephone conversation. Such analog audio signals contain frequencies 
in the range of 0.3 to 3.4 kHz (bandwidth Af = 3.1 kHz) and have a SNR of about 
30 dB. Equation (1.3.5) indicates that the bit rate B would exceed 31 kb/s if such an 
audio signal is converted into a digital format. In practice, each digital audio channel 
operates at 64 kb/s. The analog signal is sampled at intervals of 125 ,US (sampling rate 
fs = 8 kHz), and each sample is represented by 8 bits. The required bit rate for a digital 
video signal is higher by more than a factor of 1,000. The analog television signal has 
a bandwidth -4 MHz with a SNR of about 50 dB. The minimum bit rate from Eq. 
(1.3.5) is 66 Mb/s. In practice, a digital video signal requires a bit rate of 100 Mb/s or 
more unless it is compressed by using a standard format (such as the MPEG format). 
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1.4 Channel Multiplexing 

As seen in the preceding section, a digital voice channel operates at a bit rate of 64 kb/s. 
Most lightwave systems are capable of transmitting information at a bit rate of more 
than 1 Gb/s, and the capacity of the fiber channel itself exceeds 10 Tb/s. To utilize the 
system capacity fully, it is necessary to transmit many channels simultaneously over the 
same fiber link. This can be accomplished through several multiplexing techniques; the 
two most common ones are known as time-division multiplexing (TDM) andfrequency- 
division multiplexing (FDM). A third scheme, used often for cellular phones and called 
code-division multiplexing (CDM), can also be used for lightwave systems. We discuss 
all three schemes in this section. 

1.4.1 Time-Division Multiplexing 

In the case of TDM, bits associated with different channels are interleaved in the time 
domain to form a composite bit stream. For example, the bit slot is about 15 ps for 
a single voice channel operating at 64 kb/s. Five such channels can be multiplexed 
through TDM if bit streams of successive channels are interleaved by delaying them 
3 p s .  Figure 1.1 l(a) shows the resulting bit stream schematically at a composite bit 
rate of 320 kb/s. TDM is readily implemented for digital signals and is commonly 
used worldwide for telecommunication networks. 

The concept of TDM has been used to form digital hierarchies. In North America 
and Japan, the first level corresponds to multiplexing of 24 voice channels with a com- 
posite bit rate of 1.544 Mb/s (hierarchy DS-l), whereas in Europe 30 voice channels 
are multiplexed, resulting in a composite bit rate of 2.048 Mb/s. The bit rate of the 
multiplexed signal is slightly larger than the simple product of 64 kb/s with the number 
of channels because of extra control bits that are added for separating (demultiplexing) 
the channels at the receiver end. The second-level hierarchy is obtained by multiplex- 
ing four DS-I channels in the time domain. This resulted in a bit rate of 6.312 Mb/s 
(hierarchy DS-2) for systems commercialized in North America and Japan. At the next 
level (hierarchy DS-3), seven DS-2 channels were multiplexed through TDM, resulting 
in a bit rate of close to 45 Mb/s. The first generation of commercial lightwave systems 
(known as FT-3, short for fiber transmission at DS-3) operated at this bit rate. The 
same procedure was continued to obtain higher-level hierarchies. For example, at the 
fifth level of hierarchy, the bit rate was 417 Mb/s for lightwave systems commercialized 
in North America but 565 Mb/s for systems sold in Europe. 

The lack of an international standard in the telecommunication industry during the 
1980s led to the advent of a new standard, first called the synchronous optical network 
(SONET) and later termed the synchronous digital hierarchy or SDH [87]-[89]. This 
international standard defines a synchronous frame structure for transmitting TDM dig- 
ital signals. The basic building block of the SONET has a bit rate of 5 1.84 Mb/s. The 
corresponding optical signal is referred to as OC- 1, where OC stands for optical carrier. 
The basic building block of the SDH has a bit rate of 155.52 Mb/s and is referred to 
as STM-1, where STM stands for a synchronous transport module. A useful feature 
of the SONET and SDH is that higher levels have a bit rate that is an exact multiple 
of the basic bit rate. Table 1.1 lists the correspondence between SONET and SDH bit 
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Figure 1.11: (a) Time-division multiplexing of five digital voice channels operating at 64 kb/s; 
(b) frequency-division multiplexing of three analog signals. 

rates for several levels. The SDH provides an international standard that has been well 
adopted. Indeed, lightwave systems operating at the STM-64 level (B  M 10 Gb/s) have 
been available since 1995 [22]. Commercial STM-256 (OC-768) systems operating 
near 40 Gb/s became available around 2002. Table 1.2 lists the operating character- 
istics of terrestrial systems developed since 1980. The last column shows the number 
of voice channels that can be transmitted simultaneously over the same fiber using the 
TDM technique. A single optical carrier carried 672 TDM channels in the first light- 
wave system deployed in 1980. By 2002, the same carrier could carry more than half a 

Table 1.1: SONET/SDH bit rates 

SONET SDH 

OC-12 STM-4 
OC-48 STM-16 
OC- 192 STM-64 
OC-768 STM-256 

B (Mb/s) 
5 1.84 

155.52 
622.08 

2,488.32 
9,953.28 

39,813.12 

Channels 
672 

2,O 16 
8,064 

32,256 
129,024 
5 16,096 
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Table 1.2: Characteristics of commercial lightwave systems 

System 

FT-3 
FT-3C 
FT-3X 
FT-G 
FT-G- 1.7 
STM-16 
STM-64 
STM-256 

~ 

Year 

1980 
1983 
1984 
1985 
1987 
1991 
1996 
2002 

~ 

~ 

?L 

(pm) 
0.85 
0.85 
1.30 
1.30 
1.30 
1.55 
1.55 
1.55 

1,344 
2,688 
6,048 

24,192 
32,256 

129,024 
5 16,096 

million telephone conversations simultaneously over a single fiber. 
It is important to realize that TDM can be implemented in both the electrical and 

optical domains. In the optical domain, it is used to combine multiple 10- or 40-Gb/s 
channels to form an optical bit stream at bit rates exceeding 100 Gb/s. For example, 
sixteen 10-Gb/s channels, or four 40-Gb/s channels, can be combined through opti- 
cal TDM for producing bit streams at 160 Gb/s. Optical signal at such high bit rates 
cannot be generated using an external modulator because of limitations imposed by 
electronics. We discuss optical TDM in Section 8.6. 

1.4.2 Frequency-Division Multiplexing 

In the case of FDM, the channels are spaced apart in the frequency domain but can over- 
lap in the time domain. Each channel is assigned a unique carrier frequency. Moreover, 
carrier frequencies are spaced more than the channel bandwidth so that channel spectra 
do not overlap, as seen Figure 1.1 l(b). FDM is suitable for both analog and digital 
signals. It was first developed for radio waves in the beginning of the 20th century and 
was later adopted by the television industry for broadcasting multiple video channels 
over microwaves. 

FDM can be easily implemented in the optical domain and is commonly referred to 
as wavelength-division multiplexing (WDM). Each channel is assigned a unique carrier 
frequency, and an optical source at the precise wavelength corresponding to that fre- 
quency is employed within the optical transmitter. The transmitters and receivers used 
for WDM systems become increasingly complex as the number of WDM channels in- 
creases. Figure 1.12 shows the basic design of a WDM system schematically. Multiple 
channels at distinct wavelengths are combined together using a multiplexer and then 
launched within the same fiber link. At the receiver end, channels are separated using a 
demultiplexer, typically an optical filter with transmission peaks exactly at the channel 
wavelengths. Chapter 9 is devoted to WDM systems. 

It is common to make all channels equally spaced so that channel spacing remains 
constant. A guard band is left around each channel to minimize interchannel crosstalk. 
Typically, channel spacing is close to 50 GHz for channels operating at 10 Gb/s. How- 
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Figure 1.12: Schematic of a WDM lightwave system. Multiple channels, each operating at 
a fixed assigned wavelength, are first combined using a multiplexer and then separated at the 
receiver end using a demultiplexer. 

ever, the exact value of channel spacing depends on a number of factors. In fact, WDM 
systems are often classified as being coarse or dense depending on the channel spac- 
ing used. For some applications, only a few channels need to be multiplexed, and 
channel spacing can be made as large as 1 Tb/s to reduce the system cost. In con- 
trast, dense WDM systems are designed to serve as the backbone of an optical network 
and often multiplex more than a hundred channels to increase the system capacity. 
The channel spacing in this case can be as small as 25 GHz for lO-Gb/s channels. 
The ultimate capacity of a WDM fiber link depends on how closely channels can be 
packed in the wavelength domain. The minimum channel spacing is limited by inter- 
channel crosstalk. Typically, channel spacing A v , ~  should exceed 2B at the bit rate B. 
It is common to introduce a measure of the spectral efficiency of a WDM system as 
q,y = B/Av,h. Attempts are made to make qs as large as possible. 

As mentioned earlier, channel frequencies (or wavelengths) of WDM systems were 
first standardized by the ITU on a 100-GHz grid in the frequency range of 186 to 
196 THz (covering the C and L bands in the wavelength range 1,530-1,612 nm). For 
this reason, channel spacing for most commercial WDM systems was set at 100 GHz. 
This value leads to a spectral efficiency of only 0.1 (b/s)/Hz at a bit rate of 10 Gb/s. 
More recently, ITU has specified WDM channels with a frequency spacing of 50 GHz. 
The use of this channel spacing in combination with the bit rate of 40 Gbls has the 
potential of increasing the spectral efficiency to 0.8 (b/s)/Hz. 

An example of how the WDM technique has impacted society is provided by the 
transatlantic lightwave systems connecting North America to the European continent. 
Table 1.3 lists the total capacity and other important characteristics of several transat- 
lantic submarine cable systems. The first undersea fiber-optic cable (TAT-8) was a 
second-generation system. It was installed in 1988 in the Atlantic Ocean for operation 
at a bit rate of 280 Mb/s with a repeater spacing of up to 70 km. By 2001, several 
WDM systems have been laid across the Atlantic Ocean with a combined capacity of 
more than 10 Tb/s. The resulting increase in the number of voice channels lowered the 
prices so much by 2003 that a North American could talk to anyone in Europe at a cost 
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Table 1.3: Characteristics of transatlantic submarine systems 

System 

TAT-8 
TAT-9 
TAT- 1 O/ I 1 
TAT- 12/13 
AC- 1 
TAT- 1 4 
AC-2 
360Atlantic- 1 
Tycom 
FLAG Atlantic- 1 

Year 

1988 
1991 
1993 
1996 
1998 
200 1 
200 I 
200 1 
200 1 
200 1 

Capacity 
(Gb/s) 
0.28 
0.56 
0.56 
5.00 
80.0 
1,280 
1,280 
1,920 
2,560 
4,800 

L 
(km) 
70 
80 
80 
50 
50 
50 
50 
50 
50 
50 

Comments 

1.3 pm, multimode lasers 
1.55 pm, DFE3 lasers 
1.55 pm, DFB lasers 
1.55 pm, optical amplifiers 
1.55 pm, WDM with amplifiers 
1.55 pm, dense WDM 
1.55 pm, dense WDM 
1.55 pm, dense WDM 
1.55 pm, dense WDM 
1.55 pm, dense WDM 

of 5 cents per minute or less! The same call would have cost in 1988 more than 50 
times in inflation-adjusted dollars. 

1.4.3 Code-Division Multiplexing 

Although the TDM and WDM techniques are often employed in practice, both suffer 
from some drawbacks. The use of TDM to form a single high-speed channel in the 
optical domain shortens the bit slot to below 10 ps and forces one to use shorter and 
shorter optical pulses that suffer from dispersive and nonlinear effects. This problem 
can be solved using the WDM technique but only at the expense of an inefficient uti- 
lization of the channel bandwidth. Some of these drawbacks can be overcome by using 
a multiplexing scheme based on the spread-spectrum technique [90] and is well known 
in the domain of wireless communications. This scheme is referred to as code-division 
multiplexing (CDM) because each channel is coded in such a way that its spectrum 
spreads over a much wider region than occupied by the original signal. 

Although spectrum spreading may appear counterintuitive from a spectral point of 
view, this is not the case because all users share the same spectrum, In fact, CDM 
is used extensively in the microwave domain for cell phones as it provides the most 
flexibility in a multiuser environment. The term code-division multiple access is often 
employed to emphasize the asynchronous and random nature of multiuser connections. 
Conceptually, the difference between the WDM, TDM, and CDM can be understood as 
follows. The WDM and TDM techniques partition, respectively, the channel bandwidth 
or the time slots among users. In contrast, all users share the entire bandwidth and all 
time slots in a random fashion in the case of CDM. 

The new components needed for CDM systems are the encoders and decoders lo- 
cated at the transmitter and receiver ends, respectively [9 I]-[94]. The encoder spreads 
the signal spectrum over a much wider region than the minimum bandwidth necessary 
for transmission. Spectral spreading is accomplished by means of a unique code that 
is independent of the signal itself. The decoder uses the same code for compressing 
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Figure 1.13: Schematic illustration of a coding scheme for CDM systems. In this example, a 
signature sequence in the form of a 7-chip code is employed. 

the signal spectrum and recovering the data. The spectrum-spreading code is called a 
signature sequence. An advantage of the spread-spectrum method is that it is difficult 
to jam or intercept the signal because of its coded nature. The CDM technique is thus 
especially useful when security of the data is of concern. 

Figure 1.13 shows an example of how a bit stream is constructed for optical CDM 
systems. Each bit of data is coded using a signature sequence consisting of a large 
number, say, M ,  of shorter bits, called time “chips” borrowing the terminology used 
for wireless ( M  = 7 in the example shown). The effective bit rate (or the chip rate) 
increases by the factor of M because of coding. The signal spectrum is spread over 
a much wider region related to the bandwidth of individual chips. For example, the 
signal spectrum becomes broader by a factor of 64 if M = 64. Of course, the same 
spectral bandwidth is used by many users distinguished on the basis of different signa- 
ture sequences assigned to them. The recovery of individual signals sharing the same 
bandwidth requires that the signature sequences come from a family of the orthogonal 
codes. The orthogonal nature of such codes ensures that each signal can be decoded ac- 
curately at the receiver end. The receiver recovers messages by decoding the received 
signal using the same signature sequence that was employed at the transmitter. 

Problems 

1.1 Calculate the carrier frequency for optical communication systems operating at 
0.88, 1.3, and 1.55 pm.  What is the photon energy (in eV) in each case? 

1.2 Calculate the transmission distance over which the optical power will attenuate 
by a factor of 10 for three fibers with losses of 0.2, 20, and 2,000 dB/km. As- 
suming that the optical power decreases as exp(-aL), calculate a (in cm-’) for 
the three fibers. 

1.3 Assume that a digital communication system can be operated at a bit rate of up 
to 1% of the carrier frequency. How many audio channels at 64 kb/s can be 
transmitted over a microwave carrier at 5 GHz and an optical carrier at 1.55 pm? 
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1.4 A I-hour lecture script is stored on the computer hard disk in the ASCII format. 
Estimate the total number of bits, assuming a delivery rate of 200 words per 
minute and on average 5 letters per word. How long will it take to transmit the 
script at a bit rate of 1 Gb/s? 

1.5 A 1.55-pm digital communication system operating at 1 Gb/s receives an aver- 
age power of -40 dBm at the detector. Assuming that 1 and 0 bits are equally 
likely to occur, calculate the number of photons received within each I bit. 

1.6 An analog voice signal that can vary over the range 0 to 50 mA is digitized by 
sampling it at 8 kHz. The first four sample values are 10, 21, 36, and 16 mA. 
Write the corresponding digital signal (a string of 1 and 0 bits) by using a 4-bit 
representation for each sample. 

1.7 Describe the technique of time-division multiplexing. If 16 channels, each oper- 
ating at 2.5 Gb/s, need to be multiplexed using this technique, how short should 
each optical pulse be? 

1.8 What is meant by wavelength-division multiplexing? If 20 channels, each oper- 
ating at 10 Gb/s, are multiplexed using this technique with a spectral efficiency 
of 0.4 (b/s)/Hz, what is the total bandwidth of the signal? 
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Chapter 2 

Optical Signal Generation 

As discussed in the preceding chapter, the first step in any lightwave system is to gen- 
erate a digital bit stream at the optical transmitter in the form of a coded train of optical 
pulses such that it contains all the information available in the corresponding electrical 
signal. It turns out that the conversion of a bit stream from electrical to optical domain 
can be carried out in several different formats. The choice of an appropriate modula- 
tion format depends on a large number of factors and can be critical for designing and 
operating the system successfully. The objective of this chapter is to introduce various 
modulation formats and discuss how they can be used in practice. Section 2.1 describes 
the three major formats employed to modulate the optical carrier; they are based on 
whether the information is coded using the amplitude, phase, or frequency of the op- 
tical carrier. Section 2.2 deals with the two principal digital data formats known as 
return-to-zero and nonreturn-to-zero formats, depending on whether the optical pulse 
representing 1 bit occupies a fraction of or the entire bit slot. Section 2.3 then focuses 
on the techniques used to generate an optical bit stream within the transmitter. The 
discussion includes several new modulation formats, borrowed from the field of mi- 
crowaves, whose use helps to improve the performance of modern lightwave systems. 
Section 2.4 is devoted to several design issues important for optical transmitters such 
as coupling losses, optical feedback, stability and tuning of the carrier wavelength, and 
long-term reliability. 

2.1 Modulation Formats 

Electrical-to-optical conversion of a bit stream requires modulation of an optical carrier. 
An important issue is related to the choice of the physical quantity that is modulated to 
encode the data on the optical camer. The optical carrier before modulation is in the 
form of a continuous wave (CW) and its electric field can be written as 

E(t) = i?Aocos(@t - &) = Re[i5A~eiheexp(-i@t)], (2.1.1) 

where Re denotes the real part, E is the electric field vector, i? is a unit vector represent- 
ing the state of the polarization of the optical field, A0 is its amplitude, @ is its carrier 
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Figure 2.1: Modulated optical carrier in the case of the ASK, PSK, and FSK formats for a 
specific bit pattern shown on the top. 

frequency, and qbo is its phase. The spatial dependence of E is suppressed for simplicity 
of notation; it follows the shape of the fundamental mode of the fiber when single- 
mode fibers are used as a communication channel. In the “phasor” notation adopted in 
this text, an optical carrier is described by its frequency Q and its complex amplitude 
A = Aoei@J. The choice of exp(- iqt)  in place of exp(iQt)  is arbitrary. In many en- 
gineering textbooks, the factor exp( jQt )  is employed; the substitution i + - j  can be 
used for conversion. 

Similar to an electrical communication system, one may choose to modulate the 
amplitude Ao, the frequency Q, or the phase qbo of the optical carrier [I]-[4]. In the 
case of an analog signal, the three modulation choices are known as amplitude mod- 
ulation (AM), frequency modulation (FM), and phase modulation (PM). In the digital 
case, they are called amplitude-shift keying (ASK), frequency-shift keying (FSK), and 
phase-shift keying (PSK), depending on whether the amplitude, frequency, or phase of 
the carrier wave is shifted between the two levels of a binary digital signal. Figure 2.1 
shows schematically the time dependence of the modulated optical carrier for the three 
modulation formats using a specific bit pattern. 
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In principle, binary electrical data can also be encoded by changing the state of 
polarization of the optical carrier governed by the unit vector C in Eq. (2.1.1). In such a 
polarization-shift keying (PoSK) technique, 0 and 1 bits are represented by two orthog- 
onally polarized unit vectors, CO and & I ,  such that @0.@1 = 0. Although this modulation 
format can be easily adopted for space and satellite communications, it is not yet practi- 
cal for fiber-optic lightwave systems because the state of polarization of an optical field 
is not maintained in optical fibers, unless especially designed polarization-maintaining 
fibers are employed. We ignore the vector nature of the optical field in this chapter and 
employ a scalar notation in the following discussion. 

2.1.1 ASK Format 

Since only the amplitudeA0 is modulated in Eq. (2.1.1) in the case of ASK, the electric 
field associated with the modulated carrier can be written as 

E ( t )  = Re[Ao(t)eih e x p ( - i ~ t ) ] ,  (2.1.2) 

where Ao(t) changes with time in the same fashion as the electrical bit stream. In the 
digital case, 

AO(l) = f iEbnfp( t -nTb) ,  (2.1.3) 
n 

where Po is the peak power, f p ( t )  represents the optical pulse shape, Tb = l / B  is the 
bit slot at the bit rate B, and the random variable b, takes values 0 and 1, depending 
on whether the nth bit in the optical signal corresponds to a 0 or 1. In most practical 
situations, A0 is set to zero during transmission of 0 bits. The ASK format is also 
known as the on-off keying. Most digital lightwave systems employ ASK because its 
use simplifies the design of optical transmitters and receivers considerably. 

The implementation of on-ff keying in an optical transmitter requires that the in- 
tensity (or the power) of the optical carrier is turned on and off in response to an elec- 
trical bit stream. The simplest approach makes use of a direct-modulation technique in 
which the electrical signal is applied directly to the driving circuit of a semiconductor 
laser or a light-emitting diode. Typically, the laser is biased slightly below threshold so 
that it emits no light (except for some spontaneous emission). During each 1 bit, the 
laser goes beyond its threshold and emits a pulse whose duration is nearly equal to that 
of the electrical pulse. Such an approach works as long as the laser can be turned on 
and off as fast as the bit rate of the signal to be transmitted. 

In practice, direct modulation suffers from a “chirping” problem (see Section 5.3.3 
of LT1). The reason is related to phase changes that invariably occur when laser power 
is changed by modulating the current applied to a semiconductor laser. Physically, one 
must inject additional electrons and holes into the active region of the laser. This in- 
crease in the charge-carrier density changes the refractive index of the active region 
slightly and modifies the carrier phase & in Eq. (2.1.2) in a time-dependent fashion. 
Although such unintentional phase changes are not seen by a photodetector (as it re- 
sponds only to optical power), they chirp the optical pulse and broaden its spectrum by 
adding new frequency components. Such spectral broadening is undesirable because it 
can lead to temporal broadening of optical pulses as they propagate through an optical 
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Modulated Output m 
Figure 2.2: Schematic illustration of the external-modulation scheme. A DFB laser is biased at 
a constant current while the time-dependent electrical signal is applied to the modulator. 

fiber. For this reason, direct modulation of the laser output becomes impractical as the 
bit rate of a lightwave system is increased beyond 2.5 Gb/s. The effects of frequency 
chirp on pulse broadening are considered in Section 3.2 where we discuss the impact 
of fiber dispersion. 

The chirping problem can be solved to a large extent by operating a distributed- 
feedback (DFB) semiconductor laser continuously at a constant current and modulat- 
ing its CW output through an external modulator. Figure 2.2 shows the basic idea 
schematically. As discussed in Chapter 6 of LTl, two types of external modulators 
are employed for lightwave systems. Figure 2.3 shows an example of each kind. The 
modulator shown in part (a) makes use of the electro-optic effect through which the re- 
fractive index of a suitable material (LiNb03 in practice) can be changed by applying 
a voltage across it. Changes in the refractive index modify the phase of an optical field 
propagating inside that material. Phase changes are converted into amplitude modula- 
tion using a Mach-Zehnder (MZ) interferometer made of two LiNb03 waveguides as 
shown in Figure 2.3(a). 

LiNb03 modulators are often used for generating optical bit streams. They can 
easily provide an on-off contrast of more than 20 between 1 and 0 bits and can be 
modulated at speeds of up to 75 GHz [5] .  The driving voltage is typically 5 V but can 
be reduced to near 3 V with a suitable design. Materials other than LiNb03 can also 
be employed. For example, polymeric electro-optic modulators can be designed such 
that they require less than 2 V for shifting the phase of a 1.55-pm signal by a in one 
of the arms of the MZ interferometer [6]. Since all external modulators have some 
insertion loss, the transmitted power is invariably affected when an external modulator 
is employed. 

Insertion losses can be reduced significantly (to below 1 dB) by using an electro- 
absorption modulator shown schematically in Figure 2.3(b). The reason behind this 
reduction is that an electroabsorption modulator is made with the same material used 
for semiconductor lasers, and thus it can be integrated monolithically with the optical 
source. An added advantage is that electroabsorption modulators do not require an 
optical interferometer because they can change optical power directly in response to 
an applied voltage (see Section 6.4 of LT1). Optical transmitters with an integrated 
electroabsorption modulator, capable of modulating at a bit rate of 10 Gb/s, were avail- 
able commercially by 1999 and are used routinely for lightwave systems. By 2001, 
such integrated modulators were able to operate at bit rates of 40 Gb/s. 
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Figure 2.3: Two kinds of external modulators: (a) a LiNb03 modulator in the Mach-Zehnder 
configuration; (b) an electroabsorption modulator with multiquantum-well (MQW) absorbing 
layers. 

2.1.2 PSK Format 

In the case of PSK format, the optical bit stream is generated by modulating the phase 
$0 in Eq. (2.1. l), while the amplitude A0 and the frequency 00 of the optical carrier are 
kept constant. The electric field of the optical bit stream can now be written as 

E ( t )  = Re{Ao exp[i&(t) - imt ] ) ,  (2.1.4) 

where the phase &(t) changes with time in the same fashion as the electrical bit stream. 
For binary PSK, the phase Qrn takes two values, commonly chosen to be 0 and n, and 
it can be written in the form 

(2.1.5) 

where f p ( t )  represents the temporal profile and the random variable bn takes values 0 
and 1, depending on whether the nth bit in the optical signal corresponds to a 0 or 1. 
Figure 2.1 shows the binary PSK format schematically for a specific bit pattern. An 
interesting aspect of the PSK format is that the optical power remains constant during 
all bits, and the signal appears to have a CW form. 

Direct detection cannot be used for lightwave systems employing the PSK format as 
all phase information is lost when such a bit stream is converted into electrical current 
using a photodetector. The only solution is to employ a homodyne or a heterodyne 
detection technique in which the optical bit stream is combined coherently with the CW 
output of a local oscillator (a DFB laser) before the signal is detected. The interference 
between the two optical fields creates a time-dependent electric current that contains all 
the information transmitted through PSK. This can be seen mathematically by writing 
the total field incident on the photodetector as (in the complex notation) 

Ed(t)  = Aoexp[ih(t) - i Q t ]  +ALexp(i@L - imLt), (2.1.6) 
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where the subscript L denotes the corresponding quantity for the local oscillator. The 
current generated at the photodetector is given by Id = RdIEd(t)12, where Rd is the 
responsivity of the photodetector. It is easy to see that Id varies with time as 

(2.1.7) 

Since I d ( t )  changes from bit to bit as & ( t )  changes, one can reconstruct the original 
bit stream from this electrical signal. 

The implementation of PSK requires an external modulator capable of changing the 
optical phase in response to an applied voltage. A LiNb03 modulator can be used for 
this purpose. In fact, the design of such a phase modulator is much simpler than that of 
an amplitude modulator as a MZ interferometer is no longer needed. Semiconductors 
can also be used to make phase modulators if they exhibit the electro-optic effect. 
However, the PSK format is rarely used in practice for lightwave systems because it 
requires the phase of the optical carrier to remain stable so that phase information 
can be extracted at the receiver without ambiguity. This requirement puts a stringent 
condition on the tolerable line widths of the DFB lasers used as an optical source at the 
transmitter and as a local oscillator at the receiver. 

A variant of the PSK format, known as differential PSK or DPSK, is much more 
practical for lightwave systems. In the case of DPSK, information is coded by using the 
phase difference between two neighboring bits. For instance, if 4 k  represents the phase 
of the kth bit, the phase difference A$ = qbk - O k - 1  is changed by 0 or i'c, depending on 
whether the kth bit is a 0 or 1. The DPSK format does not suffer from the phase-stability 
problem because information coded in the phase difference between two neighboring 
bits can be recovered successfully as long as the carrier phase remains stable over a 
duration of two bits. This condition is easily satisfied in practice at bit rates above 
1 Gb/s because the line width of a DFB laser is typically below 10 MHz, indicating 
that the carrier phase does not change significantly over a duration of 1 ns or so. 

A modulation format that can be useful for enhancing the spectral efficiency of 
lightwave systems is known as quaternary PSK (QPSK). In this format, the phase 
modulator takes two bits at a time and produces one of the four possible phases of 
the carrier, typically chosen to be 0, z/2, n, and 3n/2 for bit combinations 00, 01, 1 1, 
and 10, respectively. Such a signal has half the bandwidth compared with that of the 
binary PSK as its bit rate is lower by a factor of 2. Of course, the QPSK format suffers 
from the same phase-stability issue as the binary PSK. This problem can be avoided by 
adopting a differential QPSK (DQPSK) format, as has been done in some recent WDM 
experiments [7]. 

2.1.3 FSK Format 

In the case of FSK modulation, information is coded on the optical carrier by shifting 
the carrier frequency takes 
two values, say, Q - A@ and @ +Am,  depending on whether a 0 or 1 bit is being 
transmitted. The shift A f = Am/2i'c is called the frequency deviation. The quantity 
2A f is sometimes called tone spacing, as it represents frequency separation between 0 
and 1 bits. Figure 2.1 shows schematically how the electric field varies in the case of 

itself [see Eq. (2.1.1)]. For a binary digital signal, 



32 Chapter 2. Optical Signal Generation 

FSK format. Mathematically, it can be written as 

E ( t )  = Re{Aoexp[i& - i ( ~  * A w ) t ] ) ,  (2.1.8) 

where + and - signs correspond to 1 and 0 bits, respectively. Noting that the argu- 
ment of the exponential function can be written as Q t  + (& 41 Awt) ,  the FSK format 
can also be viewed as a special kind of PSK modulation for which the carrier phase 
increases or decreases linearly over the bit duration. Similar to the PSK case, the mod- 
ulated carrier has constant power, and the information encoded within the bit stream 
cannot be recovered through direct detection: One must employ heterodyne detection 
for decoding an FSK-coded optical bit stream. 

Implementation of the FSK format requires modulators capable of shifting the fre- 
quency of the incident optical signal. Electro-optic materials such as LiNb03 nor- 
mally produce a phase shift proportional to the applied voltage. They can be used for 
FSK by applying a triangular voltage pulse (sawtooth-like) since a linear phase change 
corresponds to a frequency shift. An alternative technique makes use of Bragg scat- 
tering from acoustic waves inside an acousto-optic modulator. Such modulators can 
be fabricated in a compact form by exciting surface acoustic waves within a LiNb03 
waveguide. The device structure is similar to that used for acousto-optic filters (see 
Section 8.1.4 in LTI). The maximum frequency shift is typically limited to below 
1 GHz for such modulators. 

The simplest method for producing an FSK signal makes use of the direct modula- 
tion capability of semiconductor lasers (see Section 5.4.2 of LT1). As discussed earlier, 
a change in the operating current of a semiconductor laser leads to changes in both the 
amplitude and frequency of emitted light. In the case of ASK, the frequency shift, 
or chirping of the emitted optical pulse, is undesirable. But the same frequency shift 
can be used to advantage for the purpose of FSK. Typical values of frequency shifts 
are ~1 GHz/mA. Therefore, only a small change in the operating current ( ~ 1  mA) is 
required for producing the FSK signal. Such current changes are small enough that the 
amplitude does not change much from bit to bit. In spite of this simple method, the 
FSK format is rarely used for lightwave systems because of the complexities involved 
in recovering the frequency-coded information. 

2.2 Digital Data Formats 

In the case of the ASK format, a digital bit stream uses one optical pulse in each bit slot 
representing 1 (also called a mark). There still remains open the following question: 
how wide this pulse should be relative to the bit duration. The pulse can occupy the 
entire bit slot or only a part of it, leading to two main choices for the format of optical 
bit streams [1]-[3]. These two choices are shown in Figure 2.4 and are known as 
the return-to-zero (RZ) and nonreturn-to-zero (NRZ) formats. We discuss the relative 
merits of the RZ and NRZ formats in this section. Variants of RZ as well as several 
other formats such as DPSK are considered in Section 2.3. 
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2.2.1 Nonreturn-to-Zero Format 

In the NRZ format, the optical pulse representing each 1 bit occupies the entire bit slot. 
The natural question is what happens at the bit boundary when two (or more) 1 bits 
are next to each other. As seen in Figure 2.4(b), the optical field does not drop to zero 
between two or more successive 1 bits. The main consequence of this choice is that 
pulses in an NRZ bit stream do not have the same width. Rather, pulse width varies 
depending on the bit pattern. Each isolated 1 is represented by a rectangular pulse 
of width Tb, where Tb = 1/B is the bit duration at the bit rate B, but the pulse width 
doubles for a pair of 1 bits surrounded by 0 bits. If ten 1 bits occur in succession, a 
single optical pulse of width 10Tb is used to represent all 10 bits. An optical receiver 
can still function if it first extracts an electrical clock (a sinusoidal signal at the bit rate 
B )  from the bit stream and then uses it to sample the signal during each bit. 

The main advantage of the NRZ format is that the bandwidth associated with this 
format is smaller than that of the RZ format by about a factor of 2. The reduced band- 
width of an NRZ signal can be understood qualitatively from Figure 2.4(b) by noting 
that on-off transitions occur much less often for an NRZ signal. This is the reason why 
the NRZ format is used extensively in the case of microwave and coaxial-cable systems 
for which the bandwidth should be economized as much as possible. However, the use 
of NRZ format for lightwave systems is not always the right choice because of the 
dispersive and nonlinear effects that can distort optical pulses during transmission and 
spread them outside their assigned bit slot. Since the pulse occupies the entire bit slot, 
the NRZ format cannot tolerate even a relatively small amount of pulse broadening and 
is quite vulnerable to intersymbol crosstalk. Moreover, a long sequence of 1 or 0 bits 
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contains no information about the bit duration and makes it difficult to extract the clock 
electronically with a high accuracy. In spite of these difficulties, the NRZ format is still 
often used for lightwave systems, especially at low bit rates. The use of NRZ format 
becomes questionable at bit rates higher than 10 Gb/s. 

2.2.2 Return-to-Zero Format 

In the RZ format, each optical pulse representing 1 bit is chosen to be shorter than 
the bit slot, and its amplitude returns to zero before the bit duration is over, as seen in 
Figure 2.4(a). Thus, all pulses are identical in an RZ bit stream at the transmitter end, 
before they are launched into the fiber, but the spacing among them depends on the bit 
pattern. For example, pulses are spaced apart by the bit duration Tb when two or more 
1 bits occur in succession, but they become separated further and further apart as the 
number of 0 bits between two 1 bits increases. 

Although the RZ format is essential for optical TDM and soliton-related applica- 
tions, its use for lightwave systems was not pursued seriously until after it was found 
that the RZ format may help in improving the performance of high-capacity lightwave 
systems [9]-[ 1 11. An important issue from the design standpoint is how wide the op- 
tical pulse should be compared to the bit slot. The ratio Tp/Tb, where T, is the pulse 
width, is referred to as the duty cycle of an RZ bit stream. It is common to use a 50% 
duty cycle so that the pulse occupies one half of the bit slot. However, more often than 
not, duty cycle is just another design parameter for RZ systems that can be tailored to 
help meet the design goals. For example, a duty cycle of 30% or smaller is often used 
for dispersion-managed soliton systems (see Section 8.3) in which pulses should not 
be too close to each other to avoid any nonlinear interaction. 

In an interesting variant of the RZ format, known as the chirped RZ (CRZ) format, 
optical pulses in each bit slot are chirped suitably before they are launched into the 
fiber link. As discussed in Chapter 3, pulses can be chirped by simply passing them 
through an optical fiber of appropriate length. Another RZ-related data format that is 
well known in the field of microwave communications and is attracting attention for 
lightwave systems is known as the carrier-suppressed RZ (CSRZ) format [ 121-[ 161. 
Its main advantage is that it has a smaller signal bandwidth than the conventional RZ 
format. Several other variations of the RZ format exist. We discuss such formats in 
Section 2.3 after introducing the concept of power spectral density whose knowledge 
provides an estimate of the signal bandwidth associated with an optical bit stream. 

2.2.3 Power Spectral Density 

To find the power spectrum of an optical bit stream, we begin with the electric field, 
E ( t )  = Re[A(t)exp(-imt)], where A ( t )  is the complex amplitude of the modulated 
carrier. In the case of the ASK format, A ( t )  can be written as 

A ( t )  = CbnA,( t  - nTb) f [ Ib ( t ’ )A , ( t  -t’)dt’, 
n 

(2.2.1) 
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where b, is a random number taking values 0 or 1, Ap(t) represents the pulse shape, 
and we have introduced b(t) as 

(2.2.2) 

where 6 ( f )  represents the delta function defined to be zero for all values of t # 0 and 
normalized such that srm 6 ( t )  dt  = 1. Physically, one can interpret b(t) as the impulse 
response of a filter. 

If we assume that A(t) represents a stationary stochastic process, its power spectral 
density SA (w) can be found from the Wiener-Khintchine theorem using [8] 

where r A ( 7 )  = (A*(t)A(t + 7)) is the autocorrelation function of A(t) and the angle 
brackets denote ensemble averaging. It follows from Eqs. (2.2.1) through (2.2.3) that 

SA (0) = ( A p ( 0 )  l 2 S b ( o )  1 (2.2.4) 

where the power spectral density &(w) is defined similar to Eq. (2.2.3) and A p ( m )  is 
the Fourier transform of the pulse amplitude AP(t) defined as 

AD(@) = /-A,(t)exp(iwt)dt. -m (2.2.5) 

To find Sb(W), we first calculate the autocorrelation function of b(t)  using rb(z) = 

r b ( 7 )  = C C ( b n b k ) G ( t - k T b ) G ( t $ Z - n T b ) .  (2.2.6) 

If we replace the ensemble average with a time average over the entire bit stream and 
make the substitution n - k = m, Eq. (2.2.6) can be written as [3] 

(b(t)b(t + 7)). If we use b(t) from Eq. (2.2.2), we obtain 

n k  

where the correlation coefficient rm is defined as 

(2.2.7) 

(2.2.8) 

Taking the Fourier transform of Eq. (2.2.7) and substituting that in Eq. (2.2.4), we 
obtain the following expression for the power spectral density of an optical bit stream: 

(2.2.9) s A ( w )  = ~ / i , ( w ) l ~ ~  C r,exp(imoTb). 

The correlation coefficients can be easily calculated by noting that 1 and 0 bits are 
equally likely to occur in any realistic bit stream. It is easy to show that when b, takes 
values 1 or 0 with equal probabilities, 

1 -  
m=-m 

ro = 1/2, rm = 1/4 (m # 0). (2.2.10) 
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Using these values in Eq. (2.2.1 l), we obtain 

If we use the well-known identity [3] 

(2.2.1 1) 

(2.2.12) 

the power spectral density can be written as 

The spectrum consists of a continuous part and a discrete part resulting from the sum 
over delta functions in Eq. (2.2.13). 

We now apply Eq. (2.2.13) to the RZ and NRZ formats. In the case of the NRZ 
format, each pulse occupies the entire bit slot. Assuming a rectangular shape, A p ( t )  
equals fi within the bit slot of duration Tb but becomes zero outside of it. Taking the 
Fourier transform of A P ( t ) ,  we obtain 

lii,(o)12 = PiT2sinc2(OT’/2), (2.2.14) 

where sinc(x) f sin(x)/x is the so-called sinc function. Substituting the preceding 
expression in Eq. (2.2.13), we obtain 

(2.2.15) 

Only the m = 0 term survives in the sum in Eq. (2.2.13) as the sinc function vanishes 
at all frequencies such that o = 2nrn/Tb except when m = 0. This spectrum is shown 
in Figure 2.5(a). The spectrum contains a discrete component at the zero frequency. 
However, recall that the zero-frequency component of SA ( 0) is actually located at Q 

when one considers the spectrum of the electric field. The continuous part of the spec- 
trum is spread around the carrier in a symmetric fashion. Most of the spectrum is 
confined within the bandwidth 2B for an NRZ bit stream at the bit rate B, and the 3-dB 
bandwidth (full width at half maximum or FWHM) is about B. 

In the case of an RZ bit stream, spectral density depends on the duty cycle of the 
RZ pulse. Assuming that each 1 bit occupies a fraction d, of the bit slot and assuming 
a rectangular shape for the optical pulse, the pulse spectrum is found to be 

I A , ( o ) ~ ~  = PoT2dcsinc2(~Tbd,/2). (2.2.16) 

As expected, this spectrum is wider than that given in Eq. (2.2.14) by a factor of l/dc. 
However, when we substitute Eq. (2.2.16) in Eq. (2.2.13), we notice another important 
difference. The discrete spectral components no longer vanish for m # 0 because of 
the presence of d, in the argument of the sinc function. Which ones survive depends 
on the duty factor. For example, for a duty cycle of 50% every even component (except 
m = 0) vanishes but all odd components survive. This case is shown in Figure 2.5(b). 
In general, all discrete components can be present in an RZ bit stream depending on 
the pulse shape and the duty factor used. 
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Figure 2.5: Power spectral density of (a) NRZ bit stream and (b) RZ bit stream with 50% duty 
cycle. Frequencies are normalized to the bit rate and the discrete part of the spectrum is shown 
by vertical arrows. 

2.3 Bit-Stream Generation 

As mentioned earlier, the format of choice for most lightwave systems is the ASK for- 
mat. It can be implemented using both the RZ and NRZ coding schemes. In an attempt 
to improve the spectral efficiency of dense WDM systems, several new formats mix the 
basic RZ scheme with phase modulation [ 121-[ 161. Another format that has attracted 
attention since 2000 is a variant of the basic DPSK format, known as the intensity- 
modulated DPSK or the RZ-DPSK format [ 171-[22]. In this format, an optical pulse 
is present in all bit slots, but the information is coded in the phase of the optical bit 
stream. This section focuses on the design of transmitters used for implementing vari- 
ous modulation formats. 

2.3.1 NRZ Transmitters 

The design of an NRZ transmitter is relatively simple since the electrical signal that 
needs to be transmitted is itself usually in the NRZ format. It is thus sufficient to use the 
scheme shown in Figure 2.2, where a single modulator, known as the data modulator, 
converts the CW light from a DFB semiconductor laser into an optical bit stream in the 
NRZ format. The data modulator can be integrated with the DFB laser if it is based 
on the electroabsorption effect (see Section 6.4 of LT1). Alternatively, an external 
LiNb03 modulator provides the same functionality. It employs a MZ interferometer 
for converting a voltage-induced relative phase shift into amplitude modulation of the 
input CW beam (see Section 6.2 of LT1). 

Figure 2.6 shows schematically the design of a LiNb03 modulator. The input CW 
beam is split into two parts by a 3-dB coupler that are recombined back by another 3- 
dB coupler after different phase shifts have been imposed on them by applying voltages 
across two waveguides that form the two arms of the MZ interferometer. To understand 
this conversion process, we consider the transmission characteristics of such a modula- 
tor. Using the transfer matrix of a 3-dB coupler (see Section 2.3.4 of LTl), the outputs 
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C 

Figure 2.6: Schematic of a LiNbO, modulator, The Mach-Zehnder configuration converts the 
input CW beam into an optical bit stream by applying appropriate voltages across the two arms 
of the interferometer. 

Ab and A,  exiting from the bar and cross ports of an MZ interferometer, respectively, 
can be obtained from the matrix equation 

(2.3.1) 

where Ai is the incident field and $ j ( t )  = zV,(t)/Vz is the phase shift in the jth arm 
when a voltage V, is applied across it ( j  = 1,2). Here, V, is the voltage required to 
produce a K phase shift; this parameter is generally known for any LiNb03 modulator 
and is typically in the range of 3 to 5 V. 

The transfer function for the bar or cross port is easily obtained from Eq. (2.3.1). 
For the cross port, the modulator response is governed by 

tm =Ab/Ai = COS[($I - h ) / 2 ]  exp[i($l +h + ~ ) / 2 ] .  (2.3.2) 

The phase shift $1 + can be reduced to a constant if we choose voltages in the two 
arms such that Vz(t) = -Vl(t)  + v b ,  where vb is a constant bias voltage. Then, the 
power transfer function, or the time-dependent transmissivity of the modulator, takes 
the form 

(2.3.3) 

It is important to note that the transfer function of a MZ modulator is nonlinear in 
applied voltage Vl . To generate the NRZ bit stream, the modulator is typically biased 
at the half-power point by choosing v b  = -Vz/2.  The applied voltage Vl ( t )  is then 
changed using a bipolar electrical NRZ signal that changes from -V,/4 to +V,/4 
between 0 and 1 bits. 

2.3.2 RZ Transmitters 

The situation is somewhat different when an optical bit stream needs to be generated 
in the RZ format from an electrical signal available in the NRZ format. One possibility 
is to use an actively mode-locked semiconductor laser (or fiber laser) in place of the 
continuously operating DFB laser. Such a laser should produce a periodic train of 
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Figure 2.7: Schematic of an RZ transmitter. The data modulator creates an NRZ signal that is 
transformed into an RZ bit stream by the second modulator acting as a pulse carver. 

pulses of appropriate width at a repetition rate equal to the bit rate B at which the 
channel is designed to operate. In essence, the laser produces an “1 1 11 1.. .” bit stream 
as an optical pulse is present in each bit slot. The modulator is then operated such that 
it blocks the pulse in all slots representing 0 bits. Although such an approach is indeed 
used in laboratory experiments designed to make use of optical solitons [23]-[25], it 
is rarely used for commercial lightwave systems because mode-locked lasers may not 
prove as reliable as a CW semiconductor laser. 

An alternative approach makes use of the scheme shown in Figure 2.7. It first 
generates an NRZ signal using a data modulator and then converts it into an RZ bit 
stream using a second modulator that is driven by a sinusoidal signal (an electrical 
clock) at the bit rate. The second modulator is sometimes called the “pulse carver” 
because it splits a long optical pulse representing several 1 bits into multiple pulses, 
each being shorter than the bit slot [26]. Three different biasing configurations can 
be used to create RZ bit streams with duty cycles ranging from 33 to 67% [27]. In 
one configuration, the bias voltage is set to be vb = V,/2 in Eq. (2.3.3), and VI ( t )  = 

( V Z / 4 ) c o s ( 2 ~ B t )  is varied in a periodic fashion at a frequency equal to the bit rate B. 
Since the phase shift equals 7 ~ / 2  once during each cycle, each long pulse representing 
a string of 1’s is split into multiple pulses while 0’s are unaffected. Such a device acts 
as an NRZ-to-RZ converter for the optical bit stream by forcing the output to reduce to 
zero at the boundaries of each bit. For a sinusoidal clock, the transfer function or the 
transrnissivity of the second modulator becomes 

(2.3.4) 

Figure 2.8 shows the clock signal at 40 Gb/s together with the RZ pulses obtained with 
such a clock by plotting T, as a function of time. The duty cycle of RZ pulses is 
about 50%. In practice, duty cycle can be adjusted by reducing the voltage swing and 
adjusting the bias voltage applied to the modulator, or using a third modulator. 

In the second configuration, the bias voltage is set to be vb = 2VZ (point of maxi- 
mum transmission), and Vl ( t )  is modulated at a frequency equal to B / 2  with the peak 
value VZ/2 .  The resulting RZ pulses are considerably shorter and have a duty cycle of 
33%. In the third configuration, the bias voltage is set at vb = V, (point of minimum 
transmission), and VI (t) is again modulated in periodic fashion at a frequency equal 
to B/2. This configuration provides a duty cycle of 67%. We discuss it in the next 
subsection as it also introduces a phase difference between neighboring pulses. 

~ ~ ( t )  = cos2[insin 2 ( n ~ t ) ] .  
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Figure 2.8: RZ pulses (a) created by a pulse carver driven by a sinusoidal clock (b) at the bit 
rate. 

The main drawback of the RZ transmitter shown in Figure 2.7 is that it requires syn- 
chronization between the two radio-frequency (RF) signals applied to two modulators. 
A chirp-based technique has been used with success for realizing such synchronization 
when an electroabsorption modulator is used as a data modulator [26] .  Another tech- 
nique detects the microwave power spectrum of the transmitted signal and uses it to 
align the two modulators in a dynamic fashion [28] .  

2.3.3 Modified RZ Transmitters 

The use of Rz format suffers from a drawback in that the bandwidth of an RZ bit 
stream is enhanced considerably compared with that of an NRZ bit stream (see Figure 
2.5). The enhancement factor depends on the duty cycle, and the bandwidth is nearly 
doubled for a 50% duty cycle. This increase in the channel bandwidth forces one to 
increase the wavelength separation between two neighboring WDM signals, which in 
turn reduces the spectral efficiency of dense WDM systems. 

The performance of RZ-format lightwave systems can be improved with suitable 
design modifications. In the case of the CRZ format, optical pulses representing 1 bits 
are chirped before they are launched into the fiber. Chirping can be realized using either 
phase modulation or by passing the RZ bit stream through a fixed length of optical fiber 
(see Section 3.3). As seen from Eq. (2.3. I ) ,  the former can be implemented by adjusting 
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the voltages applied to one of the LiNb03 modulators in Figure 2.7 so that the optical 
phase of the signal becomes time-dependent. The later is also easy to implement as it 
requires only the addition of a fiber of controlled length before the signal is launched 
into the fiber link used for transmission. Even though chirping of optical pulses does 
not reduce the signal bandwidth directly (and, in fact, increases it), the CRZ format 
offers several benefits discussed in Chapters 8 and 9 and is used often in practical long- 
haul systems. 

The idea of phase modulation can be used with success for reducing the signal 
bandwidth using a format known as the CSRZ format. More specifically, phase modu- 
lation is used to introduce a r phase shift between any two neighboring bits. This phase 
alternation modifies the signal spectrum such that the central peak located at the carrier 
frequency is suppressed (hence the name CSRZ) and produces a narrower spectrum 
compared with that of the RZ signal. Figure 2.9 shows the experimentally recorded 
optical spectra at 42.7 Gb/s for several different formats [22]. The top row compares 
the CSRZ-format spectrum with the spectra obtained when the RZ and NRZ formats 
are employed. While both the RZ and NRZ formats contain a dominant peak at the 
carrier frequency, this peak is absent in the CSRZ spectrum. In all cases, spectral peaks 
are separated by 42.7 GHz, but the signal bandwidth is generally smaller for the CSRZ 
bit stream. Notice that the bandwidth depends on the duty cycle of the RZ pulse train 
and increases when duty cycle is reduced from 67% to 33% (shorter pulses in each 
bit slot). A duobinary format, in which phase is changed only when an odd number 
of 0 bits occur between two successive 1 bits, is sometimes employed because its use 
reduces intersymbol interference. However, the use of this format requires consider- 
able electronic processing of the NRZ data at the transmitter. Optical spectrum of the 
RZ-duobinary format is shown in the middle row of Figure 2.9. 

To understand how the CSRZ format helps in reducing signal bandwidth, it is im- 
portant to realize that a r phase shift for alternate bits is equivalent to changing the sign 
of the pulse amplitude. Thus, the modulated signal can be written as 

(2.3.5) 

As seen above, one can absorb the factor (-l)n in the definition of a new random 
number b that is allowed to take three values (-1, 0, and 1) for each bit. In this sense, 
the CSRZ format falls in the category of bipolar or ternary schemes commonly used 
for electrical communication systems [3]. 

It is easy to see from Eq. (2.2.9) that the phase modulation would change the spec- 
trum of the bit stream because the correlation coefficients r,,, appearing in this equation 
become different when 6,  is allowed to take three values. We can calculate these coef- 
ficients by remembering that in a bit stream containing N bits, where N is an infinitely 
large number, b, = 0 for N/2 bits but the remaining N/2 bits should be divided into 
two categories such that 6, = 1 for N/4 bits and - 1 for the other N/4 bits. Using these 
three categories, we obtain 

ro = 1/2, r,,, = (-l)m/4 (m # 0). (2.3.6) 

It is this sign reversal of r, that suppresses the carrier in CSRZ bit streams and, at the 
same time, reduces the signal bandwidth. 
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Figure 2.9: Experimentally recorded optical spectra for nine different modulation formats for a 
42.7-Gb/s optical bit stream. (After Ref. [22]; 02004 IEEE.) 

The CSRZ scheme can be implemented in practice using the same two-modulator 
configuration shown in Figure 2.7 for the conventional RZ format [ 121. The only dif- 
ference is that the second modulator (the pulse carver) is operated at half the bit rate 
(B/2) with twice the peak voltage (V1 = V,/2). Moreover, the modulator is biased at 
the point of minimum transmission (Vb = V,) and produces pulses with a 67% duty 
cycle [27]. From Eq. (2.3.2), the amplitude transmission of the modulator under such 
driving conditions is given by 

tm( t )  = cos[nsin*(n~t /2)1.  (2.3.7) 

Figure 2.10 shows the electrical clock together with tm(t)  using B = 40 Gb/s. During 
a single clock cycle, two optical pulses with a relative phase shift of 7~ are created by 
such a modulator. The CSRZ format can be thought of as a phase-modulated carrier on 
which information is imposed through the ASK format. 

A variant of the CSRZ format, known as the alternate-mark-inversion RZ (RZ- 
AMI) format (also called pseudo-ternary), is used with success in electrical commu- 
nication systems [3]. This format can also be adopted for lightwave systems [29]. As 
seen in Figure 2.9, the spectrum for the RZ-AM1 format is quite different than that of 
the CSRZ format. The main difference between the two formats is that a n phase shift 
is introduced in the case of the RZ-AM1 format only for 1’s so that alternate 1 bits have 
their amplitudes inverted. This simple change affects the signal spectrum because the 
correlation coefficients in Eq. (2.2.9) are different for the RZ-AM1 format than those 
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Figure 2.10: (a) Amplitude of CSRZ pulses for a 40-Gb/s bit stream and the (b) sinusoidal clock 
at half the bit rate used to generate it. Two pulses created during a single clock cycle are shifted 
in phase by X .  

obtained for the CSRZ format. It is easy to see that ro = 1/2 while rl = r- 1 = - 1 /4 be- 
cause the product b,b,+l is negative when both bits are 1 (and zero in all other cases). 
On the other hand, r, vanishes for all Irnl > 1 because both 1 and - 1 values are likely 
for any two 1 bits. As a result, only three terms survive in the sum appearing in Eq. 
(2.2.9), and the power spectral density becomes 

S A ( W )  = L / A p ( W ) 1 2 [ ( 1  -COS(WTb)]. (2.3.8) 
2Tb 

Using lA,(0)l2 from Eq. (2.2.16) with d, = & (50% duty cycle), we obtain 

(2.3.9) 

It is important to note that the power spectral density completely vanishes at w = 0 
in contrast with the case of CSRZ for which only the discrete component vanishes at 
w = 0. This suppression of the spectral density in the vicinity of the carrier frequency 
represents a major benefit of the RZ-AM1 format. 

Another variant of the RZ format is known as alternate-phase RZ (AP-RZ). In this 
format, the phase of two neighboring bits is alternated between two values that differ 
by a value other than n. Phase alternation by n/2 is often used in practice. As seen in 
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Figure 2.9, the spectrum for the AP-RZ format is quite different from that of the CSRZ 
format. It contains more spectral peaks because peaks are separated by only B/2, 
rather than B, at a bit rate B. A peak appears even at the carrier frequency. Although 
this spectrum appears undesirable at first sight, experimental results show that the AP- 
RZ format can provide a better system performance under certain conditions compared 
with the NRZ, RZ, and CSRZ formats [22]. 

The signal bandwidth of any modulation format can be reduced by 50% by adopt- 
ing a single-sideband scheme in which only one sideband located on either side of the 
carrier frequency is transmitted [ 11-[4]. This is possible because the signal spectrum is 
symmetric around the carrier frequency, and both the upper and lower sidebands con- 
tain the entire information content of the signal. However, the generation of an optical 
bit stream with a single sideband is not a simple task [16]. Moreover, the nonlinear 
effects occurring inside the fiber link tend to regenerate the suppressed sideband. 

The double-modulator configuration of Figure 2.7, as mentioned earlier, suffers 
from a synchronization problem. It would be much more preferable if an RZ bit stream 
can be generated with a single modulator. It turns out that an RZ pulse train can be 
generated using a single modulator provided it is driven by a differentially encoded 
NRZ signal, and one exploits the nonlinear switching characteristics of MZ modula- 
tors [30]. As mentioned earlier, NRZ transmitter operates by biasing the modulator at 
the half-power point. To create the RZ pulse train from the same transmitter, the mod- 
ulator is biased at the peak of its transmission while the amplitude of the differentially 
encoded NRZ signal is doubled. Setting v b  = V, in Eq. (2.3.3), the transmissivity of 
the modulator is given by 

(2.3.1 0) 

Since an optical pulse is produced whenever the electrical signal changes from low to 
high or high to low, the transmitter produces an RZ-coded bit stream from a differen- 
tially encoded NRZ signal in which information is coded such that the voltage level 
changes between its two values whenever the next bit is a “1” bit. 

Figure 2.11 shows another scheme in which a single phase modulator produces 
an RZ signal from a differentially encoded NRZ bit stream [31]. It makes use of a 

RZ output 
b 

dela y-line 
interferometer 

NRZdata differentia : j--Hencoderl; 
Figure 2.11: Block diagram of an RZ transmitter constructed using a single phase modulator in 
combination with a delay-line interferometer. (After Ref. [31]; 02001 IEEE.) 
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Figure 2.12: (a) The NRZ data; (b) its differentially encoded version; (c )  original (solid) and 
delayed (dashed) phase profiles at the output coupler; (d) final RZ bit stream; and (e) phase 
variations across it. (After Ref. [31]; 02001 IEEE.) 

passive optical delay-line (MZ) interferometer to produce the Rz output from a phase- 
modulated optical signal. Figure 2.12 shows how such a device functions. The differ- 
ential encoder takes the NRZ data in part (a) and converts it into another electrical bit 
stream shown in part (b). This new bit stream drives the phase modulator and modifies 
the phase of an optical carrier such that a a phase shift is produced whenever the volt- 
age is nonzero. The phase-encoded optical signal is split into two equal parts inside a 
MZ interferometer and is delayed in one branch by a fixed amount (a fraction of the bit 
slot). Figure 2.12(c) shows the phase profiles for the two fields. When these two op- 
tical fields are combined using a 3-dB coupler, constructive or destructive interference 
occurs depending on whether the relative phase shift is 0 or a. The resulting output 
shown in part (d) consists of an RZ bit stream corresponding to the original NRZ sig- 
nal. The width of the RZ pulse can be controlled by adjusting the optical delay in the 
longer branch of the interferometer. 

As expected from Eq. (2.3.2) and seen in Figure 2.12(e), the phase of the RZ signal 
is not uniform across all bits when a delay-line interferometer is used and appears to 
change in an erratic manner from bit to bit. Although not immediately apparent, this 
phase nonuniformity is, in fact, beneficial because it corresponds to a phase change 
of a across every 1 bit. Moreover, the direction of phase change is opposite for any 
two neighboring 1 bits. This is exactly what is required for producing the AM1 format. 
Thus, the transmitter shown in Figure 2.1 1 produces an RZ-AM1 signal. As discussed 
earlier, this format produces a smaller channel bandwidth compared with that of the 
traditional RZ format. It is also beneficial for lightwave systems whose performance is 
limited by the nonlinear effects occurring within the fiber link [29]. 
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Figure 2.13: Schematic of an RZ-DPSK transmitter together with the receiver design. The insets 
(a) and (b) show how the electric field varies across two bits after first and second modulators, 
respectively. (After Ref. [ 141; 02002 IEEE.) 

2.3.4 DPSK Transmitters and Receivers 

In this subsection we focus on the RZ-DPSK format that has been found quite useful 
for reducing the impact of cross-phase modulation (see Section 4.2) in WDM lightwave 
systems [17]-[22]. Similar to the formats such as CSRZ and RZ-AMI, both the inten- 
sity and the phase of an optical carrier are modulated in the RZ-DPSK case but with 
one important difference: Whereas information is coded using ASK in all previous 
formats, it is coded in the phase of the optical carrier in the RZ-DPSK case. 

To create an RZ-DPSK signal, the carrier's amplitude is first modulated to produce 
a regular pulse train in which an optical pulse is present in every bit slot. The informa- 
tion is coded by changing the phase of these pulses using the DPSK scheme such that a 
phase difference of a between any two neighboring pulses corresponds to 1 bits. Figure 
2.9 compares the spectra of a 42.7-Gb/s bit stream in the RZ-DPSK format with several 
other RZ-based formats. The DPSK format has been used in the past in the context of 
coherent lightwave systems but only the phase of the carrier was modulated. The use 
of intensity modulation makes this format more robust to the dispersive and nonlinear 
effects for WDM systems transmitting multiple channels simultaneously. One can also 
employ the CSRZ-DPSK format by shifting the phase of alternating pulses by n, in 
addition to the phase and amplitude changes associated with the transmitted data. 

Figure 2.13 shows how two modulators in series can be used to create an optical 
bit stream in the RZ-DPSK format [14]. The CW output from a DFB laser is first 
modulated using a phase modulator driven by the differentially encoded NRZ signal. 
The output after this modulator still has constant intensity since information is hidden 
in the phase of the optical carrier as shown in the inset (a). The second modulator driven 
at the bit rate creates pulses in each bit slot without affecting the phase, resulting in the 
form of electric field shown in the inset (b). The phase information is converted into 
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current variations at the receiver by first passing the optical signal through a delay-line 
interferometer similar to that shown in Figure 2.1 1. The only difference is that the 
length difference between the two arms of the MZ interferometer is chosen such that 
it delays the signal by exactly one bit slot. It is this one-bit delay that allows one to 
reconstruct the original bit stream using a conventional direct-detection scheme. 

One can understand the operation of such a receiver by noting that the output of the 
interferometer is formed through a superposition of the transmitted signal with its one- 
bit-delay version. We can use the transfer-matrix approach of Eq. (2.3.1) but we have 
to remember that the input field is now time-dependent. An MZ interferometer acts 
as an optical filter that shifts the phase of each frequency component of the pulse by a 
different amount. We should thus work in the spectral domain and write Eq. (2.3.1) as 
follows: 

(:)=I(' 2 i 1  i ) ( e i : T b  y ) ( i  :)( 44 ) ,  (2.3.11) 

where a tilde represents the Fourier transform. We have written the additional phase 
shift in one of the arms as eimTb to stress its frequency dependence. Noting that this 
extra phase shift amounts to a temporal delay of the field by Tb when one takes the 
inverse Fourier transform of the output field, the power of optical signal falling at the 
photodetector can be written as 

(2.3.12) 

where the choice of sign depends on whether the bar or cross port of the MZ interfer- 
ometer is used for photodetection. Using A ( t )  = m e x p [ i $ ( t ) ]  and assuming that 
pulse shape is the same for all bits, the current at the receiver can be written as 

(2.3.13) 

where A$(t) = $ ( t )  - $ ( t  - Tb) is the phase difference between the two neighboring 
bits. Since A$ = 0 for 0 bits but changes to 7c for 1 bits, one can reconstruct the original 
bit stream from temporal variations in the received electrical signal. 

Transmitter Design 

Design of optical transmitters requires attention to many details that differ from ap- 
plication to application [32]-[36]. For example, applications related to computer-data 
and access networks have low cost as a major design objective and need relatively low- 
power optical transmitters, based on LEDs or vertical-cavity surface-emitting lasers 
(VCSELs), that can operate over a wide temperature range without internal cooling. 
For metropolitan networks, low cost remains important but bit rates are also higher 
(typically 2.5 Gb/s). Such networks require semiconductor lasers that can be directly 
modulated at such bit rates. In contrast, submarine and terrestrial long-haul lightwave 
systems operate at high speeds and employ multiple WDM channels, each operating 
at 10 Gb/s or more. The design requirements are most stringent for such systems. A 
DFB laser is invariably used for stabilizing the channel wavelength. CW light from 
the DFB laser is coupled to a modulator as efficiently as possible. The modulator is 
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often integrated with the laser. If that is not possible, an external LiNb03 modulator 
is employed. In both cases, the optical bit stream generated needs to be launched into 
the fiber link without experiencing significant coupling losses and without undesirable 
feedback into the transmitter. This section focuses on the major design issues relevant 
to optical transmitters. 

2.4.1 Coupling Losses and Output Stability 

A design objective for any transmitter is to couple as much light as possible into the 
optical fiber. In practice, coupling efficiency depends on the type of optical source 
(LED versus laser) as well as on the type of fiber (multimode versus single mode). The 
coupling can be very inefficient when light from an LED is coupled into a single-mode 
fiber. In contrast, coupling efficiency for semiconductor lasers is typically 40 to 50% 
and can exceed 80% for VCSELs because of their circular spot size. A small piece 
of fiber (known as the pigtail) is included with every transmitter so that the coupling 
efficiency can be maximized during packaging; a splice or connector is used to join the 
pigtail with the fiber cable. 

Two approaches have been used for coupling the optical bit stream into an optical 
fiber efficiently; both are shown schematically in Figure 2.14. In one approach, known 
as butt coupling, one end of the fiber pigtail is brought almost in contact with the laser 
(if direct modulation is used) or with the last modulator, and the two are held in place 
by epoxy. In the other scheme, known as lens coupling, a lens is used to maximize 
the coupling efficiency. Each approach has its own merits, and the choice generally 
depends on other factors such as packaging and cost. An important criterion is that the 
coupling efficiency should not change with time; long-term mechanical stability of the 
coupling scheme is therefore a necessary requirement. 

The butt coupling of a semiconductor laser to a fiber provides only 10 to 20% 
efficiency if no attempt is made to match the mode sizes of the laser and the fiber. 
Typically, index-guided InGaAsP lasers have an elliptical spot size with dimensions 
in the range of 1 to 2 pm, whereas the mode diameter of a single-mode fiber exceeds 
6 pm. The coupling efficiency can be improved considerably by tapering the fiber end 
and forming a lens at the fiber tip. Figure 2.14(a) shows such a butt-coupling scheme 
for a commercial transmitter. The fiber is attached to a jewel, and the jewel is attached 
to the laser submount through an epoxy [34]. The fiber tip is aligned with the emitting 
region of the laser to maximize the coupling efficiency (typically 40%). The use of 
a lensed fiber improves the coupling efficiency, and values close to 80% have been 
realized with an optimum design [37]-[39]. 

Figure 2.14(b) shows the lens-coupling scheme for transmitters. The coupling ef- 
ficiency can exceed 70% for a confocal design in which a sphere is used to collimate 
the laser light and focus it onto the fiber core. The alignment of the fiber core is less 
critical for the confocal design because the spot size is magnified to match the fiber’s 
mode size. The mechanical stability of the package is ensured by soldering the fiber 
into a ferrule that is secured to the body by two sets of laser alignment welds. One 
set of welds establishes proper axial alignment, while the other set provides transverse 
a1 ignment. 
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Figure 2.14: Transmitters employing (a) butt-coupling and (b) lens-coupling designs. (After 
Ref. [34]; 01989 AT&T). 

The coupling issue for transmitters is important enough that several new schemes 
were developed during the 1990s [40]-[44]. In one approach, a silicon optical bench 
is used to align the laser and the fiber [40]. In another, a silicon micromirror fabricated 
using a micro-machining technique is used for optical alignment [41]. In a different 
approach, a directional coupler is used as the spot-size converter for maximizing the 
coupling efficiency [42]. Coupling efficiencies of >80% have been realized by inte- 
grating a spot-size converter with semiconductor lasers [44]. 

An important problem that needs to be addressed in designing an optical transmitter 
is related to the extreme sensitivity of semiconductor lasers to optical feedback [45]. 
Even a relatively small amount of feedback (<0.1%) can destabilize the laser and af- 
fect the system performance through phenomena such as linewidth broadening, mode 
hopping, and the enhancement of relative intensity noise [45]-[48]. While designing 
an optical transmitter, attempts are made to reduce the feedback into the laser cavity 
using antireflection coatings. Feedback can also be reduced by cutting the fiber tip at a 
slight angle so that the reflected light does not hit the active region of the laser. Such 
precautions are generally enough to reduce the feedback to a tolerable level. However, 
it may be necessary to use an optical isolator between the laser and the fiber in trans- 
mitters designed for more demanding applications. A very compact isolator can be 
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designed if the lens in Figure 2.14(b) is replaced by a YIG sphere so that it serves a 
dual purpose [49]. As light from a semiconductor laser is already polarized, a signal 
polarizer placed between the YIG sphere and the fiber can reduce the feedback by more 
than 30 dB. 

Another issue that must be addressed is the stability of the transmitter output. 
Each lightwave system is designed to operate with a certain amount of average power 
launched into the fiber link, and it is important that this power level is maintained 
throughout the system lifetime. In practice, power level can change if coupling losses 
change because of mechanical motion of the transmitter components. It can also 
change if the threshold current of the semiconductor laser itself increases because of 
aging-related degradations when the laser is biased at a constant current. To keep the 
output power level constant, most transmitters incorporate a built-in mechanism that 
adjusts the driving current in a dynamic fashion. This is realized by incorporating a 
photodiode that monitors the laser output and generates an electrical control signal that 
can be used to adjust the laser bias level. The rear facet of the laser is generally used 
for the monitoring purpose (see Figure 2.14). In some transmitters a front-end tap is 
used to divert a small fraction of the output power to the detector. 

2.4.2 Wavelength Stability and 'hnability 

Dense WDM lightwave systems operate with a channel spacing as small as 25 GHz 
(or 0.2 nm). It is thus essential that the wavelength of each optical carrier remains 
stable to within 1 GHz or so, or to within 10 pm, throughout the operating lifetime 
of the transmitter. The use of DFB lasers helps because the carrier wavelength is set 
by a built-in grating internal to the laser structure. However, the Bragg wavelength 

of this grating is set by the grating period A through the relation ?LB = 2iiA, where 
Ti is the effective index of the laser mode. The stability of requires ii to remain 
constant. In fact, since is near 1,550 nm, it can remain stable to within 10 pm only 
if changes in ii are below lop5. Since a temperature variation of even 1°C within the 
active region of the laser can change ii by an amount larger than that, one must control 
the laser temperature to a fraction of 1°C. This is realized in practice by including a 
thermoelectric cooler within the transmitter. 

Since wavelength stability of the optical carrier is paramount for WDM systems, 
high-performance transmitters employ a wavelength-monitoring scheme and control 
the laser wavelength using a servo-loop mechanism. Several different schemes have 
been employed for this purpose [50]-[54]. Figure 2.15 shows a DFB laser module 
in which both the optical power and the wavelength of the laser are monitored and 
maintained to constant values using the feedback loop shown in Figure 2.16. Light 
from the back facet of the DFB laser is split into two branches using a prism. A Fabry- 
Perot Ctalon in one branch serves as a wavelength reference; it is designed such that 
one of its transmission peaks occurs precisely at the wavelength at which the laser is 
designed to operate. 

The use of a Fabry-Perot Ctalon as a wavelength reference suffers from one prob- 
lem. Variations in the Ctalon temperature can affect both its cavity length and the 
refractive index and shift the transmission peaks in an uncontrolled manner. One could 
employ another thermoelectric cooler to keep the temperature of the Ctalon constant. 
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Figure 2.15: Schematic of a DFB laser-diode (LD) module with a built-in Ctalon for monitoring 
and stabilizing the laser wavelength; PD stands for photodiode. (After Ref. [54]; 02003 IEEE.) 

The feedback loop shown in Figure 2.16 solves this problem by monitoring the tem- 
perature of the dtalon in addition to monitoring the laser wavelength and power and 
adjusting the feedback signal accordingly [54]. The laser wavelength is kept constant 
by adjusting the current applied to the thermoelectric cooler and changing the laser 
temperature. With this approach, the wavelength of the laser module drifted by less 
than 1 pm even when the module temperature varied from 5 to 70°C. Reliability tests 
indicated that wavelength drift for such lasers should be less than 5 pm during a 25-year 
operating period. 

A large number of DFB lasers, each designed to operate at a fixed wavelength 
chosen from the ITU grid, is required for dense WDM systems. The maintenance of 
such a WDM transmitter with 100 or more channels is impractical because one must 
maintain a large inventory of individual DFB lasers. A solution is provided by the so- 
called tunable semiconductor laser whose wavelength can be tuned over a wide range 
electronically while maintaining its stability. Indeed, multisection DFB and distributed 
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Figure 2.16: Block diagram of the feedback loop used to monitor and maintain the laser wave- 
length and optical power simultaneously. (After Ref. [54]; 02003 IEEE.) 
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Figure 2.17: Schematic of a sampled-grating DBR laser with four sections, each of which can 
be biased independently to realize tuning over a wide range. (After Ref. [59]; (32000 IEEE.) 

Bragg reflector (DBR) lasers have been developed to meet the somewhat conflicting 
requirements of stability and tunability [55]-[60]. 

In its simple form, a tunable DBR laser consists of three sections, referred to as 
the active section, the phase-control section, and the Bragg section (see Section 5.2.3 
of LTI). Each section can be biased independently by injecting different amounts of 
currents. The current injected into the Bragg section is used to change the Bragg wave- 
length through carrier-induced changes in the refractive index r?. The current injected 
into the phase-control section is used to change the phase of the feedback from the 
DBR through carrier-induced index changes in that section. The laser wavelength can 
be tuned almost continuously over the range of 10 to 15 nm by controlling the cur- 
rents in the phase and Bragg sections. By 1998, such lasers exhibited a tuning range of 
17 nm and output powers of up to 100 mW with high reliability [55].  

More recently, several new designs have been developed for tunable semiconduc- 
tor Iasers. Figure 2.17 shows one such structure known as the sampled-grating DBR 
(SG-DBR) laser [59]. It consists of four sections, each of which can be controlled elec- 
tronically by injecting four different electrical currents. The current I,  applied to the 
active section controls the output power. The current I,, is applied to the phase-control 
section for changing the feedback phase. The two outer sections act as DBRs, each 
designed with a superstructure or sampled grating, so that they can provide feedback 
at multiple wavelengths, or carrier frequencies, that are spaced apart exactly by the re- 
quired channel spacing (typically 50 GHz). The currents I f  and I, applied to the front 
and rear sections can be tuned in combination with I ,  and I ,  such that the laser can 
operate at any of these discrete wavelengths while maintaining almost the same optical 
power. Such multisection DBR lasers can be tuned over a wavelength range exceed- 
ing 100 nm using the Vernier effect. Each SG-DBR section supports its own comb of 
wavelengths but the spacing in each comb is not the same. The wavelength coinciding 
in the two combs becomes the output wavelength that can be tuned over a wide range. 

Figure 2.18 shows another tunable laser structure in which a grating-assisted direc- 
tional coupler is inserted between the active and phase-control sections, and a single 
DBR section with a sampled grating is employed. The coupler section has two ver- 
tically separated waveguides having different thickness and material composition so 
that they form an asymmetric directional coupler. The grating can selectively transfer 
a single wavelength from the wavelength comb supported by the DBR section. Such 
lasers can also provide a tuning range of more than 110 nm with a suitable design. 
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Figure 2.18: Schematic of a tunable DBR laser with an integrated grating-assisted directional 
coupler. (After Ref. [59]; 02000 IEEE.) 

2.4.3 Monolithic Integration 

The electrical components used in the driving circuit determine the speed at which 
transmitter output can be modulated. For lightwave transmitters operating at bit rates 
above 1 Gb/s, electrical parasitics associated with various transistors and other compo- 
nents often limit the transmitter performance. The performance of high-speed transmit- 
ters can be improved considerably by integrating monolithically the laser with driver 
electronics. Such monolithic transmitters are referred to as optoelectronic integrated 
circuits (OEICs) as optical and electrical devices are fabricated on the same chip. 

The OEIC approach was first applied to integration of GaAs lasers simply because 
the technology for fabrication of GaAs electrical devices was relatively well established 
1611-[63]. However, since most lightwave systems employ InGaAsP lasers, attention 
soon turned toward the fabrication of InP-based OEICs [64]-[69]. By 1995, IO-Gb/s 
laser transmitters were fabricated by integrating 1.55-pm DFB lasers with field-effect 
transistors made with the InGaAshAlAs material system [66]. 

The concept of monolithic integration can be extended to build single-chip trans- 
mitters by adding as much functionality as possible on the same chip. Considerable 
effort has been directed toward developing such devices, often called photonic inte- 
grated circuits; they integrate on the same chip multiple optical components such as 
lasers, detectors, modulators, and amplifiers [70]-[80]. Such an approach also pro- 
vides an opportunity to fabricate WDM devices in which multiple DFB or DBR lasers 
are integrated within a single transmitter. The use of such WDM transmitters reduces 
the complexity of lightwave systems as a single component can generate multiple bit 
streams at different camer frequencies. 

The integration of an electroabsorption modulator with a DFB or DBR laser was 
pursued during the decade of 1990s because such a device generates an optical bit 
stream directly [81]-[93]. By 1999, 10-Gb/s optical transmitters with an integrated 
modulator were available commercially, and they are used routinely for WDM light- 
wave systems [85] .  By 2001, modulator-integrated transmitters were able to operate at 
a bit rate of 40 Gb/s [87]. In a 2003 experiment, such a device was used for transmitting 
a 40-Gb/s signal over 1,200 km [92]. 

Integration of a tunable DBR laser with an electroabsorption modulator results in 
transmitters whose output is tunable over a wide wavelength range. In a 2002 demon- 
stration, a four-section SG-DBR laser (see Figure 2.17) was integrated with a mod- 
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Figure 2.19: Schematic of an SG-DBR laser integrated with an electroabsorption (EA) modula- 
tor and a semiconductor optical amplifier. (After Ref. [90]; 02002 IEEE.) 

ulator and a semiconductor optical amplifier (SOA), resulting in a six-section device 
shown schematically in Figure 2.19. Such devices were tunable over 40 nm while 
maintaining an extinction ratio better than 10 dB [90]. The use of a built-in optical 
amplifier permitted power levels high enough that more than 10 mW of optical power 
could be coupled to a single-mode fiber over the entire tuning range. At the same time, 
the use of two sampled gratings allowed operation in a single longitudinal mode with 
a sidemode suppression ratio of better than 40 dB. 

The technique of monolithic integration is being pursued to combine as many dis- 
crete elements as possible on the same chip. Even an MZ modulator can be integrated 
with a semiconductor laser because the InP material used to make the laser also ex- 
hibits the electrorefraction effect that can be used to change the refractive index by 
applying a voltage across a passive waveguide. Indeed, a MZ modulator has been inte- 
grated with a four-section tunable SG-DBR laser [79]. Figure 2.20 shows the layout of 
such a chip schematically. It also incorporates a back-facet power detector and an SOA 
between the laser and the modulator. The 1-mm-long modulator section incorporates 
two multimode-interference (MMI) couplers (see Section 4.5.2 of LT1 for a discussion 
of such couplers) to couple the light into and out of two passive waveguides serving as 
two arms of the MZ interferometer. The whole device is only 3.4 mm long. Clearly, 
such photonic integrated circuits are likely to be quite useful for further advances in 
lightwave technology. 

Monolithic integration of multiple DFB lasers on the same chip provides an alterna- 
tive solution to tunability and results in transmitters whose wavelength can be changed 
over a wide range by simply selecting different lasers. Such a device is sometimes 
referred to as the wavelength-selectable laser (WSL). Figure 2.21 shows the design 
of such a transmitter schematically [78]. It combines a WSL unit with a wavelength- 
locking unit that locks the laser wavelength using a Fabry-Perot Ctalon. The WSL unit 
incorporates an array of eight DFB lasers whose output is sent to a single SOA through 
an MMI coupler. Each DFB laser can be tuned over a few nanometers by changing its 
temperature; this fine tuning permits setting of the transmitter wavelength precisely on 
a carrier frequency on the ITU grid. The wavelength can be changed by a much larger 
value by turning on individual DFB lasers selectively within the array. The combination 
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Figure 2.20: (a) Schematic of a tunable SG-DBR laser integrated with a detector, an SOA, and a 
Mach-Zender modulator; top view of thc chip is also shown. (b) Details of the modulator section 
showing two waveguides and two MMI couplcrs at the two end. (After Ref. [79]; 02003 IEEE.) 

of temperature tuning and multi-wavelength arrays can produce, in principle, transmit- 
ters that can be operated anywhere within the s, C, and L bands covering a wavelength 
range from 1,460 to 1,620 nm. As shown in Figure 2.21, the entire transmitter can be 
fitted inside a standard butterfly package with dimensions of 12.7 mm x 20.8 mm. 

2.4.4 Reliability and Packaging 

An optical transmitter should operate rcliably over a relatively long period of time 
(10 years or more) in order to be useful as a major component of lightwave systems. 
The reliability requirements are even more stringent for submarine lightwave systems 
for which repairs and replacement arc prohibitively expensive, and all components are 
designed to last at least 25 years. By far the major reason for failure of optical trans- 
mitters is the optical source itself. Considerable testing is performed during assembly 
and manufacture of transmitters to ensure B reasonable lifetime for the optical source. 
It is common [32] to quantify the lifetime by a parameter t,G known as mean lime to 
failure (MTTF). Its use is based on the assumption of an exponential failure probability 
[PF = exp( - t / t~ ) ] .  Typically, t F  should exceed lo5 hours (about 11 years) for the op- 
tical source. Reliability of semiconductor lasers has been studied extensively to ensure 
their survival under realistic operating conditions [ 943-[99]. 

Both LEDs and semiconductor lasers can stop operating suddenly (catastrophic 
degradation) or may exhibit a gradual mode of degradation in which the device effi- 
ciency degrades with aging [95]. Attempts arc made to identify devices that are likely 
to degrade catastrophically. A common method is to operate the device at high temper- 
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Figure 2.21: Schematic view of a wavelength-selective transmitter designed with a WSL chip 
(left inset) in which the output of multiple DFB lasers is coupled into a single SOA through a 
MMI coupler. The right inset shows photograph of the butterfly package housing the transmitter. 
(After Ref. [78] ;  02002 IEEE.) 

atures and high current levels. This technique is referred to as burn-in or accelerated 
aging [94] and is based on the assumption that under high-stress conditions weak de- 
vices will fail, while others will stabilize after an initial period of rapid degradation. 
The change in the operating current at a constant power is used as a measure of device 
degradation. The degradation rate can be used to estimate the laser lifetime and the 
MTTF at the elevated temperature. The MTTF at the normal operating temperature is 
then extrapolated by using an Arrhenius-type relation t,C = toexp(-E,/kBT), where to 
is a constant and E, is the activation energy with typical values of around 1 eV [95]. 
Physically, gradual degradation is due to the onset of dark-line or dark-spot defects 
within the active region of the laser [45]. 

Extensive tests have shown that LEDs are normally more reliable than semicon- 
ductor lasers under the same operating conditions. The MTTF for GaAs LEDs easily 
exceeds lo6 hours and can be > lo7 hours at 25°C [95]. The MTTF for InGaAsP LEDs 
is even larger, approaching a value -lo9 hours. By contrast, the MTTF for InGaAsP 
lasers is generally limited to lo6 hours at 25°C [96]-[98]. Nonetheless, this value is 
large enough that semiconductor lasers can be used in undersea optical transmitters 
designed to operate reliably for a period of 25 years. Because of the adverse effect of 
high temperatures on device reliability, most transmitters use a thermoelectric cooler 
to maintain the source temperature near 20°C even when the outside temperature may 
be as high as 80°C. 
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Even with a reliable optical source, a transmitter may fail in an actual system if the 
coupling between the source and the fiber degrades with aging. Coupling stability is 
an important issue in the design of reliable optical transmitters. It depends ultimately 
on the packaging of transmitters. Although LEDs are often packaged nonhermetically, 
a hermetic environment is essential for semiconductor lasers. It is common to package 
the laser separately so that it is isolated from other transmitter components. Figure 
2.14 shows two examples of laser packages. In the butt-coupling scheme, an epoxy 
is used to hold the laser and fiber in place. Coupling stability in this case depends 
on how epoxy changes with aging of the transmitter. In the lens-coupling scheme, 
laser welding is used to hold various parts of the assembly together. The laser package 
becomes a part of the transmitter package, which includes other electrical components 
associated with the driving circuit. The choice of transmitter package depends on the 
type of application. A dual-in-line package or a butterfly housing with multiple pins is 
typically used. Figure 2.21 shows an example of the butterfly package. 

Problems 

2.1 Sketch how the electric field of a carrier would change with time for the PSK 
format during 5 bits with the pattern 01010. Assume that the phase of the carrier 
is shifted by 180" during each 1 bit. 

2.2 Explain what is meant by the DPSK format. Sketch how the electric field varies 
for this format using the same 5-bit pattern 01010 used in the preceding problem. 

2.3 A 1.55-pm lightwave system is transmitting digital signals over 100 km at 2 Gb/s. 
The transmitter launches 2 mW of average power into the fiber cable, having a 
net loss of 0.3 dB/km. How many photons are incident on the receiver during a 
single 1 bit? Assume that 0 bits carry no power, while 1 bits are in the form of a 
rectangular pulse occupying the entire bit slot (NRZ format). 

2.4 Sketch the variation of optical power with time for a digital NRZ bit stream 
010111101110, assuming a bit rate of 10 Gb/s. What is the duration of the 
shortest and widest optical pulse? What is the peak power when an average 
power of 2 mW is launched into the fiber? 

2.5 A 0.8-pm optical receiver needs at least 1,000 photons to detect the 1 bits ac- 
curately. What is the maximum possible length of the fiber link for a 100-Mbh 
lightwave system designed to transmit -10 dBm of average power? The fiber 
loss is 2 dB/km at 0.8 pm. Assume the NRZ format and a rectangular pulse 
shape. 

2.6 A 1.3-pm optical transmitter is used to generate a digital bit stream at a bit rate 
of 2 Gb/s. Calculate the number of photons contained in a single 1 bit when the 
average power emitted by the transmitter is 4 mW. Assume that the 0 bits carry 
no energy. 

2.7 Discuss the conditions under which the Wiener-Khintchine theorem can be used 
for a fluctuating optical field. You may consult any book on stochastic processes. 
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2.8 Prove that the relation SA ( W )  = Sb( W )  \Ap(  w) l 2  indeed follows from Eqs. (2.2.1) 

2.9 Prove the identity given in Eq. (2.2.12). What is the physical meaning of this 

2.10 Starting from Eq. (2.2.13), find the power spectral density of an RZ bit stream 
with 50% duty cycle. 

2.11 Derive an expression for the bar-port transmissivity of a Mach-Zehnder modula- 
tor as a function of applied voltage V when the voltage drop across its two arms 
is equal in magnitude but opposite in sign. Assume that both couplers are ideal 
3-dB couplers. 

2.12 Describe how two modulators can be used to create an RZ bit stream from an 
electrical bit stream in the NRZ format. 

2.13 Explain why a phase shift of jz between any two neighboring bits of an RZ bit 
stream results in no power at the carrier frequency. How would you obtain such 
a phase shift from a modulator acting as a pulse carver? 

2.14 Describe what is meant by the RZ-AM1 format. Sketch the design of an optical 
transmitter that can produce an optical bit stream in this format. 

2.15 Sketch the design of optical receivers used to recover an optical bit streams trans- 
mitted in the RZ-DPSK format. Explain how such a receiver can detect phase 
information with direct detection. 

2.16 Describe a wavelength-monitoring scheme for WDM transmitters. Use diagrams 

through (2.2.3). 

relation? 

as necessary to make your point clear. 
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Chapter 3 

Signal Propagation in Fibers 

In any fiber-optic lightwave system, optical bit stream generated at the transmitter prop- 
agates through a fiber link that may contain several different types of optical fibers. 
The link length may vary from a few kilometers to thousands of kilometers. During its 
propagation, the optical signal is invariably degraded in quality. An objective of any 
lightwave system is to control transmission-related degradations as much as possible 
so that the original information can be retrieved at the receiver without errors. This 
chapter focuses on several linear degradation mechanisms that occur in silica fibers 
and affect the optical bit stream; the nonlinear degradations mechanisms are discussed 
in Chapter 4. In Section 3.1 we derive a basic propagation equation that should be 
solved to study how single-mode fibers affect an optical bit stream. Section 3.2 shows 
that losses in optical fibers reduce the average signal power that must be restored pe- 
riodically through lumped or distributed amplification, even though signal quality is 
invariably degraded because of the added noise. Section 3.3 focuses on the role of 
fiber dispersion and shows through a simple example of Gaussian pulses that disper- 
sion can broaden optical pulses beyond their allocated bit slot. The limitations on the 
bit rate and the transmission distance imposed by fiber dispersion are also discussed 
in this section. Sections 3.4 and 3.5 are devoted to the polarization effects occurring 
inside optical fibers. The phenomenon of polarization-mode dispersion is discussed in 
Section 3.4, whereas polarization-dependent loss is the subject of Section 3.5. 

3.1 Basic Propagation Equation 

Modern lightwave systems employ step-index fibers, designed to support a single op- 
tical mode (see Chapter 1 of LT1). When an optical signal from the transmitter is 
launched into a single-mode fiber, it excites the fundamental HE11 mode of the fiber, 
and its transverse spatial distribution does not change during propagation. Thus, the 
electric field associated with the optical bit stream can be written as 

E(r,t) = Re[~F(x,y)A(z,t)exp(iPoz - iQt)1, (3.1.1) 

63 
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where t! is the polarization unit vector, F ( x , y )  is the spatial distribution of the funda- 
mental fiber mode, A ( z , r )  is the complex amplitude of the field envelope at a distance 
z inside the fiber, and is the mode-propagation constant at the carrier frequency q. 
Although the polarization unit vector 8 changes in a random fashion along the fiber 
because of a small but fluctuating birefringence, we assume until Section 3.4 that such 
birefringence effects can be ignored and treat t! as a constant. Since F(x,y) does not 
depend on z ,  the only quantity that changes with propagation is the complex ampli- 
tude A(z, t )  associated with the optical signal. In this section we derive an equation 
governing the evolution of A ( z , t )  within the fiber. 

The analysis of fiber modes (see Section 1.3 of LTI) shows that each frequency 
component of the optical field propagates in a single-mode fiber with a slightly different 
propagation constant. For this reason, it is useful to work in the spectral domain. We 
introduce the Fourier transform of A ( z , t )  as 

A ( z , t )  = - A(z,w)exp(-iAot)d(Aw), (3.1.2) 

where Aw = w - q and A(z ,  w )  represents the Fourier spectrum of the optical bit 
stream. As discussed in Section 2.2.3, the signal bandwidth depends on the bit rate B 
and the modulation format used for the bit stream. 

Consider a specific spectral component A(z,  0). It propagates inside the optical 
fiber with the propagation constant P,(o) that is different than appearing in Eq. 
(3.1.1) and thus acquires an extra phase shift given by 

27c r -m 

A ( z ,  w ) = A (0, w ) exp [ iPp ( w )z - $0~1, (3.1.3) 

where A(0, w )  is the Fourier transform of the input signal A ( 0 , t )  at z = 0. The propa- 
gation constant P, is, in general, complex and can be written in the form [ I ]  

P p ( 4  = [4o) + hK. (w) I (w/c )  + i a ( o ) / 2 ,  (3.1.4) 

where ii is the effective mode index and a is the attenuation constant responsible for 
fiber losses. The nonlinear effects are included through GnNL that represents a small 
power-dependent change in the effective mode index. Even though G ~ N L  < lo-’’ at 
typical power levels used in lightwave systems, its impact becomes quite important for 
long-haul lightwave systems designed with optical amplifiers [ 11-[3]. 

Pulse broadening results from the frequency dependence of the mode index i i. Since 
the exact functional form of this dependence is not known in general, it is useful to write 
the propagation constant Pp as 

where PL(w)  = i i (w)w/c is its linear part, PNL is the nonlinear part, and a is the fiber- 
loss parameter. In general, all three parts of P, depend on frequency. However, optical 
pulses used as bits in lightwave systems are relatively wide ( > 1  ps) compared with 
the duration of a single optical cycle ( ~ 5  fs), and their spectrum is much narrower 
compared with the carrier frequency q. This feature allows us to treat a and &L as 
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Table 3.1: Dispersion characteristics of several commercial fibers 

AZD D (C band) Slope S 
(nm) [ps/(km-nm)] [ps/(km-nm2)] 

1,302-1,322 16 to 19 0.090 
1,300-1,322 17 to 20 0.088 
1,300-1,320 16 to 19 0.090 
1,300-1,310 18 to 20 0.060 
1,470-1,490 2.6 to 6 0.050 
1,490-1,500 2 to 6 0.060 
1,570-1,580 -1.4 to -4.6 0.1 12 
1,440-1,450 5.5 to 10 0.058 

Fiber Type and 
Trade Name 
Corning SMF-28 
Lucent AllWave 
Alcatel ColorLock 
Corning Vascade 
Lucent TrueWave-RS 
Corning LEAF 
Lucent TrueWave-XL 
Alcatel TeraLieht 

frequency-independent over the signal bandwidth and expand p ~ ( m )  in a Taylor series 
around Q. If we retain terms up to third order, we obtain 

where pm = (dmp/dmm),=%. The three dispersion parameters appearing in this equa- 
tion are known in practice for any fiber used for signal transmission. 

Physically, the parameter PI is related inversely to the group velocity vg of the 
pulse as = l /vg.  The parameters p2 and p3 are known as the second- and third- 
order dispersion parameters and are responsible for pulse broadening in optical fibers. 
More specifically, p2 is related to the dispersion parameter D as (see Section 1.5 of 
LT1) 

(3.1.7) 

This parameter is expressed in units of ps/(km-nm). It varies with wavelength for 
any fiber and vanishes at a wavelength known as the zero-dispersion wavelength and 
denoted as LZD. Near this wavelength, D varies linearly as D = S(A - AZD), where S 
represents the dispersion slope at AZD. The parameter p3 is related to the dispersion 
slope S as S = ( ~ z c / A ~ ) ~ P ~ .  The parameters AZD, D, and S vary from fiber to fiber. 
Table 3.1 lists their values for several commonly used fibers. Fibers with relatively 
small values of D in the spectral region near 1.55 pm [ID( < 8 ps/(km-nm)] are called 
dispersion-shifted fibers and are often used in designing modern lightwave systems 
[41-[71. 

We substitute Eqs. (3.1.5) and (3.1.6) in Eq. (3.1.3), calculate the derivative aA/az,  
and convert the resulting equation into the time domain by replacing Am with the dif- 
ferential operator i ( d / a t ) .  The resulting time-domain equation can be written as [ l ]  

d A  dA ip2 d2A p3 d3A a 
az at 2 at2 6 at3 2 - +pi- + -__ - -~ = ipNtA - -A. (3.1.8) 

This is the basic propagation equation governing pulse evolution inside a single-mode 
fiber. Before using it, we need to write the nonlinear term in its explicit form. From Eq. 
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(3.1.4), the nonlinear part of the propagation constant is given by ~ N L  = G n N L ( Q / c ) .  
For optical fibers, the nonlinear change in the refractive index has the form 6nNL = 

n21 (similar to a Kerr medium), where n2 is a constant parameter with values around 
2.6 x lop2' m2/W and Z represents the optical intensity [ 11. The intensity is related to 
optical power at any distance z as Z ( z , t )  = P ( z , t ) / A e f f ,  where A,ff is the effective core 
area of the fiber and is generally different than the physical core area because a part of 
the optical mode propagates outside the core. 

It is common to normalize the amplitude A in Eq. (3.1.8) such that IAI2 represents 
optical power. With this identification and using Q = 2 ~ c / & ,  where 41 is the carrier 
wavelength, we obtain 

(3.1.9) 

where the parameter y takes into account various nonlinear effects occurring within 
the fiber. The value of this parameter can be tailored to some extent by controlling 
the effective core area of an optical fiber. Table 3.1 lists the values of A,ff for several 
commonly used fibers. As an example, YE 2.1 W-'/km for a fiber with A,ff = 50 pm2. 
Fibers with a relatively large value of A,ff are called large-effective-area fibers (LEAFS) 
and are useful for designing lightwave systems because they reduce the impact of fiber 
nonlinearities [8]-[ lo]. 

We can simplify Eq. (3.1.8) somewhat by noting that the p1 term simply corre- 
sponds to a constant delay experienced by the optical signal as it propagates through 
the fiber. Since this delay does not affect the signal quality in any way, it is useful 
to work in a reference frame moving with the signal. This can be accomplished by 
introducing the new variables t' and z' as 

t '=t-PPlz, z ' = z ,  (3.1.10) 

and rewriting Eq. (3.1.8) in terms of them as 

(3.1.11) 

where we also used Eq. (3.1.9). For simplicity of notation, we drop the primes over z' 
and t' whenever no confusion is likely to arise. Also, the third-order dispersive effects 
are negligible in practice as long as p 2  is not too close to zero, or pulses are not shorter 
than 5 ps. Setting p3 = 0, Eq. (3.1.11) reduces to 

a A  ipZ d2A 2 a  - + - ~ = iy/Al A - -A.  az 2 at2 2 
(3.1.12) 

For historical reasons, this equation is known as the nonlinear Schrodinger (NLS) equa- 
tion. It is used extensively for modeling lightwave systems and leads to predictions that 
can be verified experimentally. The three parameters, a,  h, and y, take into account 
three distinct kinds of degradations that can occur when an optical signal propagates 
through optical fibers. In the following two sections, we focus on the linear degradation 
mechanisms related to the nonzero values of a and pZ. 
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3.2 Impact of Fiber Losses 

The loss parameter a appearing in Eq. (3.1.12) reduces not only the signal power but 
it also impacts the strength of the nonlinear effects. This can be seen mathematically 
by introducing 

A ( z , t )  = B(z,t)exp(-az/2) (3.2.1) 

in Eq. (3.1.12) and writing it in terms of B(z , t )  as 

(3.2.2) 

The physical interpretation of the preceding two equations is clear. Equation (3.2.1) 
shows that the optical power (A(z , t )I2 decreases exponentially as ePaz at a distance z 
because of fiber losses. As seen from Eq. (3.2.2), this decrease in the signal power also 
makes the nonlinear effects weaker, as expected intuitively. 

The loss in signal power is quantified in terms of the average power defined as 

(3.2.3) 

where we used Eq. (3.2.1) and assumed that no other source of energy losses exists 
so that the integral lB(z, t )  l 2  dt over the entire bit stream remains constant in spite of 
changes in the shape of individual pulses. The average power decreases by a factor of 
eaL for a fiber of length L. This factor exceeds 20 dB for a 100-km-long fiber cable 
even in the spectral region near 1.55 pm where a has the smallest value of around 
0.2 dB/km. Numerical values of a depend on the operating wavelength and exceed 
0.4 dB/km in the spectral region near I .3 pm. 

3.2.1 Loss Compensation 

Fiber losses must be compensated for lightwave systems designed to operate over more 
than 100 km because their cumulative effects eventually make the signal so weak that 
information cannot be recovered at the receiver. Since long-haul and submarine light- 
wave systems typically extend over thousands of kilometers, it is evident that fiber 
losses must be compensated in such systems to boost the signal power periodically 
back to its original value. 

As discussed in Section 1.1, the only loss-management technique available to the 
system designer until 1990 consisted of inserting an optoelectronic regenerator, often 
called a repeater, within the fiber link after every 80 km or so. A repeater is nothing but 
a receiver-transmitter pair in which the receiver output is directly fed into an optical 
transmitter. In such a device, the optical bit stream is first converted into the electric 
domain and then regenerated with the help of an optical transmitter. This technique 
becomes quite cumbersome and expensive for WDM systems as it requires demulti- 
plexing of individual channels at each repeater. 

Several kinds of optical amplifiers were developed during the 1980s to solve the 
loss-management problem (see Chapter 3 of LTl). These amplifiers can amplify mul- 
tiple WDM channels simultaneously in the optical domain itself and are much more 



68 Chapter 3. Signal Propagation in Fibers 

Figure 3.1: Schematic of fiber-loss management using (a) lumped or (b) distributed amplifica- 
tion schemes. Tx and Rx stand for optical transmitters and receivers, respectively. 

cost-effective. For this reason, almost all WDM lightwave systems employ optical 
amplifiers for compensating fiber losses. Figure 3.l(a) shows how amplifiers can be 
cascaded in a periodic manner to form a chain and thus enable one to transmit an op- 
tical bit stream over distances as long as 10,000 km, while retaining the signal in its 
original optical form. 

Depending on the amplification scheme used, one can divide amplifiers into two 
categories known as lumped and distributed amplifiers. Most systems employ lumped 
erbium-doped fiber amplifiers (EDFAs) in which losses accumulated over 60 to 80 km 
of fiber lengths are compensated using short lengths (-10 m) of erbium-doped fibers 
[ 1 11-[ 131. In contrast, the distributed amplification scheme shown in Figure 3. I (b) uses 
the transmission fiber itself for signal amplification by exploiting the nonlinear phe- 
nomenon of stimulated Raman scattering (SRS). Such amplifiers are known as Raman 
amplifiers and have been developed for lightwave systems in recent years [14]-[16]. 
Their use for loss compensation requires that optical power from one or more pump 
lasers is injected periodically using fiber couplers, as shown in Figure 3.l(b). 

Any loss-management technique based on optical amplification degrades the signal- 
to-noise ratio (SNR) of the optical bit stream since all amplifiers add noise to the signal 
through spontaneous emission. As discussed in Chapter 6, this noise can be included 
by adding a noise term to the NLS equation together with the gain term. With the 
addition of such terms, Eq. (3.1.12) takes the form 

aA i b d 2 A  1 
- + - ~ = iylA12A + - [go(z)  - a ] A  +fn(z,f), az  2 a t 2  2 (3.2.4) 

where g o ( z )  is the gain coefficient whose functional form depends on the amplifica- 
tion scheme used. The last term fn(z,t) accounts for the amplifier-induced noise. We 
discuss the implications of this term in Chapter 6 and ignore it in this section. 
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3.2.2 Lumped and Distributed Amplification 

When EDFAs are used periodically along a fiber link, the length 1, of each ampli- 
fier (typically 1, < 0.1 km) is much shorter than the spacing LA between two am- 
plifiers. Since go = 0 everywhere except within each amplifier, one can solve the 
standard NLS equation (3.1.12) in each fiber section of length LA. As seen from 
Eq. (3.2.3), losses in each section reduce the average power by a factor of exp(aLA) 
and they can be fully compensated by operating each lumped amplifier such that its 
gain GA = exp(gol,) = exp(alA). Thus, in a loss-managed long-haul system, ED- 
FAs are inserted periodically after a distance LA and their gain is adjusted such that 
GA = exp(alA). It is not necessary that amplifier spacing be uniform throughout the 
link. In the case of nonuniform spacing, if the nth amplifier is placed at a distance L,, 
from the transmitter, its gain G, is chosen to be G, = exp[a(l, - Ln-l)] so that each 
amplifier fully compensates the losses of each fiber spam preceding it. 

In the case of distributed amplification, Eq. (3.2.4) should be solved along the entire 
fiber link, after go(z) has been determined for a given pumping scheme. Similar to Eq. 
(3.2.1), it is useful to write the general solution of Eq. (3.2.4) in the form 

where p ( z )  governs variations in the time-averaged power of the optical bit stream 
along the link length because of fiber losses and signal amplification. Substituting Eq. 
(3.2.5) in Eq. (3.2.4), p ( z )  is found to satisfy a simple ordinary differential equation 

(3.2.6) 

whereas B ( z , t )  satisfies Eq. (3.2.2) with p(z )  replacing the factor e P Z .  
If g o ( z )  were constant and equal to a for all z ,  the average power of the optical 

signal would remain constant along the fiber link. This is the ideal situation in which 
the fiber is effectively lossless. In practice, distributed gain is realized by injecting 
pump power periodically into the fiber link (see Figure 3.1). Since pump power does 
not remain constant because of considerable fiber losses at the pump wavelength, g(z) 
cannot be kept constant along the fiber. However, even though fiber losses cannot be 
compensated everywhere locally, they can be compensated fully over a distance LA 
provided the following condition is satisfied: 

(3.2.7) 

Every distributed amplification scheme is designed to satisfy Eq. (3.2.7). The distance 
LA is referred to as the pump-station spacing. 

As mentioned earlier, stimulated Raman scattering is often used to provide distrib- 
uted amplification. The scheme works by launching CW power at several wavelengths 
from a set of high-power semiconductor lasers located at the pump stations [16]. The 
wavelengths of pump lasers should be in the vicinity of 1.45 pm for amplifying optical 
signals in the 1.55-pm spectral region. These wavelengths and pump-power levels are 
chosen to provide a uniform gain over the entire C band (or C and L bands in the case of 
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Figure 3.2: Variations in average signal power between two neighboring pump stations for 
backward (solid line) and bidirectional (dashed line) pumping schemes with LA = 50 km. The 
lumped-amplifier case is shown by the dotted line. 

dense WDM systems). Backward pumping is commonly used for distributed Raman 
amplification because such a configuration minimizes the transfer of pump-intensity 
noise to the amplified signal. 

The use of a bidirectional pumping scheme is beneficial in some cases. To provide 
physical insight, we consider the case in which one pump laser is used at both ends of 
a fiber section for compensating losses induced by that section. In this case, the gain 
coefficient g(z) can be approximated as 

g ( z )  =gl  exp(-apz) fg2exp[-ap(LA -z)], (3.2.8) 

where ap is the fiber loss at the pump wavelength and the constants gl and g2 are 
related to the pump powers injected at the two ends. Assuming equal pump powers 
and integrating Eq. (3.2.6), the average power of the optical signal, normalized to its 
fixed value at the pump stations, is found to vary as [3] 

In the case of backward pumping, gl = 0 in Eq. (3.2.8), and the solution of Eq. (3.2.6) 
is found to be 

] - az} > 
exp(a,z) - 1 

exp(apLA) - 1 
(3.2.1 0) 

where gz was again chosen to ensure that  LA) = 1. 
The solid line in Figure 3.2 shows how p(z) vanes along the fiber in the case of 

backward pumping for LA = 50 km using a = 0.2 dB/km and ap = 0.25 dB/km. The 
case of bidirectional pumping is shown with a dashed line. The case of lumped ampli- 
fication is also shown for comparison by a dotted line. Whereas average signal power 
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varies by a factor of 10 in the lumped case, it varies by less than a factor of 2 in the 
case of backward-pumped distributed amplification. Moreover, it varies by less than 
15% in the case of a bidirectional pumping scheme, showing that this scheme is close 
to the ideal situation in which fiber losses are compensated fully all along the fiber. The 
range over which p ( z )  varies depends on the pump-station spacing LA. For example, 
p ( z )  varies by a factor of 100 or more when LA = 100 km if lumped amplification is 
used but by less than a factor of 2 when a bidirectional pumping scheme is employed. 

3.3 Impact of Fiber Dispersion 

As seen in Eq. (3.1.4), the effective refractive index of the fiber mode depends on 
the frequency of light launched into it. As a result, different spectral components of 
the signal travel at slightly different group velocities within the fiber, a phenomenon 
referred to as groupvelocity dispersion (GVD). The GVD parameter p2 appearing in 
Eq. (3.1.12) governs the strength of such dispersive effects. We discuss in this section 
how GVD limits the performance of lightwave systems. To simplify the following 
discussion, we neglect the nonlinear effects in this section and set y= 0 in Eq. (3.1.12). 
Assuming that fiber losses are compensated periodically, we also set a = 0 in this 
equation. Dispersive effects are then governed by a simple linear equation: 

(3.3.1) 

This equation is similar to the paraxial wave equation governing diffraction of optical 
beams in free space in one transverse dimension [17]. The only difference is that the 
GVD parameter & can be positive or negative depending on whether the optical signal 
experiences normal or anomalous dispersion. In the diffraction case, the second term 
in Eq. (3.3.1) is always positive. Nevertheless, the analogy between dispersion in time 
and diffraction in space can often be exploited to advantage. 

3.3.1 Chirped Gaussian Pulses 

The propagation equation (3.3.1) can easily be solved with the Fourier-transform method 
and has the general solution 

1 "  
2 a  -cc 

A(z, t )  = -/ A(0,o)exp 

where A(0, o) is the Fourier transform of A(0 , t )  and is obtained using 

A(O,W)  = A(O,r)exp(iot)dt. 
-" 

(3.3.2) 

(3.3.3) 

In general, A(0,t) represents an entire optical bit stream and has the form of Eq. (2.2.1). 
However, it follows from the linear nature of Eq. (3.3.1) that we can study the dispersive 
effects for individual pulses without any loss of generality. We thus focus on a single 
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pulse and use its amplitude at z = 0 as the initial condition in Eq. (3.3.3). For simplicity 
of notation, we assume that the peak of the pulse is initially located at t = 0. 

Even though the shape of optical pulses representing 1 bits in a bit stream is not 
necessarily Gaussian, one can gain considerable insight into the effects of fiber disper- 
sion by focusing on the case of a chirped Gaussian pulse with the input field 

A ( 0 , t )  = Ao exp[- (1 + i C ) ( t l T ~ ) ~ ] ,  (3.3.4) 

where Ao is the peak amplitude and TO represents the half-width of the pulse at 1/e 
power point. This width is related to the full width at half-maximum (FWHM) of the 
input pulse by the relation 

TFWHM = 2(ln2)1/2To = 1.665To. (3.3.5) 

The parameter C in Eq. (3.3.4) governs the frequency chirp imposed on the pulse. 
Quadratic changes in the phase in Eq. (3.3.4) correspond to linear frequency variations. 
For this reason, such pulses are said to be linearly chirped. 

The spectrum of a chirped pulse is always broader than that of an unchirped pulse 
of the same width. This can be seen for Gaussian pulses by substituting Eq. (3.3.4) in 
Eq. (3.3.3). The integration overt can be performed analytically using the well-known 
identity [ 181 [: exp( -ax2 + bx) dx = (3.3.6) 

The result is found to be 

(3.3.7) 

The spectral half-width (at l / e  power point) is given by 

In the absence of frequency chirp (C = 0),  the spectral width satisfies the relation 
AQTO = 1.  Such a pulse has the narrowest spectrum and is called transform-limited. 
The spectral width is enhanced by a factor of (1 +C2)  for a linearly chirped Gaussian 
pulse. 

To find the pulse shape at a distance z inside the fiber, we substitute Eq. (3.3.7) in 
Eq. (3.3.2). The integration over w can also be performed analytically using Eq. (3.3.6) 
and leads to the expression 

(3.3.9) 

where the normalized distance 4 = Z/LD is introduced using the dispersion length LD 
defined as LD = T;/Ip21. The parameters b f  and C1 vary with 4 as 

b f ( 5 ) = [ ( 1 + ~ C 4 ) ~ + 5 ~ ] ' / ~ ,  C1(()=C+s(l+C2){,  (3.3.10) 
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Figure 3.3: Broadening factor (a) and the chirp parameter (b) as a function of distance for 
a chirped Gaussian pulse propagating in the anomalous-dispersion region of a fiber. Dashed 
curves correspond to the case of an unchirped Gaussian pulse. The same curves are obtained for 
normal dispersion (pZ > 0) if the sign of C is reversed. 

where s = sgn(p2) takes values + 1 or - 1, depending on whether the pulse propagates 
in the normal- or the anomalous-dispersion region of the fiber. 

It is evident from Eq. (3.3.9) that a Gaussian pulse remains Gaussian on propagation 
but its width and chirp change as dictated by Eq. (3.3.10). At a distance 6 ,  the width 
of the pulse changes from its initial value TO to TI ( 6 )  = G b f ( < ) .  Clearly, the quantity 
bf  represents the broadening factor. In terms of the pulse and fiber parameters, it can 
be expressed as 

(3.3.1 1) 

The chirp parameter of the pulse also changes from C to C1 as it is transmitted through 
the fiber. It is important to note that the evolution of the pulse is affected by the signs 
of both p2 and C. 

Figure 3.3 shows (a) the broadening factor bf and (b) the chirp parameter C1 as 
a function of the normalized distance 4 = z/Ln in the case of anomalous dispersion 
(p2 < 0). An unchirped pulse (C = 0) broadens monotonically by a factor of (1 + t 2 ) ' I 2  
and develops a negative chirp such that C1 = -6 (the dotted curves). Chirped pulses, on 
the other hand, may broaden or compress depending on whether pZ and C have the same 
or opposite signs. When p2C > 0, a chirped Gaussian pulse broadens monotonically at 
a rate faster than that of the unchirped pulse (the dashed curves). The reason is related 
to the fact that the dispersion-induced chirp adds to the input chirp because the two 
contributions have the same sign. 

The situation changes dramatically for b C  < 0. In this case, the contribution of the 
dispersion-induced chirp is of a kind opposite to that of the input chirp. As seen from 
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Figure 3.3(b) and Eq. (3.3.10), CI becomes zero at a distance 6 = iCl/( 1 +C2), and the 
pulse becomes unchirped. This is the reason why the pulse width initially decreases in 
Figure 3.3(a) and becomes minimum at that distance. The minimum value of the pulse 
width depends on the input chirp parameter as 

TYi" = To/J=. (3.3.1 2) 

By comparing this equation with Eq. (3.3.8), one can conclude that the pulse becomes 
transform-limited at that distance. The pulse rebroadens beyond this point and its width 
eventually becomes larger than the input value. One can understand this behavior using 
the analogy noted earlier between temporal dispersion and spatial diffraction. Chirping 
in time for a pulse is analogous to curving of the wavefront for an optical beam. Just as 
a converging beam focuses to a minimum width before it diverges, a suitably chirped 
pulse can reduce its width before it broadens monotonically. 

3.3.2 Pulses of Arbitrary Shape 

The analytic solution in Eq. (3.3.9), although useful, has only a limited validity as 
it applies to Gaussian-shape pulses that are affected by second-order dispersion b. 
In practice, pulse shape can be different. Moreover, third-order dispersion effects, 
governed by p3, may become important close to the zero-dispersion wavelength of the 
fiber. Even a Gaussian pulse does not remains Gaussian in shape and develops a tail 
with an oscillatory structure when effects of p3 are included [19]. Such pulses cannot 
be properly characterized by their FWHM. A proper measure of pulse width for pulses 
of arbitrary shapes is the root-mean square (RMS) width of the pulse defined as 

op = [(t') - ( t ) 2 ]  " 2 ,  (3.3.1 3) 

where the angle brackets denote averaging with respect to the power profile of the 
pulse, that is, 

(3.3.14) 

It turns out that or, can be calculated analytically for pulses of arbitrary shape, 
while including dispersive effects to all orders, as long as the nonlinear effects remain 
negligible. The derivation is based on the observation that the pulse spectrum does not 
change in a linear dispersive medium irrespective of what happens to the pulse shape. 
The first step thus consists of expressing the first and second moments in Eq. (3.3.13) 
in terms of the spectral amplitude A ( z ,  O )  and its derivatives as 

(3.3.15) 

where N = Jym lA(z, O )  I2dw is a normalization factor related to pulse energy. 

nents propagate inside the fiber according to the simple relation 
From Eq. (3.1.3), when nonlinear effects are negligible, different spectral compo- 

A ( z ,  w) = A (0 ,  w )  exp[& (w)z - ipOz], (3.3.1 6) 
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where the propagation constant PL( w )  includes dispersive effects to all orders. We 
substitute this relation in Eq. (3.3.15) and introduce the amplitude S ( O )  and phase 
0 ( w )  of the input spectrum asA(0, W )  = Se". The spectral phase 8 plays an important 
role as it is related to the frequency chirp of the pulse. Using Eq. (3.3.13), the RMS 
width o,, at z = L is found from the relation 

where the angle brackets now denote average over the input pulse spectrum such that 

(f) = -! f ( w ) S * ( o ) d w .  
N -- (3.3.18) 

In Eq. (3.3.17), 00 is the RMS width of input pulses, 0, E d 0 / d o ,  and z is the group 
delay for a fiber of length L defined as 

Z ( W )  = (dPL/dw)L. (3.3.19) 

Equation (3.3.17) can be used for pulses of arbitrary shape, width, and chirp. It 
makes no assumption about the form of PL(o) and thus can be used for fiber links 
containing multiple fibers with arbitrary dispersion properties. A general conclusion 
that follows from this equation and Eq. (3.3.19) is that o,(L) is at most a quadratic 
polynomial of the fiber length L. As a result, the broadening factor can be written in its 
most general form as 

fb=(I+ClL+cZL 2 ) 1/2 (3.3.20) 

where c1 and c2 depend on the pulse and fiber parameters. This form applies for pulses 
of any shape propagating inside a fiber link with arbitrary dispersion characteristics. 

As a simple application of Eq. (3.3.17), we consider the case of a rectangular-shape 
pulse of width 2To for which A(0, t )  = A0 for Jtl < TO and 0 otherwise. Taking the 
Fourier transform of A ( O , t ) ,  we obtain the spectral amplitude A(0, W )  of such a pulse 
and find that 

S(o) = (2AoTi)sinc(wTi), O(o) = 0. (3.3.21) 

Expanding PL(w)  to second-order in w ,  the group delay is given by Z(W)  = (P I  + 
P2w)L. We can now calculate all averaged quantities in Eq. (3.3.17) and find that 

(2) = plL, (2*) = p: +p;L2/2T;, (3.3.22) 

whereas (78,) = 0 and (0,) = 0. The final result for the RMS width is found to be 

(3.3.23) 

where we used the relation 00' = T:/3 together with 5 = L/LD. Thus, the broadening 
factor for a rectangular pulse has the form of Eq. (3.3.20) with c1 = 0 and c2 = ;. 
Noting that c1 = 0 and c2 = 1 for Gaussian pulses, we conclude that a rectangular pulse 
broadens more than a Gaussian pulse under the same conditions. This is expected in 
view of the sharper edges of such a pulse that produce a wider spectrum. 
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As a second application of Eq. (3.3.17), we use it to calculate broadening experi- 
enced by an unchirped pulse whose shape is in the form of a hyperbolic secant, that is, 
A(0,t) = Aosech(t/To). Such pulses are relevant for soliton-based lightwave systems 
(see Section 8.2). Taking the Fourier transform ofA(O,t), we find 

S ( w )  = (nAoTo)sech(nwTo/2), e(o) = 0. (3.3.24) 

As before, using Z(O) = (PI + b w ) L ,  we can calculate all averages in Eq. (3.3.17). 
Utilizing the known integral J_”m.x2sech(x) dx = n2/6 [ 181, we find that 

(3.3.25) 

with (reo) = 0 and (Om)  = 0. The RMS width of sech-shape pulses increases with 
distance as 

0,2(L) = c$( 1 + kt2), (3.3.26) 

where we used the relation 00” = z2T,2/6 together with 5 = L/LD. The factor of 
indicates that “sech” pulses broaden less than a Gaussian pulse under the identical 
conditions. This is expected as the tails of a sech pulse decay slower than a Gaussian 
pulse. 

As another application of Eq. (3.3.17), we use it to include the effects of third-order 
dispersion on chirped Gaussian pulses. Expanding PL(w) to third-order in w ,  the group 
delay is now given by 

Z ( W )  = (P1 +p20+ iP302)L. (3.3.27) 

Using Eq. (3.3.7) with A = Seie, we obtain the following expressions for S and 8: 

where we used 002 = T,2/2. All averages in Eq. (3.3.17) can be performed analytically 
using Eqs. (3.3.27) and (3.3.28). The final result is found to be 

(3.3.29) 

The last term represents the contribution of third-order dispersion. 

3.3.3 Effects of Source Spectrum 

The discussion so far has assumed that the optical source used to produce the input 
pulses is nearly monochromatic or, more precisely, the source spectrum (before modu- 
lation) is much narrower than the pulse spectrum. This condition is satisfied in practice 
for DFB lasers, but not for light-emitting diodes utilized for some applications. To 
account for the source spectral width, we must treat the optical field as a stochastic 
process and consider the coherence properties of the source. In this case, the input field 
should be written as A(0,t) = Ao(t)ap(t), where ap(t) represents the pulse shape and 
fluctuations in Ao(t) produce the finite bandwidth of the source spectrum. 
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The effect of source fluctuations on pulse broadening can be included if we replace 
(t) and (t2)  in Eq. (3.3.13) with ( ( t ) ) s  and ( ( t2) ) ,y ,  where the outer angle brackets stand 
for the ensemble average over source fluctuations. It is easy to see from the definition 
of these moments that S( 0) in Eq. (3.3.18) becomes a convolution of the pulse and the 
source spectra such that 

S ( 0 )  = J  S , ( w - o l ) F ( ~ l ) d ~ l ?  (3.3.30) 
--m 

where S,(W) is the pulse spectrum related to Fourier transform of a,(t). The Fourier 
transform F ( w )  of Ao(t )  represents a fluctuating spectral component of the field at the 
source. Assuming that the underlying stochastic process is stationary, its correlation 
function has the form 

(F*(ol)F(w))s = G ( w ) q w l  - w),  (3.3.31) 

where G(o )  represents the source spectrum and the subscript s reminds us that the 
angle brackets denote an ensemble average over source fluctuations. 

The two moments, ( ( t ) ) s  and ( (t2)),v, can be calculated analytically in the special 
case in which the source spectrum is Gaussian and has the form 

(3.3.3 2) 

where 0, is the RMS spectral width of the source. All averages in Eq. (3.3.17) can 
now be performed analytically as all integrals involve only Gaussian functions. For 
example, from Eqs. (3.3.18) and (3.3.30) 

( (7 ) )s  = /-m d W w )  /-/-- s;c0 - Wl)S,(O - m)(F*(il)F(w))sdwl dw. N --m --m 

(3.3.33) 
If we use Eq. (3.3.31) together with z(w) = ( P I  + P ~ w +  iP3w2)L, we obtain 

For a chirped Gaussian pulse, the pulse spectrum S,(o) is also Gaussian. As a 
result, the integral over 01 in Eq. (3.3.34) can be performed first, resulting in another 
Gaussian spectrum. The integral over w is then straightforward and yields 

(3.3.35) 

where V, = 2 0 ~ 0 0 .  Repeating the same procedure for ( ( t2) )$ ,  we obtain the following 
expression for the RMS width of the pulse at the end of a fiber of length L: 

(&) *. (3.3.36) 

Equation (3.3.36) provides an expression for dispersion-induced broadening of Gaussian 
input pulses under quite general conditions. We use it in the next subsection to find the 
limiting bit rate of lightwave systems. 
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3.3.4 Limitations on the Bit Rate 

The pulse-broadening formula in Eq. (3.3.36) is useful for estimating the limitations 
imposed on the bit rate and the system length by fiber dispersion. These limitations 
can be quite different depending on whether source spectral width is larger or smaller 
than the pulse bandwidth. For this reason, we consider the two cases separately. 

Optical Sources with a Large Spectral Width 

This case corresponds to V, >> 1 in Eq. (3.3.36). Consider a lightwave system oper- 
ating away from the zero-dispersion wavelength so that the p 3  term can be neglected. 
The effects of frequency chirp are negligible for sources with a large spectral width. 
By setting C = 0 and using V, = 2 0 ~ 0 0  in Eq. (3.3.36), we obtain 

o2 = o; + (p2Low)2 = 00” + ( D L o l ) 2 ,  (3.3.37) 

where ok is the RMS source spectral width in wavelength units. The output pulse 
width is thus given by 

(3.3.38) 2 2 112 
o=( ‘O+oD)  1 

where OD = IDILOL provides a measure of dispersion-induced broadening. 
To relate o to the bit rate, we use the requirement that the broadened pulse should 

remain inside its allocated bit slot, TB = l/B, where B is the bit rate. A commonly 
used criterion is o 5 T’/4; for Gaussian pulses at least 95% of the pulse energy then 
remains within the bit slot. With this criterion, the bit rate is limited by the condition 
4Bo 5 1. In the limit 00 >> 00, o = 00 = IDILol, and the condition becomes 

4BLIDlo;l 5 1. (3.3.39) 

This is a remarkably simple result. It can be written as BLIDIAA 5 1, where AA = 40,2, 
is the full spectral width containing 95% of the source power. 

For a lightwave system operating exactly at the zero-dispersion wavelength, p2 = 0 
in Eq. (3.3.36). By setting C = 0 as before and assuming V,  >> 1, Eq. (3.3.36) can be 
approximated by 

(3.3.40) 

where the dispersion slope S = ( 2 ~ c / A ) ~ p 3 .  The output pulse width can be written 
in the form of Eq. (3.3.38) but 00 3 lSlLo;/f i .  As before, we can relate o to the 
limiting bit rate using the condition 4Bo 5 1. When 00 >> 00, the limitation on the bit 
rate is governed by 

f i B L I S l o i  5 1. (3.3.4 1 ) 

As an example, consider the case of a light-emitting diode (LED) for which 02 E 

15 nm. If we use D = 17 ps/(km-nm) as a typical value for standard telecommunica- 
tion fibers at 1.55 pm, Eq. (3.3.39) yields BL < 1 (Gb/s)-km. This condition implies 
that LEDs can transmit a lOO-Mb/s bit stream over at most 10 km. However, if the 
system is designed to operate at the zero-dispersion wavelength, BL can be increased 
to 20 (Gb/s)-km for a typical value of S = 0.08 ps/(km-nm2). 

0 2  = 00” + ; (p3Loi)2 E 00” + ; (SLo*) 2 2  , 
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Figure 3.4: Limiting bit rate of single-mode fibers as a function of the fiber length for GA = 0, 
1, and 5 nm. The case 01 = 0 corresponds to the case of an optical source whose spectral width 
is much smaller than the bit rate. 

Optical Sources with a Small Spectral Width 

This situation corresponds to V, << 1 in Eq. (3.3.36). Consider first the case in which 
the p3 term can be neglected. Also assume that input pulses are unchirped and set 
C = 0 in Eq. (3.3.36). The RMS pulse width at the fiber output is then given by 

O2 = 00' + (p2L/200)2 = 00' + 0;. (3.3.42) 

Although this equation appears identical to Eq. (3.3.38), there is a major difference 
between the two. More specifically, OD in Eq. (3.3.42) depends on the initial width 
00, whereas it is independent of 00 in Eq. (3.3.38). In fact, o in Eq. (3.3.42) can be 
minimized by choosing an optimum value of 00. Setting da/doo = 0, the minimum 
value of o is found to occur for 00 = 00 = (Ip2 1L/2)'I2 and has a value o = (IpZ lL)'/2.  
The limiting bit rate is obtained using the condition 4Bo 5 1 and leads to 

4 B m I  1. (3.3.43) 

The main difference from Eq. (3.3.39) is that B scales as L-1/2 rather than L-' .  Figure 
3.4 compares the decrease in the bit rate with increasing L for On = 0, 1, and 5 nm for 
a fiber link with D = 16 ps/(km-nm). Equation (3.3.43) was used for the trace marked 

For a lightwave system operating close to the zero-dispersion wavelength, p2 NN 0 
03, = 0. 

in Eq. (3.3.36). Using V,  << 1 and C = 0, the pulse width is then given by 

(3.3.44) 
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Similar to the case of Eq. (3.3.42), 0 can be minimized by optimizing the input pulse 
width 00. The minimum value of 0 occurs for 00 = ( Ip31L/4)1/3 and is given by 

(3.3.45) 

The limiting bit rate is obtained from the condition 4Bo 5 1 and is found to be 

B( Ip31L)”3 5 0.324. (3.3.46) 

The dispersive effects are most forgiving in this case. For a typical value of the third- 
order dispersion parameter, p3 = 0.1 ps3/km, L can exceed 340,000 km at a bit rate 
of 10 Gb/s. It decreases rapidly for larger bit rates since L scales with B as B p 3  but 
exceeds 5,300 km even at B = 40 Gb/s. The dashed line in Figure 3.4 shows this case 
by using Eq. (3.3.46) with p3 = 0.1 ps3/km. The main point to note from this figure is 
that the performance of a lightwave system can be improved considerably by operating 
it near the zero-dispersion wavelength of the fiber and using optical sources with a 
relatively narrow spectral width. 

Effects of Frequency Chirp 

The input pulse in all preceding cases has been assumed to be an unchirped Gaussian 
pulse. In practice, optical pulses are often non-Gaussian and may exhibit considerable 
chirp. A super-Gaussian model has been used to study the bit-rate limitation imposed 
by fiber dispersion for a NRZ-format bit stream [20]. In this model, Eq. (3.3.4) is 
redaced with 

(3.3.47) 

where the parameter m controls the pulse shape. Chirped Gaussian pulses correspond 
to m = 1. For large value of m the pulse becomes nearly rectangular with sharp leading 
and trailing edges. The output pulse shape can be obtained by solving Eq. (3.3.1) 
numerically. The limiting bit rateedistance product BL is found by requiring that the 
RMS pulse width does not increase above a tolerable value. 

Figure 3.5 shows the BL product as a function of the chirp parameter C for Gaussian 
( m  = 1 )  and super-Gaussian ( m  = 3) input pulses. In both cases the fiber length L at 
which the pulse broadens by 20% was obtained for TO = 125 ps and p2 = -20 ps2/km. 
As expected, the BL product is smaller for super-Gaussian pulses because such pulses 
have sharper leading and trailing edges and thus broaden more rapidly than Gaussian 
pulses. The BL product is reduced dramatically for negative values of the chirp pa- 
rameter C .  This is due to enhanced broadening occurring when p2C is positive (see 
Figure 3.3). Unfortunately, C is generally negative for directly modulated semiconduc- 
tor lasers with a typical value of -6 at 1.55 pm. Since BL < 100 (Gb/s)-km under 
such conditions, fiber dispersion limits the bit rate to about 2 Gb/s even for L = 50 km. 
The chirp problem is usually solved for systems operating at 10 Gb/s or more by op- 
erating the laser continuously and employing an external modulator for generating the 
bit stream (see Section 2.3). The dispersion problem can also be alleviated to a large 
extent by using dispersion compensation along the fiber link, a topic we discuss next. 
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Figure 3.5: Dispersion-limited BL product as a function of the chirp parameter for Gaussian 
(solid curve) and super-Gaussian (dashed curve) input pulses. (After Ref. [20]; 01986 OSA.) 

3.3.5 Dispersion compensation 

It should be evident from the discussion in this section that dispersion is a major limit- 
ing factor for any long-haul lightwave system. Fortunately, there is a simple solution to 
the dispersion problem, and it is often used in practice. The basic idea consists of com- 
pensating dispersion along the fiber link in a periodic fashion using fibers with oppo- 
site dispersion characteristics. Figure 3.6 shows such a fiber link made with alternating 
fiber sections exhibiting normal and anomalous GVD at the channel wavelength. Since 
b is negative (anomalous GVD) for standard fibers in the 1.55-pm region, dispersion- 
compensating fibers (DCFs) with large positive values of pZ have been developed for 
the sole purpose of dispersion compensation [21]-[24]. The use of DCFs provides an 
all-optical technique that is capable of overcoming the detrimental effects of chromatic 
dispersion in optical fibers, provided the average signal power is low enough that the 
nonlinear effects remain negligible. 

The periodic arrangement of fibers shown in Figure 3.6 is referred to as a dispersion 
map. To understand how such a dispersion-compensation technique works, consider 
propagation of optical signal through one map period of length L, consisting of two 
fiber segments with different dispersion parameters. Applying Eq. (3.3.2) for each fiber 
section consecutively, we obtain 

where L, = 11 + 12 and p2, is the GVD parameter for the fiber segment of length l j  ( j  = 
1 or 2). If the second fiber is chosen such that the phase term containing o2 vanishes, 
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Figure 3.6: Schematic of a fiber link employing alternating fiber sections with normal and anom- 
alous dispersions between two successive amplifiers. The lengths and dispersion parameters of 
two types of fibers are chosen to minimize dispersion-induced degradation of the optical bit 
stream. 

Eq. (3.3.48) shows that A(Lm, t )  = A(O, t ) ,  that is, the optical bit stream recovers its 
original shape at the end of the second fiber, no matter how much it becomes degraded 
in the first fiber. The condition for perfect dispersion compensation is thus given by 

P2111 +P2212 = 0 or Dlll +D212 = 0 ,  (3.3.49) 

where the dispersion parameter D is related to pZ as in Eq. (3.1.7). 
Equation (3.3.49) shows that the two fibers must have dispersion parameters with 

opposite signs. For most lightwave systems, the transmission fiber exhibits anomalous 
dispersion (Dl > 0) near 1.55 pm. The DCF section in that case should exhibit normal 
GVD ( 0 2  < 0). Moreover, its length should be chosen to satisfy 

12 = - ( 0 1 / 0 2 ) 1 1 .  (3.3.50) 

For practical reasons, 12 should be as small as possible. This is possible only if the 
DCF has a large negative value of D2. In practice, L,,, is chosen to be the same as the 
amplifier spacing LA, where as the length 12 is a small fraction of LA. The DCF is then 
a part of the amplifier module, and the two together compensate both the fiber loss and 
fiber dispersion simultaneously. The design of DCFs is discussed in Chapter 7 devoted 
to the topic of dispersion management. 

3.4 Polarization-Mode Dispersion 

In this section we return to the polarization issue, ignored so far in this chapter. As 
mentioned in Section 3.1, the polarization unit vector in Eq. (3.1. I ) ,  representing the 
state of polarization (SOP) of the electric field vector, does not remain constant in prac- 
tical optical fibers. Rather, it changes in a random fashion along the fiber because of its 
fluctuating birefringence. There are two main sources of this birefringence. Geometric 
or form-induced birefringence is related to small departures from perfect cylindrical 
symmetry that occur during fiber manufacturing and produce a slightly elliptical core. 
Both the ellipticity and axes of the ellipse change randomly along the fiber on a length 
scale -10 m. The second source of birefringence has its origin in anisotropic stress 
produced on the fiber core during manufacturing or cabling of the fiber. This type of 



3.4. Polarization-Mode Dispersion 83 

birefringence can change with time because of environmental-induced changes in the 
position or temperature of the fiber. Such dynamic changes in fiber birefringence are 
relatively slow as they occur on a time scale of minutes or hours but they make the SOP 
of light totally unpredictable at any point inside the fiber. 

Changes in the SOP of light are normally not of concern for lightwave systems be- 
cause (1) information is not coded using polarization and (2) photodetectors detect the 
total power incident on them irrespective of the SOP of the optical signal. However, a 
phenomenon known as polarization-mode dispersion (PMD) induces pulse broadening 
whose magnitude can fluctuate with time because of environmental-induced changes in 
fiber birefringence. If the system is not designed with the worst-case scenario in mind, 
PMD-induced pulse broadening can move bits outside of their allocated time slots, re- 
sulting in errors and system failure in an unpredictable manner. The problem becomes 
serious as the bit rate increases and is of considerable concern for lightwave systems 
in which each channel operates at a bit rate of 10 Gb/s or more. For this reason, the 
impact of PMD on system performance has been studied extensively [25]-[30]. 

3.4.1 Fibers with Constant Birefringence 

Before focusing on the effects of random birefringence, it is instructive to consider first 
fibers with constant birefringence. The discussion in this section thus applies to the 
so-called polarization-maintaining fibers in which a large birefringence is intentionally 
induced to mask the effects of small fluctuations resulting from manufacturing and 
environmental perturbations. 

How does the phenomenon of birefringence affect pulses propagating inside an 
optical fiber? To answer this question, one must first note that even a single-mode fiber, 
in fact, supports two orthogonally polarized modes that are degenerate in all respects 
and propagate with the same propagation constant at a given frequency when the fiber 
exhibits perfect cylindrical symmetry. The main consequence of fiber birefringence 
is to break the degeneracy associated with these two modes such that they propagate 
inside the fiber with slightly different propagation constants. Mathematically, &, is 
different for the two modes because the effective mode index ii is not the same for them. 
If we represent the mode indices by f ix and ii, for the field components polarized along 
the x and y axes, respectively, the index difference An = ii, - fiy provides a measure 
of birefringence. The two axes along which the modes are polarized are known as the 
principal axes. 

When an input pulse is initially polarized along a principal axis, its SOP does not 
change with propagation because only one of the two polarization modes is excited. 
However, the phase velocity v p  = c/ii  and the group velocity vg = c/iig, where fig is 
the group index, are not the same for the two principal axes. It is common to choose the 
x direction along the principal axis with the larger mode index and call it the slow axis. 
The other axis is then referred to as thefast axis. When an input pulse is not polarized 
along a principal axis, its energy is divided into two parts as it excites both polarization 
modes. The fraction of energy carried by each mode depends on the input SOP of 
the pulse; for example, both modes are equally excited when input pulse is polarized 
linearly at an angle of 45" with respect to the slow axis. The two orthogonally polarized 
components of the pulse separate from each other and disperse along the fiber because 
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Figure 3.7: Propagation of an optical pulse in a fiber with constant birefringence. Pulse splits 
into its orthogonally polarized components that separate from each other because of DGD in- 
duced by birefringence. 

of their different group velocities. Since the two components arrive at different times 
at the output end of the fiber, the pulse splits into two pulses that are orthogonally 
polarized. Figure 3.7 shows birefringence-induced pulse splitting schematically. 

The extent of pulse splitting can be estimated from the time delay AT in the arrival 
of the two polarization components of the pulse at the fiber end. For a fiber of length 
L, AT is given by 

(3.4.1) 

where AP1 = v;: - v;; is related to the difference in group velocities along the two 
principal SOPS [25]. The relative delay AT between the two polarization modes is 
called the differential group delay (DGD). The parameter AP1 = AT/L plays an im- 
portant role as it is a measure of birefringence-induced dispersion. For polarization- 
maintaining fibers, API can be quite large (-1 nskm) because of their large birefrin- 
gence (An - lop4). Conventional fibers exhibit much smaller birefringence (An - 
lo-’), but its magnitude as well as orientation (directions of the principal axes) change 
randomly at a length scale known as the correlation length 1, (with typical values in the 
range of 10-100 m). For a short fiber section of length much smaller than l , ,  birefrin- 
gence remains constant but its DGD is below 10 fs/m. 

3.4.2 Fibers with Random Birefringence 

Consider a realistic long-haul lightwave system in which an optical pulse may prop- 
agate thousands of kilometers before it is converted into an electrical signal. In this 
situation, both the magnitude and the orientation of the birefringence vary along the 
fiber in a random fashion on a length scale -10 m. It is intuitively clear that the SOP 
of the light propagating in such fiber links will generally be elliptical and would change 
randomly along the fiber during propagation. The SOP will also be different for dif- 
ferent spectral components of an optical pulse. The final polarization state is not of 
concern for most lightwave systems as photodetectors used inside optical receivers are 
insensitive to the SOP unless a coherent detection scheme is employed. What affects 
such systems is not the random SOP of light but pulse distortion induced by random 
changes in the birefringence. 
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Figure 3.8: Schematic of the technique used for calculating the PMD effects. Optical fiber is 
divided into a large number of segments, each acting as a wave plate with different birefringence. 

As seen in Figure 3.7, an input pulse splits into two orthogonally polarized com- 
ponents soon after it enters the fiber link. The two components begin to separate from 
each other at a rate that depends on the local birefringence of the fiber section. How- 
ever, within a correlation length or so, the pulse enters a fiber section whose birefrin- 
gence is different in both the magnitude and the orientation of the principal axes. Be- 
cause of the random nature of such birefringence changes, the two components of the 
pulse perform a kind of random walk, each one advancing or retarding with respect to 
another in a random fashion. This random walk helps the pulse in the sense that the two 
components are not torn apart but, at the same time, the final separation AT between 
the two pulses becomes unpredictable, especially if birefringence fluctuates because of 
environmentally induced changes. The net result is that pulses appear distorted at the 
end of the fiber link and may even be shifted from their original location within the bit 
slot. When such PMD-induced distortions move pulses outside their allocated bit slot, 
the performance of a lightwave system is seriously compromised. 

The analytical treatment of PMD is quite complex in general because of its sta- 
tistical nature. A simple model divides the fiber into a large number of segments, as 
shown schematically in Figure 3.8. Both the degree of birefringence and the orienta- 
tion of the principal axes remain constant in each section but change randomly from 
section to section. In effect, each fiber section is treated as a phase plate with different 
birefringence characteristics. One can employ the Jones-matrix formalism [3 11-[33] 
for studying how the SOP of light at any given frequency changes with propagation 
inside each fiber section [25]. Propagation of each frequency component associated 
with an optical pulse through the entire fiber length is then governed by a composite 
Jones matrix obtained by multiplying individual Jones matrices for each fiber section. 

It is useful to employ the “ket vector” notation of quantum mechanics for studying 
the PMD effects [28] and write the Jones vector associated with the optical field at a 
specific frequency OJ in the form of a “column vector” as 

(3.4.2) 

where z represents distance within the fiber. The effect of random changes in birefrin- 
gence for a fiber of length L is then governed by the matrix equation 

(3.4.3) IA(L,o))  = TNTN-, ... T*T, IA(0,w)) = T,(w)IA(O, o)), 
where T j ( w )  is the Jones matrix of the jth section and T,(o) is the composite Jones 
matrix of the whole fiber. It turns out that one can find two principal states of po- 
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larimtion (PSPs) for any fiber with the property that, when a pulse is polarized along 
them, the SOP at the output of fiber is independent of frequency to first order, in spite 
of random changes in fiber birefringence [25]. The PSPs are analogous to the slow 
and fast axes associated with fibers of constant birefringence, but they are in general 
elliptically polarized. An optical pulse polarized along a PSP does not split into two 
parts and maintains its shape. However, the pulse travels at different speeds for the 
two PSPs. The DGD can still be defined as the relative delay AT in the arrival time of 
pulses polarized along the two PSPs. However, it is important to stress that PSPs and 
AT depend not only on the birefringence properties of fiber but also on its length L and 
they change with L in a a random fashion. 

In practice, PSPs are not known in advance, and launched pulses are rarely polar- 
ized along one of them. Each pulse then splits into two parts that are delayed with 
respect to each other by a random amount AT. The PMD-induced pulse broadening is 
characterized by the RMS value of AT, obtained after averaging over random birefrin- 
gence changes. Several approaches have been used to calculate this average [34]-[37]. 
The second moment of AT turns out to be the same in all cases and is given by 

LA AT)^) = A7gMS = 2(AP1)2Z:[exp(-z/l,) + z / l ,  - 11, (3.4.4) 

where the correlation length I ,  is defined as the length over which two polarization 
components remain correlated. 

For short distances such that z << &., we note that AZRMS = (Aj3l)z from Eq. (3.4.4), 
as expected for a polarization-maintaining fiber. For distances z >> 1 km, a reasonable 
estimate of pulse broadening is obtained by taking the limit z >> I, in Eq. (3.4.4). The 
result is found to be 

ATRMS (@I)& = Dp&, (3.4.5) 

where D, is known as the PMD parameter. Measured values of D, vary from fiber 
to fiber in the range D, = 0.01-10 ps/km'i2. Fibers installed during the 1980s had a 
relatively large PMD with D, often exceeding I ps/km'/2. In contrast, modem fibers 
are designed to have low PMD, and typically D, < 0.1 ps/km1/2 for them. Because 
of the dependence, PMD-induced pulse broadening is relatively small compared 
with the GVD effects. For example, ATRMS = 1 ps for a fiber length of 100 km, if 
we use D, = 0.1 ps/km1/2, and can be ignored for pulse widths > 10 ps. However, 
PMD becomes a limiting factor for lightwave systems designed to operate over long 
distances at high bit rates [25]-[28]. 

The average in Eq. (3.4.5) denotes an ensemble average over fluctuations in the 
birefringence of a fiber. For a given fiber of certain length, AT has a constant value at 
a fixed wavelength. However, this value fluctuates from fiber to fiber in an ensemble 
of fibers that are identical in all respects except for random variations in their birefrin- 
gence. Often, it is not practical to make extensive measurements on a large ensemble 
of such fibers. However, DGD also fluctuates with the wavelength of light even for 
one member of such an ensemble. An average of DGD over a reasonably large wave- 
length range provides a good approximation to the ensemble average indicated in Eq. 
(3 .43 ,  in view of the ergodic theorem valid for any stationary random process. Figure 
3.9 shows experimentally measured variations in AT over a 20-nm-wide range in the 
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Figure 3.9: Measured variations in A7 over a 20-nm-wide spectral range for a fiber with mean 
DGD of 14.7 ps. (After Ref. [28]; 0 2 0 0 2  Elsevier.) 

spectral region near 1.55 p m  for a fiber with the mean DGD of 14.7 ps [28]. As seen 
there, the measured values of DGD vary randomly from as small as 2 ps to more than 
30 ps depending on the wavelength of light propagating through the fiber. 

3.4.3 Jones-Matrix Formalism 

In this subsection we extend the treatment of Section 3.1 to include the polarization 
effects and develop a vector theory of pulse propagation based on the Jones-matrix 
formalism [3 11-[33]. To simplify the following discussion, we ignore the nonlinear 
effects and assume that fiber losses are polarization-independent. The polarization 
dependence of the signal loss or gain is discussed in Section 3.5. 

In the vector case, Eq. (3.1.1) should include both polarization components of the 
optical field as 

The two field components have the same frequency but different propagation constants 
Px and PY because of birefringence, and Pav is their average value. In the frequency 
domain, the two polarization components evolve as 

(3.4.7) 

where AP represents the difference between the two propagation constants. It is im- 
portant to stress that both the average and the difference depend on the frequency of 
incident light. 

To analyze pulse propagation, we consider each frequency component of the pulse 
separately. As in Section 3.1, we expand Pav (0) and AP (0) in a Taylor series around 
the carrier frequency 00 and write them in the form 

P 2  
P a v ( 0 )  % P ~ + P I ( A W ) + ~ ( A ~ ) ~ ,  A p ( U )  M A P o + A P I ( A W ) ,  (3.4.8) 
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where Am = m - Q. We have ignored even the quadratic term in the expansion of Ap;  
this approximation amounts to assuming that the GVD is not affected by birefringence. 
As before, a subscript in the expansion parameters represents the order of the derivative 
with respect to frequency. Following the method outlined in Section 3.1, we convert 
Eq. (3.4.7) to the time domain and obtain the following set of two equations for the two 
polarization components of the pulse: 

(3.4.9) 

JAY Ap1 JAY ip2 d2AY a i 
___- -  +-- = - - A , -  -ApOA,, aZ 2 at 2 a t 2  2 -  2 ' 

(3.4.1 0) 

where time is measured in a frame moving at the average group velocity vg = 1/p1. 
The birefringence effects appear in these equations through the parameters ApO and 
Apl . The former produces a differential phase shift, while the latter leads to a temporal 
delay (DGD) between the two components. 

Equations (3.4.9) and (3.4.10) assume that birefringence remains constant along 
the fiber. In the case of randomly varying birefringence, we need to consider random 
rotations of the birefringence axes within the fiber (see Figure 3.8). These rotations can 
be included in a compact form if we write Eqs. (3.4.9) and (3.4.10) in the Jones-matrix 
notation. Introducing the Jones vector as in Eq. (3.4.2), we obtain 

alA) APi-d lA)  ip2d21A) a 
- + + M - - - + - -  = - - I A ) + ~ A ~ o M ~ A ) ,  (3.4.1 1) a z  2 a t  2 at2 2 

where a is a 2 x 2 matrix defined as a = R-'olR. The rotation matrix R and the Pauli 
spin matrices are defined as [31] 

1 0  0 - i  

(3.4.12) 
where y(z) is the angle by which the birefringence axes rotate as light passes a small 
section of fiber between z and z+dz. It is easy to show that the matrix a can be written 
in terms of the spin matrices as = 01 cos2y+ 0 2  sin2y.  Since yr changes along the 
fiber in a random fashion, 

For discussing the PMD effects as simply as possible, we neglect the effects of 
GVD and set p 2  = 0 in Eq. (3.4.1 1). The loss term can be removed by a simple trans- 
formation as long as losses are polarization-independent. We assume this to be the case 
in this section and set a = 0. Since Eq. (3.4.1 1) is linear, it is easier to solve it in the 
Fourier domain. Each frequency component IA(z, m ) )  of the Jones vector is then found 
to satisfy 

is a random matrix. 

(3.4. 

PMD is a consequence of the frequency-dependent term in this equation. 
It is useful to write the solution of Eq. (3.4.13) in the form [27] 

IA(z,m)) = c,W(z)IS(z, m ) ) ,  (3.4. 

3) 

4) 
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where cg is a constant introduced to normalize IS) such that (SlS) = 1 .  The random 
unitary matrix w(z) governs changes in the SOP of the field and is found by solving 

It is easy to show from Eqs. (3.4.13) through (3.4.15) that IS(z, 0)) evolves as 

(3.4.15) 

(3.4.16) 

I--. where B = -(AP1/2)w- MW is a random matrix governing birefringence fluctua- 
tions. This stochastic differential equation governs the PMD effects in the simplest 
form. 

The origin of PMD lies in the frequency dependence of the Jones vector IS(z, w)) 
associated with the field component at frequency W. This dependence can be made 
more explicit by studying how IS(z, w)) changes with w at a fixed distance z .  We can 
integrate Eq. (3.4.16) formally and write its solution as IS) = UISo), where I&) is the 
initial Jones vector at z = 0 and the transfer matrix depends on both z and W. If we 
take the frequency derivative of this equation, we obtain 

(3.4.17) 

where = i ( a u / d w ) ~ - '  is a matrix that shows how the SOP at a distance z evolves 
with frequency. We can call it the PMD matrix as it describes the PMD effects in fibers. 

To connect 2 with the concepts of PSPs and DGD introduced earlier, we first note 
that u is a unitary matrix, that is, up' = ut, where ut represents the adjoint matrix 
with the property that U:k = Uk'. The unitary matrix u can always be diagonalized as 

UlUk) = exP(*ie/2)lu*), (3.4.18) 

where the form of the two eigenvalues results from the property that the determinant of 
a unitary matrix must be 1. It is easy to show that a is a Hermitian matrix (at = a), 
and the eigenvalues of are real. If we denote the two eigenvectors of this matrix as 
Ip+) and Ipp ) ,  the eigenvalue equation can be written as 

- 

- 
Q l P 4  = *+IP*), (3.4.19) 

where AT is the DGD of the fiber and Ip*) are the two PSPs associated with a fiber of 
length 2. In the first-order description of PMD, one assumes that the direction of two 
PSPs does not change over the pulse bandwidth. 

3.4.4 Stokes-Space Description 

The PMD phenomenon is usually discussed in the Stokes space after introducing a 
Stokes vector that represents the SOP of a specific frequency component of the optical 
field on a sphere known as the Poincare sphere [3 I]-[33]. Although different notational 
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conventions exist in the literature, we follow the notation of [31]. The north pole of the 
PoincarC sphere corresponds to left-handed circular polarization in this convention. 

The three-dimensional Stokes vector S is related to the two-dimensional Jones vec- 
tor IS) through the Pauli spin matrices [26] as 

s = (slats), (3.4.20) 

where 0 = C;=, ojej is the spin vector in the Stokes space spanned by three unit 
vectors el, e2, and eg. The spin vector plays an important role as it connects the Jones 
and Stokes formalisms. To make this connection, one makes use of the fact that an 
arbitrary 2 x 2 matrix can be written in the form 

- 
B = $ ( b o f + b . C ) ,  (3.4.2 1) 

where 7 is the identity matrix and b is a vector in the Stokes space. The four coefficients 
in this expansion can be obtained from the relations 

bo = Tr(B), bj = Tr(o,B), (3.4.22) 

where Tr stands for the trace of a matrix (the sum of diagonal components). 

Eq. (3.4.21). If we use the well-known relations for the spin matrices [26] 
The first step is to convert Eq. (3.4.16) into the Stokes space using the definition in 

C ( U .  0 )  = a7 + ia x 0,  ( 0 .  a ) ~  = a7 - ia x 0,  (3.4.23) 

where a is an arbitrary vector, the Stokes vector S is found to satisfy 

= ~ b x S ,  
f3S 
f 3 Z  
- (3.4.24) 

where b is the birefringence vector whose components are related to the matrix as 
indicated in Eq. (3.4.22). Equation (3.4.24) shows that, as the light of any frequency w 
propagates inside the fiber, its Stokes vector rotates on the PoincarC sphere around the 
vector b at a rate that depends on w as well as on the magnitude of local birefringence. 
For a fiber of constant birefringence, S traces a circle on the PoincarC sphere, as shown 
schematically in Figure 3.10(a). However, when b changes randomly along the fiber, 
S moves randomly over the surface of this sphere, as indicated in Figure 3.10(b). For 
a long fiber of length L >> l , ,  its motion can cover the entire surface of the PoincarC 
sphere. Figure 3.10 also shows changes in the SOP of light within the fiber. For fibers 
much longer than the correlation length, all memory of the input SOP is lost as, on 
average, half of the input power appears in the orthogonally polarized component. 

Transformations of the Stokes vector are normally described by 4 x 4 Miiller matri- 
ces 1311-[33]. In our case, light maintains its degree of polarization at its initial value 
of 1, and the length of Stokes vector does not change as it rotates on the PoincarC sphere 
because of birefringence fluctuations. Such rotations are governed by a transformation 
of the form S’ = RS, where R is a 3 x 3 rotation matrix. If the Jones vector changes as 
IS’) = UIS), the rotation matrix R is related to the Jones matrix u as 

- 
R a  = ut 0u. (3.4.25) 
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Figure 3.10: Evolution of the SOP within a fiber and the corresponding motion of the Stokes 
vector on the surface of the Poincark sphere for (a) L << 1, and (b) L >> 1, . (After Ref. [25]; 
@ 1997 Elsevier.) 

The unitray matrix u can be written in terms of the Pauli matrices as 

(3.4.26) 

where u is the Stokes vector corresponding to the Jones vector lu- )  introduced in Eq. 
(3.4.18). It follows from Eq. (3.4.26) that R corresponds to a rotation of the Stokes 
vector on the PoincarC sphere by an angle 8 around the the vector u. 

To describe the PMD effects, we convert Eq. (3.4.17) to the Stokes space. Noticing 
that this equation has the same form as Eq. (3.4.16), we can write it in the Stokes space 
in the form of Eq. (3.4.24). Expanding in terms of the spin matrices, noting that 
Tr@) = 0, and using = if2.0, we obtain 

- = a x s .  
a m  
as 

(3.4.27) 

The vector f2 is known as the PMD vector as it governs the dispersion of the output 
SOP of the field on the PoincarC sphere. Physically speaking, as optical frequency 
changes, S rotates on this sphere around the vector a. As defined, the PMD vector 
points toward the fast PSP and its magnitude In1 is directly related to the DGD AT 
between the field components polarized along the two PSPs [25]. Figure 3.1 l(a) shows 
measured variations in the SOP at the output of a 147-km-long submarine fiber cable 
at a fixed input SOP as the wavelength of transmitted light is varied over a 1.5-nm 
range [38]. Figure 3.1 l(b) shows the output SOP for the same fiber over a narrow 
spectral range of 18 GHz for three different input SOPs (frequency changes by 2 GHz 
for successive dots). Even though SOP varies in a random fashion on the Poincark 
sphere over a wide wavelength range, it rotates on a circle when the frequency spread 
is relatively small. The important point is that the axis of rotation is the same for all 
input SOPs. The two directions of this axis point toward the two PSPs, and the direction 
of the PMD vector coincides with the fast axis. 
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Figure 3.11: (a) Changes in the SOP of light at the output of a 147-km-long fiber at a fixed input 
SOP as the wavelength is varied over 1.5 nm. (b) SOP changes for the same fiber over a 18-GHz 
bandwidth for three different input SOPS. The frequency of input light is changed by 2 GHz for 
successive data points. (After Ref. [38]; 0 1 9 8 8  IEEE.) 

To study the PMD effects, we need to know how the PMD vector changes along 
the fiber as its birefringence fluctuates, that is, we need an equation for the derivative 
of Jz with respect to z. Such an equation can be obtained by differentiating Eq. (3.4.24) 
with respect to o and Eq. (3.4.27) with respect to z and eliminating the mixed second 
derivative of S. Using the vector identity u x ( b  x c )  = b(u . c )  - c(u . b ) ,  we obtain 

(3.4.28) 
an 
az - x S =  b x S + w ( b  x n) xS. 

Since the preceding equation is valid for any S, the PMD vector satisfies 

- = b + ~ b x n .  (3.4.29) 
an 
az 

This equation contains information about birefringence fluctuations through the vector 
b, whose three elements are random variables as they are related to the matrix elements 
of the random matrix B through Eq. (3.4.21). Notice that b enters Eq. (3.4.29) not only 
as an additive term but also as a multiplicative term, both of which induce fluctuations 
in the three components of the vector 0 = $, Q , e j .  The DGD is related to these 
components as 

A T =  (nl = (Q?+Q;+Q;)'/*, (3.4.30) 

and is itself a random variable. Its statistical properties are related to those of the 
birefringence vector b and are the subject of the following subsection. 

3.4.5 Statistics of PMD 

To understand how Eq. (3.4.29) affects pulse propagation in optical fibers, we first need 
to find the statistical properties of the PMD vector after adopting a suitable model for 
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birefringence fluctuations along a fiber link. In general, we should include the effects of 
a finite correlation length 1, associated with such fluctuations as 1, can vary over a wide 
range from 1 m to 1 km depending on whether the fiber is spooled or cabled [25]. In 
a simple but reasonably accurate model, b is treated as a three-dimensional, stationary, 
stochastic process whose first two moments are 

(b j ( z ) )  = 0, (bj(z)bk(z’)) = f(AP1)2sjkexp(-lz-z’l/lc), (3.4.31) 

where j and k take on values 1, 2, or 3 and the angle brackets denote averaging over 
birefringence fluctuations. 

The general solution of the stochastic differential equation (3.4.29) is complicated 
because of the last term. However, since this term represents a rotation of in the 
Stokes space that does not affect the magnitude of the PMD vector, it does not influence 
the statistics of DGD [see Eq. (3.4.30)]. For this reason, we ignore the last term in Eq. 
(3.4.29) while considering the DGD statistics. The integration of Eq. (3.4.29) is then 
straightforward and leads to 

(3.4.32) 

where the integral is approximated by a sum by dividing the fiber into N sections of 
length Az. 

Assuming that birefringence fluctuations in each section are independent, 0, rep- 
resents the sum of a large number of independent random variables with the same sta- 
tistical distribution. It follows from the central limit theorem that all three components 
of the PMD vector satisfy a Gaussian distribution of the form 

The variance (Q;) can be found from Eqs. (3.4.32) as 

(Q j ( z )Q~  ( z )  ) = /‘ di! (b  j (~’)bk (z”)) d ~ ” .  (3.4.34) 
0 0 

If we use Eq. (3.4.31) and carry out the indicated integrals, we obtain 

The probability density function  AT) of the DGD can now be found using the 
relation in Eq. (3.4.30). In fact, the problem is identical to that solved by Maxwell 
in the nineteenth century for finding the distribution of atomic velocities in a gas at 
thermal equilibrium and leads to a form of  AT) known as the Maxwellian distribu- 
tion. It can be obtained by converting the joint probability density, p(Ql ,Q2,Q3)  = 
p(Ql)p(Q2)p(Q3), from Cartesian to spherical coordinates denoted by AT, 8, and 4.  
Integrating over the two angles, we obtain 
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Figure 3.12: Measured histograms for individual components of the PMD vector (a) and for its 
magnitude AT (b) obtained using 10 km of spooled fiber. In both cases, the dashed curves show 
the theoretical distribution and dots show the results of numerical simulations. (After Ref. [39]; 
@ I991 OSA.) 

Substituting p ( Q j )  from Eq. (3.4.33) and noting that the integrand does not depend on 
the angles, integration over the two angles produces a factor of 47r, and we obtain the 
Maxwellian distribution 

(3.4.37) 

where ATNS is found from Eqs. (3.4.30) and (3.4.35) and is identical to that given in 
Eq. (3.4.4). At distances such that z >> l,, it can be approximated as indicated in Eq. 
(3.4.5) and increases with distance z as &. 

The mean and variance of DGD can be calculated from Eq. (3.4.37) in a closed 
form and are found to be 

(3.4.38) 

As a numerical example, consider a 1,000-km long fiber link with D, = 0.1 ps/&, 
resulting in ATRMS = 3.16 ps. The average value and standard deviation of DGD for 
such a fiber link are found to be 2.9 1 and 1.23 ps, respectively. 

The statistical distributions found in Eqs. (3.4.33) and (3.4.37) have been observed 
in several experiments performed using a variety of fibers. Figure 3.12 shows (a) the 
histograms for the individual components of the PMD vector and (b) the histogram of 
the DGD, obtained using a spooled fiber of 1 1.6-km length [39]. In this experiment, 
the Stokes parameters were measured at the output end of the fiber over a 45-nm wave- 
length range, and they were used to deduce the wavelength dependence of the PMD 
vector. The solid dots show the results of numerical simulations, and dashed curves 
are the distributions expected from theory. Clearly, individual components of the PMD 
vector follow a Gaussian distribution, while the DGD AT follows the Maxwellian distri- 
bution. The agreement among theory, experiment, and simulations seen in Figure 3.12 
verifies that the ensemble average at the fixed wavelength indicated in Eq. (3.4.38) can 
be carried out experimentally by averaging the same variable over a wide wavelength 
range for a single fiber. 
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3.4.6 PMD-Induced Pulse Broadening 

Although statistical properties of DGD play an important role in understanding the 
PMD phenomenon, what matters from a practical perspective is the PMD-induced 
pulse broadening [40]-[45]. We thus need to extend the theory of Section 3.3.2 such 
that it include the PMD effects. This can be accomplished by replacing the scalar field 
amplitudeA(z,t) in Eq. (3.3.14) with the Jones vector IA(z,t)). As aresult, Eq. (3.3.15) 
is replaced with 

(3.4.39) 

where N = J : w ( A i A ) d ~  is a normalization factor and the subscript o stands for the 
frequency derivative. 

Following the method outlined in Section 3.3.2, we can obtain the RMS value of 
pulse width, as defined in Eq. (3.3.13). The final result can be written in the form of 
Eq. (3.3.8), provided we add a new term oiMD to it. This term represents the additional 
broadening induced by PMD and is given by [45] 

2 
0pMD = f [(no . - (no . so):] - [((z + 0,) (no . so)).Y - ((7 + e w ) ) , y ( n o  . ~ o ) s ] ,  

(3.4.41) 
where SO is the Stokes vector of the input field and GI0 = R-'n is related to the PMD 
vector through the rotation matrix R introduced in Eq. (3.4.25); it is sometimes referred 
to as the input PMD vector [26]. We have also used the subscript s to emphasize that 
the average in Eq. (3.4.41) is over the input pulse spectrum, that is, 

(3.4.42) 

The broadening induced by PMD is not constant but fluctuates in response to bire- 
fringence fluctuations. We can average Eq. (3.4.41) over such fluctuations to obtain 
an average value for PMD-induced broadening. Since (ao) = 0, the average value is 
found to be [41] 

(3.4.43) 

where the subscript b denotes averaging over birefringence fluctuations. The double av- 
erage in the first term is relatively simple to perform. The second term requires knowl- 
edge of the correlation between the PMD and Stokes vectors [45]. For an unchirped 
Gaussian pulse, the final result is found to be [41] 

( o p M D ) b =  2 $[AT~~,-T: [ (~  +2A~&s/3T02)~/~-  11. (3.4.44) 

It is easy to see from this equation that additional broadening induced by PMD is quite 
small on average if pulse width TO is much larger than the RMS value of DGD. Even 
when AZRMS = To, the predicted broadening is only about 9%. 
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One may ask why PMD should be of concern if it produces an additional broad- 
ening that, on average, is below 10% in most cases of practical interest. The answer 
is provided by the fact that even if broadening is small on average, it may occasion- 
ally become quite large depending on the nature of PMD fluctuations. A lightwave 
system should operate reliably over long periods of time. Since the system would fail 
to perform reliably for short periods of time during which PMD fluctuations are large 
enough to broaden optical pulses beyond their allocated time slot, one must design the 
system to ensure that the probability of such an event is relatively small. This proba- 
bility is referred to as the outage probability and it should be below lop5 if one wants 
to ensure that system is inoperable for at most 5 mirdyear. It should be below if 
the design criterion is more stringent and requires that PMD should not cause outage 
for more than 3 s/year. In general, one must ensure that the average DGD ( A T )  of the 
fiber link is a small fraction of the bit slot Tb = l/B, or B ( A T )  < f p ~ ~ ,  where f p ~ ~  
depends not only on the tolerable outage probability but also on the modulation format 
of the optical bit stream. Typically, B ( A z )  should be below 8% for NRZ signals to 
maintain an outage probability below but this value increases to nearly 12% for 
RZ signals [28]. 

Similar to the case of GVD compensation discussed in Section 3.3.5, the perfor- 
mance of long-haul lightwave systems operating at high bit rates can be improved by 
employing a PMD-compensation scheme [28]. Most such schemes split the signal 
into two orthogonally polarized parts and adjust the delay in the two branches before 
combing them back. The topic of PMD compensation is discussed in Section 1.1.3 of 
Chapter 7 devoted to dispersion management. 

3.4.7 Higher-Order PMD Effects 

Equation (3.4.29) is based on the assumption that the direction of the PMD vector i2 
does not change significantly over the pulse bandwidth. Although such a first-order 
PMD description may hold well for relatively wide pulses with a narrow bandwidth, 
there are situations in which one must consider the higher-order PMD effects. For 
example, at high bit rates of 40 Gb/s or more, pulses used as bits become so short that 
the PSPs cannot be assumed to remain constant over the entire bandwidth of the pulse. 
Similarly, if first-order PMD is compensated in a lightwave system by employing PMD 
compensators (see Section 7.7.3), the performance of such a system would be limited 
by the second-order PMD effects. For this reason, the second-order PMD has been 
studied extensively [46]-[55]. 

The higher-order PMD effects can be included by expanding the PMD vector in a 
Taylor series around the carrier frequency Q of the pulse as 

where Qm is the frequency derivative d n / d o  evaluated at o = Q. This derivative 
governs the second-order PMD effects. Using rlz =  AT^, where p represents a unit 
vector in the direction of the fast PSP, it can be written as a sum of two terms 

am = A ~ m p  +  AT^,, (3.4.46) 
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Figure 3.13: Polarization-dependent chromatic dispersion as a function of wavelength for a fiber 
with 14.7-ps mean DGD. (After Ref. [28]; 02002  Elsevier.) 

where the subscript w denotes a frequency derivative. The first term is in the direction 
of the PMD vector, while the second term is orthogonal to it [28] .  Physically, the first 
term describes polarization-dependent chromatic dispersion (PCD), while the second 
term leads to depolarization of the signal during its transmission through the fiber. 

Consider first frequency dependence of the derivative Arm = d ( A z ) / d w .  Recalling 
that the input signal is delayed by f ( A z ) / 2  when it is polarized along the two PSPs, 
the effective dispersion accumulated along these two directions in a fiber of length L 
becomes 

p 2 f ~  = p 2 ~  *  AT^ or D+L = DL & $AT*, (3.4.47) 

where A71 = d ( A z ) / d A  = - (2ac /A2)Azm.  The random nature of the second term in 
the preceding equation indicates that the GVD experienced by different spectral com- 
ponents of a pulse fluctuates around an average value. The random part ;AT* is known 
as PCD. Figure 3.13 shows the magnitude of the PCD as a function of wavelength 
obtained by differentiating numerically the DGD data in Figure 3.9. 

Physically, the presence of PCD implies that dispersion-induced broadening ex- 
perienced by a pulse in a fiber depends on the SOP of the input pulse. In particular, 
the GVD takes its maximum and minimum values along the two PSPs, as indicated 
in Eq. (3.4.47). If the average value DL is relatively large compared with the magni- 
tude of PCD, this is a relatively minor effect. However, as seen in Figure 3.13, PCD 
can be quite large when the mean DGD of the fiber exceeds 10 ps. As a result, the 
net fiber dispersion may take quite different values along the two PSPs, especially in 
dispersion-managed fiber links for which the average dispersion is kept close to zero. 
The resulting values D+ and D- of the dispersion parameter in Eq. (3.4.47) can even 
have opposite signs in that case. As discussed in Section 3.3.1, such a sign change for 
chirped input pulses indicates that pulses may compress along one of the PSPs while 
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experiencing broadening along the other. Such a compression of input pulses, induced 
by the second-order PMD effects, was first observed in a 1988 experiment [56]. 

Now consider the second term Azp, in Eq. (3.4.46). It corresponds a frequency- 
dependent rotation of the PSPs on the PoicarC sphere by an angle $ (0). The rotation 
rate d $ / d v  = 2nlp,l, where we used o = ~ T V ,  is  a measure of PSP depolarization 
induced by second-order PMD. This quantity is plotted in Figure 3.14 for the same fiber 
whose PCD is shown in Figure 3.13. Depolarization of PSPs produces considerable 
pulse distortion for short pulses. 

Mathematically, both PCD and PSP depolarization are governed by a single random 
vector R, = d R / d o  in the Stokes space. We can use Eq. (3.4.29) to find how a, 
evolves with z along the fiber length. Differentiating this equation with respect to O, 

we obtain [48] 

- = b x R + ~ ~ b x R , .  (3.4.48) 

This equation governs all effects produced by second-order PMD. Its statistical prop- 
erties have been studied in the limit in which fiber length is much longer than the 
correlation length [48]. In this limit, the correlation function of b in Eq. (3.4.31) can 
be approximated by a delta function, and each component of b can be treated as a 
Markovian process with the Gaussian statistics. It turns out that the magnitude of PCD 
in Eq. (3.4.46), AT, = R, . p ,  then has the following probability density function [50]: 

Jar3 
dZ 

where p is related to the RMS and average values of DGD of the fiber as 

p2 = -AzRMS 1 2  = -(AT) 2 
3 8 

(3.4.49) 

(3.4.50) 

Equation (3.4.49) can be used to find any moment of the random variable AT,. It is 
easy to deduce that all odd-order moments vanish. The lowest even moment related to 
the variance is found to be 

 AT,)^) = 4p4 = &AziMS. (3.4.51) 

It follows from Eq. (3.4.38) that the RMS value of AT, scales linearly with the fiber 
length L and quadratically with the PMD parameter D,. 

3.5 Polarization-Dependent Losses 

The discussion of PMD in the preceding section is based on the assumption that losses 
of the fiber link do not depend on the SOP of the signal propagating through it. In prac- 
tice, this is rarely the case, and all fiber links exhibit some polarization-dependent loss 
(PDL). Even though silica fibers themselves have relatively little PDL, the signal passes 
through a variety of optical components such as isolators, modulators, amplifiers, fil- 
ters, and couplers, most of which exhibit loss (or gain in the case of optical amplifiers) 
whose magnitude depends on the SOP of the signal. Even though the amount of PDL 
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Figure 3.14: PSP depolarization as a function of wavelength for the same fiber that was used for 
Figure 3.13. (After Ref. [28]; 02002 Elsevier.) 

is relatively small for each component (typically -0.1 dB), the cumulative effect of all 
components can produce an output signal whose power may fluctuate by a factor of 
10 or more depending on its input SOP. Moreover, the combination of PDL and PMD 
leads not only to large random variations in the signal power but also to signal distor- 
tion that invariably affects the performance of all long-haul lightwave systems. For this 
reason, considerable attention has been paid to studying the PDL effects [57]-[71]. 

3.5.1 PDL Vector and Its Statistics 

Since losses of a long, periodically amplified, fiber link depend on the SOP of the input 
signal, the PDL of the link is defined in terms of the maximum and minimum output 
powers, PmaX and Pmin, obtained for two specific input SOPS. Mathematically, the PDL 
is defined as a dimensionless quantity 

Pmax - Pmin 

Pmax + Pmin ’ 
r =  

where 0 5 I? 5 1.  It is also common to express PDL in decibels units as 

p = l 0 l o g ( % )  =lolog(-) 1 +r 
Pmin 1 -r 

(3.5.1) 

(3.5.2) 

Both r and p are random variables for a fiber link for two reasons, First, the axes 
along which the loss of an optical component changes from maximum to minimum 
are randomly oriented for different components. Second, the SOP of the signal inside 
the fiber link changes in a random fashion before its arrival at each optical component 
because of birefringence fluctuations. 
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One can extend the vectorial analysis of Section 3.4.3 to include the PDL effects by 
allowing the quantity Ap in Eq. (3.4.7) to become complex and replace it with A p  + 
iAa, where A ~ t ( z )  is the differential loss (or gain in the case of an optical amplifier) 
at a distance z at the carrier frequency 00. It does not change much over the pulse 
bandwidth and can be treated as a constant when Ap ( O )  is expanded in a Taylor series 
appearing in Eq. (3.4.8). Following the analysis of Section 3.4.3 with this change, the 
Jones vector IS) satisfies Eq. (3.4.16) with an additional term on the right side, that is, 

(3.5.3) 

where Z = -(Aa/2)W-'aW is a random Jones matrix accounting for the PDL ef- 
fects. 

Equation (3.5.3) shows that the output Jones vector is related as the input Jones 
vector ISo) as IS) = also), but the matrix g does not remain unitary because of PDL. 
We can use this relation to calculate the output power as 

Pout = (SlS) = (SolUtUlSo). (3.5.4) 

The most and least attenuated input SOPs correspond to the eigenstates of the matrix 
U t u .  The corresponding output SOPs are the eigenstates of the matrix uUt  [57]. 

Similar to the PMD vector of Section 3.4.4, one can introduce a PDL vector by 
writing this matrix in the form of Eq. (3.4.21) as 

- 

where the vector u points in the Stokes space in the direction of output SOP with the 
least attenuation. The PDL vector is then defined as r = u/ao and has the magnitude 
as indicated in Eq. (3.5.1). This PDL vector is found to satisfy the following dynamic 
equation [60]: 

= x r) +a - (a q r ,  (3.5.6) 

where the vector governs differential losses and is related to the matrix Z through 
a = & ( C Q ~  + a. a). As seen in Eq. (3.4.22), the three components of this vector can 
be obtained using aj = Tr( oj7Z). 

Equation (3.5.6) shows that, in general, the PMD vector is affected by both random 
vectors a and b, where b takes into account birefringence fluctuations along the fiber 
link. Thus, PMD and PDL are interconnected and an optical pulse is affected by the 
combination of the two. However, the magnitude of the PDL vector is not affected 
by birefringence fluctuations. This can be seen physically by noting that the term 
containing b in Eq. (3.5.6) represents a rotation and does not affect the magnitude of 
the vector r. Mathematically, we note that r2 = r. 

ar 
az 
- 

- 

satisfies 

(3.5.7) 

and is thus affected only by the random vector a. 



3.5. Polarization-Dependent Losses 101 

Equation (3.5.7) has been used to obtain an analytic expression for the probability 
density function P ( p )  of p [68], a scalar random variable related to as indicated in 
Eq. (3.5.2), after assuming that each component of a is a Markovian random variable 
with Gaussian statistics such that 

( a j ( z ) )  = O ,  ( a j ( z ) ~ ( z ' ) )  = iD;6jjk6(Z-ZZI), (3.5.8) 

where j and k take on values of 1, 2, or 3 and the parameter Da measures the strength 
of PDL fluctuations along the fiber link. The general expression for P(p) can be 
approximated by a Maxwellian distribution [65] when the total PDL is not too large 
( p  << 34 dB). Under such conditions, P(p) can be written in the form of Eq. (3.4.37) 
after replacing AT& with ( p2) ,  where 

( p 2 )  = ( 2 0 / l n 1 0 ) ~ ~ z ( l  +D;z/9). (3.5.9) 

The parameter D, is defined in a way similar to the PMD parameter D, and is ex- 
pressed in units of km-'I2. The average and the variance of p are related to the RMS 
value p as indicated in Eq. (3.4.38). 

3.5.2 PDL-Induced Pulse Distortion 

As mentioned earlier, PDL also affects the pulse shape and its effects should be incor- 
porated in the discussion of PMD-induced signal distortion. One can still introduce 
the PMD vector, but the presence of in Eq. (3.5.3) makes it a complex quantity. We 
denote the modified vector by n,, where the subscript c indicates that its components 
are complex variables. Following the analysis of Section 3.4.5, Eq. (3.4.29) is replaced 
with [57] 

9 = b + ( w b + i a )  xQ,, (3.5.10) 

where the presence of PDL vector a governs how the PMD effects are affected by PDL. 
The new feature is that the matrix n,. d does not remain Hermitian. As a result, its 
eigenvalues become complex and take the form f (AT + iqi), where the imaginary part 
qi results from the PDL effects. Moreover, its eigenvectors are no longer orthogonal, 
that is, the two PSPs do not remain antiparallel in the Stokes space. 

The Stokes vector S(z) representing the SOP of the field on the Poincark sphere 
can still be defined as in Eq. (3.4.20), assuming that the Jones vector IS) has been nor- 
malized such that (SlS) = 1. However, instead of Eq. (3.4.27) it satisfies the following 
equation [6 1 I: 

- = ~ ~ x S - ( A X S ) X S ,  (3.5.1 1 )  
as 
a m  

where we have separated f2, into its real and imaginary parts using a, = n + iA. The 
new vector A governs the impact of PDL on the PMD effects. From Eq. (3.5.10), the 
vectors a and A are found to evolve as 

az 

- = b + m b x Q - a x &  
dZ 

an (3.5.12) 

(3.5.13) - = m b x A f a x Q ,  
all 
aZ 
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Figure 3.15: Measured DGD as a function of wavelength for a link containing a single fiber with 
large PDL sandwiched between two fibers with 5.65-ps DGD. The principal axes of the PDL 
fiber are either aligned with the other two fibers (solid curve) or rotated by 45" (dashed curve). 
The dotted lines show the theoretical prediction. (After Ref. [60]; 02000 IEEE.) 

These two equations can be solved analytically to find various moments of CJ and A 
if one assumes that the vectors a and b are parallel to each other [61]. An interesting 
result turns out to be ( i2 .A) = 0, that is, the two vectors are orthogonal to each other, 
on average. A consequence of this property is that ( Q z )  = (a2 - r2) is a real quantity. 
Moreover, it is given by Eq. (3.4.4), that is, the RMS value of Qc remains the same 
even in the presence of PDL. 

From the standpoint of pulse distortion, one is interested in the RMS value of the 
DGD (AT = Q). It turns out that even though the RMS value of Qc increases only as fi 
with distance, the RMS value of Q itself can grow quadratically, or even exponentially, 
for sufficiently long fiber links [61]. Anomalously large values of DGD were observed 
in a 1997 experiment in which a single PDL fiber with 18 dB of differential loss and a 
DGD of 1 ps was sandwiched between two fibers exhibiting little PDL and a DGD of 
5.65 ps [ 5 8 ] .  A polarization controller was used to change the input SOP of light from 
a tunable laser. The DGD of the entire fiber link was measured using a polarimeter 
as input wavelength was varied in the wavelength range of 1,300 to 1,3 10 nm. Figure 
3.15 shows the experimental results. The solid curve is obtained when the principal 
axes of all three fibers are perfectly aligned. Measured values are close to the DGD 
value of 12.3 ps that is expected by simply adding the individual DGDs of all three 
fibers. The dashed curve is obtained when the PDL fiber axis is rotated by 45". It is 
evident that DGD in this case vanes with wavelength widely and becomes as small as 
1 ps or as large as 24 ps. Such large changes in DGD translate into compression or 
broadening of optical pulses. The important point from a system point of view is that 
the presence of PDL in a long fiber link can broaden optical pulses much more than the 
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value expected from the PMD alone, resulting in degradation of system performance. 
In practice, attempts are made to employ optical components with negligible values of 
PDL. 

Problems 

3.1 A single-mode fiber is measured to have A2(d2n /dA2)  = 0.02 at 0.8 pm. Cal- 
culate the dispersion parameters p2 and D. 

3.2 Show that a chirped Gaussian pulse is compressed initially inside a single-mode 
fiber when p2C < 0. Derive expressions for the minimum width and the fiber 
length at which the minimum occurs. 

Assume that p3 = 0 and V, << I in Eq. (3.3.36) and obtain a condition on the bit 
rate in terms of the parameters C, p2, and L. 

3.4 Starting from the definition o,, = [ ( t2 )  - (t)2]'/2, where the angle brackets denote 
average over the pulse shape, derive an expression for the RMS width op for a 
pulse of arbitrary shape. (Hint: Calculate averages in the frequency domain.) 

3.5 Prove that Eq. (3.3.17) leads to Eq. (3.3.1 1) for the broadening factor when it is 
applied to the case of a chirped Gaussian pulse. 

3.6 Estimate the limiting bit rate for a 60-km single-mode fiber link at 1.3- and 1 S S -  
y m  wavelengths, assuming transform-limited, 50-ps (FWHM) input pulses. As- 
sume that p2 = 0 and -20 ps2/km and j33 = 0.1 ps3/km and 0 at 1.3- and 1.55-ym 
wavelengths, respectively. Also assume that V,  << I .  

3.7 A 0.88-pm communication system transmits data over a 10-km single-mode 
fiber by using 10-ns (FWHM) pulses. Determine the maximum bit rate if the 
LED has a spectral FWHM of 30 nm. Use D = -80 ps/(km-nm). 

3.8 Use Eq. (3.3.36) to prove that the bit rate of an optical communication system op- 
erating at the zero-dispersion wavelength is limited by BLlSloi < I / J 8 ,  where 
S = d D / d A  and o;t is the RMS spectral width of the Gaussian source spectrum. 
Assume that C = 0 and V, >> 1 in the general expression of the output pulse 
width. 

3.9 Repeat the preceding problem for the case of a single-mode semiconductor laser 
for which V, << 1 and show that the bit rate is limited by B(Ip31~)'/~ < 0.324. 
What is the limiting bit rate for L = 100 km if p3 = 0.1 ps3/km? 

3.10 A 1 SS-pm optical communication system operating at 5 Gb/s is using Gaussian 
pulses of width 100 ps (FWHM) chirped such that C = -6. What is the dispersion- 
limited maximum fiber length? How much will it change if the pulses were 
unchirped? Neglect laser linewidth and assume that p2 = -20 ps2/km. 

3.11 Explain what is meant by PMD? What is the origin of PMD in telecommunica- 
tion links and how does its presence affect a lightwave system? Utilize diagrams 
to support your arguments. 

3.3 An optical communication system is operating with chirped Gaussian input pulses. 
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3.12 A 1-km-long polarization-maintaining single-mode fiber exhibits a birefringence 
of An = 6 x Calculate the differential group delay for this fiber at 1.55 pm, 
assuming that the average mode index ri = 1.45 and dri/dA = -0.01 pm-' at 
this wavelength. 

3.13 What is meant by the principal states of polarization for a fiber in which birefrin- 
gence fluctuates along its length? Discuss the basic idea and its implications for 
a lightwave system. 

3.14 Using the model of birefringence fluctuations given in Eq. (3.4.31), prove that 
Eq. (3.4.29) leads to the Maxwellian distribution (3.4.37) for the differential 
group delay. 

3.15 Use the Maxwellian distribution (3.4.37) to show that the mean and variance of 
differential group delay are given by the relations in Eq. (3.4.38). 
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Chapter 4 

Nonlinear Impairments 

The discussion in Chapter 3 intentionally ignored the nonlinear effects and applies to 
lightwave systems in which the signal power is kept small enough that the nonlinear 
effects, governed by the parameter y in the NLS equation, remain negligible through- 
out the fiber link. This approximation can be justified for many short-haul systems 
(transmission distance < 100 km), especially those employing light-emitting diodes as 
optical sources. However, the inclusion of nonlinear effects becomes essential for long- 
haul systems making use of a chain of cascaded optical amplifiers [ 11-[6]. The reason 
is two-fold. First, noise added by the amplifier chain degrades the signal-to-noise ratio 
(SNR) to the extent that the signal cannot be recovered unless launched power levels 
are relatively high (typically > 1 mW). Second, the nonlinear effects themselves accu- 
mulate from amplifier to amplifier and distort the optical bit stream more and more as 
link length increases. This chapter focuses on the impact of fiber nonlinearities in such 
long-haul systems. We begin with the discussion of the simplest nonlinearity-self- 
phase modulation-in Section 4.1 and then consider in Section 4.2 the closely related 
nonlinear phenomenon of cross-phase modulation. Section 4.3 deals with four-wave 
mixing, a nonlinear effect that becomes quite important for WDM systems. Stimulated 
Raman scattering is the focus of Section 4.4, whereas the phenomenon of stimulated 
Brillouin scattering is considered in Section 4.5. In Section 4.6 the variational and mo- 
ment methods are employed for solving the NLS equation approximately. Section 4.7 
focuses on the polarization effects related to residual fiber birefringence. 

4.1 Self-phase Modulation 

Long-haul lightwave systems employ a chain of optical amplifiers along the fiber link 
for compensating fiber losses. As discussed in Section 3.2, in general one needs to 
solve Eq. (3.2.4) numerically to study how the nonlinear term in this equation affects 
the optical bit stream. To gain some physical insight and to simplify the following 
analysis, we neglect the noise term in this equation and eliminate the gain and loss 
terms with the transformation 

A ( z , t )  = drnWz , t ) ,  (4.1 .I)  
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where PO is the peak power of input pulses and U ( z , t )  governs the normalized (com- 
plex) amplitude of the optical bit stream. The function p ( z )  takes into account changes 
in the average power of the signal along the fiber link and is defined such that p(nLA) = 

1, where LA is the amplifier spacing and n is an integer representing the location of a 
specific amplifier (or a pump station in the case of distributed amplification). 

With these simplifications, the use of Eq. (4.1.1) in Eq. (3.2.4) provides the follow- 
ing NLS equation for propagation of an optical signal along the fiber link: 

(4.1.2) 

where p ( z )  satisfies Eq. (3.2.6) and varies in a periodic manner. In the case of lumped 
amplification, p ( z )  decreases exponentially as e-az between two amplifiers but in- 
creases to 1 at the location of each lumped amplifier. It is not easy to solve Eq. (4.1.2) 
analytically except in some simple cases. To gain some physical insight, we first con- 
sider the case in which dispersive effects are negligible and set p2 = 0 in Eq. (4.1.2). 

4.1.1 Nonlinear Phase Shift 

In terms of the normalized amplitude U ( z ,  T ) ,  Eq. (4.1.2) in the limit p2 = 0 reduces to 

(4.1.3) 

where the nonlinear length is defined as LNL = (yPo)-'. Similar to the concept of 
the dispersion length introduced in Section 3.3, the nonlinear length provides a length 
scale over which the nonlinear effects become relevant for optical fibers. If we use 
y=  2 W-'/km as a typical value, the nonlinear length LNL equals 100 km for an optical 
signal with 5-mW peak power and scales inversely with Po. 

Equation (4.1.3) can be solved by substituting U = V exp(ihL) and separating its 
real and imaginary parts. This procedure yields 

(4.1.4) 

As the amplitude V does not change along the fiber length L, the phase equation can be 
integrated analytically to obtain the general solution 

U ( L , t )  = U(O, t )  exP[ihL(L,t)l, (4.1 .S) 

where U (0, t )  is the field amplitude at z = 0 and 

The effective length Leff is defined as 
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where we assumed that the fiber link consists of NA sections, each of length LA. 
Equation (4.1.5) shows that the nonlinear term in the NLS equation gives rise to an 

intensity-dependent phase shift. This phenomenon is referred to as self-phase modu- 
lation (SPM) because the signal propagating inside a nonlinear medium modulates its 
own phase; it was first observed inside an optical fiber in a 1978 experiment [7]. The 
nonlinear phase shift @"L in Eq. (4.1.6) increases with the link length L. The quantity 
Leff plays the role of an effective length that is smaller than L because of fiber losses. In 
the case of lumped amplification, p ( z )  = exp(-az) in each fiber section. The integral 
in Eq. (4.1.6) can be performed analytically in this case, and the effective link length is 
given by 

Leff =L[1 -exp(-aLA)]/(aLA) =NA/ar (4.1.8) 

if we assume that amplifier spacing is large enough that exp(-aLA) can be neglected 
in comparison to 1. In the absence of fiber losses, a = 0, and Leff = L. 

The time-dependent nature of the optical signal implies that the SPM-induced phase 
shift changes with time. Consider a single 1 bit within an RZ bit stream. The maximum 
phase shift Qmax occurs at the pulse center assumed to be located at t = 0. Since U is 
normalized such that lU(0,O)I = 1, 

&ax = Leff/LNL = 'YPOLeff. (4.1.9) 

As seen in Section 3.3, a temporally varying phase for an optical field implies that the 
instantaneous carrier frequency differs across the pulse from its central value @. The 
frequency shift 60 is itself time-dependent and is given by 

(4.1.1 0) 

where the minus sign is due to the choice of the factor exp(-i@t) in Eq. (3.1.1). The 
time dependence of 60 is referred to as frequency chirping. The chirp induced by SPM 
increases in magnitude with the transmitted distance. In other words, new frequency 
components are generated continuously as the optical signal propagates down the fiber. 
These SPM-generated frequency components broaden the spectrum of the bit stream 
from its initial width at z = 0. Such a spectral broadening is undesirable because it not 
only increases the signal bandwidth but can also distort the pulse shape when dispersive 
effects are included. 

As discussed in Section 2.2.3, for any realistic lightwave system the input field 
U ( 0 , t )  in Eq. (4.1.10) is composed of a random sequence of 0 and 1 bits and can be 
written as U ( 0 , t )  = Cb,Up(t -nTb),  where U p ( t )  represents pulse shape, Tb is the bit 
duration, and the random variable b, takes on values of 0 or 1. Using this form in Eq. 
(4.1.6), the SPM-induced phase shift can be written as 

(4.1.1 1) 

where we assumed that optical pulses in the neighboring bit slots do not overlap appre- 
ciably. Since bk = 0 for 0 bits, the nonlinear phase shift occurs for only 1 bits and has 
the same magnitude for each of them. In fact, the form of h~ mimics the bit pattern 
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Figure 4.1: Temporal variation of (a) SPM-induced phase shift $J"L and (b) frequency chirp 6w 
for Gaussian (solid curves) and super-Gaussian (dashed curves) pulses. 

of the launched signal. In what follows, we consider a single 1 bit and retain only the 
k = 0 term in Eq. (4.1.1 1). We should stress that one cannot use this simple form of the 
nonlinear phase shift when optical pulses in neighboring bit slots overlap considerably. 
This is the case for pseudo-linear systems designed such that the dispersion spreads 
each optical pulse over several bit slots. The XPM interaction between two overlap- 
ping pulses then leads to new effects referred to as the intrachannel nonlinear effects 
(see Chapter 8). 

The magnitude of SPM-induced chirp depends on the pulse shape. Consider, for 
example, the case of a super-Gaussian pulse for which the incident field is given in Eq. 
(3.3.47). The SPM-induced chirp 6 w ( t )  for such a pulse is obtained from Eq. (4.1.10) 
and has the form 

(4.1.12) 

where TO is the pulse width. The integer m = 1 for a Gaussian pulse. For larger values 
of m, pulses representing 1 bits become nearly rectangular and develop steeper leading 
and trailing edges. This change in pulse shape affects the SPM-induced phase shift 
considerably. Figure 4.1 shows variations of (a) nonlinear phase shift h~ and (b) 
SPM-induced frequency chirp 6w across the pulse at a distance Leff = LNL for Gaussian 
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( m  = 1) and super-Gaussian (m = 3) pulses. As @"L is directly proportional to lU(0,t)12 
in Eq. (4.1.6), its temporal profile is identical to that of the pulse intensity. The chirp 
profile 60( t )  exhibits several interesting features. First, 60 is negative near the leading 
edge (red shift) but becomes positive near the trailing edge (blue shift) of the pulse. 
Second, frequency chirp is linear and positive (up-chirp) over a large central region of 
the Gaussian pulse. Third, it is considerably larger for pulses with steeper leading and 
trailing edges. Fourth, super-Gaussian pulses behave differently than Gaussian pulses 
because the chirp occurs only near pulse edges and does not vary in a linear fashion. 

4.1.2 Spectral Broadening and Narrowing 

The main consequence of SPM-induced chirp is that the spectrum of an optical bit 
stream becomes broader as the signal travels down the fiber link. Such spectral broad- 
ening is undesirable for any lightwave system as it can enhance dispersion-induced 
degradation of the signal, and may force one to increase the channel spacing. 

The magnitude of SPM-induced spectral broadening can be estimated from the 
peak value of 60 in Figure 4.1. Mathematically, we can calculate the peak value by 
maximizing 60(t )  in Eq. (4.1.12). By setting its time derivative to zero, the maximum 
value of 60 is found to be 

where is given in Eq. (4.1.9) and f ( m )  is defined as 

(4.1.14) 

The numerical value o f f  depends on m only slightly; f = 0.86 for m = 1 and tends 
toward 0.74 for large values of m relevant for super-Gaussian pulses. 

To obtain a spectral broadening factor, the width parameter TO should be related to 
the initial spectral width AQ of the pulse. For an unchirped Gaussian pulse, AQ = 
T;' from Eq. (3.3.8). Equation (4.1.13) then becomes (with m = 1) 

6%ax = 0.86A~@mm,x,  (4.1.15) 

showing that the spectral broadening factor is approximately given by the numerical 
value of the maximum phase shift Since @,,, > 10 possible for long fiber links, 
it is evident that SPM can broaden the signal spectrum considerably. 

The shape of the pulse spectrum S ( w )  at a distance L is obtained by taking the 
Fourier transform of Eq. (4.1 S). Using S (  w )  = 0)  1 2 ,  we obtain 

where (J"L(L,t) is given in Eq. (4.1.6). It is evident from this equation that S ( O )  de- 
pends not only on the pulse shape but also on whether input pulses are chirped. Figure 
4.2 shows the influence of input chirp on the spectrum of Gaussian pulses after they 
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Figure 4.2: Comparison of output spectra for Gaussian pulses for four values of chirp parameter 
C when fiber length and peak powers are chosen such that Qmax = 4 . 5 ~ .  Spectrum broadens for 
C < 0 but becomes narrower for C < 0 when compared with that of the input pulse. 

have propagated inside a fiber such that @ma, = 4 . 5 ~ ;  fiber losses as well as dispersive 
effects are ignored for this illustration. The most notable feature of Figure 4.2(a) is 
that SPM-induced spectral broadening is accompanied by an oscillatory structure. For 
unchirped pulses, the spectrum consists of multiple peaks such that the two outermost 
peaks are the most intense. The number of peaks depends on and increases lin- 
early with it. For C > 0, spectral broadening increases and the oscillatory structure 
becomes less pronounced, as seen in Figure 4.2(b). 

It is clear from Figure 4.2 that the sign of the chirp parameter C plays a critical 
role. In fact, a negatively chirped pulse undergoes spectral narrowing through SPM, 
as seen clearly in parts (c) and (d) of Figure 4.2. The spectrum contains a central 
dominant peak for C = -20 and narrow further as C decreases. This behavior can be 
understood from Eq. (4.1.16) by noting that the SPM-induced phase shift is partially 
cancelled by the input chirp when C is negative. If we employ the approximation 
that h L ( t )  w $max(l - t2 /T: )  near the pulse center for Gaussian pulses, the SPM- 
induced chirp is nearly cancelled for C = -2emax. This approximation provides a 
rough estimate of the value of C for which narrowest spectrum occurs for a given value 

From a practical perspective, SPM-induced spectral broadening should be con- 
of &lax. 
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trolled for any long-haul lightwave system. The maximum phase shift in Eq. (4.1.9) 
determines the spectral broadening factor. As a rough design guideline, the SPM ef- 
fects become important only when &ax > 1. For short-haul systems, this condition 
is rarely satisfied at typical peak power levels used (-1 mW). The situation changes 
when fiber losses are compensated using optical amplifiers because the SPM effects 
then accumulate over the entire link. Typically, amplifier spacing is large enough that 
 LA exceeds 3, and we can use L,ff M N A / ~  from Eq. (4.1.8) for a system designed 
with NA amplifiers. The condition &ax < 1 is satisfied if 

If we use typical values of a and y for 1.55-ym lightwave systems, the peak power is 
limited to below 1 mW for a fiber links containing 30 amplifiers. Clearly, SPM can be 
a major limiting factor for long-haul lightwave systems. 

4.1.3 Effects of Fiber Dispersion 

The preceding discussion is oversimplified as it ignores the dispersive effects com- 
pletely. In a real lightwave system, dispersive and nonlinear effects act on the optical 
bit stream simultaneously. Unfortunately, it is not easy to solve Eq. (4.1.2) analytically 
except in some simple cases. For example, in the specific case of p = 1 and pz constant 
but negative, this equation reduces to a standard NLS equation and has solutions in 
the form of solitons-pulses that maintain their shape and width in spite of dispersion. 
This case is discussed in Section 4.6. Physically speaking, by choosing the input pulse 
shape and peak power appropriately, SPM-induced chirp can be made just large enough 
to cancel the chirp induced by dispersion. 

Another special case is that of rectangular-shape pulses propagating in a fiber with 
positive pZ (normal GVD). Using the transformation 

(4.1.18) 

in Eq. (4.1.2), the pulse-propagation problem reduces to a fluid-dynamics problem in 
which the variables p and v play, respectively, the role of local density and velocity of 
a fluid [lo]. In the optical case, these variables represent the local intensity and chirp 
of the pulse. As this problem is identical to the hydrodynamic problem of “breaking 
a dam,” it can be solved analytically in the limit of small dispersion. The resulting 
solution is useful for lightwave systems employing the NRZ format and provides con- 
siderable physical insight [ 1 11-[ 131. 

An important question is how the SPM-induced chirp affects broadening of optical 
pulses in the presence of dispersion. The broadening factor can be estimated, without 
requiring a complete solution of Eq. (4.1.2), using various approximations [ 141-[20]. 
A variational approach was used as early as 1983 [14]. A split-step approach, in which 
the effects of SPM and GVD are considered separately, also provides a reasonable 
estimate of pulse broadening [ 151. In an extension of this technique, the SPM-induced 
chirp is treated as an effective chirp parameter at the input end [18]. A perturbative 
approach in which the nonlinear term in Eq. (4.1.2) is treated as being relatively small 
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can also be employed to calculate 
( t )  = 0, and 0; is approximately given by [20] 

defined in Eq. (3.3.13). For a symmetric pulse, 

(4.1.19) 

where 02 is the RMS width expected in the linear case ( y  = 0). The shape of the input 
pulse enters through the parameter is, defined as 

(4.1.20) 

For a Gaussian pulse with U(0,t)  = exp[- ; ( t /T~)~] ,  f s  = 1 / f i  FZ 0.7. For a square 
pulse, f s  = 1. 

As an example, consider the case of a uniform-GVD fiber with distributed amplifi- 
cation such that the pulse energy remains nearly constant. Using p ( z )  = 1 with constant 
p2 in Eq. (4. I .  19), we obtain the simple expression 

o;(z) = o,'(z) + +fJP0p2Z2. (4.1.21) 

This equation shows that the SPM enhances pulse broadening in the normal-GVD 
regime but leads to pulse compression in the anomalous-GVD regime. This behavior 
can be understood by noting that the SPM-induced chirp is positive in nature (C > 0). 
As a result, the pulse goes through a contraction phase when < 0. Figure 4.3 shows 
the pulse-broadening factor op/oo over one dispersion length for three input power 
levels by solving Eq. (4.1.2) for a super-Gaussian input U ( 0 , t )  = exp[-;(t/T~)~"] 
with m = 2 and p = 1. As the input peak power increases, the pulse initially contracts 
because of the SPM effects, attains a minimum value at a certain value of the peak 
power, and then begins to increase rapidly. In practical terms, the input power should 
be optimized properly if we want to take advantage of the soliton-like effects for NRZ 
systems [21]. 

4.1.4 Modulation Instability 

Modulation instability is a well-known phenomenon [4]. It refers to an inherent insta- 
bility of the CW solution of the NLS equation (4. l .2) in the anomalous-GVD regime 
of a fiber link. It is easy to deduce that this equation has a CW solution in the form 
U ( z )  = exp(i&L), where &L is the nonlinear phase shift induced by SPM. Thus, a 
CW signal should propagate through the fiber unchanged except for acquiring a power- 
dependent phase shift (and reduced power because of fiber losses). 

Before reaching this conclusion, however, one must ask whether the CW solution is 
stable against small perturbations. To answer this question, we perturb the CW solution 
slightly such that 

and examine evolution of the perturbation a(z,t)  using a linear stability analysis. Sub- 
stituting Eq. (4.1.22) in Eq. (4.1.2) and linearizing in a, we obtain 

U = ( 1  +a)exp(i&L) (4.1.22) 

(4.1.23) 
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Figure 4.3: Width ratio o p / q  as a function of propagation distance for a super-Gaussian pulse 
(rn = 2) at three input peak powers labeled using po = YPOLD. 

where for simplicity we set p = 1, assuming that losses are perfectly compensated 
through distributed amplification. 

The linear equation (4.1.23) can be solved easily in the frequency domain. How- 
ever, because of the a* term, the Fourier components at frequencies Q and -Q are 
coupled. Thus, we should consider its solution in the form 

a(z,t) = a1 exp[i(Kz-Qt)] +azexp[-i(Kz-Qt)], (4.1.24) 

where K and Q are the wave number and the frequency of perturbation, respectively. 
Equations (4.1.23) and (4.1.24) provide a set of two homogeneous equations for the 
two constants a1 and a2. This set has a nontrivial solution only when K and Q satisfy 
the following dispersion relation: 

where sgn(p2) = f l  depending on the sign of p2,  and 

(4.1.25) 

(4.1.26) 

Because of the factor exp[i(&z - at)] that has been factored out in Eq. (3.1.1), the 
actual wave number and the frequency of perturbation are & 5 K and Q * Q, respec- 
tively. With this in mind, the two terms in Eq. (4.1.24) represent two different frequency 
components. These frequency components correspond to two spectral sidebands that 
are generated when modulation instability occurs. 

The dispersion relation (4.1.25) shows that steady-state stability depends on whether 
light experiences normal or anomalous GVD inside the fiber. In the case of normal 
GVD (& > 0), K is real for all a, and the steady state is stable against small pertur- 
bations. By contrast, in the case of anomalous GVD ( p 2  < 0), K becomes imaginary 
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Figure 4.4: Gain spectra of modulation instability for LNL = 20 krn (dashed curve) and 50 km 
(solid curve) for an optical fiber with f l2  = -5  ps2/km. 

for lRl < R,, and the perturbation a(z , t )  grows exponentially with t. As a result, the 
CW solution is unstable for pZ < 0. This instability leads to a spontaneous temporal 
modulation of the CW beam, and it can transform the beam into a pulse train [22]-[24]. 

The gain spectrum of modulation instability is obtained from Eq. (4.1.25) by setting 
sgn(pZ) = - 1 and g(R) = 2Im(K), where the factor of 2 converts g to power gain. The 
gain exists only if IRl < R, and is given by 

(4.1.27) 

Figure 4.4 shows the gain spectra for two values of nonlinear lengths (20 and 50 km) 
for an optical fiber with pZ = -5 ps2/km. As an example, LNL = 50 km at a power 
level of 10 mW if we use a realistic value of y = 2 W-'/km. The gain spectrum is 
symmetric with respect to R = 0 such that g(R) vanishes at R = 0. The gain becomes 
maximum at two frequencies given by 

2 112 
g(Q) = lazQl(n: - Q  1 . 

(4.1.28) 

with a peak value 
gmax g(Qrnax)  = IpZlfi: 2 ~ ~ 0 ,  (4.1.29) 

where Eq. (4.1.26) was used to relate R, to PO. The peak gain is independent of the 
GVD parameter and increases linearly with the incident power. 

At first sight, it may appear that modulation instability is not likely to occur in a 
lightwave system in which the optical signal is in the form of a pulse train. In fact, 
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it affects the performance of periodically amplified lightwave systems in two different 
ways. First, for systems utilizing the NRZ-format, optical pulses occupy the entire 
time slot and can be several bits long depending on the bit pattern. As a result, the 
situation is quasi-CW-like. As early as 1990, numerical simulations indicated that 
performance of a 6,000-km-long system, operating at bit rates >1 Gb/s with 100-km 
amplifier spacing, would be severely affected by modulation instability if the signal 
propagates in the anomalous-GVD regime and is launched with peak power levels in 
excess of a few milliwatts [25]. 

Second, modulation instability can be seeded by the broadband noise added by 
optical amplifiers (over the entire gain bandwidth or over the bandwidth of optical 
filters when they are used to reduce noise). The growth of this noise can degrade the 
SNR considerably at the receiver end [26]-[36]. Such degradation can occur in both 
the normal- and anomalous-dispersion regimes of the fiber link [31]. In the case of 
anomalous GVD, spectral components of noise falling within the gain spectrum of 
modulation instability are amplified by it, resulting in considerable degradation of the 
SNR [33]-[36]. Such SPM-induced SNR reduction has been observed experimentally. 
In a lO-Gb/s system, considerable degradation in system performance was noticed after 
a transmission distance of only 455 km [34]. We discuss the SNR-degradation issue in 
Chapter 6 devoted to amplifier noise. 

4.2 Cross-Phase Modulation 

The preceding discussion assumed implicitly that only a single channel was being 
transmitted through the fiber link. In the case of WDM systems, pulse trains of differ- 
ent wavelengths propagate simultaneously inside optical fibers. Since pulses belonging 
to different channels travel at different speeds, they overlap from time to time. When- 
ever that happens, a nonlinear phenomenon known as cross-phase modulation (XPM) 
induces an additional phase shift, that is, the phase of the pulse is affected not only by 
SPM but also by XPM. The XPM effects are quite important for WDM lightwave sys- 
tems since the phase of each optical channel is affected by both the average power and 
the bit pattern of all other channels. Fiber dispersion converts phase variations into am- 
plitude fluctuations that affect the SNR and introduce timing jitter. For this reason, an 
understanding of the interplay between XPM and GVD is of considerable importance 
for WDM systems [37]-[5 13. 

4.2.1 XPM-Induced Phase Shift 

To see the origin of XPM as clearly as possible, it is instructive to consider the case of 
a two-channel lightwave system. The total optical field in Eq. (3.1.12) in this case can 
be written as 

A(z , t )  = A1 ( z , t )  exp( -iL21t) +Az(z , t )  exp( --iOzt), (4.2.1) 

where L2, = O, - Q, O, is the carrier frequency of the mth channel, and Q is the 
reference carrier frequency that was used in deriving Eq. (4.1.2). If we choose Q to 
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coincide with one of the channel frequencies, say, 01, then QI = 0 and Q2 corresponds 
to channel spacing. 

Substituting Eq. (4.2.1) in Eq. (3.1.12) and equating the terms oscillating at fre- 
quencies QI and Q2 on both sides, we obtain two coupled NLS equations: 

a'42 dA2 i b d 2 A 2  I 

a?: at 2 at2 
-+Qzb--+-- = i y ( I A ~ l ~ + 2 1 A 1 1 ~ ) A ~ + ~ b Q : A 2 .  (4.2.3) 

The second term in these equations represents the group-velocity mismatch and results 
from the fact that the time in the original NLS equation is measured in a frame moving 
with the group velocity at the reference frequency Q. The nonlinear parameter y is 
assumed to be nearly the same for both channels (it is slightly different as it scales 
linearly with the channel frequency). In deriving the coupled NLS equations, we ne- 
glected the terms oscillating at frequencies 2Ql - Q2 and 2Q2 - Q 1 .  These terms result 
from another nonlinear phenomenon known as four-wave mixing (FWM). The contri- 
bution of FWM cannot be ignored when more than two channels are involved and is 
considered in Section 4.3. 

As seen from Eqs. (4.2.2) and (4.2.3), the single nonlinear term of the form IAI2A 
gives rise to two nonlinear terms when two channels are considered separately. The 
first term is responsible for SPM because it depends on the power of the channel under 
consideration. The second term is due to XPM because it induces a nonlinear phase 
shift proportional to the power of the second copropagating channel. When more than 
two channels are involved, this nonlinear term involves all other copropagating chan- 
nels. In fact, it is easy to show that for an M-channel WDM system Eqs. (4.2.2) and 
(4.2.3) are replaced with a set of M nonlinearly coupled equations of the form 

where j = 1 to M and we have ignored all FWM terms. 
In general, this set of M nonlinear equations should be solved numerically. It can be 

solved analytically in the CW case or when the dispersive effects are ignored. Setting 
= 0 in Eq. (4.2.4) and integrating over z ,  we obtain the result A j ( L )  = fl exp(i@;), 

where P; is the input power and the nonlinear phase shift resulting from the combina- 
tion of SPM and XPM is given by 

(4.2.5) 

where L,ff is given in Eq. (4.1.8). 
The CW solution applies approximately for NRZ-format systems operating at rel- 

atively low bit rates. The phase @; of a specific channel would vary from bit to bit 
depending on the bit patterns of neighboring channels. In the worst case in which all 
channels have 1 bits in their time slots simultaneously, the XPM-induced phase shift is 
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largest. If the input power is assumed to be the same for each channel, this maximum 
value is given by 

@ma = NA (y /a)  (2M - 1)pch, (4.2.6) 

where Lefi was replaced by N , / a  from Eq. (4.1.8) assuming  LA >> 1. The XPM- 
induced phase shift increases linearly both with M and NA and can become quite large 
for long-haul WDM systems. 

The XPM-induced phase shift was first measured in 1984 in a two-channel config- 
uration [37]. Light from two semiconductor lasers operating near 1.3 and 1.5 p m  was 
injected into a 15-km-long fiber. The phase shift at 1.5 pm, induced by the copropa- 
gating 1.3-pm wave, was measured using an interferometer. A value of @mmax = 0.024 
was found for Pch = 1 mW. This value is in good agreement with the predicted value of 
0.022 from Eq. (4.2.6). As a rough estimate of the importance of the XPM effects for 
WDM systems, if we use the condition Qmax < 1 in Eq. (4.2.6) together with NA = 1, 
the channel power is restricted to 

Pch < a/[y(2M- I)]. (4.2.7) 

For typical values of a and y, Pch should be below 10 mW even for five channels and 
it reduces to below 1 mW for more than 50 channels. 

4.2.2 Effects of Group-Velocity Mismatch 

The preceding analysis overestimates the XPM-induced phase shift because it neglects 
the time-dependent nature of the optical signal. In practice, each channel carries an op- 
tical bit stream in which the location of pulses representing 1 bits is data-dependent (or 
pseudo-random). Moreover, pulses belonging to different channels travel at different 
speeds and walk through each other at a rate that depends on their wavelength differ- 
ence. Since XPM can occur only when pulses overlap in the time domain, the phase 
shift induced by it is reduced considerably by the walk-off effects. 

A simple way to understand the critical role played by the group-velocity mismatch 
is to consider a pump-probe configuration in which one of the channels is in the form 
of a weak CW field. This channel acts as probe whose phase is modulated by the 
“pump” channel containing an optical bit stream. Equations (4.2.2) and (4.2.3) can be 
readily adopted for this case. Let A1 play the role of the pump and A2 that of the CW 
probe. Also assume that the reference frequency is chosen such that Q2 = 0 so that QI 
equals the channel spacing. If we assume that dispersion-induced pulse broadening is 
negligible and neglect the second-derivative terms, Eqs. (4.2.2) and (4.2.3) reduce to 

(4.2.8) 

(4.2.9) 

where the parameter 6 = Q1p2 represents a group-velocity mismatch between the 
pump and probe and the probe power is assumed to be much smaller than the pump. 
We have added a loss term in these equations to account for fiber losses, assumed to be 
the same at the pump and probe wavelengths. 
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Equations (4.2.8) and (4.2.9) can be solved analytically to find the XPM-induced 
phase shift on the probe. The solution of the pump equation (4.2.8) is straightfor- 
ward once we note that the pump phase does not play any role. Introducing A1 = 
f lexp(i@l) ,  we find that the pump power PI ( z , t )  satisfies 

(4.2.10) 

and has the solution 
Pl(z,t) =Pin(t-6z)exp(-az), (4.2.11) 

where &(t)  represents the temporal power profile of the input bit stream launched 
into the pump channel. It is relatively simple to incorporate the effects of periodic 
amplification in Eq. (4.2.1 1). In fact, we only need to replace the factor exp( -az) in 
this equation with the power-variation factor p(z) introduced in Section 4.1. 

The probe equation can also be easily solved. For a fiber of length L, the solution 
takes the simple form 

A2 (2) = A2 (0) exp(- aL /2  + i k m ) ,  (4.2. 

where the XPM-induced phase shift is given by 

L 
h p M ( t )  = 2 y L  en(t - 8z)e-azdz. (4.2. 3) 

In the case of a CW pump, we recover the maximum phase shift obtained earlier. How- 
ever, for a time-dependent pump the phase shift is affected considerably by the group- 
velocity mismatch governed by the parameter 6. 

A simple way to understand the role of group-velocity mismatch is to consider a 
pump modulated sinusoidally at a frequency % as &(t)  = PO + pm cos( omt) and ask 
how the XPM-induced phase shift of the probe changes with the modulation frequency 
o,. Writing this phase shift in the form ~ P M  = & + $,,, cos(%t + y), it is easy to 
show that & = 2YPoLeff and @,,, is given by [41] 

where ~ X P M  is a measure of the XPM efficiency and is given by 

(4.2.15) 

The quantity y represents a phase lag that also depends on 6, among other parameters. 
The important feature of Eq. (4.2.14) is that &(om) depends not only on the mod- 

ulation frequency o, but also on the channel spacing Q l  through the parameter 6. 
Figure 4.5 shows the XPM index, defined as the ratio ern/prn, as a function of o, for 
two different channel spacings, assuming that the 25-km-long single-mode fiber has a 
dispersion of 16.4 ps/(km-nm) and losses of 0.21 dB/km. Experimental results agree 
reasonably well with the theoretical predictions based on Eq. (4.2.14). This equation 
can be easily generalized to include the effects of periodic signal amplification. 
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Figure 4.5: Measured (symbols) and calculated (solid line) values of the XPM index for a stan- 
dard 25-km-long fiber as a function of modulation frequency for two values of channel spacing. 
(After Ref. [41]; 01996 IEEE.) 

4.2.3 Effects of Group-Velocity Dispersion 

Strictly speaking, the XPM-induced phase shift should not affect system performance 
if the GVD effects were negligible because optical receivers respond to only channel 
powers and ignore all phase changes. However, chromatic dispersion of optical fibers 
converts pattern-dependent phase shifts to power fluctuations, resulting in a lower SNR 
at the receiver. For this reason, XPM is a major source of nonlinear impairment for 
most WDM lightwave systems. This subsection focuses on the XPM-induced SNR 
degradation. 

The conversion from time-dependent phase changes to power fluctuations can be 
understood qualitatively by noting that time-dependent phase changes are equivalent 
to frequency chirping. As was seen in Section 3.2, chirping of optical pulses within 
an optical bit stream affects dispersion-induced broadening of the optical signal. The 
new feature is that the temporal dependence of the phase shift (or the frequency chirp) 
of any channel depends on the bit patterns of all other copropagating channels since 
XPM can occur only when 1 bits are present simultaneously in at least two channels. 
Moreover, since pulses in different channels travel at different speeds because of the 
group-velocity mismatch, the XPM-induced interaction between two channels depends 
on the channel spacing. 

Focusing again on the pump-probe configuration used earlier, we include the GVD 
effects in the probe equation (4.2.9) by adding a second-derivative term as 

(4.2.16) 

where PI ( z , t )  is the pump power given in Eq. (4.2.1 1). For simplicity of discussion, 
dispersion-induced broadening of pump pulses is still neglected. 
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The probe equation (4.2.16) can be solved in the Fourier domain because of its 
linear nature. However, since both PI and A2 change with time, the solution is com- 
plicated and involves a convolution in the frequency domain. It is useful to treat the 
XPM-induced phase shift as a small perturbation and write the solution of Eq. (4.2.16) 
as A2(z,t) =A,(z) +a(z , t ) ,  where A,(z) is the unperturbed solution in the absence of 
XPM and a(z, t) represents XPM-induced perturbation of the probe. Substituting this 
relation in Eq. (4.2.16), a(z , t )  is found to satisfy 

(4.2.17) 

where we neglected a small term on the right side and kept only the unperturbed part 
of the probe field. This equation can be easily solved in the Fourier domain. For a 
fiber-link of length L, it has the solution 

L 
a"(L,o) = 2 i y l  4(z,w)A,(z)exp [ i ( ip2w2-a ) (L - z ) ]  d z ,  (4.2.18) 

where 1'1 ( z ,  O )  is the Fourier transform of the pump power PI ( z ,  t )  in Eq. (4.2.1 1) and 
is related to the input spectrum PI ( 0 , w )  as 

PI ( z ,  w )  = PI (0, w)exp(-az+ io6z) .  (4.2.19) 

The XPM-induced change 6 P  in the probe power at a specific frequency w can 
now be calculated by noting that 6 P  = A:ii+A,d*. It is common to introduce a power 
transfer function H x p ~  ( w )  for XPM-induced power fluctuations through the relation 

- 
- 

6P(w)/IAu(L)I2 = Hx~~(~)Pi(o,w)/Po, (4.2.20) 

where PO is the average power of the pump channel. Using Eqs. (4.2.18) and (4.2.19), 
this transfer function can be calculated analytically in a closed form and is found to be 
[431-[461 

H X P M ( U )  = 2y&[F(6, P2)  - F ( 6 ,  - P 2 ) ] ,  (4.2.21) 

where the function F depends on the two dispersion parameters 6 and fi2 as 

The measurements of power transfer function H x p ~ (  w )  provide a convenient way 
to quantify the XPM effects in a fiber link. As an example, Figure 4.6(a) shows how 
it varies with the modulation frequency w for a 114-km-long fiber (single span) with 
a = 2.5 dB/km, the zero-dispersion wavelength at 1,520.2 nm, and a dispersion slope 
at this wavelength of 0.075 ps/(km-nm2). The pump channel had an average power 
level of 1 1.5 dBm at a wavelength of 1,560.6 nm, while the probe was shifted from 
this wavelength by 0.8 or 1.6 nm. Figure 4.6(b) is obtained under the same condi- 
tions except that a second fiber of 116-km length has been added. In both cases, solid 
lines show the predictions based on Eqs. (4.2.21). Clearly, the preceding simple theory 
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Figure 4.6: Power transfer function as a function of modulation frequency for (a) 114-km and 
(b) 230-km tiber links and two different channel spacings. In each case, solid curves show a 
theoretical fit to the experimental data. (After Ref. [46]; 01999 IEEE.) 

provides a reasonable description of XPM-induced power fluctuations in spite of the 
approximations made. In general, fluctuations are smaller for a wider channel sepa- 
ration. This is easily understood by noting that a wider channel spacing introduces a 
larger mismatch between the pump and probe group velocities. As a result, the length 
of the fiber over which pulses in two channels overlap is reduced. 

As seen in Figure 4.6, XPM-induced power variations can become quite large even 
for a link length of 200 km or so. The important question is how much the power of a 
CW probe fluctuates when the probe is copropagated with the pump channel containing 
a realistic optical bit stream. Figure 4.7 shows XPM-induced fluctuations on a CW 
probe launched with a pump channel modulated at 10 Gb/s using the NRZ format 
(bottom trace). Although the fluctuation level is close to 0.1% for a single 130-km- 
long span (middle trace), probe power fluctuates by as much as 6% for the 320-km 
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Figure 4.7: XPM-induced power fluctuations on a CW probe for 130-km (middle) and 320- 
km (top) fiber links with dispersion management. The NRZ bit stream in the pump channel 
responsible for fluctuations is shown in the bottom trace. (After Ref. [46]; 01999 IEEE.) 

fiber link (top trace), Clearly, such XPM-induced fluctuations will become intolerable 
for long-haul lightwave systems whose length may exceed 1,000 km. 

The combination of GVD and XPM can also lead to timing jitter in WDM sys- 
tems. We can use the results of Section 4.1 to understand the origin of timing jitter. 
As a faster-moving pulse belonging to one channel collides with and passes through 
a specific pulse in another channel, its leading edge arrives first and is followed by 
the trailing edge after the two have completely overlapped. Since the frequency chirp 
induced by XPM depends on the derivative of the power profile [see Eq. (4.1.10)], it 
shifts the pulse spectrum first toward red and then toward blue. In a lossless fiber, col- 
lisions of two pulses are perfectly symmetric, resulting in no net spectral shift at the 
end of the collision. In a loss-managed system, with lumped amplifiers placed peri- 
odically along the link, power variations make collisions between pulses of different 
channels asymmetric, resulting in a net frequency shift that depends on the channel 
spacing. Such frequency shifts lead to timing jitter (the speed of a channel depends on 
its frequency because of GVD) since their magnitude depends on the bit pattern as well 
as on channel wavelengths (see Section 8.4). 

4.2.4 Control of XPM Interaction 

Since XPM affects the performance of all WDM systems, a lightwave system must be 
designed to control its impact so that it can operate reliably. In practice, the dominant 
contribution to XPM affecting the performance of a specific channel comes from the 
two channels that are its nearest neighbors in the spectral domain. The XPM interac- 
tion between neighboring channels can always be reduced by increasing the channel 
spacing. A larger channel spacing increases the mismatch between the group velocities 
at which pulses in each channel propagate through the fiber link. As a result, pulses 
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cross each other so fast that they overlap for a relatively short duration, resulting in a 
much reduced XPM interaction. This scheme is effective but it reduces the spectral 
efficiency as channels must be spaced farther apart. XPM effects can also be reduced 
by lowering channel powers. However, a reduction in the channel power also lowers 
the SNR at the receiver. In practice, channel powers cannot be reduced below a critical 
value set by the SNR requirements. 

A simple scheme, often employed in practice, controls the state of polarization 
(SOP) with which each channel is launched into the fiber link [52]. More specifically, 
individual channels are launched such that any two neighboring channels are ortho- 
gonally polarized. In practice, even- and odd-numbered channels are grouped together 
and their SOPs are made orthogonal before launching them into the fiber link. This 
scheme is sometimes referred to as the polarization channel interleaving technique. The 
XPM interaction between two orthogonally polarized does not vanish but its strength 
is reduced significantly. Mathematically, the analysis is complicated because one must 
take into account the vector nature of the electromagnetic field within the fiber 141. It 
turns out that the coupled NLS equations, Eqs. (4.2.2) and (4.2.3), can still be used, 
provided the factor of 2 appearing in the XPM term is replaced with 2/3. It is this 
reduction in the XPM strength that reduces the magnitude of the XPM-induced phase 
shift and improves the system performance when neighboring channels of a WDM 
system are orthogonally polarized. 

It may appear surprising that such a scheme works in spite of birefringence fluctu- 
ations that change the SOP of each channel and produce polarization-mode dispersion 
(PMD). Indeed, the SOP of all channels changes in a random fashion along the fiber 
in any realistic lightwave system. The vector theory of XPM capable of including the 
PMD effects (see Section 4.7) shows that the XPM-induced crosstalk is reduced con- 
siderably even for two copolarized channels simply because the channels do not remain 
copolarized as they propagate within the fiber link [53]. For the same reason, the effec- 
tiveness of polarization-interleaving technique is reduced. However, this technique is 
still useful in practice for dense WDM systems in which any two neighboring channels 
differ in their wavelengths by a relative small amount (typically < I  nm). Because of a 
small difference in the carrier frequencies, the SOPs of the two neighboring channels 
can remain nearly orthogonal over relatively long distances, and XPM effects can be 
reduced by launching alternate channels with orthogonal SOPs 1521. 

4.3 Four- Wave Mixing 

Four-wave mixing (FWM) becomes a major source of interchannel crosstalk whenever 
more than two channels are transmitted simultaneously over the same fiber, and it has 
been studied extensively in the context of WDM lightwave systems 1541-[67]. On a 
fundamental level, FWM can be viewed as a scattering process in which two photons 
of energies Awl and A@ are destroyed, and their energy appears in the form of two new 
photons of energies A@ and Am4 such that the total energy is conserved. Such a process 
becomes efficient when a phase-matching condition stemming from the requirement of 
momentum conservation is satisfied. 
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It is easy to see why FWM would degrade the performance of a WDM system if 
it remains uncontrolled. The FWM process can generate a new wave at the frequency 
-M = U; + oj - o k ,  whenever three waves of frequencies mi, oj, and ~k copropa- 
gate inside the fiber. For an M-channel system, i, j ,  and k vary from 1 to M, resulting 
in a large combination of new frequencies generated through FWM. In the case of 
equally spaced channels, most new frequencies coincide with the existing channel fre- 
quencies and interfere coherently with the signals in those channels. This interference 
depends on the bit pattern and leads to considerable fluctuations in the detected signal 
at the receiver. When channels are not equally spaced, most FWM components fall in 
between the channels and their power acts as background noise. System performance 
is affected in both cases but the degradation is much more severe for equally spaced 
channels because of the coherent nature of resulting interchannel crosstalk. 

4.3.1 FWM Efficiency 

To see the origin of FWM, we extend the discussion of Section 4.2 to the case of 
a multichannel lightwave system and write the total optical field A(z,t) in the NLS 
equation (3.1.12) as 

M 

A(z,t) = C Am(z,t)exp(-iQmt), (4.3.1) 

where Qm = U, - 00, W, is the carrier frequency of the mth channel, and 00 is the 
reference carrier frequency that was used in deriving the NLS equation. As before, 
we substitute Eq. (4.3.1) in Eq. (3.1.12) and collect all terms oscillating at a specific 
frequency. The resulting equation for the rnth channel takes the form 

m= I 

In the last term that takes into account FWM among various channels, the triple sum is 
restricted to only those frequency combinations that satisfy the FWM condition W, = 

W; + oj - o k .  Fiber losses have been added to this equation for completeness. 
An exact analysis of the FWM process in optical fibers requires a numerical ap- 

proach. However, considerable physical insight can be gained by considering a single 
FWM term in the triple sum in Eq. (4.3.2) and focusing on the quasi-CW case so 
that time-derivative terms can be set to zero. If we neglect the phase shifts induced 
by SPM and XPM, assume that the three channels participating in the FWM process 
remain nearly undepleted, and eliminate the remaining p2 term through the transfor- 
mation A, = B , e x p ( i ~ Q ~ z / 2  - az/2),  the amplitude B, of the FWM component is 
governed by 

(4.3.3) dB, = i7B;BjBi exp( - az - iAkz) ,  
dz 

where the linear phase mismatch depends on the dispersion parameter as 

Ak = p2(Q$ +Qi - 0; 4 5 ) .  (4.3.4) 
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Figure 4.8: FWM efficiency plotted as a function of channel spacing for 25-km-long fibers with 
different dispersion characteristics. Fiber loss is assumed to be 0.2 dBkm in all cases. 

Equation (4.3.3) can be easily integrated to obtain B,(z). The power transferred to 
the FWM component in a fiber of length L is given by [54] 

IArn(L)I2 = qFWM(YL)2ePjPke-aL, (4.3.5) 

where Pj = IAj(0)I2 is the power launched initially into the jth channel and ~ F W M  is 
the FWM efficiency defined as 

1 -exp[-(a+iAk)L] 1 (a+iAk)L ~ F W M  = (4.3.6) 

The FWM efficiency ~ F W M  depends on the channel spacing through the phase mis- 
match Ak given in Eq. (4.3.4). Using the FWM condition, Q, = Q i  + Q j  - Q k ,  this 
mismatch can also be written as 

Ak=h(Q-Qk)(Qj-Q,)  E ~ ( C ~ ) ~ - C D ~ ) ( W , - C ~ ) ~ ) .  (4.3.7) 

In the case of degenerate FWM for which both pump photons come from the same 
channel (Q; = Q,), the phase mismatch is given by Ak = P2(2nAvch)2, where Avch is 
the channel spacing. Figure 4.8 shows how ~ F W M  vanes with AVch for several values of 
dispersion parameter D, related to P2 as D = ( -2~c /&~)P2 ,  using a = 0.2 dBkm and 
AQ = 1.55 p m  for a 25-km-long fiber. The FWM efficiency is relatively large for low- 
dispersion fibers even when channel spacing exceeds 100 GHz. In contrast, it nearly 
vanishes even for Avch = 50 GHz when D > 2 ps/(km-nm). 
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Figure 4.9: Input (a) and output (c) optical spectra for eight equally spaced channels launched 
with 3-dBm powers. Input (b) and output (d) optical spectra in the case of unequal channel 
spacings when launched power per channel is 5 dBm. (After Ref. [59]; 01995 IEEE.) 

If the dispersion parameter of the transmission fiber is relatively large (lb1 > 
5 ps2/km), ~ F W M  nearly vanishes for typical channel spacings of 50 GHz or more used 
for WDM systems. In contrast, ~ F W M  M ( c x L ) - ~  close to the zero-dispersion wave- 
length of the fiber as seen from Eq. (4.3.6) in the limit Ak = 0 and aL >> 1. Under 
such conditions, considerable power is transferred from each channel to several FWM 
components, especially when channel powers are relatively high. Figure 4.9(c) shows, 
as an example, the optical spectrum measured at the output of a 137-km-long fiber 
link (composed of dispersion-shifted fibers with the zero-dispersion wavelength near 
1,540 nm) when eight channels, each with 2-mW average power, are launched into 
it [59]. This spectrum should be compared with the input spectrum shown in Figure 
4.9(a). Multiple spectral components generated through FWM can be seen clearly in 
the output spectrum. Since the number of FWM components for an M-channel WDM 
system increases as M 2 ( M  - 1)/2 for an M-channel WDM system, the total power 
transferred from each channel to all FWM components can be quite large. In the case 
of equal channel powers, P, increases as P,'h. This cubic dependence of the FWM 
component limits the channel powers to below 1 mW when low-dispersion fibers are 
used for which the FWM is nearly phase-matched. 

4.3.2 Control of FWM 

The main issue from a system standpoint is how FWM affects the performance of 
a WDM system. When all channels are spaced equally in the frequency domain, it 
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follows from the FWM condition (o, = mi + mj - mk) that the frequencies of most 
FWM components will coincide with the channel frequencies. Under such conditions, 
FWM effects are not apparent in the spectral domain, as seen in Figure 4.9(c), except 
for uneven channel powers. However, their presence leads to an enhanced noise level 
in the time domain. 

The origin of noise enhancement can be understood physically by noting that one 
or more FWM components interfere with the signal in a specific channel in a coherent 
fashion if they have the same carrier frequency. If channel powers were constant with 
time, this interference will not be a major problem since each channel that loses power 
through FWM also receives some power from neighboring channels, thereby roughly 
balancing the power transfer. However, the situation is much more complicated for 
channels containing optical bit streams that are neither synchronized in time nor have 
identical bit patterns. Moreover, these bit streams travel though the fiber at slightly 
different speeds because of the group-velocity mismatch. FWM can only occur when 
optical pulses are present simultaneously in the same time slot in at least two channels. 
Since near coincidence of bits in different channels occurs in a random fashion, FWM 
manifests as fluctuations in the power level of each channel, and the level of such 
fluctuations increases for low-dispersion fibers because FWM efficiency is enhanced 
for them. 

A simple scheme for reducing the FWM-induced degradation consists of designing 
WDM systems with unequal channel spacings [59]. Figures 4.9(b) and 4.9(d) show 
the input and output optical spectra for an eight-channel WDM system when channel 
wavelengths are adjusted to ensure that none of the FWM components falls within the 
channel bandwidths. Similar to the case of equal channel spacings, new FWM compo- 
nents are generated but they do not interfere with the signal in a coherent fashion and 
thus do not degrade the SNR significantly. The average power of each channel is re- 
duced because of FWM, but the reduction is nearly the same for all channels. In a 1999 
experiment, this technique was used to transmit 22 channels, each operating at 10 Gb/s, 
over 320 km of dispersion-shifted fiber with 80-km amplifier spacing [66]. Channel 
spacings ranged from 125 to 275 GHz in the wavelength range of 1,532 to 1,562 nm 
and were determined using a periodic allocation scheme [68]. The zero-dispersion 
wavelength of the fiber was close to 1,548 nm, resulting in near phase matching of 
many FWM components. Nonetheless, the system performed quite well, because of 
unequal channel spacings, resulting in less than 1.5-dB power penalty for all channels. 

The use of a nonuniform channel spacing is not always practical since many WDM 
components, such as Fabry-Perot filters and arrayed waveguide gratings (see Chapter 8 
of LTl), operate on the assumption that channels are spaced apart equally. Also, such 
a scheme is spectrally inefficient, as the bandwidth of the resulting WDM signal is 
considerably larger compared with the case of equally spaced channels [59]. 

A practical solution is offered by the dispersion-management technique discussed 
in Section 3.3.4. In this scheme, fibers with normal and anomalous GVD are combined 
to form a periodic dispersion map such that GVD is locally high all along the fiber link, 
even though its average value is relatively low and can even be zero. As a result, the 
FWM efficiency q~ is negligible in each fiber section. As early as 1993, eight channels 
at 10 Gb/s could be transmitted over 280 km through dispersion management [69]. By 
1996, the use of dispersion management had become quite common for FWM suppres- 
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sion in WDM systems because of its practical simplicity. FWM can also be suppressed 
by using fibers whose GVD varies along the fiber length [70]. 

Modulation instability can enhance the effects of FWM for certain specific values 
of channel spacing even when dispersion management is used and local GVD is rela- 
tively high [63]. The reason can be understood by noting that SPM and XPM, ignored 
in deriving Eq. ( 4 . 3 3 ,  can produce phase matching even when p2 # 0. It is possi- 
ble to extend the preceding analysis and include the phase shifts induced by SPM and 
XPM [4]. It turns out that Eq. (4.3.5) can still be used but the phase-mismatch factor 
Ak in Eq. (4.3.7) is replaced with [65] 

Ak zz p2(Oi - Ok)(Oj - ~ k )  + y ( E  + pj - P k ) [ l  - exp( -a&ff)]/(aLeff).  (4.3.8) 

Clearly, Ak may become close to zero for some FWM terms, depending on the channel 
powers and spacings, when p2 is in the anomalous-GVD regime of the fiber. The 
corresponding FWM process will then become phase-matched, resulting in significant 
FWM efficiency. 

One can understand such a FWM enhancement as follows. If the frequency at 
which the gain of modulation instability peaks nearly coincides with the channel spac- 
ing in a WDM system, modulation-instability sidebands will overlap with the neigh- 
boring channels. As a result, the FWM process will become enhanced resonantly in 
spite of the large value of the GVD parameter. We can estimate the channel spacing 
6vc, for which such resonant FWM is expected to occur using Eq. (4.1.28). Settimg 
the channel spacing equal to the gain-peak frequency, we obtain 

n, = 2n6vch = (2yPch/lp21)”*. (4.3.9) 

As a rough estimate, 6vCh zz 10 GHz when Pch = 5 mW, p2 = -5 ps2/km, and y = 
2 W-’/krn. Since channel spacing in modem WDM systems is typically 50 GHz or 
more, resonance enhancement of FWM can easily be avoided. However, it may become 
of concern for dense WDM systems designed with a channel spacing close to 10 GHz. 

As discussed in Chapters 9 and 10 of LTI, FWM can be quite beneficial for certain 
applications related to lightwave systems. It is often used for demultiplexing individual 
channels when time-division multiplexing is used in the optical domain. It can also be 
employed for applications such as wavelength conversion and fast optical switching. 
FWM is sometimes used for generating a spectrally inverted signal through the process 
of optical phase conjugation. As discussed in Chapter 7, the phase-conjugation tech- 
nique can be used for dispersion compensation. Fiber-optic parametric amplifiers (see 
Section 3.3 of LTl) constitute another application of FWM. In all such applications 
of FWM, the fiber-based device is pumped using one or two lasers whose wavelengths 
are chosen judiciously in the vicinity of the zero-dispersion wavelength of the fiber to 
enhance FWM efficiency. 

4.4 Stimulated Raman Scattering 

Rayleigh scattering, a major source of fiber losses, is an example of elastic scattering in 
which the frequency of scattered light remains unchanged. In contrast, the frequency is 
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Figure 4.10: Raman gain coefficient (peak value normalized to 1 )  for silica fibers as a function 
of difference in the carrier frequency of the pump and signal when the two are copolarized (solid 
curve) or orthogonally polarized (dotted curve). The peak value is about 6 x m/W for a 
pump near 1.5 pm. (After Ref. [95];  02004 IEEE.) 

shifted downward during inelastic scattering. Raman and Brillouin processes provide 
two examples of inelastic scattering. Both of them can be understood as the conver- 
sion of a photon to a lower-energy photon such that the energy difference appears in the 
form of a phonon. The main difference between the two is that optical phonons (related 
to vibrations of silica molecules) participate in Raman scattering, whereas acoustic 
phonons participate in Brillouin scattering. The two processes are not of much con- 
cern for lightwave systems at low channel powers because the amount of power loss 
through spontaneous scattering is relatively small. However, they become stimulated at 
high power levels and affect the performance of lightwave systems considerably. This 
section focuses on stimulated Raman scattering (SRS). 

4.4.1 Raman-Gain Spectrum 

As discussed in Section 1.6.5 of LTl, the SRS process generates a Stokes wave from 
noise when the launched power exceeds a certain value. It can also amplify a signal 
when it is launched into the fiber together with a pump that supplies energy for the 
amplification process. SRS was first observed in optical fibers in 1972 using optical 
pulses with high peak powers [71]. Since then, the impact of SRS on the performance 
of lightwave systems has been studied extensively [72]-[92]. As discussed in Section 
3.2, the SRS process is also beneficial for lightwave systems as it can be used to amplify 
WDM channels through distributed Raman amplification [93]-[95]. 

How much power is transferred from the pump to signal depends on the frequency 
spacing between them as well as on the fiber material. The Raman-gain spectrum of 
silica fibers shown in Figure 4.10 is extremely broad and spans a frequency range wider 
than 20 THz. The Raman gain also depends on the relative state of polarization of the 
pump and signal fields. It is largest when the two are copolarized (solid curve) and 
nearly vanishes if they are orthogonally polarized (dotted curve). The Raman shift, 
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corresponding to the location of the main peak in Figure 4.10, is close to 13 THz for 
silica fibers. The peak value of the Raman gain g R  at this frequency depends on the 
pump wavelength and is about 6 x m/W in the wavelength region near 1.5 pm. 
When only the pump is launched into the fiber, a Stokes wave is generated from noise 
and its power grows exponentially when the pump power exceeds a certain value known 
as the Raman threshold. The frequency of the Stokes wave is downshifted from that of 
the pump by the Raman shift VR. 

4.4.2 Raman Threshold 

The SRS process in optical fibers is governed by the following set of two coupled 
nonlinear equations [4]: 

(4.4.1) 

(4.4.2) 

where Is and Z p  are the intensities and a, and a, are fiber losses for the Stokes and 
pump waves at the carrier frequencies W, and up, respectively. Noting that the quantity 
Zj/(rZo,) represents photon flux for a beam at frequency w,, these equations are like the 
rate equations that include the rates at which photons appear in or disappear from each 
beam. The term containing gR(Q), where Q = op - q is the Raman shift, describes 
the conversion of pump photons to Stokes photons. As seen from Figure 4.10, the 
magnitude of gR depends not only on Q but also on whether the Stokes and pump are 
copolarized or orthogonally polarized. 

Equations (4.4.1) and (4.4.2) are difficult to solve in general because of their non- 
linear nature. However, they can be solved easily if we assume that the pump is so 
intense compared with the Stokes that its depletion can be ignored. If we neglect the 
g R  term in Eq. (4.4.2) and substitute its solution in Eq. (4.4.1), we obtain 

(4.4.3) 

where lo  is the pump intensity at z = 0. The preceding equation can be easily solved 
for a fiber of length L to obtain 

d l s / d z  = gRIoexp( -apz)I, ,  - ~ l s l s ,  

I s ( L )  =Is(O)exp(gRlOLeff - a&), (4.4.4) 

where Leff = (1 - e - a L ) / a  is the effective fiber length introduced earlier. 
In the case of a lightwave system, the impact of SRS depends on whether a sin- 

gle or multiple channels are being transmitted. In a single-channel system, a Stokes 
wave is not present initially, and it must be generated from noise. Even though SRS 
builds up from spontaneous Raman scattering occurring throughout the fiber length, 
this process is equivalent to injecting one fictitious photon per mode at the input end of 
the fiber [72]. Thus, we can calculate the Stokes power by considering amplification of 
each frequency component of energy Am as in Eq. (4.4.4) and then integrating over the 
entire bandwidth of the Raman-gain spectrum. This process results in the integral 

= /w Act, exp[gR(wp - w)IoLeff - asLC] d w ,  (4.4.5) 
-m 
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where the frequency dependence of gR results from the gain spectrum in Figure 4.10. 
Even though the functional form of gR(Q) is not known, the integral in Eq. (4.4.5) 
can be evaluated approximately using the method of steepest descent because the main 
contribution to the integral comes from a narrow region around the gain peak. The 
result is found to be [4] 

where the effective input power at z = 0 is given by 

(4.4.7) 

The Raman threshold is defined as the input pump power at which the Stokes power 
becomes equal to the pump power at the fiber output [72], or 

Ps(L) = Pp(L) = Poexp(-a,L), (4.4.8) 

where PO = ZoAeff is the input pump power and Aeff is the effective core area. Using Eq. 
(4.4.6) in Eq. (4.4.8) and assuming a,y z ap, the threshold condition becomes 

The solution of this equation provides the pump power required to reach the Raman 
threshold. Assuming a Lorentzian shape for the Raman-gain spectrum, the threshold 
power can be estimated from the simple relation [72] 

(4.4.10) 

As before, we can replace Leff with l / a  for long fiber lengths used in lightwave sys- 
tems. Using gR x 6 x m/W, f i h  is about 500 mW in the spectral region near 
1.55 pm. Since channel powers are limited to below 10 mW because of other nonlin- 
ear processes, SRS is not of much concern for single-channel systems. 

The situation is quite different for WDM systems transmitting multiple channels 
spaced apart by 100 GHz or so. The same fiber in which channels propagate then acts as 
a distributed Raman amplifier such that each channel is amplified by all channels with 
a shorter wavelength as long as the wavelength difference is within the Raman-gain 
bandwidth. The shortest-wavelength channel is depleted most as it can pump all other 
channels simultaneously. Such an energy transfer among channels can be detrimental 
for system performance since it depends on the bit pattern-it occurs only when 1 bits 
are present in both channels simultaneously. The signal-dependent amplification leads 
to power fluctuations, resulting in a reduced SNR. Raman crosstalk can be avoided 
if channel powers are made so small that Raman amplification is negligible over the 
fiber-link length. This issue is discussed in Chapter 9 devoted to WDM systems. 
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4.5 Stimulated Brillouin Scattering 

As discussed in Section 1.6.4 of LTl, SBS differs from SRS in several ways. First, 
it generates a Stokes wave only in the backward direction. Second, the Brillouin-gain 
spectrum of silica fibers is extremely narrow and typically spans a frequency range of 
less than 50 MHz. Third, the Brillouin shift V B ,  corresponding to the location of the 
gain peak, is only about 1 1 GHz for silica fibers in the wavelength region near 1 .55 pm. 
The Brillouin shift depends on the acoustic velocity and scales inversely with the pump 
wavelength. Fourth, the peak value of the Brillouin gain gs is larger by more than a 
factor of 100 compared with that of the Raman gain, a feature that makes SBS to occur 
at relatively low power levels. SBS in optical fibers was first observed in 1972 and has 
been studied extensively since then because of its implications for lightwave systems 
[96]-[ 1011. 

4.5.1 Brillouin Threshold 

At low pump powers (<1 mW or so), not much power is reflected by spontaneous 
Brillouin scattering in the form of a Stokes wave. However, the situation changes 
when the power level exceeds a threshold value. The power of the Stokes wave grows 
exponentially beyond the SBS threshold. In fact, the fiber appears to act as a mirror far 
above this threshold because most of the pump power is reflected backward. 

The SBS process in optical fibers is governed by a set of two coupled nonlinear 
equations that resembles Eqs. (4.4.1) and (4.4.2) with some minor differences and can 
be written as [4]: 

(4.5.1) 

(4.5.2) 

where the Stokes is assumed to travel backward. Two simplifications are made in 
writing theses equations in view of the relatively small frequency difference between 
the pump and Stokes. First, we assume as = ap = a. Second, we set the factor wp/os  
appearing in Eq. (4.4.2) equal to 1. We also assume that the Stokes and pump are 
copolarized. 

Similar to the SRS case, Eqs. (4.5.1) and (4.5.2) can be solved easily if we assume 
that the pump is so intense compared with the Stokes that its depletion can be ignored. 
If we neglect the gs term in Eq. (4.5.2) and substitute the solution in Eq. (4.4.1), we 
obtain 

(4.5.3) 
where 10 is the pump intensity at z = 0. This equation can be easily solved for a fiber 
of length L to obtain 

(4.5.4) 

where L,ff is the effective fiber length and we used PO = IOA,ff, where p0 is the input 
pump power. Note that the Stokes wave grows exponentially in the backward direction 
from an initial seed injected at the fiber output end at z = L. 

dly/dz = -gRloexp(-apZ.)Zs + a s l s ,  

Zs(0) = Is(L)exp(gBPOL,ff/A,ff - a L ) ,  
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Figure 4.11: Transmitted (solid circles) and reflected (empty circles) powers as a function of 
input power injected into a 13-km-long fiber. (After Ref. [99], 01992 IEEE.) 

One can now follow a method similar to that used in the SRS case to find a fictitious 
input field at z = L. For a CW pump with a relatively narrow spectrum, the threshold 
power f i h  is found from the condition [72] 

g B  (VB)ehLeff /&ff 21 7 (4.5.5) 

where gB(vB) is the peak value of the Brillouin gain with a Lorentzian spectral pro- 
file [4] 

(4.5.6) 

and the Brillouin-gain bandwidth AVB is related inversely to the decay time of acoustic 
phonons (-100 ns). Both the Brillouin shift VB and the gain bandwidth AVB can vary 
from fiber to fiber because of the presence of dopants in the fiber core. For long fibers 
such that aL >> 1, one can use Leff M l / a  M 21.74 km when a = 0.2 dB/km. Using 
gB M 5 x lo-” m/W and Aeff = 50 ym2 as typical values, the threshold power f i h  for 
the SBS onset can be as low as 1 mW for CW signals in the wavelength region near 
1.55 y m  [97]. 

Figure 4.1 1 shows how the transmitted and reflected powers change for a 13-km- 
long dispersion-shifted fiber as the injected CW power is increased from 0.5 to 50 mW. 
At low power levels, the reflected signal consists of only 4% of input power and has 
its origin in the Fresnel reflection at the fiber-air interface occurring when light is 
coupled to the fiber. The Brillouin threshold is reached at a power level of about 5 mW. 
The reflected power increases rapidly after this threshold and consists of mostly SBS- 
generated Stokes radiation. No more than 3 mW could be transmitted through the fiber 
in this experiment after the onset of SBS. 

The SBS threshold increases for CW beams whose spectral width is larger than the 
Brillouin-gain bandwidth that varies from fiber to fiber to some extent but falls typi- 
cally in the range of AVB = 20 to 50 MHz. It also increases when short optical pulses 
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propagate through the fiber because of their relatively wide bandwidth. In lightwave 
systems, the optical signal is in the form of a bit stream that consists of pulses whose 
widths depend on the bit rate as well as on the modulation format employed. Consid- 
erable attention has been paid to estimating the Brillouin threshold and quantifying the 
SBS limitations for practical lightwave systems [ 1021-[ 1071. The Brillouin threshold 
of an optical bit stream is higher than that of a CW signal, but the amount by which the 
threshold power increases depends on the modulation format used for data transmis- 
sion. 

Calculation of the Brillouin threshold for an optical bit stream is quite involved as 
it requires a time-dependent analysis [ 1021. Considerable simplification occurs if the 
bit rate B is assumed to be much larger than the Brillouin-gain line width AVB. Even 
with this assumption, the analysis is complicated by the fact that the 1 and 0 bits do 
not follow a fixed pattern. A simple approach assumes that the situation is equivalent 
to that of a CW pump whose spectrum corresponds to that caused by a random bit 
pattern. This is justified by noting that the backward nature of the SBS-generated 
Stokes wave tends to average out time-dependent fluctuations. A surprising result of 
such an approximate analysis is that the Brillouin threshold increases by about a factor 
of 2 irrespective of the actual bit rate of the system. As a result, input powers of 
up to about 10 mW can be injected into a fiber link without the onset of SBS. Since 
channel powers rarely exceed 5 mW in most WDM lightwave systems for various other 
reasons, SBS is not of much practical concern for such systems. In particular, it does 
not produce interchannel crosstalk unless the same fiber link is used to transmit WDM 
signals in both directions. Even then, the two counterpropagating channels have to 
be separated in frequency by precisely the Brillouin shift (about 11 GHz) before any 
crosstalk can occur. 

In modem WDM systems, fiber losses are compensated periodically using optical 
amplifiers. An important question is how amplifiers affect the SBS process. If the 
Stokes wave were amplified by amplifiers, it would accumulate over the entire link and 
grow enormously. Fortunately, periodically amplified lightwave systems commonly 
employ an optical isolator within each amplifier unit that blocks the passage of the 
Stokes wave. However, the SBS growth between two amplifiers is still undesirable for 
two reasons. First, it removes power from the signal once the signal power exceeds the 
threshold level. Second, it induces large fluctuations in the remaining signal, resulting 
in degradation of the SNR [ 1001. For these reasons, channel powers are invariably kept 
below the SBS threshold and are limited in practice to below 10 mW. 

4.5.2 Control of SBS 

Some applications require launch powers in excess of 10 mW. An example is provided 
by the shore-to-island fiber links designed to transmit information over several hundred 
kilometers without employing in-line amplifiers or repeaters [log]-[ 1101. Input power 
levels in excess of 50 mW are needed for distances >300 km. One must raise the Bril- 
louin threshold before such power levels can be transmitted through the fiber link, and 
several schemes have been proposed for this purpose [ 11 11-[ 1 181. These schemes rely 
on increasing either the Brillouin-gain bandwidth AVB or the spectral width of optical 
carrier. The former has a value in the range of 20 to 50 MHz for silica fibers, while 
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the latter is typically < 10 MHz for DFB lasers used commonly for systems operating 
at bit rates above 2 Gb/s. The bandwidth of an optical carrier can be increased by 
modulating its phase at a frequency much lower than the bit rate. Typically, the mod- 
ulation frequency Av,,, is chosen in the range of 200 to 400 MHz. Since the effective 
Brillouin gain is reduced by a factor of (1 +Av,/AvB) (see Section 1.6.4 of LTI), the 
SBS threshold increases by the same factor. The launched power can be increased by 
more than a factor of 10 by the phase-modulation technique. 

If the Brillouin-gain bandwidth AVB of the fiber itself can be increased from its 
nominal value of 20 to 50 MHz to more than 200 MHz, the SBS threshold can be 
increased without requiring a phase modulator. One technique applies sinusoidal strain 
along the fiber length for this purpose. The applied strain changes the Brillouin shift VB 
by a few percent in a periodic manner. The resulting Brillouin-gain spectrum is much 
broader than that occurring for a fixed value of V B .  The strain can be applied during 
cabling of the fiber. In one fiber cable, AVB was found to increase from 50 MHz to 
400 MHz [ 1 141. The Brillouin shift VB can also be changed by making the core radius 
nonuniform along the fiber length since the longitudinal acoustic frequency depends 
on the core radius [115]. The same effect can be realized by changing the dopant 
concentration along the fiber length. In a 1996 experiment, this technique increased 
the SBS threshold of one fiber by 7 dB [ 1 161. A side effect of varying the core radius 
or the dopant concentration is that the GVD parameter also changes along the fiber 
length. It is possible to vary the two simultaneously in such a way that p2 remains 
relatively uniform [ 1 181. 

4.6 Nonlinear Pulse Propagation 

Among the five nonlinear effects discussed so far, SRS and SBS are avoided in practice 
by lowering channel powers to below 5 mW or so. FWM can also be nearly eliminated 
by managing fiber dispersion or channel spacings. The remaining two, SPM and XPM, 
are harder to control unless channel powers are made so small that the entire fiber link 
acts as a linear medium. This is not feasible for long-haul systems because the noise 
added by amplifiers degrades the SNR as the link length increases. 

The effects of SPM, XPM, as well as FWM can be included by solving the NLS 
equation (4.1.2) numerically. However, considerable physical insight is gained if this 
equation can be solved approximately in an analytic or semianalytic fashion. In this 
section we consider the simplest single-channel case and employ two analytic tech- 
niques for solving the NLS equation. 

4.6.1 Moment Method 

The moment method was used as early as 1971 for nonlinear optical systems [ 1191. It 
can be used to solve the NLS equation (4.1.2) approximately, provided one can assume 
that the pulse maintains a specific shape as it propagates down a fiber link even though 
its amplitude, width, and chirp change continuously [ 1201-[ 1221. This assumption 
holds reasonably well in many cases of practical interest. For example, it was seen 
in Section 3.3 that a Gaussian pulse maintains its shape in a linear dispersive medium 
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even though its amplitude, width, and chirp change during propagation. Let us assume 
that the Gaussian shape remains approximately valid when the nonlinear effects are 
relatively weak. 

The basic idea behind the moment method is to treat the optical pulse like a particle 
whose energy E ,  RMS width 0, and chirp C are defined as 

(4.6.1) 

(4.6.2) 

As the pulse propagates inside the fiber, these parameters change. To find how they 
evolve with z ,  we differentiate Eqs. (4.6.1) and (4.6.2) with respect to z and use Eq. 
(4.1.2). After some algebra, we find that dE/dz  = 0 but c2 and C satisfy 

(4.6.3) 

(4.6.4) 

In the case of a chirped Gaussian pulse, the field U ( z , t )  at any distance z has the 

u(z,t) =uexp[-i(1 + i ~ ) ( t / ~ ) ~ + i q ] ,  (4.6.5) 

where all four pulse parameters, a,  C ,  T ,  and @, are functions of z .  The phase @ does 
not appear in Eqs. (4.6.3) and (4.6.4). Even though it changes with z ,  it does not affect 
other pulse parameters and can be ignored. The peak amplitude a is related to the 
energy as E = f i a 2 T .  Since E does not change with z ,  we can replace it with its 
initial value EO = &TO. The width parameter T is related to the RMS width 0 of 
the pulse as T = fro. Using Eq. (4.6.5) and performing integrals in Eqs. (4.6.3) and 
(4.6.4), the width T and chirp C are found to change with z as 

form 

(4.6.6) 

(4.6.7) 

This set of two first-order differential equations can be used to find how the nonlinear 
effects modify the width and chirp of the pulse. 

Considerable physical insight can be gained from Eqs. (4.6.6) and (4.6.7). The 
SPM phenomenon does not affect the pulse width directly as the nonlinear parameter 
y appears only in the chirp equation (4.6.7). The two terms on the right side of this 
equation originate from dispersive and nonlinear effects, respectively. They have the 
same sign for normal GVD (p2 > 0). Since SPM-induced chirp in this case adds to 
the GVD-induced chirp, we expect SPM to increase the rate of pulse broadening. In 
contrast, when GVD is anomalous (p2 < 0), the two terms on the right side of Eq. 
(4.6.7) have opposite signs, and the pulse broadening should be reduced in the presence 
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of SPM because of smaller values of C in Eq. (4.6.6). In fact, this equation can be 
integrated to obtain the following general relation between pulse width and chirp: 

T 2 ( z )  = T’+2 h ( z ) C ( z ) d z .  (4.6.8) 

The equation shows explicitly that the pulse compresses whenever the quantity h C  < 
0, a result obtained earlier in Section 3.3. 

Ii 

4.6.2 Variational Method 

The variational method is well known from classical mechanics and is used in many 
different contexts [123]-[125]. It was applied as early as 1983 to the problem of pulse 
propagation inside optical fibers [ 141. Mathematically, it makes use of the Lagrangian 

3 = 1- y d  (q,q*) d t ,  (4.6.9) 

where the Lagrangian density 2 d  is a function of the generalized coordinate q ( z )  and 
q*(z) ,  both of which evolve with z .  Minimization of the “action” functional, 9 = 

2 defined as 00 

3 dz,  requires that 2 d  satisfy the Euler-Lagrange equation 

(4.6.10) 

where q1 and qz denote the derivative of q with respect to t and z ,  respectively. 

derived from the Lagrangian density 
The variational method makes use of the fact that the NLS equation (4.1.2) can be 

with U* acting as the generalized coordinate q in Eq. (4.6.10). If we assume that the 
pulse shape is known in advance in terms of a few parameters, the time integration in 
Eq. (4.6.9) can be performed analytically to obtain the Lagrangian 2 in terms of these 
pulse parameters. In the case of a chirped Gaussian pulse of the form given in Eq. 
(4.6.5), we obtain 

where E = &a2T is the pulse energy. 

pulse parameters. This step results in the reduced Euler-Lagrange equation 
The final step is to minimize the action 9 = J 2 ( z ) d z  with respect to the four 

(4.6.13) 

where qz = dq /dz  and q represents one of the pulse parameters. If we use q = @ in 
Eq. (4.6.13), we obtain d E / d z  = 0. This equation indicates that the energy E remains 
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constant, as expected. Using q = E in Eq. (4.6.13), we obtain the following equation 
for pulse phase 4: 

(4.6.14) 
dz  2T2 4 6 T ‘  

We can follow the same procedure to obtain equations for T and C. In fact, using 
q = C and T in Eq. (4.6.13), we find that pulse width and chirp satisfy the same two 
equations, namely Eqs. (4.6.6) and (4.6.7) obtained earlier with the moment method. 
Thus, the two approximate methods lead to identical results in the case of the NLS 
equation. 

d4 - P2 I 5YP(4E - 

4.6.3 Specific Analytic Solutions 

As a simple application of the moment or variational method, consider first the case of 
a low-energy pulse propagating in a constant-dispersion fiber with negligible nonlinear 
effects. Recalling that (1 + C 2 ) / T 2  is related to the spectral width of the pulse that 
does not change in a linear medium, we can replace this quantity with its initial value 
(1 + C i ) / T t ,  where TO and Co are input values at z = 0. Since the second term is 
negligible in Eq. (4.6.7), it can be integrated easily and provides the solution 

C(Z) = co + s( 1 + C,)Z/LD, (4.6.15) 

where s = s g n ( h )  and LD = T i / l b I  is the dispersion length. Using this solution in 
Eq. (4.6.8), we find that the pulse width changes as 

T2(Z)  = T i [ 1  +2scO(z/LD) + (1 +c;)(z/LD)’]. (4.6.16) 

It is easy to verify that these expressions agree with those obtained in Section 3.3.1 by 
solving the pulse propagation equation directly. 

To solve Eqs. (4.6.6) and (4.6.7) in the nonlinear case, we make two approxima- 
tions. First, we assume that fiber losses are compensated such that p ( z )  = 1 (ideal dis- 
tributed amplification). Second, the nonlinear effects are weak enough that the chirp at 
any distance z can be written as C = CL + C’, where the nonlinear part C’ << CL. It is 
easy to see that the linear part is given by Eq. (4.6.15), while the nonlinear part satisfies 

Dividing Eqs. (4.6.6) and (4.6.17), we obtain 

(4.6.17) 

(4.6.18) 

where we replaced C with CL as C’ << CL. This equation is now easy to solve, and the 
result can be written as 

C’(Z) = ~ ypoTo (T - To). 
f i & C L  

(4.6.19) 

Once C = CL + C’ is known, the pulse width can be found from Eq. (4.6.8). 
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Figure 4.12: Width ratio TITO and chirp C as a function of propagation distance z for an input 
Gaussian pulse with parameters such that ~ P o L D  = 0.1. The solid and dashed curves show the 
exact and approximate solutions, respectively. 

The preceding analytic solution can only be used when the parameter p,  defined as 
p = YPOLD = LD/LNL, is less than 0.3 or so. However, one can easily solve Eqs. (4.6.6) 
and (4.6.7) numerically for any value of p.  Figure 4.12 shows changes in T/To and C 
as a function of Z/LD for several values of p assuming that input pulses are unchirped 
(Co = 0) and propagate in the region of anomalous regime (s = -1). In the linear case 
( p  = O), pulse broadens rapidly and develops considerable chirp, and the results reduce 
to those obtained in Section 3.3.1. However, as the nonlinear effects increase and p 
becomes larger, pulse broadens less and less. Eventually, it even begins to compress, 
as seen in Figure 4.12 for p = I .5.  

The behavior seen in Figure 4.12 can be understood in terms of the SPM-induced 
chirp as follows. As seen from Eq. (4.6.7), the two terms on its right side have opposite 
signs when p2 < 0. As a result, SPM tends to cancel the dispersion-induced chirp, and 
reduces pulse broadening. For a certain value of the nonlinear parameter p ,  the two 
terms nearly cancel, and pulse width does not change much with propagation. For even 
larger values of p ,  pulse may even compress, at least initially. In the case of normal 
dispersion (s = l), the two terms on the right side have the same sign. Since SPM en- 
hances the dispersion-induced chirp, pulse broadens even faster than that expected in 
the absence of SPM. Clearly, the anomalous-dispersion regime is useful for lightwave 
systems as the nonlinear effects in this case help to control pulse broadening. As dis- 
cussed in Section 8.2, the results seen in Figure 4.12 point to the possibility of soliton 
formation. It should be stressed that Eqs. (4.6.6) and (4.6.7) are only approximately 
valid in this regime because of a "sech" shape associated with solitons. 

To show how the combination of SPM and GVD can lead to the formation of soli- 
tons, we replace Eq. (4.6.7) with 

U ( z , t )  = asech(t/T)exp[-iC(t/T)2 + $ I .  (4.6.20) 
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We can now use the moment method, or the variational method, to study how pulse 
parameters evolve with z .  For example, when we employ the variational method, we 
obtain the following expression for the Lagrangian: 

Using q = C and T in Eq. (4.6.13) with this form of 2, we find that the pulse width 
still satisfies Eq. (4.6.6), but the chirp equation (4.6.7) is modified slightly to become 

dC 4 To 
dz 7c2 T 

(4.6.22) 

It is useful to introduce a normalized time variable as z = T/To and write the chirp 
equation in the form 

(4.6.23) 

where Lo is the dispersion length and we have set p ( z )  = 1, assuming ideal distributed 
amplification. If the pulse is unchirped initially, C = 0 and z = 1 at z = 0. Equation 
(4.6.23) shows that dC/dz = 0 in the case of anomalous dispersion (s = - 1) if the peak 
power of the pulse satisfies the condition ~PoLD = LD/LNL = 1. Thus, C ( z )  remains 
zero during propagation, and T ( z )  = TO from Eq. (4.6.6). Under such conditions, a 
sech-shape pulse maintains its width in spite of the SPM and GVD because the chirps 
induced by them cancel precisely. This pulse is known as a soliton and its formation 
requires that dispersive and nonlinear lengths be equal (LD = LNL). In terms of the 
fiber and pulse parameters, the peak power of the pulse should be chosen such that 
Po = Ipzl/(l/T02). 

4.7 Polarization Effects 

In this section we return to the polarization issue. So far in this chapter, we have 
assumed that the state of polarization (SOP) of the electric field vector remains un- 
changed inside the nonlinear dispersive medium in which optical pulses are propagat- 
ing. As discussed in Section 3.4, this is not really the case in optical fibers. Because of 
a fluctuating residual birefringence of fibers, the SOP of any optical field changes in- 
side the fiber in a random fashion. Since most nonlinear effects depend on the SOPS of 
the interacting fields, their impact on the optical signal is also affected by the residual 
birefringence of fibers. 

4.7.1 Vector NLS equation 

To find a vectorial form of the NLS equation, we follow the Jones-matrix formalism of 
Section 3.4.3 and write the optical field in the form of Eq. (3.4.6). In the linear case 
( y =  0), the Jones vector / A )  satisfies Eq. (3.4.1 1). We need to add the nonlinear terms 



4.7. Polarization Effects 143 

to this equation to obtain the vector NLS equation. Such a equation has been studied 
in the context of solitons [ 1261-[ 1381. 

Both SPM and XPM have their origin in the third-order nonlinear response of the 
medium in which light is propagating. If we neglect the nuclear contribution, and 
consider only the fast electronic response, the third-order nonlinear polarization has 
the general form [4] 

P(3)  ( r ,  t )  = @ ~ ( ~ ) i E ( r ,  t ) E ( r ,  t ) E ( r ,  t ) ,  (4.7.1) 

where Q is the vacuum permittivity, E is the electric field vector, and the tensor x(3 )  
represents the third-order susceptibility. Writing E in terms of the Jones vector as 

E ( r , t )  = R e [ W , y ) l A ( z , t ) )  exP(iPa”2 - iwot)] ,  (4.7.2) 

and making use of the symmetry properties of the ~ ( ~ 1  tensor [ 1391, we obtain 

(4.7.3) 

We can now use Maxwell’s equations and follow the treatment of Section 3.4 to 
obtain the following vectorial form of the NLS equation: 

dlA) AP1 JlA) ipZ d21A) a i + - / A )  - -ApOol IA) 
2 

-+-GI- + -- 
a 2  2 at 2 at2 2 

where A h  and A/$ are defined as in Eq. (3.4.8), GI is the Pauli matrix given in Eq. 
(3.4.12), and we make use of the identity [53] 

(4.7.5) IA*) (A* I = IA) (A  1 - ( A  103 IA) 0 3 .  

The nonlinear parameter y= rtzwo/(cA,ff) is defined, as before, with n2 = 3x1 (3) I /(8n,), 

n, being the refractive index of the fiber core. The two terms on the right side of Eq. 
(4.7.4) account for the nonlinear effects. They include the XPM-induced nonlinear 
coupling between the two polarization components of the optical field. This coupling 
represents the new feature when polarization effects are included. Whereas only SPM 
effects occur in the scalar case, XPM coupling between the orthogonally polarized 
components of the same field must be considered in the vector case. 

Fiber birefringence is assumed to be constant in deriving Eq. (4.7.4). To include 
its random variations, we need to work in a rotating frame and introduce the transfor- 
mation IA) = RIA’), where R is a random rotation matrix given in Eq. (3.4.12). In the 
rotating frame, as seen in Eq. (3.4.1 l), each Pauli matrix oj in Eq. (4.7.4) is replaced 
with a random matrix Mj = R-’ ojR. The term containing A h  only changes the phase 
in a random fashion and can be eliminated by another transformation \A’) = V I A ” ) ,  
where w represents a unitary matrix obtained by solving Eq. (3.4.15). With these two 
transformations, Eq. (4.7.4) reduces to 
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1 -  - where 7 j  = w- MjW is a random unitary matrix, and for simplicity of notation, we 
have dropped the primes over IA). 

4.7.2 Manakov Equation 

Equation (4.7.6) is the vector NLS equation governing pulse propagation in a realistic 
fiber in which residual birefringence varies randomly along the fiber length. It includes 
not only the dispersive and nonlinear effects but also the PMD effects. It must be 
solved numerically in general. Even a numerical solution is not easy to obtain because 
of different length scales associated with the PMD, GVD, and SPM phenomena. Bire- 
fringence in a typical optical fiber varies on a length scale of 10 to 100 m, while the 
dispersive and nonlinear effects vary on length scales ranging from 10 to 100 km. Thus, 
one must use a step size of <1 m even when the fiber link length exceeds 1,000 km, 
requiring a long computation time. Moreover, as Eq. (4.7.6) is a stochastic equations, it 
must be solved hundreds of times before any averages can be computed. The net result 
is that a direct integration of Eq. (4.7.6) is rarely practical. 

The vast disparity among various length scales permits one to employ an approxi- 
mate approach for solving Eq. (4.7.6). The underlying idea makes use of the observa- 
tion that birefringence fluctuations change the SOP of the optical field on such a short 
length scale that the tip of the Stokes vector associated with the field covers nearly the 
entire PoincarC sphere after a few kilometers. As a result, if the nonlinear length LNL 
exceeds 10 km or so, one can average the nonlinear terms in Eq. (4.7.6) over birefrin- 
gence fluctuations [ 1271. The averaging procedure involves writing the random unitary 
matrix F3 in terms of the two angles 8 and @ that specify the position of the Stokes 
vector on the PoincarC sphere and average over them. The result is found to be [ 1291 

where an overbar indicates averaging over both 8 and 4. Using Eq. (4.7.7) in Eq. 
(4.7.6), we obtain 

It is clear from Eq. (4.7.8) that the main effect of rapid random variations in the 
SOP of the optical field is to reduce the nonlinear parameter y by a factor of 8/9. Note 
that the nonlinear term still couples the orthogonally polarized components A, and A,  
of the field through XPM. This can be seen by noting that (AIA) = + IA,I2. An 
interesting feature is that the strength of the SPM and XPM effects is the same in Eq. 
(4.7.Q even though it differs by a factor of 2/3 in the case of fibers with constant 
birefringence. 

Equation (4.7.8) still includes the PMD effects through the Ap1 term that leads to 
different group velocities for the two orthogonally polarized components of a pulse. 
Because T-1 is a random matrix, the speed difference between them varies in a ran- 
dom fashion. It is found, both theoretically and experimentally, that the XPM-induced 
coupling between the two polarization components reduces the impact of PMD [ 1341- 
[ 1381. This is especially so for modern fibers with relatively low values of the PMD 
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parameter. Under such conditions, one can ignore the PMD term, at least to the first 
order. If we also introduce the normalization indicated in Eq. (4.1. l),  we obtain 

alu) ip2a2lu) 8 - + - - -  = -iyPop(z) (U 1 U )  I U )  . az 2 a t 2  9 (4.7.9) 

This deterministic equation is known as the Manakov equation [140] who first found 
its soliton-like solutions in the case of p ( z )  = 1. It turns out that, when SPM and XPM 
have equal strengths, this set of two coupled NLS equations is integrable through the 
inverse scattering method. 

Problems 

4.1 

4.2 

4.3 

4.4 

4.5 

4.6 

4.7 

4.8 

Solve the NLS equation 

a A  $2 d2A 2 a  - + - - = iy(Al A - -A, az 2 a t 2  2 

in the limit of zero dispersion (p2 = 0) and derive an expression for the SPM- 
induced nonlinear phase shift for pulses of arbitrary shape. How is this shift 
affected by fiber losses? 
Apply the result of Problem 4.1 to input pulses with A ( 0 , t )  = fisech(t/To) 
and plot the frequency chirp as a function of time at the output of a 25-km-long 
fiber. Assume a = 0.2 dB/km, y = 2 W-'/km, and 5-ps pulses (FWHM) with 
20-mW peak power. 
A 1.55-pm continuous-wave signal with 6-dBm power is launched into a fiber 
with 50-pm2 effective mode area. After what fiber length would the nonlinear 
phase shift induced by SPM become 27c? Assume ii;! = 2.6 x m2/W and 
neglect fiber losses. 
Calculate the power launched into a 40-km-long single-mode fiber for which 
the SPM-induced nonlinear phase shift becomes 180". Assume A = 1.55 pm, 
A,ff = 40 pm2, a = 0.2 dB/km, and i i 2  = 2.6 x lop2' m2/W. 
Find the maximum frequency shift occurring because of the SPM-induced chirp 
imposed on a Gaussian pulse of 20-ps width (FWHM) and 5-mW peak power af- 
ter it has propagated 100 km. Use the fiber parameters of the preceding problem 
but assume a = 0. 
Calculate numerically the spectrum of a Gaussian pulse of 10-ps width (FWHM) 
with 10-mW peak power after it has propagated 200,400,600,800, and 1,000 km 
inside a fiber link with a = 0.2 dB/km and y = 2 W-*/km. Assume that fiber 
losses are fully compensated after every 50 km. 
Starting from the NLS equations, derive the coupled set of two equations, Eqs. 
(4.2.2) and (4.2.3), when two channels are launched into the same fiber. 
Solve Eqs. (4.2.8) and (4.2.9) analytically and show that the solution for the 
probe is indeed given by Eq. (4.2.12). 
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4.9 Plot the XPM-induced phase shift given in Eq. (4.2.13) at the output of a 30-km- 
long fiber when the pump pulse is Gaussian in shape with 10-ps width (FWHM) 
and 50-mW peak power. Assume a = 0.2 dB/km, y = 2 W-'/km, p2 = -4 
ps2/km, and a channel spacing of 1 nm. Comment on the shape of the phase 
profile. 

4.10 Explain what is meant by FWM in the context of a WDM lightwave system. How 
many new frequencies will be generated by FWM in the case of a four-channel 
system? 

4.11 Why does FWM require phase matching? Consider two channels with spacing 
Av, producing an idler wave at the frequency 04 = 201 - @. Prove that phase 
mismatch in this case is given by Ak = ~ ( ~ X A V ) ~ ,  where is the dispersion at 
the pump frequency 01. 

4.12 Explain how FWM affects the performance of a WDM system. Describe two 
techniques that can be used in practice to reduce the impact of FWM. 

4.13 A silica fiber is used as a Raman amplifier by launching the pump and signal 
beams simultaneously into it. Solve Eqs. (4.4.1) and (4.4.2), assuming that the 
pump is so intense that it remains undepleted, and derive an expression for the 
signal gain at the fiber output. 

4.14 Calculate the threshold power for stimulated Brillouin scattering for a 50-km 
fiber link operating at 1.3 p m  and having a loss of 0.5 dB/km. How much does 
the threshold power change if the operating wavelength is changed to 1.55 pm, 
where the fiber loss is only 0.2 dB/km? Assume that A,ff = 50 pm2 and g B  = 
5 x lo-" m/W at both wavelengths. 

4.15 Use the three moments defined in Eqs. (4.6.1) and (4.6.2) for a chirped Gaussian 
pulse and derive Eqs. (4.6.6) and (4.6.7). 

4.16 Apply the moment method with U given in Eqs. (4.6.20) and show that the width 
and chirp satisfy Eqs. (4.6.6) and (4.6.22). 

4.17 Use the Lagrangian density given in in Eq. (4.6.11) and prove by performing 
all integrals that the Lagrangian is given by Eq. (4.6.12) for a chirped Gaussian 
pulse. 

4.18 Repeat the same procedure with U given in Eqs. (4.6.20) and show that the La- 
grangian is given by Eq. (4.6.21) for a chirped sech pulse. 
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Chapter 5 

Signal Recovery and Noise 

An optical bit stream that has been degraded by the linear and nonlinear mechanisms 
during its transmission through the fiber link eventually reaches an optical receiver, 
which converts it into an electrical form and attempts to recover the original coded 
information. However, the distorted nature of the optical signal, and the noise added 
by optical amplifiers and the receiver, make it nearly impossible to recover the original 
bit stream with 100% accuracy. For this reason, the performance of a lightwave system 
is characterized in terms of the bit-error rate (BER). This chapter focuses on noise 
sources and their impact on BER and receiver sensitivity. Section 5.1 deals with shot 
and thermal noises that must be taken into account for any receiver. The signal-to-noise 
ratio (SNR) of the electrical signal generated at the receiver is considered in Section 
5.2. The concept of receiver sensitivity is introduced in Section 5.3, where we obtain 
a simple expression for the BER and relate it to an important parameter known as 
the Q factor. Degradation of receiver sensitivity caused by a number of unavoidable 
processes is discussed in Section 5.4. The topic of forward error correction is addressed 
in Section 5.5. 

5.1 Noise Sources 

Optical receivers convert incident optical power 9, into an electric current using a 
photodetector [ 11-[5]. The conversion process is linear in nature and would lead to 
a current that is directly proportional to the incident optical power, I = RdP,,, in the 
absence of noise, where Rd is the responsivity of the photodetector. However, this is 
not the case in practice. Two fundamental noise mechanisms, known as shot noise 
and thermal noise [6]-[8], produce fluctuations in the current even when the incident 
optical signal has a constant power. Of course, additional noise is generated if P,, is 
itself fluctuating because of noise produced by optical amplifiers. This section focuses 
on shot and thermal noises; optical amplifier noise, a dominant source of noise for 
long-haul systems, is considered in Chapter 6. To simplify the following discussion, 
we assume that en is constant and consider its time dependence in Section 5.3. 
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152 Chapter 5. Signal Recovery and Noise 

5.1.1 Shot Noise 

Shot noise is a consequence of the fact that an electric current consists of a stream 
of electrons that are generated at random times. It was first studied by Schottky [9] 
in 1918 and has been thoroughly investigated since then [6]-[8]. Even when power 
incident on a photodetector is constant, photons are absorbed, and electron-hole pairs 
are generated, at random time intervals. We can write the current in the form [ 101 

(5.1.1) 

where q is the magnitude of electron charge, tn is the arrival time of the nth photon, and 
the sum is over the total number of electrons, N,, generated over a fixed time interval 
Td. The response function h,(t) governs the shape of the current pulse produced by 
each absorbed photon and is normalized such that J? h,(t) dt = 1 .  The duration of 
each current pulse is much shorter than T d ,  and h,(t) behaves like a delta function for 
most photodetectors. 

In Eq. (5.1 .l), is the average photocurrent. We can calculate its value as 

I =  Cq(h , ( t  - 
n 

t n )  dt = q E qR,, (5.1.2) 

where we performed the average by noting that the probability of a photon being ab- 
sorbed in the time interval dt is dt/Td and R, = N,/Td represents the average rate of 
electron generation. Noting that R ,  = 1)Rph, where 1) is the quantum efficiency of the 
photodetector and Rph is the average rate of photon arrival related to the incident power 
as Rph = P,,/hvO, we obtain the well-known result i = RdP,,  with Rd = 1)q/hvo is the 
responsivity of the photodetector and hvo is the photon energy. 

The fluctuating part of current, is(t)  = Z(t)  - r, is responsible for the shot noise. 
Its average vanishes by definition but has a finite variance. Mathematically, i s ( t )  is 
a stationary random process whose statistical properties reflect the Poisson statistics 
associated with photon streams [l 11. In practice, is ( t )  can be assumed to follow the 
Gaussian statistics whenever the number of photons involved is not too small. It should 
be stressed that shot noise is not generated at the receiver. On a fundamental level, shot 
noise has its origin in the quantum nature of light and is related to vacuum fluctuations 
[ 121. In this sense, shot noise is a manifestation of the intrinsic quantum nature of light 
and it sets the minimum noise level for any photodetector. 

The autocorrelation function of i,, ( t )  can also be calculated from Eq. (5.1.1) as 

( i s ( t ) i s ( t+z ) )  =q2CC[(h,( t - trn)h,( t - tn+z)j  - (h,(t-j,))(h,(t-r,~+z))l. 

(5.1.3) 
Since arrival times of photons are uncorrelated, only the m = n terms contribute in the 
double sum, assuming that the incident optical signal is coherent [ 121. If we approxi- 
mate h,(t) with a delta function, the autocorrelation function can be written as 

r n n  



5.1. Noise Sources 153 

where Ss( f )  = qf  is the spectral density of shot noise. Equation (5.1.4) represents 
an example of the Wiener-Khintchine theorem, applicable to any stationary stochastic 
process [S]. The spectral density of shot noise is frequency-independent (an example of 
white noise). Note that Ss( f )  is the two-sided spectral density, as negative frequencies 
are included in Eq. (5.1.4). If only positive frequencies are considered by changing the 
lower limit of integration to zero, the single-sided spectral density becomes 2qf. 

The noise variance is obtained by setting z = 0 in Eq. (5.1.4), that is, 

S , ( f ) d f  =2qfAf, (5.1.5) 

where the integration range is restricted over the effective noise bandwidth A f of the re- 
ceiver. The contribution of the dark current can be included in Eq. (5.1 S )  by replacing 
f with f+ Id so that 

0,’ = 2q(I+Id)Af. (5.1.6) 

The quantity 0, represents the root-mean-square (RMS) value of the noise current in- 
duced by shot noise. As a numerical example, 0, = 1.4 FA, when f = 1 mA, 1, << 1, 
and Af = 6 GHz. 

5.1.2 Thermal Noise 

At a finite temperature, electrons move randomly inside any conductor. Such thermal 
motion of electrons inside a resistor manifests as a fluctuating current even in the ab- 
sence of an applied voltage. The load resistor in the front end of an optical receiver adds 
such fluctuations to the current generated by the photodiode. This noise is referred to as 
thermal noise [ 101. It is also called Johnson noise [ 131 or Nyquist noise [ 141, after the 
two scientists who first studied it in 1928, and represents an example of the fluctuation- 
dissipation theorem [12], according to which loss (or gain) is always accompanied with 
fluctuations. As electrical energy is dissipated by a resistor, the current flowing through 
the circuit exhibits additional fluctuations. 

Thermal noise can be included by writing the current in the form 

I ( t )  = f+ i s ( t )  + i r ( t ) ,  (5.1.7) 

where i T ( t )  is a current fluctuation induced by thermal noise. Mathematically, iT(t)  
is modeled as a stationary Gaussian random process. It vanishes on average but its 
variance is finite. Similar to the case of shot noise, one can relate the autocorrelation 
function of i T ( t )  to the spectral energy ST ( f )  through the Fourier-transform relation 
given in Eq. (5.1.4). The one-sided spectral density of thermal noise is well known [6]. 
Using this result, the two-sided spectral density of thermal noise is given by 

(5.1.8) 

where kB is the Boltzmann constant, T is the absolute temperature (in Kelvin), and RL is 
the load resistor. The frequency-independent form of ST holds as long as h f /(ksT) << 1 
and is valid for all receivers with bandwidths below 100 GHz. As one would have 
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expected, ST depends on the thermal energy kBT associated with electrons at a finite 
temperature. This energy is about 4 x lo-'' J (or 25 meV) at room temperature, if we 
use k~ = I .38 x 

The autocorrelation function of i~ ( t )  is given by Eq. (5.1.4) if we replace the sub- 
script s by T. The noise variance is obtained by setting z = 0 and becomes 

J/K. 

(5.1.9) 

where A f is the effective noise bandwidth. Note that 0; does not depend on the average 
current 1, whereas 0," does. 

Equation (5. I .9) includes thermal noise generated in the load resistor. A receiver 
contains many other electrical components, some of which add additional thermal 
noise. For example, noise is invariably added by electrical amplifiers. The amount 
of noise added depends on the receiver design (see Chapter 7 of LTl) and the type of 
amplifiers used [4]. A simple approach accounts for the thermal noise of amplifiers in 
terms of a noisejgure F, introduced by modifying Eq. (5.1.9) as 

0; = (4ksTIR~)Fnd f .  (5.1.10) 

Physically, F,, represents the factor by which thermal noise is enhanced by electrical 
amplifiers used within the receiver. 

For a perfect optical signal, total current noise can be obtained by adding the contri- 
butions of shot and thermal noises. Since is(t) and i ~ ( t )  in Eq. (5.1.7) are independent 
random processes with approximately Gaussian statistics, the total variance of current 
fluctuations, AI = I - = i, + i T ,  can be obtained by simply adding individual vari- 
ances. The result is 

We use this equation in the next section for calculating the electrical SNR at the re- 
ceiver. 

5.2 Signal-to-Noise Ratio 

The performance of an optical receiver depends on the signal-to-noise ratio (SNR). The 
SNR of an electrical signal is defined as 

average signal power 12 SNR = - - - (5.2.1) 
noise power 0 2  . 

The SNR depends on whether ap-i-n photodiode or an avalanche photodiode (APD) is 
used within the receiver (see Chapter 7 of LTI). We consider the two types of receivers 
separately. 
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-20 -18 -16 -14 -12 -10 -8 -6 -4 
Received Power (dBrn) 

Figure 5.1: Increase in SNR with received power en for three values of oj- for a receiver with a 
bandwidth of 30 GHz. 

5.2.1 Receivers with ap-i-n Photodiode 

In the case of a p-i-n photodiode, we use Eq. (5.1.1 1) in Eq. (5.2.1) together with 
I = Rd&. The SNR is related to the incident optical power as 

(5.2.2) 

where Rd = qq/hvo is the responsivity of the p-i-n photodiode for photons of energy 
hvo and 7) is its quantum efficiency. Figure 5.1 shows the dependence of SNR on 
received power en for three values of OT for a receiver with Rd = 1 A/w, Id % 0, and 
a bandwidth of 30 GHz. Thermal noise dominates for OT = 5 pA but it is almost 
negligible, and shot noise dominates when OT = 0.1 PA. In the intermediate case of 
OT = 1 PA, the magnitudes of shot and thermal noises are comparable. In the following 
discussion, we consider the two limits separately. 

In most cases of practical interest, thermal noise dominates over shot noise (0;' >> 
0,'). Neglecting the shot-noise term in Eq. (5 .2 .2) ,  the SNR becomes 

(5.2.3) 

The SNR varies as ?t in the thermal-noise limit and can be improved considerably 
by increasing the optical power reaching the receiver. It can also be improved by in- 
creasing the load resistance. The effect of thermal noise is often quantified through a 
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quantity called the noise-equivalentpower (NEP). The NEP is defined as the minimum 
optical power per unit bandwidth required to produce SNR = 1 and is given by 

(5 .2 .4)  

Typical values of NEP are in the range of 1 to 10 pW/Hz’/*. The advantage of speci- 
fying NEP for a p-i-n receiver is that one does not need to know details of the receiver 
design. The optical power needed to realize a specific value of SNR can be obtained 
from the relation en = ( N E P m ) S N R .  

Consider the opposite limit in which the receiver performance is dominated by shot 
noise (0,” >> 0;). Since 0,” increases linearly with &, the shot-noise limit can be 
realized by making incident optical power large. The dark current Id can be neglected 
in that situation. Equation (5 .2 .2)  then provides the following expression for SNR: 

(5 .2 .5)  

The SNR increases linearly with en in the shot-noise limit and depends only on the 
quantum efficiency IJ, the bandwidth A f ,  and the photon energy hvo. 

The SNR given in Eq. (5.2.5) can be written in terms of the number of photons N,, 
contained in a single “1” bit. If we use for the energy contained in a bit of duration 
Tb = 1/B the relation 

E,, = N,,hVo = E,, /B,  (5.2.6) 

where B is the bit rate, we obtain en = N,,hvoB. If we choose A f = B / 2  (a typical value 
for the receiver bandwidth), the SNR is simply given by q N p .  In the shot-noise limit, a 
SNR of 20 dB can be realized when N,, % 100 and 7 M 1. By contrast, several thousand 
photons are required to obtain an SNR of 20 dB when thermal noise dominates the 
receiver. As a reference, for a 1.55-pm receiver operating at 10 Gb/s, N,, = 100 when 
P,,  M 130 nW. 

5.2.2 APD Receivers 

Optical receivers that employ an APD generally provide a higher SNR for the same 
incident optical power. The improvement is due to the internal gain (see Section 7.3 of 
LTI) that increases the photocurrent by a multiplication factor M so that 

= MRd& = RAP&, (5.2.7)  

where RAPD = MR,I is the APD responsivity, enhanced by a factor of M compared with 
that of p-i-n photodiodes. The SNR would improve by a factor of M 2  if the receiver 
noise were unaffected by the internal gain mechanism of APDs. Unfortunately, this is 
not the case, and the SNR improvement is considerably less than M 2 .  

Enhancement of Shot Noise 

Thermal noise remains the same for APD receivers, as it originates in the electrical 
components that are not part of the APD. This is not the case for shot noise. As 
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discussed in Section 7.3 of LT1, APD gain results from the generation of secondary 
electron-hole pairs through the process of impact ionization. Since such pairs are gen- 
erated at random times, an additional contribution is added to the shot noise associated 
with the generation of primary electron-hole pairs. In effect, the multiplication factor 
itself is a random variable, and M appearing in Eq. (5.2.7) represents the average APD 
gain. The shot noise for APDs can be written in the form [ 151 

0,” = 2 q M 2 F ~  (Rd& + Zd)A f ,  

where FA is called the excess noise factor  and is given by 

(5.2.8) 

FA(M) = kAM + (1 - k,4)(2 - 1/M). (5.2.9) 

if ah < a, but is defined as kA = a,/ah 
when a h  > a,, where a, and ah represent the impact ionization coefficients for elec- 
trons and holes, respectively. By definition, 0 < kA < 1. In general, FA increases with 
M monotonically. However, although FA is at most 2 for kA = 0 and increases with 
M sublinearly for small values of kA, it continues increasing linearly (FA = M) when 
kA = 1. Clearly, the ratio kA should be as small as possible for a low-noise APD [ 161. 

If the avalanche-gain process were noise-free (FA = l), both 1 and 0, would in- 
crease by the same factor M, and the SNR would be unaffected, as far as the shot-noise 
contribution is concerned. It is the dominance of thermal noise in practical receivers 
that makes APDs attractive. By adding the contributions of both the shot and thermal 
noises, the SNR of an APD receiver can be written as 

The dimensionless parameter kA = 

where Eqs. (5.1.10), (5.2.7), and (5 .2 .8)  were used. Figure 5.2 shows the dependence 
of SNR on received power en for three values of APD gain M with OT = 1 y A  using 
the same receiver parameters used in Figure 5.1 and assuming that kA = 0.7 for the 
APD. This value of kA is realistic for InGaAs APDs designed to operate in the spectral 
region near 1.55 ym. 

Several points are noteworthy from Figure 5.2. Noting that M = 1 case corresponds 
to the use of a p-i-n photodiode, it is evident that the SNR is in fact degraded for an 
APD receiver when input powers are relatively large. Some improvement in SNR oc- 
curs only for low input power levels below -20 dBm. The reason behind this behavior 
is related to the enhancement of shot noise in APD receivers. At low power levels, 
thermal noise dominates over shot noise, and the APD gain helps. However, as the 
APD gain increases, shot noise begins to dominate over thermal noise, and APD per- 
forms worse than a p-i-n photodiode under the same operating conditions. To make 
this point clear, we consider the two limits separately. 

In the thermal-noise limit (q << q-), the SNR becomes 

SNR = ( R L R ~ / ~ ~ B T F ~ A ~ ) M ~ ~ ~  (5.2.11) 

and is improved, as expected, by a factor of M 2  compared with that of p-i-n receivers 
[see Eq. (5.2.3)]. By contrast, in the shot-noise limit (q >> CTT) ,  the SNR is given by 

(5.2.12) 
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Figure 5.2: Increase in SNR with received power P,,  for three values of APD gain M for a 
receiver with a bandwidth of 30 GHz. The M = 1 case corresponds to a p-i-n photodiode. 

and is reduced by the excess noise factor FA compared with that of p-i-n receivers. 

Optimum APD Gain 

Equation (5.2.10) and Figure 5.2 indicate that for a given en, the SNR of APD receivers 
is maximum for an optimum value Mopt of the APD gain M .  It is easy to show that the 
SNR is maximum when Mopt satisfies the following cubic polynomial: 

(5.2.13) 

The optimum value Mopt depends on a large number of the receiver parameters such as 
the dark current, the responsivity R d ,  and the ionization-coefficient ratio k A .  However, 
it is independent of receiver bandwidth. The most notable feature of Eq. (5.2.13) is that 
Mopt decreases with an increase in pi,. Figure 5.3 shows the variation of Mopt with en 
for several values of k A  using typical parameter values for a 1.55-pm InGaAs receiver: 
RL = 1 kQ, F, = 2, Rd = 1 A/w, and Id = 2 nA. 

The optimum APD gain is quite sensitive to the ionization-coefficient ratio k A .  For 
k A  = 0, Mopt decreases inversely with en, as inferred readily from Eq. (5.2.13) after 
noting that the contribution of Id is negligible in practice. By contrast, Mopt varies as 

for kA = 1, and this form of dependence appears to hold even for k A  as small as 
0.01 as long as Mop, > 10. In fact, by neglecting the second term in Eq. (5.2.13), Mopt 
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Figure 5.3: Optimum APD gain Mopt as a function of the incident optical power en for several 
values of k A .  Parameter values correspond to a typical 1.55-pm InGaAs APD receiver. 

is well approximated by 

(5.2.1 4 )  

for k A  in the range of 0.01 to 1. This expression shows the critical role played by the 
ionization-coefficient ratio k A .  In the case of silicon APDs, for which k A  << 1, Mnpt can 
be as large as 100. By contrast, Mnpt is in the neighborhood of 10 for InGaAs receivers, 
with kA M 0.7. 

5.3 Receiver Sensitivity 

Receiver sensitivity is an important parameter for any lightwave system. Among a 
group of optical receivers, a receiver is said to be more sensitive if it achieves the 
same performance with less optical power incident on it. The performance criterion 
for digital receivers is governed by the BER, defined as the probability of incorrect 
identification of a bit by the decision circuit of the receiver. For example, a BER of 2 x 
lop9 corresponds to 2 errors per billion bits, on average. Modern high-speed lightwave 
system transmit data at a bit rate of 10 Gb/s or more per channel. Such systems often 
require the BER to be below lo-'', or even The receiver sensitivity is defined 
as the minimum average power prec required by the receiver to operate reliably below 
a specific BER. 



160 Chapter 5. Signal Recovery and Noise 

5.3.1 Bit-Error Rate 

To calculate the BER, we consider the electrical bit stream generated at the receiver 
in the form of a time-varying current I ( t )  that has been corrupted by noise. Figure 
5.4(a) shows schematically the fluctuating signal received by the decision circuit of the 
receiver. A clock-recovery circuit provides information about the duration of each bit 
slot. Depending on the design, the receiver may integrate the signal over the bit slot, or 
sample it periodically at the decision instant to set at the center of the bit slot. 

As seen in Figure 5.4(a), the sampled value I fluctuates from bit to bit around an 
average value of I1 or I0 depending on whether the bit corresponds to 1 or 0 in the bit 
stream. The decision circuit compares the sampled value with a threshold value ID and 
calls it bit 1 if I > ID or bit 0 if I < I D .  An error occurs if I < ID for bit 1 because of 
noise. An error also occurs if I > ID for bit 0. Both sources of errors can be included 
by defining the error probability as 

where p (  1) and p ( 0 )  are the probabilities of receiving bits 1 and 0, respectively, P(O/l) 
is the probability of deciding 0 when 1 is transmitted, and P( 1/0) is the probability of 
deciding 1 when 0 is transmitted. Since 1 and 0 bits are equally likely to occur in any 
realistic bit stream, p (  1) = p ( 0 )  = 1/2, and the BER becomes 

BER= $[P(O/I)+P(I/O)].  (5.3.2) 

Figure 5.4(b) shows how P(O/1) and P(l/O) depend on the probability density 
function p(1)  of the sampled value I .  The functional form of p(Z) depends on the sta- 
tistics of noise sources responsible for current fluctuations. Thermal noise ir in Eq. 
(5.1.7) is well described by Gaussian statistics with zero mean and variance 0;. The 
statistics of shot-noise contribution i, in Eq. (5.1.7) is also approximately Gaussian for 
p-i-n receivers, although that is not the case for APDs [ 151-[ 171. A common approx- 
imation treats i ,  as a Gaussian random variable for both p-i-n and APD receivers but 
with different variances given by Eqs. (5.1.6) and (5.2.8), respectively. Since the sum 
of two Gaussian random variables is also a Gaussian random variable, the sampled 
value I follows a Gaussian distribution with variance o2 = 0,’ + 0;. 

It is important to note that both the average and the variance are different for I and 
0 bits since 1 in Eq. (5.1.7) equals I1 or l o ,  depending on the bit received. If 0; and 00” 
are the corresponding variances, the conditional error probabilities are given by 

P(O/l) = ___ 1 / ID exp (--) (1-11)* d l  = 1 erfc (-) I1 - I D  , (5.3.3) 
0lVG -- 20: 0, Jz 

where erfc(x) stands for the complementary error function defined as [ 181 

(5.3.5) 
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Figure 5.4: (a) Fluctuating signal generated at the receiver. (b) Gaussian probability densities of 
1 and 0 bits. The dashed region shows the probability of incorrect identification. 

By substituting Eqs. (5.3.3) and (5.3.4) in Eq. (5.3.2), the BER is given by 

(5.3.6) 

Equation (5.3.6) shows that the BER depends on the decision threshold ID.  Figure 
5.5 shows how BER varies with ID/11 for three values of the ratio I1 /q , assuming that 
I0 = 0 and 01 M 00. In practice, ID is optimized to minimize the BER. We can find 
the optimum value of ID by taking the derivative of Eq. (5.3.6) with respect to ID and 
setting it to zero. The BER becomes minimum when ID is chosen such that 

(5.3.7) 

The last term in this equation is negligible in most cases of practical interest, and ID is 
approximately obtained from 

( I D  - I 0 ) / 0 0  = (11 - I D ) / O l  Q. (5.3.8) 

An explicit expression for ID is 

(5.3.9) 

When 0 1  = 00, ID = (I1 + I 0 ) / 2 ,  which corresponds to setting the decision threshold 
in the middle. This is the situation for most p-i-n receivers whose noise is dominated 
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Figure 5.5: Variation of BER with Io/ll for three values of II /(TI.  

by thermal noise (GT >> 0,) and is independent of the average current. In contrast, 
shot noise is larger for 1 bits as G,' varies linearly with the average current. In the case 
of APD receivers, the BER should be minimized by setting the decision threshold in 
accordance with Eq. (5.3.9). 

The BER with the optimum setting of the decision threshold is obtained by using 
Eqs. (5.3.6) and (5.3.8) and depends only on the Q factor as 

~ X P (  - Q2 /2) BER = -erfc - 
2 ($)= Qfi . 

The Q factor is obtained from Eqs. (5.3.8) and (5.3.9) and is given by 

(5.3.10) 

(5.3.1 1) 

The approximate form of BER in Eq. (5.3.10) is obtained by using the asymptotic 
expansion [18] of e r f c ( Q / a )  and is reasonably accurate for Q > 3. Figure 5.6 shows 
how BER varies with the Q factor. The BER improves as Q increases and becomes 
lower than for Q > 6. The Q factor plays an important role as it is a kind of SNR 
that determines the BER uniquely. 

It is possible to relate Q to the electrical SNR. The relation is particularly simple 
when the receiver noise is dominated by thermal noise (as is the case for p-i-n photo- 
diodes) and is thus the same for all bits. Using 01 x 00 = OT with I0 = 0, we obtain 
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Figure 5.6: Bit-error rate versus the Q factor. 

SNR = 4Q2. The requirement Q = 6 translates into an SNR of 144 or 2 1.6 dB. Since 
SNR scales as Q2, it is common to define the Q2 factor on the decibel scale as 

Q2(in dB) = 20 log,,,Q. (5.3.12) 

In this notation, a BER of lop9 requires Q2 = 15.56 dB, and this value increases to 
16.9 dB at a BER of 10-l2. 

5.3.2 Minimum Average Power 

Equation (5.3.10) can be used to calculate the minimum average power that a receiver 
needs to operate reliably with a BER below a specified value. For this purpose the Q 
factor should be related to the incident optical power. For simplicity, consider the case 
in which 0 bits carry no optical power so that PO = 0, and hence I0 = 0. The power PI 
required for 1 bits is related to I1 as 

where P,, is the average received power defined as P,,, = (PI +P0)/2.  The APD 
gain M is included in Eq. (5.3.13) for generality. The case of p-i-n receivers can be 
recovered by setting M = 1. 

The RMS noise currents 01 and 00 should include the contributions of both shot 
and thermal noises and can be written as 
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where 0,” and 0; are given by Eqs. (5.2.8) and (5.1.10), respectively. Neglecting the 
contribution of dark current, the noise variances become 

0,’ = 2qM2F,&(2FreC)Af, (5.3.15) 
0; = ( ~ ~ B T / R L ) F , A ~ .  (5.3.16) 

Using Eqs. (5.3.1 1) through (5.3.14), the Q factor is given by 

- 2MRd Frec Q=- - 

0 1 + 0 0  (0:+0;)1/2+0T’ 
(5.3.17) 

For a specified value of BER, Q is determined from Eq. (5.3.10) and the receiver sensi- 
tivity Prec is found from Eq. (5.3.17). A simple analytic expression for Fret is obtained 
by solving Eq. (5.3.17) for a given value of Q and is given by [3] 

(5.3.18) 

Equation (5.3.18) shows how Fret depends on various receiver parameters and how 
it can be optimized. Consider first the case of a p-i-n receiver by setting M = 1. Since 
thermal noise or generally dominates for such a receiver, Prec is given by the simple 
expression 

(prec)pin M Q‘JT/Rd. (5.3.19) 

From Eq. (5.3.16), 0; depends not only on receiver parameters such as RL and F, but 
also on the bit rate through the receiver bandwidth Af (typically Af = B/2). Thus, eeC increases as 0 in the thermal-noise limit. As an example, consider a 1.55-pm 
p-i-n receiver with Rd = 1 A/W. If we use OT = 100 nA as a typical value and Q = 6 
corresponding to a BER of lop9, the receiver sensitivity is given by Prec = 0.6 p W  or 
-32.2 dBm. 

Equation (5.3.18) shows how receiver sensitivity improves with the use of APD 
receivers. If thermal noise remains dominant, Pre, is reduced by a factor of M ,  and 
the received sensitivity is improved by the same factor. However, shot noise increases 
considerably for APD, and Eq. (5.3.18) should be used in the general case in which 
shot-noise and thermal-noise contributions are comparable. Similar to the case of SNR 
discussed in Section 4.4.3, the receiver sensitivity can be optimized by adjusting the 
APD gain M .  By using FA from Eq. (5.2.9) in Eq. (5.3.18), it is easy to verify that Pre, 
is minimum for an optimum value of M given by [3] 

(5.3.20) 

and the minimum value is given by 

(Prec)APD = (2qAf/Rd)Q2(kAMopt f 1 - h ) .  (5.3.21) 

The improvement in receiver sensitivity obtained by the use of an APD can be esti- 
mated by comparing Eqs. (5.3.19) and (5.3.21). It depends on the ionization-coefficient 
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ratio kA and is larger for APDs with a smaller value of k A .  For InGaAs APD receivers, 
the sensitivity is typically improved by 6 to 8 dB; such an improvement is sometimes 
called the APD advantage. Note that prec for APD receivers increases linearly with the 
bit rate B (Af M B/2), in contrast with its a dependence for p-i-n receivers. The 
linear dependence of preC on B is a general feature of shot-noise-limited receivers. For 
an ideal receiver with no thermal noise (OT = 0), the receiver sensitivity is obtained by 
setting M = 1 in Eq. (5.3.18) and is given by 

(prec)ideal = (qAf /Rd)Q2 .  (5.3.22) 

5.3.3 Quantum Limit of Photodetection 

A question one may ask is related to the quantum limit of the photodetection process. 
Assuming that a perfect optical signal is incident on an ideal receiver only limited by 
shot noise, how many photons per bit are needed for recovering the signal reliably? In 
this subsection we address this question. 

We assume that zero bits carry no power, and thus 10 = 0. In the absence of thermal 
noise, 00 FZ 0 since shot noise also vanishes for the “0” bit if the dark-current contri- 
bution is neglected for an ideal receiver. From the definition of the Q factor in Eq. 
(5.2.1 I) ,  we find that 

Q = zl/oi = (SNR)’/*. (5.3.23) 

As shown earlier, SNR FZ qN,, in the shot-noise limit, where N,, is the number of 
photons contained in each 1 bit [see Eq. (5.2.5) and the following discussion]. By 
using Q = (qN,,)’/’ in Eq. (5.3.10), the BER is given by 

BER = erfc (JK) . (5.3.24) 

For a receiver with 100% quantum efficiency ( q  = l),  BER = 1 x when N,, = 36. 
As 0 bits contain no photons and 1 and 0 bits occur half of the time on average, the 
average number of photons per bit is 18 from Eq. (5.3.24). 

It turns out that this conclusion is incorrect. The BER expression, Eq. (5.3.24), 
is not totally accurate since its derivation is based on the Gaussian approximation for 
the noise statistics. When the number of photons is relatively small, one should use 
the Poisson statistics. The probability of generating m electron-hole pairs when N,, 
photons are incident on an ideal receiver is given by the Poisson distribution [ 111 

Pm = exp(-N,,)N,”/m!. (5.3.25) 

Let us use this result to find the BER for an ideal receiver. 
The BER can be calculated by using Eqs. (5.3.2) and (5.3.25). For an ideal detector 

(no thermal noise, no dark current, and 100% quantum efficiency), 00 = 0, as shot 
noise vanishes in the absence of incident power. As a result, the decision threshold 
can be set quite close to the 0-level signal. Indeed, for an ideal receiver, 1 bits can be 
identified without error as long as even one photon is detected. An error is made only if 
a 1 bit fails to produce even a single electron-hole pair. The probability P(I /O)  that a 
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1 is identified when 0 is received is zero since no electron-hole pair is generated when 
Np = 0. The probability P(O/l) is obtained by setting m = 0 in Eq. (5.3.25), since a 0 
is decided in that case even though 1 is received. Since P(O/1) = exp(-Np), the BER 
is given by the simple expression 

BER = exp(-N,). (5.3.26) 

For BER < lop9, Np must exceed 20, that is, each 1 bit must contain at least 20 photons 
to be detected with a BER < lop9. Thus, the average number of photonshit (including 
0 bits) is only 10, and not 18, as found before from Eq. (5.3.24). This discrepancy 
illustrates that one must examine all approximations carefully when a small number of 
photons is involved. It also shows that the noise statistics play an important role, and 
Eq. (5.3.10) should be used with care if the total noise cannot be treated as a Gaussian 
stochastic process. 

It is important to stress that the quantum limit is rarely reached in practical receivers 
employing direct detection because their noise is dominated by thermal noise (unless 
the receiver is cooled to temperature levels near absolute zero). Most receivers operate 
away from the quantum limit by 20 dB or more. This is equivalent to saying that the 
average number of photonshit typically exceeds 1,000 in practical receivers. 

5.4 Sensitivity Degradation 

The discussion of receiver sensitivity in Section 5.3 includes thermal noise but is still 
overly simplified in many respects. In particular, the analysis assumes that the optical 
signal incident on the receiver consists of an ideal bit stream such that 1 bits consist of 
an optical pulse of constant energy, while no energy is contained in 0 bits. In practice, 
an optical signal deviates from this ideal situation even at the transmitter end. More- 
over, it can be degraded during its transmission through the fiber link. An example of 
such degradation is provided by dispersion-induced pulse broadening. The minimum 
average optical power required by the receiver increases because of such nonideal con- 
ditions. This increase in the required power is referred to as the power penalty. In 
this section, we focus on several sources of power penalties that can lead to sensitivity 
degradation. The impact of noise added by optical amplifiers is discussed in Chapter 6. 

5.4.1 Finite Extinction Ratio 

A simple source of a power penalty is related to the energy contained in 0 bits. Some 
power is emitted by most transmitters even in the off state. In the case of a directly 
modulated semiconductor laser, the off-state power PO depends on the bias level. In the 
case of a external modulators. PO depends on the on-off contrast of the modulator. In 
both cases, the extinction ratio is defined as 

(5.4.1) 

The power penalty can be obtained from Eq. (5.3.11). For a p-i-n receiver 11 = 
RdPl and 10 = RdPo (APD gain can be included by replacing Rd with MRd) .  Using 
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Figure 5.7: Power penalty as a function of the extinction ratio rex. 

prec = (4 + Po)/2 for the receiver sensitivity, the Q factor is given by 

(5.4.2) 

In general, 01 and 00 depend on Prec because of the dependence of the shot-noise 
contribution on the received optical signal. However, both of them can be approximated 
by OT when receiver performance is dominated by thermal noise. By using 01 RZ 00 M 

OT in Eq. (5.4.2), Prec is given by 

(5.4.3) 

This equation shows that Prec increases when re, # 0. 

in decibel (dB) units as 
The power penalty is defined as the ratio Sex = prec (rex)/Prec(0). It can be expressed 

(5.4.4) 

Figure 5.7 shows how the power penalty increases with rex. A 1-dB penalty occurs for 
re, = 0.12 and increases to 4.8 dB for rex = 0.5. In practice, most lightwave systems 
are designed with re, below 0.05, and the corresponding power penalty is negligible 
(<0.4 dB). However, it may become significant for a directly modulated semiconductor 
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laser biased above threshold. An expression for prec(rex) can be obtained for APD 
receivers by including the APD gain and the shot-noise contribution to 00 and 01 in 
Eq. (5.4.2). The optimum APD gain is lower than that in Eq. (5.3.20) when re, # 0. The 
sensitivity is also reduced because of this lower optimum gain. Typically, the power 
penalty for an APD receiver is larger by about a factor of 2 for the same value of re,. 

5.4.2 Intensity Noise of Lasers 

In practice, light emitted by any laser exhibits power fluctuations. Such fluctuations, 
called intensity noise, have been discussed in Section 5.3.4 of LT1 in the context of 
semiconductor lasers. An optical receiver converts power fluctuations into current fluc- 
tuations, which add to those resulting from shot and thermal noises. As a result, the 
receiver SNR is degraded and is lower than that given in Eq. (5.2.10). An exact analysis 
is complicated as it involves the calculation of photocurrent statistics [12]. A simple 
approach consists of adding a third term to the current variance given in Eq. (5.1.1 1) 
and writing it as 

(5.4.5) 

where CT? is related to the variance of power fluctuations as 

o2 = 0,’ +o; + o:, 

01 = Rd ((Mi)) ‘I2 = RdP In r I .  (5.4.6) 

The parameter rI, defined as rI = ((M:))1/2/I‘,n, is a measure of the noise level of 
the optical signal. It is related to the relative intensity noise (RIN) of the laser as 

where RIN( f )  represents the intensity-noise spectrum. As discussed in Section 5.3.4 of 
LTl, rI is simply the inverse of the SNR of light emitted by the transmitter. Typically, 
the transmitter SNR is better than 20 dB, and r1 < 0.01. 

As a result of the dependence of 00 and 01 on the parameter rI, the parameter Q in 
Eq. (5.3.11) is reduced in the presence of intensity noise. Since Q should have the same 
value to maintain a specific BER, it is necessary to increase the received power. This 
is the origin of the power penalty induced by intensity noise. To simplify the following 
analysis, the extinction ratio is assumed to be zero, so that I0 = 0 and 00 = or. Using 
I1 = RP1 = 2RPrec and Eq. (5.4.5) for 01, Q is given by 

(5.4.8) 

(5.4.9) 
and or is given by Eq. (5.1.10). Equation (5.4.8) is easily solved to obtain the following 
expression for the receiver sensitivity: 

(5.4.10) 
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Figure 5.8: Power penalty as a function of the intensity noise parameter rl .  

The power penalty, defined as the increase in Prec when rl # 0, is given by 

Figure 5.8 shows power penalty as a function of rI for Q = 5, 6, and 7. The penalty 
is negligible for rl < 0.01 as 61 is below 0.02 dB. Since this is the case for most optical 
transmitters, the effect of transmitter noise is negligible in practice. The power penalty 
is almost 2 dB for r1 = 0.1 and becomes infinite when r1 = Q-' = 0.167. An infinite 
power penalty implies that the receiver cannot operate at the specific BER even if the 
received optical power is increased indefinitely. In Figure 5.6, an infinite power penalty 
corresponds to a saturation of the BER curve above a specific error level, a feature 
referred to as the BER floor. In this respect, the effect of intensity noise is qualitatively 
different than the extinction ratio, for which the power penalty remains finite for all 
values of re, such that rex < 1. 

The preceding analysis assumes that the intensity noise at the receiver end is the 
same as at the transmitter end. This is not the case when optical signal propagates 
through a long fiber link. The noise added by in-line optical amplifiers often becomes 
a limiting factor for long-haul lightwave systems. This issue is discussed in Chapter 6. 
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5.4.3 Dispersive Pulse Broadening 

Dispersion-induced pulse broadening affects the receiver performance in two ways. 
First, a part of the pulse energy spreads beyond the allocated bit slot and leads to inter- 
symbol interference. Second, the pulse energy within the bit slot is reduced when the 
optical pulse broadens. Such a decrease in pulse energy reduces the SNR at the decision 
circuit. As the SNR should remain constant to maintain the system performance, the 
receiver requires more average power. This is the origin of dispersion-induced power 
penalty 6,. 

An exact calculation of 6, is difficult, as it depends on many details such as the 
extent of pulse shaping at the receiver. A rough estimate is obtained by following the 
analysis of Section 3.3.1, where broadening of Gaussian pulses is discussed. Equation 
(3.3.9) shows that the optical pulse remains Gaussian, but its peak power is reduced by 
a pulse-broadening factor given in Eq. (3.3.10). If we define the power penalty 6, as 
the increase (in decibels) in the received power that would compensate the peak-power 
reduction, 6, is given by 

6, = 10 log,obf, (5.4.12) 

where b f  is the pulse broadening factor. As in Section 3.3.4, we consider the case of 
broadband and narrowband optical sources separately. 

Consider first a lightwave system designed with a relatively broadband optical 
source. The broadening factor f b  in this case is given in Eq. (3.3.38) and has the form 

(5.4.13) 

where 01 is the RMS width of the source spectrum. The RMS width 00 of the optical 
pulse at the transmitter end is a design parameter. It can be related to the duty cycle d, 
of RZ pulses as 400 = d,Tb, where Tb 5 1/B is the duration of the bit slot at a given bit 
rate B. Using 00 = dC/(4B) in Eq. (5.4.13) and using Eq. (5.4.12), the power penalty 
becomes 

6, = 5 log,o[l + (~BLDCT~/~, )*] .  (5.4.1 4) 

This result should be compared with the condition (3.3.40) found in Section 3.3.4. If 
we assume that input pulses are wide enough to occupy the entire bit slot (d, = I), the 
power penalty is negligible for 4BLDol << 1, becomes 1.5 dB when 4BLDol = 1, and 
increases rapidly beyond that. 

In the case of a long-haul system designed with a narrowband source and chirp- 
free pulses, the broadening factor f b  is obtained from Eq. (3.3.43). If we use again 
00 = dC/(4B), the power penalty is given by 

6, = 5 loglO[l+ (8p2B2L/d:)2]. (5.4.15) 

Figure 5.9 shows power penalty as a function of the dimensionless parameter combi- 
nation p = IPzlB*L for three values of d,. Although the power penalty is negligible for 
values of p < 0.05 and d, > 0.5, it increases rapidly as p increases and exceeds 5 dB 
for p = 0.1 and d, = 0.5. It is thus important to keep p below 0.1. As an example, the 
operating distance of a lO-Gb/s lightwave system is limited to below 50 km because of 
dispersion when standard fibers are used with Ip-21 M 20 ps2/km, but this value can be 
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Figure 5.9: Dispersion-induced power penalty function as a function of p = I h / B 2 L  for three 
values of duty cycle associated with an RZ bit stream. 

increased considerably through dispersion management. It should be stressed that Eq. 
(5.4.15) provides only a rough estimate as its derivation is based on the assumptions of 
a Gaussian pulse shape. 

5.4.4 Frequency Chirping 

The preceding discussion of dispersion-induced power penalty assumed that the in- 
put pulses were unchirped. An initial chirp on optical pulses is known to limit the 
performance of 1 .55-pm lightwave systems when directly modulated semiconductor 
lasers are used to generate the digital bit stream [19]-[32]. As discussed in Section 3.3, 
frequency chirping can enhance the dispersion-induced broadening of optical pulses 
and thus may degrade the performance of a long-haul lightwave system more than that 
expected when unchirped pulses are employed. 

An exact calculation of the chirp-induced power penalty 6, is difficult because fre- 
quency chirp depends on both the shape and the width of the optical pulse [21]-[24]. 
However, if we assume a Gaussian pulse shape and a linear chirp, the analysis of Sec- 
tion 3.3.3 can be used to estimate the chirp-induced power penalty. If we use Eq. 
(3.3.11) for the pulse broadening factor in Eq. (5.4.12) together with TO = &dC/(4B), 
the power penalty is given by 

6, = 510gl0[(l + 8CbB2L/d,2)2 + (S&B2L/d:)2]. (5.4.16) 

Figure 5.10 shows the chirp-induced power penalty as a function of J b J B 2 L  for 
several values of the chirp parameter C with d, = 1. The parameter b is taken to be 
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Figure 5.10: Chirp-induced power penalty as a function of IhIB2L for several values of the 
chirp parameter C. Gaussian pulses are assumed to be linearly chirped. 

negative, as is the case for 1.55-pm lightwave systems. The C = 0 curve corresponds 
to the case of a chirp-free pulse. Power penalty is negligible (<0.1 dB) in this ideal 
case as long as J h J B 2 L  < 0.05. However, the penalty can exceed 5 dB if the transmitted 
pulses are chirped such that C = -6 (a typical value for semiconductor lasers). To keep 
the penalty below 0.1 dB, the system should be designed with JP21B2L < 0.002. For 
standard optical fibers with P2 M -20 ps2/km, B2L is limited to 100 (Gb/s)2-km, indi- 
cating that even at B = 2.5 Gb/s, the transmission distance is limited to below 16 km 
because of frequency chirping. Interestingly, system performance can be improved by 
ensuring that h C  < 0. As discussed in Section 3.3, each optical pulse then undergoes 
an initial compression phase. As C is negative for semiconductor lasers, fibers with 
“normal” dispersion (b > 0) can provide better performance whenever directly mod- 
ulated semiconductor lasers are employed. For this reason, fibers with normal GVD 
are often employed in metropolitan area networks. Alternatively, one can make use of 
dispersion compensation and ensure that the average value of p2 is close to zero. 

5.4.5 Timing Jitter 

The decision circuit of a receiver is designed to sample the signal at the peak of the 
voltage pulse. As discussed in Section 7.5.3 of LTl, the decision instant is determined 
by a clock-recovery circuit. Because of the noisy nature of the input to this circuit, 
sampling time may fluctuate from bit to bit. Such fluctuations represent an example 
of electrical timing jitter [33]-[36]. As discussed in Section 6.5, noise produced by 
optical amplifiers can produce optical timing jitter. In both cases, the SNR is degraded 
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because timing jitter leads to additional fluctuations in the sampled value of the signal. 
This can be understood by noting that if the bit is not sampled at the bit center, or it has 
moved from the bit center, the sampled value is reduced by an amount that depends on 
the timing jitter At. The SNR is reduced as a result of jitter-induced fluctuations. It can 
be maintained at its original value only by increasing the optical power. This increase 
corresponds to the power penalty induced by timing jitter. 

An exact calculation of the jitter-induced power penalty 6, is complicated because 
it depends on details of the receiver design. A rough estimate of the tolerable value 
of timing jitter is obtained by assuming Gaussian statistics for At with the probability 
density 

1 
p ( A t )  = - exp (-”) 

0 t d z  20f ’ (5.4.17) 

where 0, is the RMS value (standard deviation) of At. The BER can be calculated by 
following the analysis of Section 5.3.1. If we assume that an error occurs whenever the 
pulse has moved out of the bit slot, we need to find the accumulated probability for [At I 
to exceed Tb/2, where Tb = 1/B is the bit slot. This probability is found to be 

BER = 2 L i 2  p(Att)d(dt) =erfc(-) Tb M - e n p ( - g )  40, (5.4.18) 
2fi0,  &Tb 80;  ’ 

where erfc stands for the complimentary error function defined in Eq. (5.3.5). To reduce 
the BER below 0, should be less than 8% of the bit slot Tb. Thus, a tolerable 
value of the jitter is 8 ps for lO-Gb/s systems and reduces to only 2 ps for 40-Gb/s 
systems. 

The preceding estimate is relatively crude as it focuses on errors induced by jitter 
alone. We can improve on it by considering how the Q factor is affected by timing 
jitter. For simplicity, consider a p-i-n receiver dominated by thermal noise and assume 
a zero extinction ratio. Using I0 = 0 in Eq. (5.3.1 l), the Q factor is given by 

I1 - (Ai,) 

(0; + 0 3 1 2  + 0 T  ’ Q =  (5.4.1 9) 

where (Aij)  is the average value and oj is the RMS value of the current fluctuation Ai, 
induced by timing jitter At. If S,(t) governs the shape of the current pulse, 

where the ideal sampling instant is taken to be t = 0. Clearly, oj depends on the shape 
of the electrical pulse at the decision circuit, which in turn depends on the filters used 
within the receiver. One choice corresponds to Sp( t )  = cos2(nBt/2), where B is the bit 
rate [24], as receivers are often designed to mimic this shape. Rather then considering a 
specific pulse shape, we approximate S, by a parabola as S,(t) = 1 - $(c,Bt)’, where 
cp governs the pulse curvature near t = 0. Since At is likely to be much smaller than 
Tb, this approximation holds for any pulse shape and leads to a current fluctuation of 
the form 

Aij = ( ~ , B A t ) ~ 1 1 .  (5.4.21) 
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Figure 5.11: Power penalty versus timing-jitter parameter Bot  . 

To calculate (Ai j )  and o,, we first need to find the probability density function 
p ( A i j )  using Eq. (5.4.17). Noting that Aij is proportional to (At)2 and using the relation 
p ( A i j )  dAij = p ( A t )  dAt,  we obtain 

p ( A i j )  = 1 exp (- 2) , d w  (5.4.22) 

where b = ( c ~ B o , ) ~ .  Using this equation, we find the first two moments of Ai, and 
obtain 

(Ai j )  = bIl/2, oj = bll /a. (5.4.23) 

Using Eqs. (5.4.19) and (5.4.23) and noting that 11 = 2Rdprec, the receiver sensitivity is 
given bv 

(5.4.24) 

The power penalty, defined as the increase in prec when b # 0, is given by 

) . (5.4.25) 
4 e c  (b) 1 - b/2 

sj = 10 loglo (-) = 10 log10 ( 
prec (0) (1 - b/2)2 - b2Q2/2 

Figure 5.11 shows how the power penalty varies with the parameter Bo, for three 
values of the parameter cp to maintain a BER below lop9 (Q = 6). As seen there, 
pulse curvature near the center of the bit slot plays an important role. In all cases, the 
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power penalty increases with an increase in timing jitter and becomes infinitely large 
at a certain value of Bq. The tolerable value Bot depends on cp and decreases as cp 
increases. In most receivers, the filter bandwidth is smaller than the bit rate, and the 
electrical pulse is wider than the bit slot. As a result, cp < 1 in practice. The power 
penalty in this case can be kept negligible (below 0.5 dB) if the jitter is such that Bo, < 
8%, although it increases rapidly beyond Bo, > 12%. It is interesting to note that this 
conclusion is in agreement with the prediction based on Eq. (5.4.18). We should stress 
that even Eq. (5.4.25) is based on the use of Gaussian statistics for the receiver current. 
As evident from Eq. (5.4.22), jitter-induced current fluctuations are not Gaussian in 
nature. A more accurate calculation shows that Eq. (5.4.25) underestimates the power 
penalty [35]. 

5.4.6 Eye-Closure Penalty 

An alternative measure of system performance is provided by the extent the “eye open- 
ing” in the eye diagram is affected by the dispersive and nonlinear effects accumulated 
inside the fiber link. As discussed in Section 7.5.2 of LT1, an electrical filter with a 
bandwidth smaller than the bit rate is used inside the receiver to reshape pulses before 
they reach the decision circuit. When successive combinations of two or three bits are 
overlapped within the same temporal window, the resulting pattern observed on an 0s-  

cilloscope looks like an open eye for an NRZ-format bit stream diagram. When the RZ 
format or one of its variants is employed, the pattern still has the appearance of an eye 
even though the top horizontal rail is missing. Even in the case of the DPSK format, 
the eye diagram retains its shape. The top row in Figure 5.12 shows the measured eye 
diagrams at 40 Gb/s in the case of NRZ, CSRZ, NRZ-DPSK, and RZ-DPSK formats 
under back-to-back conditions in which the transmitter is connected to the receiver with 
virtually no fiber in between. In each case, the thickness of curves is due to receiver 
noise. 

As the optical bit stream is transmitted through a fiber link, the accumulation of 
dispersive and nonlinear effects distorts optical pulses. These distortions manifest in 
the eye diagram through a reduced opening of the eye. The bottom row in Figure 
5.12 shows the measured eye diagrams at 40 Gb/s after a 263-km-long fiber link for 
the same four modulation formats [37]. As seen there, eye opening is reduced for all 
formats. Since the decision threshold is set in the center of the open portion of the eye, 
any reduction in eye opening indicates an increase in the BER. This observation relates 
eye closure to the BER and suggests that its magnitude can provide a measure of the 
system performance. More precisely, the eye-closure penalty is quantified (in dB) as 

(5.4.26) eye opening after transmission 
eye opening before transmission 

aeye = - 10 log,, 

Before Eq. (5.4.26) can be used, we need to clarify what one means by eye opening. 
Ideally, the eye amplitude peaks in the center of the bit slot and it provides an appro- 
priate measure of eye opening. However, in practice, timing jitter makes it difficult to 
sample each pulse precisely at the location where pulse amplitude is maximum. If we 
allow an uncertainty of up to 10% on each side of the decision threshold, we should 
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Figure 5.12: Measured eye diagrams at 40 Gb/s under back-to-back conditions (top row) and 
after a 263-km-long fiber link (bottom row). In both cases successive traces corresponds to NRZ, 
CSRZ, NRZ-DPSK, and RZ-DPSK formats, respectively. (After Ref. [37]; 02004 IEEE.) 

consider a rectangle of the largest area with a base of 0.2Tb, where Tb is the duration of 
the bit slot, that can be fitted within the open portion of the eye. The height of this rec- 
tangle then measures eye opening. This approach is commonly adopted for numerical 
simulations. 

5.5 Forward Error Correction 

As seen in the preceding section, receiver sensitivity and the BER of a lightwave system 
are degraded by many factors that are not always controllable in practice. Depending 
on details of the system design and objectives, it is entirely possible that a specified 
BER cannot be achieved. Under such conditions, the use of an error-correction scheme 
remains the only viable alternative. 

Error control is not a new concept and is employed widely in electrical systems 
dealing with the transfer of digital data from one device to another [38]-[41]. The 
techniques used for controlling errors can be divided into two groups. In one group, 
errors are detected but not corrected. Rather, each packet of bits received with errors is 
retransmitted. This approach is suitable when data bits are transmitted in the form of 
packets (as is the case for the protocol used by the Internet) and they do not arrive at 
the destination in a synchronous fashion. In the other group, errors are detected as well 
as corrected at the receiver end without any retransmission of bits. This approach is 
referred to as forward error correction (FEC) and is best suited for lightwave systems 
operating with a synchronous protocol such as SONET or SDH. 

Historically, lightwave systems did not employ FEC until the use of in-line optical 
amplifiers became common [42]-[44]. The use of FEC accelerated with the advent of 
WDM technology. As early as 1996, FEC was employed for a WDM system designed 
to operate over more than 425 km without any in-line amplifier or regenerator [45]. 
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Since then, the FEC technique has been used in many WDM systems and is now con- 
sidered almost routine [46]-[52]. This section provides only basic information about 
FEC; we refer to recent literature for further details [53]-[56]. 

5.5.1 Error-Correcting Codes 

The basic idea behind any error-control technique is to add extra bits to the signal at 
the transmitter end in a judicial manner using a suitable coding algorithm 1381-[41]. A 
simple example is provided by the so-called parity bit that is added to the 7-bit ASCII 
code. In this example, the parity bit is chosen to be 0 or 1 depending on whether the 
number of 1 bits in the 7-bit sequence is even or odd. If a single bit is in error at the 
receiving end, an examination of the parity bit reveals the error. 

The situation is somewhat different in the case of an optical bit stream, but the 
basic idea remains the same. An encoder within the transmitter adds additional control 
bits using a suitable code. At the receiver end, a decoder uses these control bits to 
detect errors, while correcting them simultaneously. How many errors can be corrected 
depends on the coding scheme employed. In general, more errors can be corrected by 
adding more control bits to the signal. Clearly, there is a limit to this process since 
the bit rate of the signal increases after the decoder. If Be is the effective bit rate after 
coding a signal at the bit rate B, the FEC overhead associated with the error-correcting 
code is B e / B  - 1. The concept of redundancy is also used for FEC codes as the bits 
added by the coding scheme do not carry any information. Redundancy of a code is 
defined as p = 1 -BIB, .  

Many different types of error-correcting codes have been developed, often clas- 
sified under names such as linear, cyclic, Hamming, Reed-Solomon, convolutional, 
product, and turbo codes [53]. Among these, Reed-Solomon (RS) codes have attracted 
most attention in the context of lightwave systems [54]. An RS code is denoted as 
RS(n, k),  where k is the size of a packet of bits that is converted through coding into a 
larger packet with n bits. The value of n is chosen such that n = 2" - 1, where m is 
an integer. The RS code recommended by ITU for submarine applications uses m = 8 
and is written as RS(255, 239). The FEC overhead for this code is only 6.7%. Many 
other RS codes can be used if a higher overhead is permitted. For example, the code 
RS(255, 207) has an overhead of 23.2% but it allows for more robust error control. 
The choice of the code depends on the level of improvement in the BER required for 
the system to operate reliably. It is common to quantify this improvement through the 
coding gain, a concept we discuss next. 

5.5.2 Coding Gain 

Coding gain is a measure of the improvement in BER realized through FEC. Since 
BER is related to the Q factor as indicated in Eq. (5.3.10), it is often expressed in 
terms of the equivalent value of Q that corresponds to the BER realized after the FEC 
decoder. The coding gain in decibel units is defined as [54] 
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Figure 5.13: Coding gain as a function of code redundancy (overhead) for single, concatenated, 
and product-type RS codes. (After Ref. [S4]; 02002 IEEE.) 

where Qc and Q are related to the BERs obtained with and without FEC as 

BERc = $erfc(Q,/f i ) ,  BER = $erfc(Q/fi). (5.5.2) 

The reason that the factor of 20 is used in place of 10 is related to the definition of Q ~ B  
in Eq. (5.3.12). As an example, if the FEC decoder improves the BER from its original 
value of lop3 to lop9, the value of Q increases from about 3 to 6, resulting in a coding 
gain of 6 dB. The coding gain is sometimes defined in terms of the SNR [53]. The two 
definitions differ by a small amount of 10 loglo(B,/B). 

As one would expect, the magnitude of coding gain increases with the FEC over- 
head (or redundancy). The dashed line in Figure 5.13 shows this behavior. The coding 
gain is about 5.5 dB for 10% overhead and increases sublinearly, reaching only 8 dB 
even for a 50% overhead. It can be improved by concatenating two or more RS codes 
or by employing the RS product codes, but in all cases the coding gain begins to satu- 
rate as overhead increases. In the case of a RS product code, more than 6 dB of coding 
gain can be realized with only 5% overhead. The basic idea behind an RS product code 
is shown in Figure 5.14. As seen there, a block of data with k2 bits is converted into n2 
bits by applying the same RS(n, k )  code both along the rows and columns. As a result, 
the overhead of n2/k2  - 1 for a RS product code is larger, but it also allows more error 
control. 

5.5.3 Optimum Coding Overhead 

While implementing FEC for a lightwave system, one faces a dilemma. As the over- 
head is increased to realize more coding gain, the bit rate of the optical signal increases. 
Since the Q factor realized at the receiver depends on the bit rate, its value before the 



5.5. Forward Error Correction 179 

Figure 5.14: Schematic illustration of a RS product code. The same code is applied along the 
rows and columns of a block of bits. (After Ref. [54]; 02002 IEEE.) 

FEC decoder is reduced, and the BER is actually worse than that expected in the ab- 
sence of FEC. The decoder improves it but not as much as one would like because it 
first has to overcome the degradation caused by the increased bit rate. In fact, if an 
aggressive FEC scheme with a large overhead is employed, it is possible that the BER 
is degraded so much that the system is not operable even with the FEC scheme. In 
other words, there exists an optimum range of the coding overhead for every system 
designed to operate at a specific bit rate over a certain distance. 

Numerical simulations have been used to show that such an optimum range for the 
coding overhead indeed exists [54]. Figure 5.15(a) shows the value of the Q factor 
before the decoder as a function of the redundancy (or overhead) for a 25-channel 
WDM system designed to operate over more than 5,000 km with B = 40 Gb/s per 
channel. The effective values of Qc after the decoder are shown in part (b). In the 
absence of FEC, the system cannot operate beyond 3,000 km. With FEC, the Q factor 
becomes worse as the overhead increases because of the enhanced bit rate. However, 
the system can operate over a distance of 5,000 km over a wide range of overhead 
between 7 and 40%. The transmission distance can be increased to 6,000 km, but the 
overhead range over which the system can operate shrinks to below 25%. However, 
distance cannot be increased any further no matter what coding overhead is employed. 
The reason for this behavior is apparent from Figure 5.15(a). As seen there, Q2 is 
about 9 dB in the absence of FEC at a distance of 6,400 km. With FEC, this value 
drops to below 8 dB for a 20% overhead and drops sharply afterward as the overhead is 
increased further. Since a coding gain of more than 8 dB is not possible for the simple 
RS code used in the example of Figure 5.15, one cannot increase QZ above 15.6 dB, 
the value needed to realize a BER of less than lop9. 

Most lightwave systems currently employ the RS(255,239) code that has been rec- 
ommended by ITU for submarine applications. It allows for a coding gain of up to 
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Figure 5.15: Numerically simulated Q factors (a) before and (b) after the FEC decoder as a 
function of code redundancy for a WDM system with 25 channels, each at 40 Gb/s. (After 
Ref. [54]; 02002 IEEE.) 

6 dB with an overhead of 6.7%. The coding gain can be increased by about 1.2 dB if 
the FEC coder employs the RS(255, 223) scheme with an overhead of 14.3%. Con- 
catenation of two RS(255, 239) codes also improves the coding gain by 1.2 dB at a 
somewhat reduced overhead of 13.8%. An enhanced version of the FEC chip also be- 
came available commercially in 2002. It can improve the coding gain by 2 dB while 
keeping the overhead close to 7%. In a 2003 experiment, the required optical SNR for 
a 10-7-Gbls duobinary signal transmitted over 200 km was reduced from >23 dB to 
15 dB with the standard RS(255, 223) code [57]. This value was further reduced to 
only 13 dB when the enhanced FEC was employed. In another experiment, a similar 
increase in the coding gain was observed even when a 40-Gb/s signal was transmitted 
with the RZ-DPSK format [ 5 8 ] .  
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Problems 

5.1 Consider a 0.8-pm receiver with a silicon p-i-n photodiode. Assume 20 MHz 
bandwidth, 65% quantum efficiency, 1 nA dark current, 8 pF junction capaci- 
tance, and 3 dB amplifier noise figure. The receiver is illuminated with 5 pW 
of optical power. Determine the noise currents due to shot noise, thermal noise, 
and amplifier noise. Also calculate the signal-to-noise ratio. 

5.2 The receiver of Problem 5.1 is used in a digital communication system that re- 
quires a signal-to-noise ratio of at least 20 dB. What is the minimum required 
power when receiver performance is limited by (a) shot noise and (b) thermal 
noise? Also calculate the noise-equivalent power in the two cases. 

5.3 The excess noise factor of avalanche photodiodes is often approximated by Mx 
instead of Eq. (5.2.9). Find the range of M for which Eq. (5.2.9) can be approx- 
imated within 10% by FA(M) = M" by choosing x = 0.3 for Si, 0.7 for InGaAs, 
and 1 .O for Ge. Use kA = 0.02 for Si, 0.35 for InGaAs, and 1.0 for Ge. 

5.4 Derive Eq. (5.2.13). Plot Mopt versus k A  by solving the cubic polynomial on a 
computer by using RL = 1 ki2, F, = 2, R = 1 A N ,  en = 1 pW, and Id = 2 nA. 
Compare the results with the approximate analytic solution given by Eq. (5.2.14) 
and comment on its validity. 

5.5 Derive an expression for the optimum value of M for which the signal-to-noise 
ratio becomes maximum by using FA (M) = M" in Eq. (5.2.10). 

5.6 Prove that the bit-error rate given in Eq. (5.3.6) is minimum when the decision 
threshold is set close to a value given by Eq. (5.3.9). 

5.7 A 1.3-pm digital receiver is operating at 100 Mb/s and has an effective noise 
bandwidth of 60 MHz. The p-i-n photodiode has negligible dark current and 
90% quantum efficiency. The load resistance is 100 A2 and the amplifier noise 
figure is 3 dB. Calculate the receiver sensitivity corresponding to a BER of 
How much does it change if the receiver is designed to operate reliably up to a 
BER of 1 OpI2? 

for the receiver in Problem 
5.7 in the shot-noise and thermal-noise limits. How many photons are incident 
during bit 1 in the two limits if the optical pulse can be approximated by a square 
pulse? 

5.9 Derive an expression for the optimum gain Mopt of an APD receiver that would 
maximize the receiver sensitivity by taking the excess-noise factor as Mx. Plot 
Mopt as a function of x for OT = 0.2 p A  and Af = 1 GHz and estimate its value 
for InGaAs APDs. 

5.10 Derive an expression for the sensitivity of an APD receiver when the signal has 
a finite extinction ratio and both shot noise and thermal noise contribute to the 
receiver sensitivity. You can neglect the dark current. 

5.11 Derive an expression for the intensity-noise-induced power penalty of a p-i-n 
receiver by taking into account a finite extinction ratio. Shot-noise and intensity- 

5.8 Calculate the receiver sensitivity (at a BER of 
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noise contributions can both be neglected compared with the thermal noise in the 
off state but not in the on state. 

5.12 Use the result of the preceding problem to plot the power penalty as a function 
of the intensity-noise parameter rI [see Eq. (5.4.6) for its definition] for several 
values of the extinction ratio. When does the power penalty become infinite? 
Explain the meaning of an infinite power penalty. 

5.13 Derive an expression for the timing-jitter-induced power penalty by assuming a 
parabolic pulse shape [ ( t )  = r( 1 - B2t2)  and a Gaussian jitter distribution with 
a standard deviation z,. You can assume that the receiver performance is domi- 
nated by thermal noise. Calculate the tolerable value of B z  that would keep the 
power penalty below 1 dB. 

5.14 Explain how the FEC technique is implemented in practice for improving the 
performance of a lightwave system. Define the FEC overhead and the redun- 
dancy and calculate their values if the effective bit rate of a 40-Gbh is 45 Gb/s. 

5.15 Explain the meaning of coding gain associated with an FEC technique. How 
much coding gain is realized if the FEC decoder improves the BER from 
to lo-" 
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Chapter 6 

Optical Amplifier Noise 

As seen in Chapter 5, it is not possible to recover the original information without errors 
even in a perfect lightwave system because of the shot noise that is always present. In 
practice, several other noise sources set the bit-error rate (BER) that can be realized in 
a realistic system. For example, thermal noise cannot be avoided at room temperature, 
and it sets the ultimate limit for most short-haul lightwave systems. The situation is 
somewhat different for long-haul systems in which the optical signal is amplified peri- 
odically for compensating fiber losses. Each optical amplifier adds noise that becomes 
so large when multiple amplifiers are used that system performance is dominated by 
this source of noise, rather than thermal noise. This chapter focuses on amplifier noise 
and how it can be controlled in practice to design lightwave systems that can operate 
reliably over thousands of kilometers. We begin in Section 6.1 with a discussion of 
the origin of noise in lumped and distributed amplifiers. Section 6.2 shows how the 
noise added by amplifiers affects the optical SNR of the signal. The electrical SNR at 
the receiver is discussed in Section 6.3, where we also introduce the concept of noise 
figure for optical amplifiers. Section 6.4 focuses on the BER and the Q factor that can 
be realized at the receiver end of a long-haul lightwave system designed with a chain 
of in-line optical amplifiers. Section 6.5 considers how the dispersive and nonlinear 
effects influence an optical signal that is corrupted with noise periodically at multiple 
amplifiers. The topics discussed include the growth of noise through modulation in- 
stability and random changes in the energy, frequency, and position (timing jitter) of 
optical pulses induced by amplifier noise. Section 6.6 shows how the combination of 
amplifier noise and fiber nonlinearities affects the BER and the Q factor. 

6.1 Origin of Amplifier Noise 

As discussed in Section 3.2, optical amplifiers used for lightwave systems can be classi- 
fied into two categories known as lumped and distributed amplification. Erbium-doped 
fiber amplifiers (EDFAs) fall into the category of lumped amplification, whereas Ra- 
man amplification falls into the later category. The impact of noise is not the same for 
these two types of amplifiers. For this reason, we consider them separately. 
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(a ) 

Wavelength (pm) 
( b )  

Figure 6.1: (a) Energy bands (shaded regions) of erbium ions in silica fibers. Numbers on the 
right show the wavelengths corresponding to energy gaps. (b) Absorption and gain spectra of an 
EDFA whose core was codoped with germania. 

6.1.1 EDFA Noise 

EDFAs makes use of a rare-earth element (erbium) that is doped into the fiber core 
during the manufacturing process [ 11-[3]. When erbium is incorporated into the amor- 
phous silica-glass matrix, it is ionized triply. Figure 6.l(a) shows a few energy levels of 
Er3+ ions. The amorphous nature of silica broadens all energy levels into bands. The 
energy separation between the two lowest bands corresponds to a wavelength range 
from 1.46 to 1.62 y m  that happens to coincide with the low-loss region of silica fibers. 
These two bands are used for amplifying a WDM signal occupying the C and L bands. 
Figure 6.l(b) shows the absorption and gain spectra for atomic transitions occurring 
between them. The gain is possible only if more ions are in the excited state 4113/2 
than in the ground state. Such population inversion is realized by pumping the erbium- 
doped fiber optically with a laser operating continuously at a suitable wavelength. Any 
of the higher-energy bands can be used for pumping an EDFA. The excited state 411 
is often employed for this purpose, and a semiconductor laser emitting light in the 
spectral region near 980 nm is used for pumping EDFAs. However, as seen in Figure 
6.1 (b), EDFAs exhibit significant absorption near 1.48 y m .  This makes it possible to 
pump an EDFA in this region, while amplifying signals in the 1.55-ym region. 

Amplification occurs when erbium ions in the excited state emit coherent light 
through stimulated emission. Occasionally, however, an excited ion can decay to the 
ground state through a process known as spontaneous emission and emit a photon of 
nearly the same energy as signal photons but with an arbitrary phase. In free space, 
such spontaneously emitted photons can be emitted in any direction with an arbitrary 
state of polarization and can have their energies anywhere within the gain spectrum of 
erbium ions. In the case of optical fibers, spontaneous emission occurs in all modes 
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Spontaneously 
emitted photon 

Figure 6.2: Schematic illustration of amplitude and phase perturbations produced by a single 
spontaneous emitted photon. The tip of the small arrow can be anywhere on the circle depending 
on the phase of this photon. 

supported by the fiber (guided and unguided). Clearly, some of these photons would 
appear from time to time in the same fiber mode occupied by the signal field. As shown 
schematically in Figure 6.2, each such spontaneously emitted photon perturbs both the 
amplitude A and the phase q?~ of the optical field in a a random fashion. These random 
perturbations of the signal are the source of amplifier noise in EDFAs. 

The important question is how much noise is added by an optical amplifier. The 
noise properties of optical amplifiers have been studied extensively since the early 
1960s [4]-[9]. On a fundamental level, spontaneous emission has its origin in vacuum 
fluctuations, and one must carry out a quantum-mechanical analysis of the amplifica- 
tion process to find the magnitude of amplifier noise [lo]-[14]. Semiclassically, we 
can account for the noise by adding a Langevin-noise source term to the field equation 
governing signal propagation within the amplifier. Since the NLS equation describes 
wave propagation inside optical fibers, it can be generalized to include the gain and 
noise of optical amplifiers as 

(6.1 . l )  

where go = 0,Nz  - oaN1 is the gain coefficient, 0, and 0, are the emission and absorp- 
tion cross sections, and Nj and N2 are the erbium-ion densities in the two lowest-energy 
states (see Figure 6.1). 

The last term fn(z,t) in Eq. (6.1.1) accounts for the fluctuations induced by sponta- 
neous emission and is responsible for the amplifier-added noise. It vanishes on average, 
that is, ( f n ( z , t ) )  = 0, where angle brackets denote the ensemble average over the ran- 
dom process. If this process is assumed to be Markovian with Gaussian statistics, its 
statistical properties are completely described by the correlation function [ 141 

( f , ( ( z , t ) f n ( z Y ) )  = ns,hvogo6(z-z’)6(t 4 (6.1.2) 



188 Chapter 6. Optical AmpliJier Noise 

where hvo is the photon energy and the spontaneous-emission factor nSp is defined as 

The two delta functions in Eq. (6.1.2) ensure that all spontaneous-emission events are 
independent of each other both in time and at different points along the amplifier 
length. The form of Eq. (6.1.2) represents an example of the fluctuation-dissipation 
theorem [I51 and is consistent with the quantum treatment of amplifier noise. It can be 
justified by noting that nspgo = oeN2 corresponds to the rate of spontaneous emission 
(per unit length) into each mode supported by the fiber. 

In the case of lumped amplifiers, the length 1, of each amplifier is much shorter 
than the spacing LA between two amplifiers. Since 1, < 0.1 km typically, neither loss, 
nor dispersion, nor nonlinearities are important within the amplifier, and one can set 
a, b, and y to zero in Eq. (6.1.1). The resulting equation can be integrated over the 
amplifier length 1, with the result of 

where G f exp(gol,) is the amplifier gain and a,(t) represents amplified spontaneous 
emission (ASE) at the output of the amplifier such that 

(6.1.5) 

The statistical properties of a,(t) can be obtained from those of f , ( z , t ) .  As Eq. 
(6.1.5) represents a linear transformation, a,( t )  remains a Gaussian process. Moreover, 
since ( f , ( z , t ) )  = 0, a , ( t )  also vanishes on average. Similarly, using Eq. (6.1.2), the 
second moment of a, ( t )  is found to be 

(a,(t)a,(t’))  = S A S E ~ ( ~  - t ’ ) ,  SASE = nsphvo(G- I ) ,  (6.1.6) 

where SASE is the power spectral density of ASE noise. The same form of spectral 
density is found in a quantum treatment of optical amplifiers [9 ] .  

It is important to note that a,(t) in Eq. (6.1.4) represents only the portion of ASE 
that is coupled to the mode occupied by the signal. The total noise power is obtained 
by adding the contributions of all possible modes and can be quite large as one must 
add up noise over the entire bandwidth of the amplifier. An optical filter is often placed 
just after the amplifier to reduce the noise power. If that is the case, noise is added only 
over the filter bandwidth, and the ASE power becomes 

where H f  is the transfer function, vo is the center frequency, and Avo is the effective 
bandwidth of the optical filter. The factor of 2 takes into account the fact that even 
a single-mode fiber supports two orthogonally polarized modes; only half the power 
appears in the noise component that is copolanzed with the optical signal. 
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6.1.2 Distributed Amplification 

In the case of distributed amplification, Eq. (6.1.1) should be solved along the entire 
fiber link after go(z) has been determined for a given pumping scheme. We focus on the 
case of distributed Raman amplification [ 161-[ 181 and assume that go(z) is known in 
terms of the pump power injected at the pumping stations. The new feature is that the 
gain produced by stimulated Raman scattering is not constant along the fiber length, 
and its z-dependence must be accounted for. The origin of noise f n  ( z ,  t )  is also differ- 
ent and is related to spontuneous Raman scattering, rather than spontaneous emission 
between two atomic energy states. 

It is not easy to solve Eq. (6.1.1) in the general case. However, if we neglect the 
dispersive and nonlinear effects by setting p2 = 0 and y = 0, the resulting equation can 
be easily integrated along the amplifier length L to obtain 

where the total accumulated noise is given by 

and the net gain at a distance z is obtained from 

(6.1.9) 

(6.1.10) 

It is easy to show that u,(t) vanishes on average and its second moment is given by 

where the spectral density of ASE noise is defined as 

(6.1.12) 

The spontaneous-emission factor nSp in this expression has a different meaning than 
that encountered in the case of EDFAs. In contrast with the case of EDFAs, no elec- 
tronic transitions are involved during the Raman-amplification process. Rather, noise 
in Raman amplifiers is produced by spontaneous Raman scattering, whose magnitude 
is affected by phonon population in the first vibrational state of silica molecules and 
depends on the temperature of the fiber. More precisely, nSp is given by [ 181 

where R = 2n(vP - VO) is the Raman shift, vP is the pump frequency, k~ is the Boltz- 
mann constant, and T denotes the absolute temperature of the fiber. At room tempera- 
ture nSp = 1.14 when R is close to 13 THz near the Raman-gain peak. 
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Similar to the case of lumped amplifiers, the total ASE power is obtained by adding 
contributions over the entire Raman-gain bandwidth, or the bandwidth of an optical 
filter when such a filter is used. Assuming this to be the case, the total ASE power after 
the amplifier is given by 

where Avo is the bandwidth of the optical filter and the factor of 2 includes both polar- 
ization components. 

6.2 Optical SNR 

The ASE noise added by each amplifier to the signal reduces the SNR of the amplified 
signal. As was seen in Chapter 5, the SNR for lightwave systems is usually considered 
in the electrical domain after the signal has been converted into an electric form using 
a photodetector. However, the concept of optical SNR, defined as the ratio of optical 
power to the ASE power, is also useful as it can provide design guidelines. In this 
section we focus on the optical SNR and consider electrical SNR in the next section. 

6.2.1 Lumped Amplification 

In a chain of cascaded lumped amplifiers (see Figure 3.1), ASE accumulates from 
amplifier to amplifier and can build up to high levels [ 2 ] .  The ASE power added by 
any amplifier is attenuated in succeeding fiber sections, but it is also amplified by all 
following amplifiers. The net effect is that one can simply add the ASE powers of all 
amplifiers at the end of a fiber link. Assuming that all amplifiers are spaced apart by 
the same distance LA and are operated with the same gain G = exp(alA), the total ASE 
power for a chain Of NA amplifiers is given by 

(6.2.1) 

where, as before, the factor of 2 takes into account the unpolarized nature of ASE and 
Avo is the bandwidth of the optical filter. 

Clearly, ASE power can become quite large for large values of G and NA.  A side ef- 
fect of high ASE levels is that, at some point, ASE begins to saturate amplifiers. Then, 
signal power is reduced while, at the same time, noise power keeps on increasing, re- 
sulting in severe degradation of the SNR. The ASE power can be controlled, and SNR 
can be improved, by reducing the amplifier spacing LA. At first sight, this approach 
appears counterintuitive since it increases the number NA of amplifiers. However, not- 
ing that NA = = aLT/lnG for a link of total length LT, we find that P:iE scales 
with G as ( G  - l ) / l nG,  and can be lowered by simply reducing the gain G of each 
amplifier. Thus, increasing the number of amplifiers while reducing their separation is 
an effective technique for controlling ASE noise. This feature explains why distributed 
amplification helps to improve the performance of a lightwave system. 

In the case of lumped amplification, one wants to minimize the number of ampli- 
fiers for economical reasons. In this situation, the system should be designed with an 

ptot 
ASE = ~NASASEAV, = 2nsphVoN~(G - l)AVo, 
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Amplifier Spacing (km) 

Figure 6.3: Maximum ASE-limited system length as a function of amplifier spacing LA for 
several values of average signal power launched into a periodically amplified fiber link. 

amplifier spacing that is relatively large but still small enough to operate the system 
reliably and to realize a target value of optical SNR. From Eq. (6.2. l), the optical SNR 
can be written as 

(6.2.2) 

where en is the input average power. Figure 6.3 shows the total system length LT as 
a function of LA for several values of input powers using Q: = 0.2 dB/km, nsp = 1.6, 
Avo = 100 GHz, and assuming that an optical SNR of 20 is required for the system to 
function properly. For a given input power, amplifier spacing LA becomes smaller as 
the system length increases. Although amplifier spacing can be improved by increasing 
the input power en, in practice, the maximum power that can be launched is limited by 
the onset of various nonlinear effects discussed in Chapter 4. Typically, en is limited 
to close to 1 mW. At such power levels, LA should be in the range of 40 to 50 km for 
submarine lightwave systems with lengths of 6,000 km or more, but it can be increased 
to 80 km or so for terrestrial systems with link lengths under 3,000 km. 

6.2.2 Distributed Amplification 

In the case of distributed amplification, pump power is injected periodically at pump 
stations spaced apart by LA and is chosen such that the signal power recovers at each 
pump station to its input value, that is, P , ( ~ L A )  = En. One can use an approach similar 
to that employed for lumped amplifiers for calculating the optical SNR and finding the 
optimum pump-station spacing. The optical SNR of the amplified signal in this case 
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Figure 6.4: (a) ASE spectral density and (b) optical SNR as a function of net gain for a 100-km- 
long, bidirectionally pumped, distributed Raman amplifier when fin = 1 mW. The fraction of 
pump power in the forward direction varies from 0 to 100%. (After Ref. [ 161; 02003 Springer.) 

takes the form 

(6.2.3) 

where LT = NALA is the link length, NA is the number of pump stations, and SASE is 
given in Eq. (6.1.12). 

A new feature of distributed amplification is that the pump power can be injected 
in the forward, backward, or both directions. Since the functional form of gain g(z) 
depends on the pumping scheme, and SASE in Eq. (6.1.12) depends on g(z), we can 
control the optical SNR to some extent by adopting a suitable pumping scheme. Figure 
6.4 shows how (a) ASE spectral density and (b) optical SNR vary with the net gain 
G ( L )  for several different pumping schemes, assuming that a 1-mW input signal is 
transmitted through a 100-km-long, bidirectionally pumped, distributed Raman ampli- 
fier [16]. The fraction of forward pumping varies from 0 to 100%. Fiber losses are 
0.26 and 0.21 d B k m  at the pump and signal wavelength, respectively. Other parame- 
ters used were nsp = 1.13, hvo = 0.8 eV, and gR = 0.68 W-lkm. The optical SNR is 
highest in the case of purely forward pumping (about 54 dB or so), but it degrades by as 
much as 15 dB as the fraction of backward pumping is increased from 0 to 100%. This 
can be understood by noting that the ASE generated near the input end experiences 
accumulated losses over the full length of the fiber in the case of forward pumping, 
whereas it experiences only a fraction of such losses in the case of backward pumping. 

Figure 6.4(b) shows the optical SNR for a single 100-km-long section but it illus- 
trates clearly the benefits of distributed amplification. If N ,  such sections are employed 
to form a long-haul fiber link, SNR is reduced by a factor of NA, as seen from Eq. 
(6.2.3). Even when NA = 100 and the total link length LT = 10,000 km, SNR, remains 
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Figure 6.5: Schematic of the optical preamplification scheme. An amplifier is placed just before 
the detector to improve receiver sensitivity. The amplifier adds ASE to the signal and generates 
additional noise in the receiver current. 

larger than 20 dB. Such high values of optical SNR are difficult to maintain for long 
fiber links when EDFAs are used. 

6.3 Electrical SNR 

Optical SNR, although useful for design purposes, is not what governs the BER at 
the receiver. In this section, we focus on the electrical SNR of the current generated 
when an ASE-degraded optical signal is incident on a photodetector. For simplicity 
of discussion, we use the configuration shown in Figure 6.5 and assume that a single 
optical amplifier is used before the receiver to amplify a low-power signal before it 
is detected. This configuration is sometimes used to improve the receiver sensitivity 
through optical preamplifcation. 

6.3.1 ASE-Induced Current Fluctuations 

When the contribution of ASE noise to the signal field E, is included, the photocurrent 
generated at the receiver can be written as 

I = R~ (I&E, + ~~~l~ + l~~~ 1 2 )  + i s  + i T ,  (6.3.1) 

where G is the amplifier gain, is and i~ are current fluctuations induced by the shot 
noise and thermal noise, respectively, Ecp is the part of the ASE copolarized with the 
signal, and Eop is the orthogonally polarized part of the ASE. It is necessary to separate 
the ASE into two parts because only the copolarized part of the ASE can beat with the 
signal. 

The ASE-induced current noise has its origin in the beating of E, with Ecp and 
the beating of ASE with itself. To understand this beating phenomenon more clearly, 
notice that the ASE occurs over a broader bandwidth than the signal bandwidth A v ~ .  
It is useful to divide the ASE bandwidth Avo into M bins, each of bandwidth Av,, and 
write Ecp in the form 

M 
Ecp = (SASEAV,) exp( i& - iomt), (6.3.2) 

where @,,, is the phase of the noise component at the frequency % = y + rn(2aAvS) 
and rnl is the lower boundary of the filter passband. The spectral density of ASE for a 

m= 1 
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lumped amplifier is given in Eq. (6.1.6). A form identical to that of Eq. (6.3.2) applies 
for Eop.  

exp(i@, - im,,t) and Ecp from Eq. (6.3.2) in Eq. (6.3.1) and includ- 
ing all beating terms, the current I can be written in the form 

Using E, = 

I = RdGP, + i S i p s p  + isp-sp + is + h-, (6.3.3) 

where isig-sp and isppSp represent current fluctuations resulting from signal-ASE and 
ASE-ASE beating, respectively, and are given by 

M 

isig-sp ~ R ~ ( G P s S A S E A V S ) ” ~  C cOS[(Os - %)t + @m - @s], (6.3.4) 
m= 1 

Since these two noise currents fluctuate rapidly with time, we need to find their aver- 
ages and variances. It is easy to see that (isigpSp) vanishes. However, (isppSp) has a 
finite value resulting from the terms in the double sum for which m = n. This average 
value is given by 

(isppSp) = ~R~SASEAV,~! ,M ~ R ~ S A S E A V ,  RdPASE. (6.3.6) 

Variances of the two noise currents can also be calculated by squaring them and 
averaging over time. We write the final result directly as details are available in several 
texts [1]-[3]: 

(6.3.7) 

(6.3.8) 

where A f  is the effective noise bandwidth of the receiver (see Section 5.1). The total 
variance o2 of current fluctuations can be written as [6] 

2 

2 

csig-sp = 4RiGPySASEA.f , 

osp-sp = 4 R X S E A f  (Avo - A f  / 2 ) ,  

(6.3.9) 2 2  2 2 2  

where c$ is due to thermal noise and the shot-noise variance has an additional contri- 
bution resulting from the average in Eq. (6.3.6), that is, 

0 = 0sig-sp + csp-sp + 0 s  + 0~7 

0,’ = 2q[Rd(GPy +PAsE)]A~,  (6.3.10) 

where PASE = ~ S A S E A V ,  is the total ASE power entering the receiver. 

6.3.2 Impact of ASE on SNR 

We can now calculate the electrical SNR at the receiver. Noting from Eq. (6.3.3) that 
( I )  = Rd(GPs + PASE), the SNR is given by 

(6.3.1 1 )  
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The important question is whether the SNR, is improved or degraded because of signal 
amplification before its detection. To answer this question, we compare Eq. (6.3.1 1) 
with the SNR realized in the absence of optical amplifier. Setting G = I and P A ~ E  = 0, 

(6.3.12) 

Consider first the case of an ideal receiver with no thermal noise and 100% quan- 
tum efficiency so that Rd = q/hvo .  In this case, SNR without an amplifier is given 
by SNRL = PS/(2hvoAf) .  When an optical amplifier is used, the current variance is 
dominated by CF.&~. Neglecting o.&sp and P A ~ E  in Eq. (6.3.1 I) ,  the SNR is found to 
be 

(6.3.13) 

Using SASE from Eq. (6.3.3), we find that the optical amplifier degrades the electrical 
SNR by a factor of 

(6.3.14) 

In analogy with an electrical amplifier, F, is known as the noise figure of an optical 
amplifier. In the limit of large gain (G >> l ) ,  SNR is degraded by a factor of F, = 2nsp. 
Even when a perfect amplifier with nsp = 1 is employed, SNR is reduced by a factor of 
2 or 3 dB. This is a well-known feature of all amplifiers and is expected on physical 
grounds [9]. 

The above conclusion holds for an ideal receiver, limited only by the quantum 
noise. In practice, thermal noise exceeds shot noise by a large amount, and it should 
be included before concluding that an optical amplifier always degrades the electri- 
cal SNR. Neglecting shot noise in Eq. (6.3.12) and retaining only the dominant term 
C F & ~ ~  in Eq. (6.3.1 I ) ,  we find that 

(6.3.15) 

As this ratio can be made quite large by lowering Ps and increasing the amplifier gain 
G ,  electrical SNR can be improved by 20 dB or more compared with its value possible 
without amplification. This apparent contradiction can be understood by noting that the 
receiver noise, dominated by C F ~ ~ _ ~ ~ ,  is so large in magnitude that thermal noise can 
be neglected in comparison to it. In other words, optical preamplification of the signal 
helps to mask the thermal noise, resulting in an improved SNR. In fact, if we retain 
only the dominant noise term, the electrical SNR of the amplified signal becomes 

(6.3.16) 

This should be compared with the optical SNR of GP$/PAsE. As seen in Eq. (6.3.16), 
electrical SNR is higher by a factor of A v 0 / ( 2 A f )  under identical conditions since ASE 
noise contributes only over the receiver bandwidth A f  that is much narrower than the 
filter bandwidth Av,. 
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Figure 6.6: Schematic illustration of a hybrid scheme in which fiber losses are compensated by 
combining a lumped amplifier with partial Raman amplification of the signal within the fiber 
span through backward pumping. 

6.3.3 Noise Figure of Distributed Amplifiers 

The concept of noise figure can be easily extended to the case of distributed amplifi- 
cation. Equation (6.3.13) remains valid for a distributed amplifier provided the ASE 
spectral density is calculated from Eq. (6.1.12). Because of gain variations along the 
amplifier length, noise figure is given by 

(6.3.17) 

This equation provides reasonably small noise figures for “lumped” Raman amplifiers 
for which fiber length is -1 km, and the net signal gain exceeds 10 dB. 

When the same fiber used for signal transmission is employed for distributed am- 
plification, the length of each fiber section typically exceeds 50 km, and pumping is 
such that net gain G(z) < 1 over most of the fiber length. In this case, F, predicted 
by Eq. (6.3.17) is relatively large and can exceed 15 dB depending on the span length. 
This does not mean distributed amplifiers are more noisy than lumped amplifiers. To 
resolve this apparent contradiction, consider the hybrid scheme shown in Figure 6.6. 
Losses of 100-km-long fiber span (with a loss of 0.2 dB/km) are compensated using a 
scheme in which a lumped amplifier with 5-dB noise figure is combined with Raman 
amplification realized within the fiber span through backward pumping. The on-off 
gain GR of the Raman amplifier (defined as the increase in the output fiber as the pump 
is turned on) can be varied in the range of 0 to 20 dB by adjusting the pump power. 
Clearly, GR = 0 and 20 dB correspond to the cases of pure lumped and pure distributed 
amplifications, respectively. 

The solid line in Figure 6.7 shows how the noise figure of such a hybrid combina- 
tion changes as GR is varied from 0 to 20 dB [18]. When GR = 0 (no pumping), Eq. 
(6.3.17) shows that the passive fiber has a noise figure of 20 dB. This is not surprising 
since any fiber loss reduces signal power and thus degrades the SNR. As the signal is 
amplified inside a lumped amplifier, an additional 5-dB degradation occurs, resulting 
in a total noise figure of 25 dB in Figure 6.7. This value decreases as GR increases, 
reaching a level of about 17.5 dB for GR = 20 dB (no lumped amplification). The 
dashed line shows the noise figure of the Raman-pumped fiber span alone as predicted 
by Eq. (6.3.17). The total noise figure is higher because the lumped amplifier adds 
some noise if span losses are only partially compensated by the Raman amplifier. The 
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Figure 6.7: Total noise figure as a function of the on-off gain when 20-dB losses (dotted line) 
of a 100-km-long fiber span are compensated using a hybrid amplification scheme. The dashed 
line shows the noise figure of Raman-pumped fiber span alone. (After Ref. [18]; 02004 IEEE.) 

important point is that total noise figure drops below the 20-dB level (dotted line) when 
the Raman gain exceeds a certain value. 

To emphasize the noise advantage of distributed amplifiers, it is common to intro- 
duce the concept of an effective noise figure using the definition Fefi = F,exp(-aL), 
where a is the fiber-loss parameter at the signal wavelength. In decibel units, Feff = 

F, - 3, where 3 is the span loss in dB. Using Eq. (6.3.17) and g(z) = gRPp(z),  where 
gR is the Raman-gain coefficient and Pp is the pump power, the effective noise figure 
of a distributed Raman amplifier can be written as 

(6.3.18) 

where G(z)  is the net gain given in Eq. (6.1.10). When all fiber losses are compensated 
through distributed amplification, G(L)  = 1. As seen from Figure 6.7, Fefi < 1 (or 
negative on the decibel scale) by definition. It is this feature of distributed amplification 
that makes it so attractive for long-haul WDM lightwave systems. For the example 
shown in Figure 6.7, Feff M -2.5 dB when pure distributed amplification is employed. 
However, the noise advantage is more than 7.5 dB when noise figures are compared for 
lumped and distributed amplification schemes. 

The effective noise figure of a Raman amplifier depends on the pumping scheme 
used because, as discussed in Section 3.2, Pp(z)  can be quite different for forward, 
backward, and bidirectional pumping. In general, forward pumping provides the high- 
est SNR, and the smallest noise figure, because most of the Raman gain is then con- 
centrated toward the input end of the fiber where power levels are high. However, 
backward pumping is often employed in practice because of other considerations such 
as the transfer of pump noise to signal and the effects of residual fiber birefringence. 
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Figure 6.8: Variation of the signal power Ps and the ASE power P A ~ E  along a cascaded chain of 
optical amplifiers. The total power I+OT becomes nearly constant after a few amplifiers. (After 
Ref. [20]; 01991 IEEE.) 

6.3.4 Noise Buildup in an Amplifier Chain 

As mentioned earlier, long-haul lightwave systems require cascading of multiple op- 
tical amplifiers in a periodic fashion. The buildup of ASE noise is the most critical 
factor for such systems for two reasons. First, in a cascaded chain of optical amplifiers 
(see Figure 3.1), the ASE accumulates over many amplifiers and degrades the SNR as 
the number of amplifiers increases [19]-[22]. Second, as the level of ASE grows, it 
begins to saturate optical amplifiers and reduce the gain of amplifiers located further 
down the fiber link. The net result is that the signal level drops while the ASE level 
increases. Numerical simulations show that the system is self-regulating in the sense 
that the total power obtained by adding the signal and ASE powers ( ~ O T  = P, + PASE) 
remains relatively constant. Figure 6.8 shows this self-regulating behavior for a cas- 
caded chain of 100 amplifiers with 100-km spacing and 35-dB small-signal gain. The 
power launched by the transmitter is 1 mW. The other parameters are nsp = 1.3 and 
Go exp(-alA) = 3. The signal and ASE powers become comparable after 10,000 km. 
Clearly, ASE-induced gain saturation should be avoided as much as possible. We as- 
sume this to be the case in the following discussion. 

To estimate the SNR associated with a long-haul lightwave system, we assume 
that all amplifiers are spaced apart by a constant distance LA, and the amplifier gain 
G 3 exp( aLA) is just large enough to compensate for fiber losses in each fiber section. 
The total ASE power for a chain of NA amplifiers is then given by Eq. (6.2.1 ) and can be 
used to find the optical SNR using SNR, = &/PAsE. To calculate the electrical SNR, 
we need to find the current variance at the receiver. If we assume that the receiver noise 
is dominated by the signal-ASE beat noise and include only this dominant contribution, 
the electrical SNR is found to be 

(6.3.19) 



6.4. Receiver Sensitivity and Q Factor 199 

where we used Eq. (6.3.7). This equation shows that the electrical SNR is reduced by 
a factor of N ,  simply because ASE noise is increased by that factor. However, one 
should not conclude from this equation that the system designed to operate over a total 
length LT can be improved by placing fewer amplifiers along the link. The reason 
is related to the fact that each amplifier would have to operate with a higher gain G .  
Since SASE in Eq. (6.1.6) scales linearly with G - 1, the noise level of each amplifier 
would increase. In fact, as discussed earlier in Section 6.2.1, reducing the number of 
amplifiers makes the situation worse. The appropriate design solution is to employ 
more amplifiers, each with a lower gain. This can be understood by noting that NA 
scales with gain as NA = LT/L, = aLT/lnG. As a result, SNR, scales with C as 
ln(G)/(G - 1) and can be improved by reducing G or LA. The results shown in Figure 
6.3 also apply here because the optical and electrical SNRs are related to each other as 
SNRJSNR, = AvO/(2Af). 

6.4 Receiver Sensitivity and Q Factor 

So far in this chapter, we have considered only a constant-power input signal even 
though optical signal in any realistic lightwave system is in the form of a pseudo- 
random bit stream consisting of 0 and 1 bits. This section focuses on such a realistic 
situation and evaluates the effects of amplifier noise on the BER and the receiver sen- 
si tivity. 

6.4.1 Bit-Error Rate 

The calculation of BER for lightwave systems employing optical amplifiers follows 
the approach outlined in Section 5.3.1. More specifically, BER is given by Eq. (5.3.2). 
However, the conditional probabilities P ( 0 / 1 )  and P (  1/0) require knowledge of the 
probability density function (PDF) for the current I corresponding to symbols 0 and 1. 
Strictly speaking, the PDF does not remain Gaussian when optical amplifiers are used, 
and one should employ a more complicated form of the PDF for calculating the BER 
[23]-[25]. However, the results are much simpler if the actual PDF is approximated by 
a Gaussian. We assume this to be the case in this subsection. 

With the Gaussian approximation for the receiver noise, we can use the analysis of 
Section 5.3.1 to find that the BER is given by Eq. (5.3.1 l), and the Q factor can still be 
defined as 

(6.4.1) 

However, the noise currents 01 and 00 should now include the beating terms introduced 
in Section 6.3.1 and are obtained using 

I1 - 10 

01 + 00 Q =  -, 

0: = + o:p-sp + 0, 2 + o;, 0 0  2 = o&sp + 0;. (6.4.2) 

In the case of 0 bits, 0,’ and q&-sp can be neglected as these two noise contributions 
are signal-dependent and nearly vanish for 0 bits if we assume a high extinction ratio 
for the bit stream. As the Q factor specifies the BER completely, one can realize a BER 
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below lop9 by ensuring that Q exceeds 6. The value of Q should exceed 7 if the BER 
needs to be below 

Several other approximations can be made while calculating the Q fcator. A com- 
parison of Eqs. (6.3.7) and (6.3.10) shows that 0,’ can be neglected in comparison with 
c ~ . & ~ ~  in most cases of practical interest. The thermal noise 0: can also be neglected 
in comparison with the dominant beating term whenever the average optical power at 
the receiver is relatively large (>0.1 mW). The noise currents 01 and 00 are then well 
approximated by 

(6.4.3) 

An important question is how receiver sensitivity is affected by optical amplifica- 
tion. Since the thermal noise does not appear in Eq. (6.4.3), one would expect that 
receiver performance would not be limited by it, and one may need much fewer pho- 
tons per bit compared with thousands of photons required when thermal noise domi- 
nates.This is indeed the case, as also observed during the 1990s in several experiments 
that required about 100 to 150 photonshit [26]-[29]. On the other hand, as discussed 
in Section 5.3.3, only 10 photnshit are needed, on average, in the quantum limit. Even 
though we do not expect this level of performance when optical amplifiers are used 
because of the additional noise introduced by them, it is useful to inquire about the 
minimum number of photons in this case. 

To calculate the receiver sensitivity, we assume for simplicity that no energy is 
contained in 0 bits so that 10 M 0. Clearly, 11 = 2RdPrec, where Fret is the average power 
incident on the receiver. Using Eq. (6.3.7) and (6.3.8) in Eq. (6.4.3) together with Eq. 
(6.4.1), we obtain 

2 2 112 
01 = (Osig-sp + qsp-sp) > 00 = osp-sp. 

(6.4.4) 

The receiver sensitivity can be written in terms of the average number of photonshit, 
Np,  by using the relation P,,, = NphvoB. If we accept A.f = B/2 as a typical value of 
the receiver bandwidth, Np is given by 

P , c  = hv&oAf[Q2+Q(Avo/Af-  3) 1 112 1. 

(6.4.5) 

where rf = A v , / A f  is the factor by which the optical filter bandwidth exceeds the 
receiver bandwidth. 

Equation (6.4.5) is a remarkably simple expression for the receiver sensitivity. It 
shows clearly why amplifiers with a small noise figure must be used; the receiver sen- 
sitivity degrades as F, increases. It also shows how narrowband optical filters can 
improve the receiver sensitivity by reducing r f .  Figure 6.9 shows N p  as a function of 
rf for several values of the noise figure F, using Q = 6, a value required to maintain a 
BER of lop9. The minimum value of F, is 2 for an ideal amplifier. The minimum value 
of r f  is also 2 since Avo should be wide enough to pass a signal at the bit rate B. Using 
Q = 6 with F, = 2 and r f  = 2, the best receiver sensitivity from Eq. (6.4.5) is N p  = 
43.3 photonshit. This value should be compared with N p  = 10, the value obtained for 
an ideal receiver operating in the quantum-noise limit (see Section 5.3.3). Of course, 
N p  = 10 is never realized in practice because of thermal noise; typically, N p  exceeds 
1,000 without optical amplifiers. 
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Figure 6.9: Receiver sensitivity RP as a function of optical filter bandwidth (normalized to the 
receiver bandwidth) for several values of amplifier-noise figure Fo. 

6.4.2 Non-Gaussian Receiver Noise 

As mentioned earlier, even though the ASE itself has a Gaussian PDF, the detector 
current generated at the receiver does not follow Gaussian statistics. The reason can 
be understood from Eq. (6.3.1). If we neglect the last two terms, retain only the ASE- 
related terms, and assume no net amplification of the signal at the end of an amplifier 
chain. the detector current becomes 

I = Rd(lEs +EC,l2 + I&p12), (6.4.6) 

where Ecp and Eop represent the copolarized and orthogonally polarized parts of the 
ASE noise. The orthogonal part can be suppressed by placing a polarizer in front of 
the receiver. If we use Eq. (6.3.2), we can write the current as 

(6.4.7) 
m= 1 m= 1 

where I,  = RdlEsI2 is the current in the absence of noise and IN = RdSAsEAV, is the 
noise current induced by ASE within the signal bandwidth. We have also introduced 
two real random variables c,  and s, as c,,, + is, = exp(i@,), where @, represents a 
randomly varying phase. The integer p = 1 or 2 depending on whether a polarizer is 
placed or not placed in front of the receiver. 

As seen in Eq. (6.4.7), I is a function of a large number of random variables, each of 
which follows Gaussian statistics. In the absence of ASE-ASE beating, I would have a 
Gaussian PDF since it represents a linear combination of Gaussian variable. However, 
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this beating term cannot be ignored, and the statistics of I are generally non-Gaussian. 
It turns out that the PDF can be obtained in an analytic form for both 0 and 1 symbols 
[23]-[25]. In the case of 0 bits, I ,  = 0, and the PDF is found to be 

(6.4.8) 

The PDF expression is somewhat more complicated in the case of 1 bits. Using I, = 11, 
it can be written as 

where Ca;, represents the modified Bessel function of order k .  The two conditional 
probabilities appearing in Eq. (5.3.2) can now be calculated numerically for a given 
value of the decision level I D .  The resulting BER is then minimized to find the optimum 
value of the decision level. The average number of photonshit required to maintain a 
BER below lop9 is about 40 when Eqs. (6.4.8) and (6.4.9) are used. This value is 
lower by about 0.3 dB compared with the value of 43.3 found earlier with the Gaussian 
approximation for the two PDFs. 

Experimental measurements agree with the theoretical predictions based on Eqs. 
(6.4.8) and (6.4.9). Figure 6.10 compares the experimental and predicted PDFs for a 
receiver with an electrical bandwidth of 7 GHz when a cascade of three EDFAs pro- 
vided a net signal gain of around 32 dB [25]. The optical filter had a bandwidth of 
1.3 nm in this experiment. In the absence of signal, receiver noise is dominated by 
ASE-ASE beating, and the PDF is far from Gaussian. However, deviations are rela- 
tively small in the case of 1 bits because the noise level is dominated by signal-ASE 
beating. As mentioned earlier, a Gaussian distribution is expected in the absence of 
ASE-ASE beating. In general, the Gaussian approximation holds better as the band- 
width of optical filter increases and M becomes large. 

The use of Gaussian PDF is questionable for predicting the decision threshold 10 
at which BER becomes minimum [3]. However, in practice, ID is determined experi- 
mentally by adjusting it until the “eye” in the eye diagram is as wide open as possible. 
This procedure is equivalent to finding the minimum BER based on Eqs. (6.4.8) and 
(6.4.9). The BER predicted by a Gaussian PDF with this choice of ID is reasonably 
close to the actual answer. For this reason, the Gaussian approximation is often used 
in practice for calculating the receiver sensitivity. In particular, one can employ Eq. 
(6.4.1) for calculating the Q factor and use it to judge the system performance. 

6.4.3 Relation between Q Factor and Optical SNR 

The Q parameter that appears in the calculation of BER and the optical SNR calculated 
in Section 6.2 are related to each other. To show this relationship in a simple form, we 
consider a lightwave system dominated by amplifier noise and assume that 0 bits carry 
no energy (except ASE). Then, 10 % 0 and I I  = RdP1, where PI is the peak power level 
during each 1 bit. Using the definition of total ASE power in Eq. (6.1.14) together with 
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Figure 6.10: Measured (symbols) and predicted (solid line) PDFs for 0 bits (top) and 1 bits 
(bottom). In each case, a dashed line shows the Gaussian approximation. (After Ref. [25]; 
0 1997 IEEE.) 

Eqs. (6.3.7) and (6.3.8), we obtain 

where we assumed M = Av,/Af >> 1. 

If we calculate Q with the help of Eq. (6.4.1), the result is found to be [23] 
Using the two variances from Eq. (6.4.10) in Eq. (6.4.3), we can obtain 01 and 00. 

S N R , ~  
J2SNR, + 1 + 1 ’ Q =  (6.4.1 1) 

where SNR, = Pi /PASE is the optical SNR. This relation can be easily inverted to find 

(6.4.12) 

These equations show that Q = 6 can be realized for relatively low values of optical 
S N R .  For example, we only need SNR, = 7.5 when M = 16 to maintain Q = 6. Figure 
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Figure 6.11: Required optical SNR as a function of M for several values of the Q factor. 

6.1 1 shows how optical SNR varies with M for values of Q in the range of 4 to 8. As 
seen there, the required optical SNR increases rapidly as M is reduced below 10. 

In some receivers, an electrical filter known as the integrate-and-dump filter is 
employed before the decision circuit. Such receivers use pulse energy defined as 
E p  = J:.,IA(L,t)I2dt for distinguishing between 0 and 1 bits, where A ( L , t )  is the 
optical field at the end of the fiber link. The ASE noise added by amplifiers induces 
fluctuations in E, that affect the BER at the receiver. We consider such energy fluctua- 
tions in the following section. 

6.5 Role of Dispersive and Nonlinear Effects 

So far in this chapter we have considered amplifier noise without paying attention to 
how this noise interacts with the dispersive and nonlinear effects that also occur as an 
optical signal propagates along the fiber link. In reality, ASE noise propagates with 
the signal and is affected also by the same dispersive and nonljnear mechanisms that 
affect the optical signal. In this section, we consider the general problem and show that 
ASE noise can be enhanced considerably if the conditions are suitable for modulation 
instability to occur. ASE noise also affects optical pulses and induces not only energy 
fluctuations but also timing jitter by shifting each pulse in a random fashion from its 
original location within the bit slot. 

6.5.1 Noise Growth through Modulation Instability 

Consider a long-haul lightwave system with lumped amplifiers placed periodically 
along the link. Each amplifier adds ASE noise that propagates with the signal in multi- 



6.5. Role of Dispersive and Nonlinear Effects 205 

ple fiber sections. In a purely linear system, the noise power would not change. How- 
ever, the nonlinear term in the NLS equation (6. l .  l )  couples the ASE and signal and 
modifies the signal through the three nonlinear effects, SPM, XPM, and FWM, dis- 
cussed in Chapter 4. For a lightwave system operating close to the zero-dispersion 
wavelength of the fiber, FWM is of considerable concern [30], but SPM and XPM do 
not affect the system performance much [31]. The situation changes in the presence of 
fiber dispersion because conventional FWM is then not phase-matched and becomes 
negligible. However, the phenomenon of modulation instability (see Section 4.1.4) 
degrades the system performance by amplifying the ASE noise and converting phase 
fluctuations into intensity noise [32]-[40]. Conceptually, modulation instability is re- 
lated to a FWM process that is phase-matched by the nonlinear effects [41]. The ASE 
noise seeds the FWM process and amplifies those spectral components of noise that lie 
within the gain bandwidth of modulation instability. 

To study how ASE noise is affected by modulation instability, we need to solve 
Eq. (6.1.1). As was done in Section 3.2.3, it is helpful to employ the transformation 
A ( z , t )  = m B ( z , t )  and write Eq. (6.1.1) in terms of B(z, t )  as 

(6.5.1) 

where p ( z )  denotes variations in the peak power of the signal along the fiber link and 
is defined such that p(zm) = 1, where zm is the location of the mth amplifier. In the 
case of lumped amplifiers, the noise term fa = 0 in each fiber section because noise 
is generated only within amplifiers. However, this noise term should be retained for 
distributed Raman amplification. We focus on the case of lumped amplifiers in the 
following discussion and set p ( z )  = exp(-az). 

In general, one must solve Eq. (6.5.1) numerically as both the signal and ASE noise 
are time-dependent. Some insight in the noise amplification process can be gained by 
assuming that a CW signal with power PO enters the fiber with noise superimposed on 
it. We can then write the solution of Eq. (6.5.1) in the form 

B(z , t )  = [JPo+a(z,t) lexP(ihL),  (6.5.2) 

where @.JL = yP0 Ji e-az dz is the SPM-induced nonlinear phase shift. Substituting Eq. 
(6.5.2) in Eq. (6.5.1) and assuming that noise is much weaker than the signal << 
PO), we obtain 

aa ipZ a2a 
- + - - = iyPoePz(a +a*).  az 2 a t 2  

(6.5.3) 

The linear equation (6.5.3) is easier to solve in the Fourier domain because it re- 
duces to the following set of two ordinary differential equations: 

dbl i 
- = -pZQ2bl +iyP'eKaz(bl +bS),  
dz 2 

(6.5.4) 

(6.5.5) 

where bl ( z )  = d(z,Q), b 2 ( ~ )  = d ( z ,  -Q), d represents the Fourier transform of a, and 
Q = W, - Q represents the shift of the noise frequency W, from the signal carrier fre- 
quency Q. These equations show that SPM couples the spectral components of ASE 
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noise located symmetrically around q,. When C2 falls within the gain bandwidth of 
modulation instability (see Figure 4.4), the corresponding noise components are am- 
plified. In the FWM picture, two photons of energy Am from the signal are converted 
into two new photons with energies A(Q + 0) and A(Q - C2) .  

The coupled equations (6.5.4) and (6.5.5) can be solved easily when fiber losses 
are negligible (a  = 0) so that the last term is z-independent [32]. It can also be solved 
when a # 0 but the solution involves the Hankel functions [35] or modified Bessel 
functions of complex order and argument [39]. An approximate solution is obtained 
when eCaz is replaced with its average value L,fi/L [34], where L is the fiber length and 
L,ff is the effective length introduced in Section 4.1. In a more accurate approach, fiber 
is divided into multiple segments [37]. Propagation through each segment of length h 
is governed by a transfer matrix [32] 

(6.5.6) 

where the matrix elements are given by 

MI1 = [exp(iklh) -qr2exp(ik2h)]/(I - q q ) ,  

M22 = [exp(ikzh) - rlr2exp(iklh)]/(l- r1r2), 

MI2 = rZ[exp(ikzh) -exp(iklh)]/(l -r1r2), 

M21 = rl[exp(iklh) -exp(ik2h)]/(l -qr2) .  

(6.5.7) 
(6.5 3) 
(6.5.9) 

(6.5.10) 

The four parameters appearing in these expression depend on the dispersion and non- 
linear parameter combinations d = p2Q2 and p = yP"e-azn as 

kl = [ (p + d ) 2  - p2] ' I 2 ,  (6.5.1 1) 
r1 = @ - d ) / p - l ,  r 2 = - ( k 2 + d ) / p - l .  (6.5.12) 

The matrix elements M,, are constants in each fiber segment but change from seg- 
ment to segment. The solution at the end of fiber is obtained by multiplying individual 
matrices. The effects of dispersion compensation can be easily incorporated by chang- 
ing the values of p2 for specific segments. To calculate the buildup of ASE noise in a 
long chain of amplifiers, one must add additional noise after each amplifier, propagate 
it in subsequent fiber sections, and sum the contribution for all amplifiers. This proce- 
dure allows one to calculate the optical spectrum as well as the relative intensity noise 
(RIN) spectrum at the receiver end [37]. Figure 6.12 shows an example of a numeri- 
cally simulated optical spectrum at the end of a 2,500-km fiber link with 50 amplifiers 
placed 50 km apart [40]. A 1-mW signal at the 1.55-pm wavelength is transmitted 
through a fiber link using parameter values of p2 = - 1 ps2/km, y = 2 W-l/km, and 
a = 0.22 dB/km. Optical filters with a 8-nm passband filter the ASE after every am- 
plifier. The broad pedestal represents the ASE spectrum expected even in the absence 
of nonlinear effects. The double-peak structure near the signal wavelength is due to 
modulation instability. The weak satellite peaks result from the nonlinear index grating 
formed by periodic variations of signal power along the fiber link. 

From the standpoint of system performance, what matters most is the signal-ASE 
beating at the photodetector. It is possible to calculate the factor F, by which the 

k2 = - [ (p + d ) 2  - p2] 
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Figure 6.12: Optical spectrum showing effects of modulation instability at the end of a 2,500-km 
fiber link consisting of 50 amplifiers. (After Ref. [40]; 01999 IEEE.) 

noise variance o&-sp changes because of the dispersive and nonlinear effects occumng 
within the fiber link [37]. Figure 6.13 shows how Fv changes with the launched input 
power for a lightwave system consisting of four 100-km-long sections with a = 0.2 
dB/km and y = 1.2 W-'/km. The receiver bandwidth varies in the range of 2 to 30 
GHz. Fiber dispersion is either (a) anomalous with D = 2 ps/(km-nm) or (b) normal 
with D = -2 ps/(km-nm). In the case of anomalous dispersion, noise variance is al- 
ways enhanced; the enhancement factor increases both with receiver bandwidth and 
launched input power and can exceed a value of 10. In contrast, when link dispersion 
is normal, noise may increase or decrease depending on system parameters, but change 
is relatively small (within 30% or so). The large enhancement of the signal-ASE beat 
noise in the case of anomalous dispersion is directly related to the impact of modulation 
instability. Experimental results for a lightwave system operating at 10 Gb/s exhibited 
performance degradation after a transmission distance of only 455 km [36]. The system 
performance improved considerably when link dispersion was partially compensated. 

6.5.2 Noise-Induced Signal Degradation 

We next focus on the degradation of optical signal as it propagates through the link 
while ASE noise is added by amplifiers periodically. For this purpose we consider a 
single pulse representing bit 1 in a fixed time slot and ask how its energy and position 
are affected by noise. Although changes in pulse energy are expected, ASE can also 
induce timing jitter in a bit stream by shifting optical pulses from their original location 
within the time slot in a random fashion. Such a jitter was first studied in 1986 in the 
context of solitons and is called the Gordon-Haus jitter [42]. It was recognized later 
that timing jitter occurs in any lightwave system employing optical amplifiers and it 
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Figure 6.13: Noise-enhancement factor Fv as a function of input optical power in the cases 
of (a) anomalous and (b) normal dispersion for Af = 2 GHz (crosses), 8 GHz (crosses), 20 
GHz (crosses), and 30 GHz (crosses). In each case, the fiber link consists of four 100-km-long 
sections. (After Ref. [37]; 01997 IEEE.) 

imposes a fundamental limitation on all long-haul systems [43]-[49]. 
The physical origin of ASE-induced jitter can be understood by noting that optical 

amplifiers affect not only the amplitude but also the phase of the amplified signal, as 
apparent from Eq. (6.1.1) or Figure 6.2. Time-dependent variations in the optical phase 
shift the signal frequency from the carrier frequency by a small amount after each 
amplifier. Since the group velocity of an optical pulse depends on its carrier frequency 
(because of dispersion), the speed at which a pulse propagates through the fiber is 
affected by each amplifier in a random fashion. Such speed changes produce random 
shifts in the pulse position at the receiver and are responsible for the ASE-induced 
timing jitter. 

In general, one should solve Eq. (6.5.1) numerically to study how much signal is 
affected by noise. However, such a Monte-Carlo approach is quite cumbersome in 
practice as this equation should be solved multiple times to collect a large enough sta- 
tistical sample. The moment method, discussed in Section 4.6.1, allows one to perform 
the average over ASE noise analytically. We need to extend this method and introduce 
two new moments q and R, representing pulse position within the bit slot and shift in 
the carrier frequency, respectively, and defined as [45] 

(6.5.13) 

(6.5.14) 

where E ( z )  3 S _ " , \ B ( ~ , t ) ) ~ d t  is related to pulse energy. Noting that fiber losses have 
been removed from Eq. (6.5.1), we expect E to remain constant along the fiber in the 
absence of ASE noise. 

Differentiating E ,  q, and R with respect to z and using Eq. (6.5.1), we find that they 
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change in each passive fiber section as [46] 

d R  
= 0. d q  dE  

dz  
= 0,  -=pp2a, d z  - dz - (6.5.15) 

A simple integration shows that while pulse energy E and frequency R do not change 
during propagation, pulse position shifts if the pulse enters the fiber with a finite value 
of R. This is easily understood if we recall from Section 3.2 that Eq. (6.5.1) is written 
in a frame moving with the group velocity vg of the pulse, that is, the center of the 
pulse remains stationary as long as the carrier frequency 00 remains fixed. However, 
if this frequency shifts by R, the group velocity changes, and the pulse center shifts by 

Consider now what happens when pulse enters the kth amplifier along the fiber 
link. Because of ASE added by the amplifier, E ,  R, and q change by random amounts 
6Ek, 6C&, and 8qk, respectively. If we include these random changes, Eqs. (6.5.15) 
take the form 

q ( 2 )  = p2Rz. 

Z k ) r  (6.5.17) 

Z k ) ,  (6.5.16) 

Z k ) r  (6.5.18) 

where the sum is over the total number of amplifiers encountered by the pulse before 
it arrives at z .  These equations show that frequency fluctuations induced by amplifiers 
manifest as position fluctuations because of GVD; some jitter occurs even when p2 = 0. 
Clearly, ASE-induced timing jitter would be large for fibers with large dispersion and 
can be reduced by operating a lightwave system near the zero-dispersion wavelength 
of the fiber. 

and 6Rk. Let B(zk , t )  be the field entering the kth amplifier. After amplification, this 
field can be written as B(zk,t)  +bk(t) ,  where bk(t) is the ASE-induced change in the 
optical field. As discussed in Section 6.1, bk(t) vanishes on average but its correlation 
function is given by 

(b?(f)bk(t’)) = S A S E 6 j k a ( t - t ’ ) ,  (6.5.19) 

where SASE is the spectral density of ASE given in Eq. (6.1.6) and 6,k indicates that 
fluctuations at two different amplifiers are not correlated. We can calculate the change 
in E ,  q, and R occurring after the kth amplifier by applying Eqs. (6.5.13) and (6.5.14) 
at the end of that amplifier. We then obtain the following relations: 

Before proceeding further, we need to consider the statistics of fluctuations 6Ek, 6 q k ,  

(6.5.21) 
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where q k ,  Q k ,  and Ek are the pulse parameters before entering the amplifier. After 
some simplifications, these equations reduce to 

(6.5.24) 

(6.5.25) 

We can now perform the average over the random variable bk using Eq. (6.5.19) 
together with (bk) = 0. Random variables 6qk and 6 Q k  vanish on average, but (6Ek) = 

SASE. Their correlation function and variances can also be calculated with the help of 
Eq. (6.5.19) and are found to be 

(6.5.26) 

(6.5.27) 

(6.5.28) 

where V = Bexp[iQk(t - q k ) ] .  These equations apply for any pulse shape. However, 
they requite a knowledge of the optical field B ( z , t )  at each amplifier. In the most 
general case, this field can be obtained by solving Eq. (6.5.1) numerically (without the 
noise term). Such a semianalytic approach is quite useful in practice as it solves the 
NLS equation numerically only once while performing the average over ASE noise in 
an analytic fashion [45]. 

6.5.3 Noise-Induced Energy Fluctuations 

As a simple application of the moment method, we calculate the variance of pulse- 
energy fluctuations. As noted before, (6Ek)  = SASE. Calculating (6E:) from Eq. 
(6.5.23) and performing the average with the help of Eq. (6.5.19), we obtain the rela- 
tively simple result 

( 6 E t )  = 2SASEEk +S&E. (6.5.29) 

If we use the definition of energy variance 

= (6E:) - (6Ek)2 ,  (6.5.30) 

the standard deviation OE = ( ~ S A S & ) ' / *  depends on the pulse energy Ek before the 
amplifier. As a numerical example, after an amplifier with 20 dB gain and nSp = 1.5 
(noise figure about 4.8 dB), 1-pJ input pulses have a relative fluctuation level OE/E of 
about 0.6% in the spectral region near 1.55 pm.  

The important question is how this noise accumulates along the fiber link. We can 
calculate energy variance for a long fiber link with multiple amplifiers by considering 
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what happens to pulse energy in the fiber section before the kth amplifier. As seen from 
Eq. (6.5.15), E remains unchanged within a passive fiber as losses have been removed 
from Eq. (6.5.1). This leads to a recurrence relation Ek = Ek-1 + 6Ek that can be used 
to obtain the final energy at the end of the last amplifier in the form 

where Eo is the input pulse energy and NA is the number of amplifiers along the fiber 
link assumed to be spaced apart equally. 

The average value is found from Eq. (6.5.31) to be 

The second moment can also be calculated as 

(6.5.32) 

(6.5.33) 

Using the fact that fluctuations at each amplifier follow an independent random process 
and thus are uncorrelated, we obtain 

(E;) = E i  + ~ N A S A S E E O  + NA2sisE. (6.5.34) 

The standard deviation of energy fluctuations follows from Eqs. (6.5.30), (6.5.32), 
(6.5.34) and is given by 

O E  = d-. (6.5.35) 

As expected on physical grounds, OE scales with the number of amplifiers as a, or 
with the link length as 6 since LT = NALA for an amplifier spacing of LA. Even for a 
relatively long fiber link with 100 cascaded amplifiers, the level of energy fluctuations 
remains below 10% for typical parameter values. 

6.5.4 Noise-Induced Frequency Fluctuations 

We can follow the same procedure to calculate the variance of frequency fluctuations 
at the end of NA amplifiers. However, even though we were able to calculate energy 
variance without knowing the actual pulse shape, this is not so in the case of frequency 
fluctuations or timing jitter. Let us assume that optical pulses representing 1 bits are 
in the form of a chirped Gaussian pulse and that nonlinear effects are relatively weak 
so that each pulse is affected mostly by fiber dispersion. As seen in Section 3.2, each 
pulse maintains its Gaussian shape on propagation but its parameters change. The 
optical field associated with a single pulse can be written as 
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where the amplitude a ,  phase $I, frequency R, position q, chirp C, and width T all are 
functions of 2. As discussed in Section 4.6, we can use the the moment method to find 
the pulse parameters at the location of each amplifier. 

Using the Gaussian form of B(z , t )  from Eq. (6.5.36) in Eqs. (6.5.26) through 
(6.5.28), we can perform the time integration analytically. The variances and cross- 
correlation of 6qk and 6Rk at the location of the ith amplifier are then found to be [46] 

where E k ,  ck, and Tk are the energy, chirp, and width at z = z k .  

The final step is to write these parameters in terms of the input pulse parameters 
Eo, CO, and TO. The pulse energy Ek can be replaced with EO if each amplifier com- 
pensates all losses of the preceding fiber section. The pulse width and chirp are found 
from Section 3.3 or 4.6 to be 

where d, = $+' b ( z )  dz is the net accumulated dispersion in each fiber section. Using 
Eq. (6.5.39) in Eqs. (6.5.37) and (6.5.38), we obtain 

The variance of frequency fluctuations is found by integrating Eq. (6.5.1 8), and the 
total frequency shift at the end of the last amplifier is found to be C l ~ f  = zfA1 6nk. In 
contrast with the case of energy fluctuations, the average value (Rf) = 0. The variance 
is found to be 

NA NA 

o:=(R:)= C ( 6 n j 6 R k ) = N A ( ( 6 n k ) 2 ) .  (6.5.43) 

Using ( (6ak)2) from Eq. (6.5.42), the standard deviation of frequency fluctuations for 
initially unchirped Gaussian pulses is given by 

k=l  j = l  

As a numerical estimate, if we assume a 5% fluctuation level in the pulse energy, OQ = 

3.5 x lo9 s-' for TO = 10 ps. Thus, even for a relatively long link, the level of frequency 
fluctuations remains below 1 GHz. However, as discussed next, such small fluctuations 
can still produce considerable timing jitter. 
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6.5.5 Noise-Induced Timing Jitter 

We now proceed to calculate the timing jitter at the end of a fiber link with a cascaded 
chain of NA amplifiers. Equation (6.5.17) can be integrated in a straightforward manner 
to obtain the total jitter at the end of the fiber link as 

(6.5.45) 

where d,=  LA is the accumulated dispersion in each fiber section with average dis- 
persion p2. Timing jitter is calculated from this equation using 

4 = (9;) - (qf)2,  (6.5.46) 

where angle brackets denote averaging over the random variables 6qk and 6Qk. Since 
both of them vanish on average, it follows that (qf)  = 0. However, the variance 0," 
remains finite. 

Rather than using Eq. (6.5.45) and dealing with triple and quadruple sums, it is 
simpler to consider what happens between two amplifiers and obtain two recurrence 
relations. From Eqs. (6.5.17) and (6.5.18), we find that 

qk+l = qk +da6Qk + aqk-tl) Q k + l  = Q k  f 6 Q k + l .  (6.5.47) 

Using the fact that fluctuations at two amplifiers are not correlated, it easy to deduce 
from these recurrence relations that 

( d + l )  = (4;) +d:(Qzk2) +2da(Qkqk) f ((6qk+I)*),  

@;+I) = ( Q z k 2 )  + ((6Qk+1)2)> 

(6.5.48) 
(6.5.49) 
(6.5.50) (%+lqk+l) = (Qkqk) +da(R:) + ( 6 Q k + l  a q k + i ) .  

Timing jitter at the end of the last amplifier is found from Eq. (6.5.48) to be 

Using Eqs. (6.5.40) through (6.5.42) for the three moments appearing in this equation, 
the final result turns out to be relatively simple and has the form [46] 

0: = (SASE/EO)T;NA [ (1 + ( CO + N A ~ ~ / T ' ) ~ ] .  (6.5.52) 

In the case of perfect dispersion compensation such that da = 0, the jitter variance 
increases linearly with the number of amplifiers. In contrast, when da # 0, it increases 
with NA in a cubic fashion. For such long-haul systems, the dominant term in Eq. 
(6.5.19) varies as Njdz.  This is a general feature of ASE-induced jitter resulting from 
frequency fluctuations [42]. The cubic dependence of timing jitter on system length 
shows that even relatively small frequency fluctuations can induce enough jitter for 
long-haul systems that they may become inoperable, especially when fiber dispersion 
is not compensated. 
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Figure 6.14: ASE-induced timing jitter as a function of system length for several values of the 
average dispersion b. 

Residual dispersion of a fiber link can lead to considerable timing jitter in CRZ 
systems, as seen from Eq. (6.5.52). Figure 6.14 shows the timing jitter as a function 
of the total system length LT = NALA for a lO-Gb/s system using four values of fi2 

with T, = 30 ps, LA = 50 km, CO = 0.2, and SASE/EO = lop4. The ASE-induced 
jitter becomes a significant fraction of the pulse width for values of Ip2I as small as 
0.2 ps2/km because of the cubic dependence of of on the system length LT. Such jitter 
would lead to large power penalties, as discussed in Section 5.4.5, if left uncontrolled. 

6.5.6 Jitter Reduction through Distributed Amplification 

As seen earlier in this chapter, the use of distributed amplification lowers the noise 
level in lightwave systems. One would thus expect timing jitter to be reduced if Raman 
amplification is employed in place of lumped amplifiers. This indeed turns out to be 
the case [49]. 

The mathematical treatment of timing jitter is more complex in the case of distrib- 
uted amplification as one must take into account the z dependence of the Raman gain 
and use the integral form of the spectral density of ASE noise given in Eq. (6.1.12). 
Similarly, the sum over the number of amplifiers in Eqs. (6.5.16) through (6.5.18) is re- 
placed with an integral. These equations can still be integrated to calculate the variance 
of the random variable q following the method used in [50]. In the case of Gaussian 
pulses, 0: is given by the following expression: 

hvo z 

Eo 0 
+ - 1 g(Z~)n.7p(Z‘)G-’(Z~)T2(z’)dZ’. (6.5.53) 
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Figure 6.15: ASE-induced timing jitter as a function of system length for a 40-Gb/s lightwave 
system employing a hybrid amplification scheme. Total losses are 16 dB over each 80-km sec- 
tion. The contribution of Raman gain GR is varied from 0 to 16 dB. The dashed line shows the 
tolerable value of timing jitter. (After Ref. [50]; 02002 IEEE.) 

The three terms in this equations have the same origin as the three terms in Eq. (6.5.5 1) 
found in the case of lumped amplifiers. The first and third terms result from frequency 
and position fluctuations induced by ASE, while the second term is due to their corre- 
lations. 

Equation (6.5.53) can be used for fiber links employing dispersion management. 
We apply it to a lightwave system designed to operate at 40 Gb/s while employing a 
hybrid Raman amplification in which only a part of fiber losses is compensated with 
lumped amplifiers spaced 80-km apart. Remaining losses are compensated through 
distributed Raman amplification realized by pumping each 80-km section backward. 
Dispersion of the fiber is alternated in a periodic fashion using 5-km sections with p2 = 
3.9 and -4.1 ps2/km, resulting in an average dispersion of -0.1 ps2/km. Each fiber 
section has a = 0.2 dB/km and y=  2.5 W-'/km. Input pulse parameters (the width Ti, 
chirp CO, and energy Eo) are chosen to ensure that Gaussian pulses can propagate stably 
over long distances (see Chapter 7). Figure 6.15 shows how timing jitter grows with 
distance as the Raman gain GR is varied from 0 to 16 dB to compensate for 16-dB losses 
of each 80-km section [50]. The GR = 0 case corresponds to pure lumped amplification. 
In contrast, no lumped amplifiers are employed in the case of GR = 16 dB. Timing jitter 
is maximum for GR = 0 and begins to decrease even when losses are only partially 
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compensated through Raman amplification. It reduces by about 40% when all losses 
are compensated through distributed amplification. 

From a system perspective, a decrease in timing jitter allows the system to operate 
over longer distances. The dashed line in Figure 6.15 shows the tolerable level of 
timing jitter for a 40-Gb/s system (8% of the 25-ps bit slot). When lumped amplifiers 
are used, the system cannot operate even over a distance of 3,000 km. However, the 
limiting distance increases by more than 25% when distributed Raman amplification is 
employed. Even when a system can be designed to operate with lumped amplifiers, the 
use of distributed amplification allows one to increase amplifier spacing [49], an option 
that may lower the system cost. 

6.6 Periodically Amplified Lightwave Systems 

Many single-channel experiments performed during the early 1990s employed a chain 
of cascaded in-line optical amplifiers for increasing the length of long-haul fiber links 
[5 I]-[56]. These experiments showed that fiber dispersion becomes the limiting factor 
in periodically amplified lightwave systems. Indeed, the experiments were feasible 
only because the system was operated close to the zero-dispersion wavelength of the 
fiber link. Moreover, the residual dispersion was tailored along the link in such a way 
that the total dispersion over the entire link length was quite small at the operating 
wavelength. By 1992, total system length could be increased to beyond 10,000 km 
with such dispersion-management techniques. In a 1992 experiment [54], a 2.5-Gb/s 
signal was transmitted over 10,073 km using 199 EDFAs. An effective transmission 
distance of 21,000 km at 2.5 Gb/s and of 14,300 km at 5 Gb/s was demonstrated using 
a recirculating fiber loop [57]. 

A rough estimate of dispersion-limited system length can be obtained if launched 
power is assumed to be low enough that one can neglect the nonlinear effects during 
signal transmission. Since amplifiers compensate only for fiber losses, dispersion lim- 
itations discussed in Section 3.3.4 and shown in Figure 3.5 apply for each channel of 
a WDM system if L is replaced by LT. From Eq. (3.3.44), the dispersion limit for sys- 
tems making use of standard fibers (p2 M -20 ps2/km at 1.55 pm)  is B 2 L ~  < 3,000 
(Gb/s)2-km: System length is limited to below 30 km at 10 Gb/s for such fibers. An in- 
crease by a factor of 20 can be realized by using dispersion-shifted fibers with lp2/ = 1 
ps2/km. To extend the distance to beyond 6,000 km at 10 Gb/s, average GVD along the 
link should be smaller than ID2 I = 0.1 ps2/km. 

6.6.1 Numerical Approach 

The preceding estimate is crude since it does not include the impact of nonlinear effects 
discussed in Chapter 4. Even though power levels are kept relatively modest for each 
channel, the nonlinear effects can become quite important because of their accumu- 
lation over long distances. For single-channel systems, the most dominant nonlinear 
phenomenon that limits the system performance is SPM. An estimate of power limita- 
tion imposed by the SPM can be obtained from Eq. (4.1.17). If we use a = 0.2 dB/km 
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Figure 6.16: Layout of a typical lightwave system for modeling based on the software package 
OptSim. 

and y=  2 W-'/km as typical values, and assume that the fiber link contains 100 ampli- 
fiers with 50-km spacing, the input power should be below 0.25 mW (-6 dBm) for the 
resulting 5,000-km-long system. Such power levels may not be high enough to main- 
tain the required Q factor when ASE noise accumulated over 100 amplifiers is taken 
into account. The only solution would then be to decrease the number of the cascaded 
amplifiers. 

An analytic estimate of the SPM-limited distance provides only a rough guideline 
as it ignores not only fiber dispersion but also the accumulation of ASE noise along the 
link. In reality, the nonlinear and dispersive act on the noisy optical signal simultane- 
ously, and their mutual interplay is quite important. For this reason, the most practical 
approach for designing modern lightwave system consists of solving the NLS equation 
(6.1.1) directly using a suitable numerical technique. Numerical simulations indeed 
show that the accumulation of the nonlinear effects often limits the system length in 
practical lightwave systems and requires optimization of various design parameters 
such as amplifier spacing, input power launched into fiber, and dispersion properties 
of fibers used to construct the transmission link [58]-[74]. Indeed, several software 
packages dealing with the design of lightwave systems are available commercially. 
One such package, marketed by the RSoft Design Group and called OptSim 4.0, is 
provided on the compact disk enclosed with this book (see Appendix B). 

The main advantage of a computer-aided design technique for designing modem 
lightwave systems is that such an approach is capable of optimizing the whole system 
and can provide the optimum values of various system parameters such that the design 
objectives are met at a minimum cost. Figure 6.16 illustrates the various steps involved 
in the simulation process. The approach consists of generating an optical bit pattern 
at the transmitter, transmitting it through the fiber link, detecting it at the receiver, and 
then analyzing it through the tools such as the eye diagram and the Q factor. 
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The input to the optical transmitter is a pseudo-random sequence of electrical pulses, 
representing 1 and 0 bits. The length N of the pseudo-random bit sequence determines 
the computing time and should be chosen judiciously. Typically, N = 2’, where M 
is in the range of 6 to 10. The optical bit stream can be obtained by solving the rate 
equations that govern the modulation response of semiconductor lasers to an electrical 
current (see Section 5.3 of LT1). A different set of equations governing the dynamics of 
an external modulator should be used if such a device is used to convert the CW laser 
light into an optical bit stream. Chirping of optical pulses is automatically included 
in both cases. Deformation of the optical bit stream during its transmission through 
the optical fiber is calculated by solving the NLS equation (6. I .  1). The method most 
commonly used for solving this equation is known as the spit-step Fourier method [41]. 

The noise added by optical amplifiers should be included in any realistic simula- 
tion. In the case of lumped amplifiers, Eq. (6.1.1) is solved without the noise terms 
in each fiber section, and ASE noise added to the signal at the location of each ampli- 
fier through Eq. (6.1.4). In the case of distributed amplification, noise must be added 
throughout the fiber length and it should satisfy the correlation function given in Eq. 
(6.1.2). 

There are two equivalent techniques for adding ASE noise to the signal during 
numerical simulations. In one case, noise is added in the time domain, while ensuring 
that it follows Gaussian statistics and has a correlation function that satisfies Eq. (6.1.2) 
in the distributed case and Eq. (6.1.6) in the lumped case. The delta function 8 ( t  - t ’ )  
appearing in these equations requires that noise be uncorrelated in time. Because of a 
finite temporal resolution At in any numerical simulation, the delta function must be 
replaced with a rectangular-shape function whose width is At and height is l/At so that 
the requirement ,/I: 6 ( t )  dt = 1 is satisfied. In an alternative approach, noise is added 
in the frequency domain. In the case of lumped amplification, Eq. (6.1.4) is replaced 

A o u t ( ~ )  = d E A i n ( v )  +dn(v), (6.6.1) 

where a tilde represents the Fourier transform. The noise Gn(v) is assumed to be 
frequency-independent (white noise) over the whole amplifier bandwidth, or the fil- 
ter bandwidth if an optical filter is used after each amplifier. Mathematically, a“, (v)  is 
a complex Gaussian random variable whose real and imaginary parts have the spectral 
density S A S E / ~ .  

After adding noise at each amplifier, the NLS equation is solved in the following 
fiber section, and the procedure is repeated until the last amplifier is reached. A suitable 
receiver model converts optical signal into the electric domain and filters it using a 
filter whose bandwidth A f  is close to but smaller than the bit rate B (typically Af/B 
= 0.6-0.8). The resulting electric bit stream is used to find the instantaneous values of 
currents, I0 and 11, for 0 and 1 bits, respectively, by sampling it at the center of each 
bit slot. An eye diagram is also constructed using the filtered bit stream. The system 
performance is quantified through the Q factor, defined in Eq. (5.3.1 1) and related 
directly to the BER through Eq. (5.3.10). The calculation of the Q factor requires 
that the NLS equation be solved a large number of times with different seeds for the 
amplifier noise. Such an approach can be used to investigate trade-offs that would 
optimize overall system performance. 

by 
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Figure 6.17: Schematic illustration of Q-factor variations with launched power in long-haul 
systems employing lumped or distributed amplification. The dashed and dotted lines show the 
ASE and nonlinear limits, respectively. 

Computer-aided design has another important role to play. A long-haul lightwave 
system may contain many repeaters, both optical and electrical. Transmitters, receivers, 
and amplifiers used at repeaters, although chosen to satisfy nominal specifications, are 
never identical. Similarly, fiber cables are constructed by splicing many different pieces 
(with a typical length of 4 to 8 km) that have slightly different loss and dispersion char- 
acteristics. The net result is that many system parameters vary around their nominal 
values. For example, the dispersion parameter D, responsible not only for pulse broad- 
ening but also for other sources of power penalty, can vary significantly in different 
sections of the fiber link because of variations in the zero-dispersion wavelength and 
the transmitter wavelength. A statistical approach is often used to estimate the effect 
of such inherent variations on the performance of a realistic lightwave system. The 
idea behind such an approach is that it is extremely unlikely that all system parameters 
would take their worst-case values at the same time. Thus, repeater spacing can be 
increased well above its worst-case value if the system is designed to operate reliably 
at the specific bit rate with a high probability (say, 99.9%). 

6.6.2 Optimum Launched Power 

The importance of computer-aided design for fiber-optic communication systems be- 
came apparent during the 1990s with the advent of optical amplifiers. Amplifiers not 
only added ASE noise to the signal but also allow the dispersive and nonlinear effects 
to accumulate over long lengths. Moreover, amplifier noise often forces one to increase 
the channel power to more than 1 mW in order to maintain a high SNR (and a high Q 
factor consistent with the BER requirements). Since noise limits the Q factor at low 
power levels whereas nonlinear effects limit it at high power levels, it is evident that 
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Figure 6.18: Maximum transmission distance as a function of input power when losses are 
compensated using a hybrid amplification scheme. The Raman gain is varied from 0 to 20 dB in 
the cases of (a) forward and (b) backward pumping. Arrows mark the maximum power at which 
pump depletion becomes significant. (After Ref. [73] ;  02001 IEEE.) 

a lightwave system would have the largest value of Q at an optimum value of the av- 
erage power launched into the fiber at the input end. Figure 6.17 shows schematically 
how the Q factor varies with the average input power for a long-haul lightwave system 
limited by the nonlinear effects. The Q factor increases initially with launched power, 
reaches a peak value, and then decreases with a further increase in the power because 
of the onset of the nonlinear effects. 

Figure 6.17 also illustrates why the use of distributed amplification, in place of 
lumped amplifiers, improves system performance. Since the level of ASE noise is 
lower in the case of distributed amplification, such systems exhibit a higher optical 
SNR (or the Q factor) at a given power level (dashed line). As a result, the power 
level at which Q peaks is smaller compared with the lumped case. From a practical 
perspective, one can trade off a higher Q with a larger transmission distance. In other 
words, distributed amplification helps to increase the link length. This feature is shown 
in Figure 6.18, where numerical results are shown for a 32-channel WDM system [73] 
by plotting the maximum possible transmission distance as a function of input power 
assuming that a value of Q = 7 must be maintained at the end to ensure a BER below 

. The fiber link is divided into 80-km sections, and the 20-dB loss of each section 
is compensated using a forward or backward pumping configuration. 

Several features of Figure 6.18 are noteworthy. As expected from Figure 6.17, 
transmission distance is maximum at an optimum value of input power. This optimum 
value is largest (about 10 mW), and the distance is smallest (about 480 km) in the 
case of pure lumped amplification. As the amount of Raman gain increases, the op- 
timum power is reduced and transmission distance increases. The same signal can be 
transmitted over more than 1,000 km when all losses are compensated through Raman 
amplification. The optimum value of input power drops below -5 dBm in the case of 
forward pumping. The more than two-fold increase in the link length with the use of 



Problems 22 1 

Raman amplification is due to a reduced ASE noise that is added to the signal during 
its transmission. 

Some terrestrial lightwave systems serving the backbone of a wide-area network 
should operate over more than 3,000 km (called ultra-long-haul systems). This can 
be realized by employing forward error correction because the minimum value of Q 
required at the receiver then drops to close to 3 (rather than being 7, as assumed in 
Figure 6.18). Indeed, by 2004, a WDM system with 128 channels, each channel op- 
erating at 10 Gb/s, was able to transmit information over 4,000 km when it was de- 
signed to compensate losses through forward Raman pumping in each 100-km section 
of dispersion-shifted fibers [75]. Even when standard fibers were employed, the system 
could be operated over 3,200 km with a pump-station spacing of 80 km. In both cases, 
it was necessary to employ forward error correction with 7% overhead. The average 
power launched into the fiber link was only -5 dBm. Such low power was enough to 
maintain an optical SNR of more than 15 dB for all channels because of a low noise 
level associated with distributed Raman amplification in the forward-pumping config- 
uration. It was also important to compensate for fiber dispersion along the fiber link. In 
general, system performance can be improved with dispersion management. We turn 
to this issue in Chapter 7. 

Problems 

6.1 Why do amplifiers always add noise to the amplified signal? What is the origin 

6.2 Starting with the differential equation d q / d z  = goA +fn(z,t) and Eq. (6.1.2), 
prove that the spectral density of ASE noise added by a lumped amplifier of 
length la is given by SASE = nsphVo[exp(gola) - I] .  

6.3 Repeat the preceding problem for a distributed amplifier for which go is a func- 
tion of z and prove that the noise spectral density is given by Eq. (6.1.12). 

6.4 Derive an expression for the optical SNR at the end of a fiber link containing 
NA amplifiers spaced apart by a distance LA. Assume that an optical filter of 
bandwidth Avo is used to control the ASE noise. 

6.5 Calculate the optical SNR at the output end of a 4,000-km lightwave system 
designed using 50 EDFAs with 4.5-dB noise figure. Assume a fiber-cable loss of 
0.25 d B k m  at 1.55 pm, an input power of 1 mW, and a 2-nm-bandwidth for the 
optical filter. 

6.6 Explain the concept of noise figure for an optical amplifier. Use Eq. (6.3.9) for 
the total variance of current fluctuations and prove that the minimum noise figure 
is 3 dB for an ideal amplifier with high gain (G >> 1) and complete inversion 

of noise in EDFAs and Raman amplifiers? 

(asp = 1).  
6.7 Derive an expression for the noise figure of a distributed Raman amplifier, as- 

suming that the pump power varies along the fiber length. Discuss physically 
whether forward or backward pumping would result in a lower noise figure. 
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6.8 What is meant by the effective noise figure of a distributed Raman amplifier? 
Why is this noise figure always negative on a decibel scale? 

6.9 Write a computer program capable of calculating the noise figure of a distributed 
Raman amplifier using Eq. (6.3.17). Use it to reproduce the noise-figure curves 
shown in Figure 6.7. You are allowed to consult Ref. [18]. 

by using Eq. 
(6.4.4). Assume that the receiver operates at 1.55 pm with a 8-GHz bandwidth. 
The preamplifier has a noise figure of 4 dB, and a l-nm optical filter is installed 
between the preamplifier and the detector. 

6.11 Solve Eqs. (6.5.4) and (6.5.5) in the case a = 0 for a fiber of length L and show 
that the result can be written in a matrix form of Eqs. (6.5.6). Give explicit 
expressions for all matrix elements in terms of fiber parameters. You are allowed 
to consult [32]. 

6.12 Use the definitions of moments in Eqs. (6.5.13) and (6.5.14) and prove that q and 
Q evolve with z as indicated in Eqs. (6.5.17) and (6.5.18). 

6.13 Use Eqs. (6.5.19) and (6.5.20) and prove that energy fluctuations at the end of 
NA cascaded amplifiers have the variance 02 = ~NASASEEO, where EO is the 
input pulse energy. Assume that each amplifier fully compensates losses of the 
preceding fiber section. 

6.14 Use the results of the preceding problem to calculate the noise level OE/EO for 
a 1.55-pm fiber link consisting of 50 amplifiers spaced 80-km apart. Assume a 
noise figure of 4.8 dB for each amplifier and fiber losses of 0.25 dBkm. 

6.15 Why does ASE induce timing jitter in lightwave systems? Starting from Eq. 
(6.5.45), prove that timing jitter is indeed given by Eq. (6.5.52). 

6.16 Start the OptSim software and load Example 6.B. Change input power in the 
range of 0.1 to 10 mW and construct a graph showing the Q factor as a function 
of input power. Explain the shape of this curve in physical terms. 

6.10 Calculate the receiver sensitivities at a BER of and 
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Chapter 7 

Dispersion Management 

As seen from Chapter 6, optical amplifiers solve the loss problem but make the dis- 
persion problem worse as dispersive effects can accumulate over long distances (see 
Section 3.3). Indeed, long-haul lightwave systems are often limited by the dispersive 
and nonlinear effects rather than fiber losses. As mentioned in Section 3.3.5, the disper- 
sion problem can be managed in practice through a dispersion-compensation scheme. 
This chapter focuses on several techniques that can be employed for dispersion man- 
agement. Section 7.1 explains the basic idea behind dispersion management. Section 
7.2 is devoted to special kinds of fibers developed for compensating dispersion in long- 
haul links. Several types of dispersion-equalizing filters are discussed in Section 7.3. 
The use of fiber gratings for dispersion management is considered in Section 7.4. The 
technique of optical phase conjugation, also known as midspan spectral inversion, is 
discussed in Section 7.5. In Section 7.6 we focus on several techniques employed at the 
transmitter or receiver end for managing the dispersion of medium-haul links. Section 
7.7 is devoted to dispersion management in high-speed systems in which each chan- 
nel operates at 40 Gb/s or more. The compensation of polarization-mode dispersion 
(PMD) is also discussed in this section. 

7.1 Dispersion Problem and Its Solution 

All long-haul lightwave systems employ single-mode optical fibers in combination 
with distributed feedback (DFB) semiconductor lasers, capable of operating in a sin- 
gle longitudinal mode with a narrow line width (<0. 1 GHz). As discussed in Section 
3.3.4, the performance of such systems is often limited by pulse broadening induced 
by group-velocity dispersion (GVD) of silica fibers. Direct modulation of a DFB laser 
chirps optical pulses representing 1 bits in an optical bit stream and broadens their 
spectrum enough that this technique cannot be used at bit rates above 2.5 Gb/s. 

Lightwave systems operating at single-channel bit rates as high as 40-Gb/s have 
been designed by using external modulators that avoid spectral broadening induced by 
frequency chirping. Under such conditions, the GVD-limited transmission distance at 
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a given bit rate B is obtained from Eq. (3.3.44) and can be written as 
7TC 

- - 
1 

L < -  
1 6 / b / B 2  8A21D1B2' 

(7.1.1) 

where p2 is the GVD parameter related to the commonly used dispersion parameter D 
of the fiber through Eq. (3.1.7), c is the speed of light in vacuum, and A is the channel 
wavelength. The numerical value of D depends on the operating wavelength A.  For 
"standard" telecommunication fibers D is about 16 ps/(km-nm) near A = 1.55 pm. 
Equation (7.1 .I) predicts that L cannot exceed 30 km at a bit rate of 10 Gb/s when such 
fibers are used for designing lightwave systems. 

The existing worldwide fiber-cable network, installed during the 1980s, consists of 
more than 50 million kilometers of standard fiber. This fiber was suitable for second- 
and third-generation systems designed to operate at bit rates of up to 2.5 Gb/s with 
repeater spacing of under 80 km (without optical amplifiers). However, the same fiber 
could not be used for upgrading the existing transmission links to fourth-generation 
systems (operating at 10 Gb/s and employing optical amplifiers for loss compensation) 
because of the 30-km dispersion limit set by Eq. (7.1.1). Although it is possible to 
manufacture dispersion-shifted fibers, installation of new fibers is a costly solution to 
the dispersion problem, and it is not a viable alternative in practice. For this reason, 
several dispersion-management schemes were developed during the 1990s to address 
the upgrade problem [ 11-[3]. 

One may think that the dispersion problem can be solved for new fiber links by 
employing dispersion-shifted fibers and operating the link close to the zero-dispersion 
wavelength of this fiber so that ID1 M 0. Under such conditions, system performance 
is limited by third-order dispersion (TOD). The dashed line in Figure 3.5 shows the 
maximum possible transmission distance at a given bit rate B when D = 0. Indeed, 
such a system can operate over more than 1,000 km even at a bit rate of 40 Gb/s. 
However, this solution is not practical for WDM systems because of four-wave mixing 
(FWM). As discussed in Section 4.3, the nonlinear phenomenon of FWM becomes 
quite efficient for low values of the dispersion parameter D and limits performance 
of any system operating close to the zero-dispersion wavelength of the fiber. For this 
reason, some form of dispersion management is employed for all long-haul WDM 
systems [2]-[4]. 

The basic idea behind any dispersion-management scheme is quite simple and can 
be understood from the pulse-propagation equation (3.1.11) used in Section 3.3 for 
studying the impact of fiber dispersion. We set a = 0 in this equation, assuming that 
losses have been compensated with amplifiers. We ignore the nonlinear term for the 
moment, assuming that signal power is low enough that all nonlinear effects can be 
neglected. Setting = 0 in Eq. (3.1.1 l), we obtain the following linear equation: 

(7.1.2) 

where p3 governs the effects of TOD. This equation is easily solved with the Fourier- 
transform method (see Section 3.3.1) and has the solution 
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Dispersion 
Compensation 

Fiber Link 

Transmitter 

Figure 7.1: Schematic of a dispersion-compensation scheme in which an optical filter is placed 
before the receiver. 

where A(0, w )  is the Fourier transform of A ( 0 , t ) .  
Dispersion-induced degradation of the optical signal is caused by the z-dependent 

phase factor acquired by spectral components of the pulse during propagation inside 
the fiber. Indeed, one can think of fiber as an optical filter with the transfer function 

H ~ ( Z ,  O )  = exp(iho2z/2 + ip3w3z/6). (7.1.4) 

All dispersion-management schemes implement an optical dispersion-compensating 
“filter” whose transfer function H(w)  is chosen such that it cancels the phase factor 
associated with the fiber. As seen from Eq. (7.1.3), if H ( o )  = H;(L,  o), the output 
signal can be restored to its input form at the end of a fiber link of length L. Moreover, 
if nonlinear effects are negligible, such a filter can be placed at the transmitter end, or 
at the receiver end, or somewhere along the fiber link. 

Consider the simplest situation shown schematically in Figure 7.1, where a disper- 
sion-compensating filter is placed just before the receiver. From Eq. (7.1.3), the optical 
field after the filter is given by 

A(L.t )  = -1 1 ”  A(O,o)H(o)exp ( ~ h 0 ~ L + ~ f i 3 o ~ L - i w t  1 

2R --m 6 

Expanding the phase of H ( o )  in a Taylor series and retaining up to the cubic term, we 
obtain 

H (  0) = IH ( w )  I exp[i$ (a)] = IH (0) I exp[i( + $1 w + qhw2 + qb 03)], (7.1.6) 

where qrn = d”$/dom(m = 0,1,. . .) is evaluated at the camer frequency 00. The con- 
stant phase & and the time delay $1 do not affect the pulse shape and can be ignored. 
The spectral phase introduced by the fiber can be compensated by choosing an optical 
filter such that qh = - h L  and $3 = -p3L. The signal will be restored perfectly only if 
( H (  W )  1 = 1 and other higher-order terms in Eq. (7.1.6) are negligible. The same optical 
filter can also reduce amplifier noise if its bandwidth is chosen suitably. 

7.2 Dispersion-Compensating Fibers 

Optical filters whose transfer function has the form H ( o )  = Hj( (L ,  W )  are not easy to 
design. The simplest solution is to use an especially designed fiber as an optical filter 
because it automatically has the desired form of the transfer function. This solution 
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was suggested as early as 1980 [5] and it provides an all-optical, fiber-based solution 
to the dispersion problem. During the 1990s, a special kind of fiber, known as the 
dispersion-compensating fiber (DCF), was developed for this purpose [6]-[ 1 I]. Such 
fibers are routinely used for upgrading old fiber links from 2.5 Gb/s to 10 Gb/s. Such 
a scheme works well even when the nonlinear effects are not negligible as long as the 
average optical power launched into the fiber link is optimized properly. 

7.2.1 Conditions for Dispersion Compensation 

Consider the situation shown in Figure 7.1 and assume that the optical bit stream prop- 
agates through two fiber segments of lengths L1 and L2, the second of which is the 
DCF. Each fiber has a transfer function of the form given in Eq. (7.1.4). After passing 
through the two fibers, the optical field is given by 

~ ( O l o ) H f l ( L I , o ) H f : ! ( L 2 , o ) e x p ( - i o t ) d w ,  (7.2.1) 

where L = LI  + L2 is the total length. If the DCF is designed such that the the product of 
the two transfer functions is 1, the pulse will fully recover its original shape at the end 
of DCF. If p2j and p3j are the GVD and TOD parameters for the two fiber segments 
( j  = 1,2), the conditions for perfect dispersion compensation are 

p21L1 +P22L2=07 P31L1 fp32L2 =o. (7.2.2) 

These conditions can be written in terms of the dispersion parameter D and the disper- 
sion slope S (defined in Section 3.1) as 

DlLl + D2L2 = 0 ,  Sl L1 + S2L2 = 0. (7.2.3) 

The first condition is sufficient for compensating dispersion of a single channel 
since the TOD does not affect the bit stream much until pulse widths become shorter 
than 1 ps. Consider the upgrade problem for fiber links made with standard telecom- 
munication fibers. Such fibers have Dl z 16 ps/(km-nm) near the I . S p m  wavelength 
within the C band. Equation (7.2.3) shows that a DCF must exhibit normal GVD 
( 0 2  < 0). For practical reasons, L2 should be as small as possible. This is possible 
only if the DCF has a large negative value of D2. As an example, if we use D1 = 16 
ps/(km-nm) and assume Ll = 50 km, we need a 10-km-long DCF when D2 = -80 
ps/(km-nm). This length can be reduced to 6.7 km if the DCF is designed to have 
D2 = -120 ps/(km-nm). In practice, DCFs with larger values of 1021 are preferred 
to minimize extra losses incurred inside a DCF (that must be compensated using an 
optical amplifier). 

Consider now a WDM system. The second condition in Eq. (7.2.3) must be satisfied 
if the same DCF must compensate dispersion over the entire bandwidth of a WDM 
system. The reason can be understood by noting that the dispersion parameters D I  and 
D2 in Eq. (7.2.3) are wavelength-dependent. As a result, the single condition DlLl + 
D2L2 = 0 is replaced with a set of conditions 

D1 (A,& + D2(An)L2 = 0 ( n  = 1,. . . , N ) ,  (7.2.4) 
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where A,, is the wavelength of the nth channel and N is the number of channels within 
the WDM signal. In the vicinity of the zero-dispersion wavelength of a fiber, D varies 
with the wavelength almost linearly. Writing Dj(&)  = DS + Sj(& - &) in Eq. (7.2.4), 
where Df is the value at the wavelength Ac of the central channel, the dispersion slope 
of the DCF should satisfy 

S2 = -SI (LI /L2) = S1 (D2/01), (7.2.5) 

where we used the condition (7.2.3) for the central channel. This equation shows that 
the ratio S / D ,  called the relative dispersion slope, for the DCF should be equal to the 
value obtained for the transmission fiber. 

If we use typical values, D = 16 ps/(km-nm) and S M 0.05 ps/(km-nm2), we find 
that the ratio S / D  is positive and about 0.003 nmpl for standard fibers. Since D must 
be negative for a DCF, its dispersion slope S should be negative as well. Moreover, 
its magnitude should satisfy Eq. (7.2.5). For a DCF with D = -100 ps/(km-nm), 
the dispersion slope should be about -0.3 ps/(km-nm2). The use of negative-slope 
DCFs offers the simplest solution to the problem of dispersion-slope compensation 
for WDM systems with a large number of channels. Indeed, such DCFs were devel- 
oped and commercialized during the 1990s for dense WDM systems [12]-[15]. In a 
1995 experiment [ 12],8 channels with 1.6-nm spacing, each operating at 20 Gb/s, were 
transmitted over 232 km of standard fiber by using multiple DCFs. The residual disper- 
sion for each channel was relatively small ( ~ 1 0 0  pdnm for the entire span). In another 
experiment, 10 channels, each operating at 10 Gb/s, were transmitted over 6,000 km 
by employing a dispersion-slope compensator [ 131. In a 2001 experiment, broadband 
DCFs were used to transmit a I-Tb/s WDM signal (101 channels, each operating at 
10 Gb/s) over 9,000 km [ 151. 

7.2.2 Dispersion Maps 

It is not necessary to employ just two fiber sections as shown in Figure 7.1. In general, a 
fiber link may contain multiple types of fibers with different dispersion characteristics. 
The main impact of dispersion management from a mathematical standpoint is that 
the dispersion coefficients p2 and p3 appearing in Eq. (7.1.2) become z-dependent as 
they change from one fiber section to the next. As long as the nonlinear effects remain 
negligible, we can still solve this equation. If we neglect the TOD effects for simplicity, 
the solution given in Eq. (7.1.3) is modified to become 

where da(z )  = Ji p2(z’) dz’ represents the total accumulated dispersion up to a distance 
z .  Dispersion management requires that da(L)  = 0 at the end of the fiber link so that 
A ( L , t )  = A ( 0 , t ) .  In practice, the accumulated dispersion of a fiber link is quantified 
through & ( z )  = JiD(z’)dz’. It is related to d, as & = (-2ac/A2)da. 

Figure 7.2 shows three possible schemes for managing dispersion in long-haul fiber 
links. In each case, the accumulated dispersion is shown along the fiber link in a 
schematic fashion. In the first configuration, known asprecompensation, the dispersion 
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Figure 7.2: Schematic of three dispersion-management schemes: (a) precompensation, (b) post- 
compensation, and (c) periodic compensation. In each case, accumulated dispersion is shown 
along the link length. 

accumulated over the entire link is compensated at the transmitter end. In the second 
configuration, known as postcompensation, a DCF of appropriate length is placed at the 
receiver end. In the third configuration, known as periodic compensation, dispersion 
is compensated in a periodic fashion all along the link. Each of these configurations 
is referred to as a dispersion map, as it provides a visual map of dispersion variations 
along the link length. One can construct a variety of dispersion maps by combining 
several different fibers. 

A natural question is which dispersion map is the best from a system's standpoint. 
For a truly linear system (no nonlinear effects), all three schemes shown in Figure 7.2 
are identical. In fact, any dispersion map for which da(L)  = 0 at the end of a fiber 
link of length L would recover the original bit stream, no matter how much it became 
distorted along the way. However, nonlinear effects are always present, although their 
impact depends on the power launched into the fiber link. As discussed in Chapter 6, 
the launched power should often exceed 1 mW for long-haul links to overcome the 
impact of ASE noise. The nonlinear effects cannot be neglected under such condi- 
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tions. It turns out that the three configurations shown in Figure 7.2 behave differently 
when nonlinear effects are included, and the system performance can be improved by 
adopting an optimized dispersion map. We discuss this issue in Chapter 8. 

7.2.3 DCF Designs 

There are two basic approaches to designing DCFs. In one case, the DCF supports 
a single mode and is fabricated with a relatively small value of the fiber parameter 
V .  In the other approach, the V parameter is increased beyond the single-mode limit 
(V > 2.405) so that the DCF supports two or more modes. We consider both designs 
in this section. 

In the single-mode design, the V parameter of the fiber is close to 1. This is accom- 
plished by reducing the core size and modifying the refractive-index profile through 
doping of the core and cladding regions. As discussed in Section 1.3.3 of LTl, the 
fundamental mode of the fiber is weakly confined for V M 1. As a large fraction of 
the mode propagates inside the cladding region, the waveguiding contribution to to- 
tal dispersion is enhanced considerably, resulting in large negative values of D.  A 
depressed-cladding design is often used in practice for making DCFs [6]. Values of D 
below - I00 ps/(km-nm) can be realized by narrowing the central core and adjusting 
the design parameters of the depressed cladding region surrounding the core [ 111. Dis- 
persion slope S near 1,550 nm can also be made negative and varied considerably by 
adjusting the design parameters to match the ratio S / D  of the DCF to different types of 
transmission fibers. 

Unfortunately, such DCFs suffer from two problems, both resulting from their rel- 
atively narrow core diameter. First, they exhibit relatively high losses because a con- 
siderable fraction of the fundamental fiber mode resides in the cladding region (a  = 
0.4-0.6 dB/km). The ratio IDl/a is often used as a figure of merit for characterizing 
various DCFs [6]. Clearly, this ratio should be as large as possible, and values >250 
ps/(nm-dB) have been realized in practice. Second, the effective core area A,ff is only 
20 pm2 or so for DCFs. As the nonlinear parameter y = 2nn2/(AAeff) is larger by 
about a factor of 4 for DCFs compared with its value for standard fibers, the optical 
intensity is also larger at a given input power, and the nonlinear effects are enhanced 
considerably inside DCFs [ 111. 

A practical solution for upgrading the existing terrestrial lightwave systems oper- 
ating over standard fibers consists of adding a DCF module (with 6-8 km of DCF) 
to optical amplifiers spaced apart by 60 to 80 km. The DCF compensates for GVD, 
while the amplifier takes care of fiber losses. This scheme is quite attractive but suffers 
from the loss and nonlinearity problems. Insertion losses of a DCF module often ex- 
ceed 5 dB. These losses can be compensated by increasing the amplifier gain, but only 
at the expense of enhanced amplified spontaneous emission (ASE). As input power 
should be kept relatively low to avoid the nonlinear effects, the transmission distance 
is limited by ASE noise. 

Several new designs have been proposed to solve the problems associated with a 
standard DCF. In one design, shown schematically in Figure 7.3(a), the DCF is de- 
signed with two concentric cores, separated by a ring-shaped cladding region [7]. The 
relative core-cladding index difference is larger for the inner core (Ai zz 2%) compared 
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Figure 7.3: (a) Refractive-index profiles of two DCFs designed with two concentric cores. (b) 
Dispersion parameter as a function of wavelength for the same two designs. (After Ref. [7]; 
@ 1996 IEEE.) 

with the outer core (Ao = 0.3%), but the core sizes are chosen such that each core 
supports a single mode. The three size parameters Q, b, and c and the three refrac- 
tive indices nl , 112, and 123 can be optimized to design DCFs with desired dispersion 
characteristics. The solid curve in Figure 7.3(b) shows the calculated values of D in 
the 1.55-pm region for a specific design with a = 1 pm,  b = 15.2 pm,  c = 22 pm,  
Ai = 2%, and A. = 0.3%. The dashed curve corresponds to a parabolic index profile 
for the inner core. The mode diameter for both designs is about 9 pm,  a value close to 
that of standard fibers. However, as shown in Figure 7.3(b), the dispersion parameter 
can be as large as -5,000 ps/(km-nm) for such DCFs. It has proven difficult to realize 
such high values of D experimentally. Nevertheless, a DCF with D = - 1,800 ps/(km- 
nm) was fabricated by 2000 [ 101. For this value of D, a length of <1 km is enough to 
compensate dispersion accumulated over 100 km of standard fiber. Insertion losses are 
negligible for such small lengths. 

The problems associated with a single-mode DCF can also be solved by using a 
two-mode$ber designed with values of V such that the fiber supports the LPol and 
LPll modes (V % 2.5). These fibers have almost the same loss as the single-mode 
fiber but can be designed such that the dispersion parameter D for the LPI 1 mode has 
large negative values [ 161-[ 191. Indeed, values of D close to -770 ps/(km-nm) were 
measured as early as 1994 for elliptical-core DCFs [ 161. A l-km length of such a DCF 
can compensate the GVD accumulated over 45 km, while adding relatively little to the 
total link loss or nonlinear degradation. 

The use of a two-mode DCF requires a mode-conversion device capable of trans- 
ferring optical signal from the fundamental mode to a higher-order mode supported 
by the DCF. Several such all-fiber devices have been developed [20]-[22]. The all- 
fiber nature of the mode-conversion device is important to keep the insertion loss of 
the device to an acceptable level. Additional requirements on a mode converter are 
that it should be polarization-insensitive and should operate over a broad bandwidth. 
Almost all practical mode-conversion devices use a two-mode fiber with a fiber grating 
that provides coupling between the two modes (see Section 2.2 of LTl). The grating 
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Figure 7.4: (a) Schematic of a DCF made using a higher-order mode (HOM) fiber and two long- 
period gratings (LPGs). (b) Measured wavelength dependence of the dispersion parameter for 
such a DCF. (After Ref. [ 181; 02001 IEEE.) 

period A is chosen to match the effective-index difference 6ii between the two modes 
(A = and is typically -100 pm. Such gratings are called long-period fiber 
gratings [22]. 

The LP11 mode is inherently polarization sensitive, and its use requires polariza- 
tion controllers in front of each dispersion-compensating module. This problem can be 
solved by using fibers oscillating in a few modes and employing the higher-order LP02 
mode for dispersion compensation. Figure 7.4(a) shows schematically such a DCF 
spliced in between two long-period fiber gratings that convert the LPol mode into LP02 
mode at the input end and then back into the LPol mode at the output end [18]. The 
mode converters are designed to be >99% efficient over the entire C band. The mea- 
sured dispersion characteristics of such a 2-km-long DCF are shown in Figure 7.4(b). 
The parameter D has a value of -420 ps/(km-nm) near 1,550 nm and this value changes 
considerably with wavelength because of a large dispersion slope associated with this 
fiber. This feature allows for broadband dispersion compensation by ensuring that the 
ration S / D  of the DCF is close to the fiber used for transmitting data. Other useful fea- 
tures of such a DCF are that the device is polarization-insensitive, exhibits relatively 
low insertion losses (<3.7 dB), and offers dispersion compensation over the entire C 
band. Such devices were close to reaching the commercial stage in 2004. 

Another approach to DCF design makes use of photonic-crystal fibers [23]-[25]. 
Such fibers contain a two-dimensional array of air holes around a central core that mod- 
ifies their dispersion characteristics substantially, depending on the size of air holes and 
the spacing among them. Figure 7.5(a) shows a scanning-electron-microscope (SEM) 
image of the cross section of such a fiber [23]. Estimated values of the dispersion pa- 
rameter D for this fiber at a wavelength of 1.55 pm are shown in Figure 7.5(b) as a 
function of the core diameter. Values as large as -2,000 ps/(km-nm) are possible with 
a suitable design. Broadband dispersion compensation can be realized by tailoring the 
size and spacing of air holes [23]. A dual-core photonic-crystal fiber can provide even 
larger values of ID1 but only over a narrower bandwidth [25]. 
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Figure 7.5: (a) SEM image of a photonic-crystal fiber with air holes surrounding a central core. 
(b) Dispersion parameter at 1.55 pm as a function of core diameter. (After Ref. 1231; 01999 
IEEE.) 

7.2.4 Reverse-Dispersion Fibers 

Two problems associated with the conventional DCFs (relatively large losses and a 
small core area) can also be overcome by using new kinds of fibers, known as reverse- 
dispersion fibers. Such fibers were developed during the late 1990s [26]-[30] and 
are designed such that both D and dispersion slope S have values similar to those of 
standard single-mode fibers but with opposite signs. As seen from Eq. (7.2.3), both 
conditions can be satisfied using a periodic dispersion map in which two fiber sections 
have nearly the same length. 

The use of a reverse-dispersion fiber has several advantages compared with tradi- 
tional DCFs. They all stem from the fact that the core size of reverse-dispersion fibers 
is significantly larger than that of DCFs. As a result, such fibers exhibit a lower loss, 
a larger effective core area, and a lower value of the PMD parameter. When a long- 
haul fiber link is constructed by alternating normal- and reverse-dispersion fibers. each 
of length LA/2 where LA is the amplifier spacing, the entire link can have nearly zero 
net dispersion over the entire C band [26]. Such a design is useful for WDM systems 
because the local value of ID1 is quite large all along the fiber, a situation that helps to 
suppress four-wave mixing among neighboring channels almost entirely [27]. 

In an extension of this basic idea, the lengths of two fiber sections with positive and 
negative dispersion are reduced to below 10 km such that the map period L,, becomes 
a small fraction of the amplifier spacing LA. This technique is referred to as short- 
period or dense dispersion management and offers some distinct advantages. First, the 
length of fiber drawn from a single perform is close to 5 km. One can thus construct 
a fiber cable by combining two types of fibers with opposite dispersion characteristics. 
Such a fiber cable with 4.5-km section lengths was used in a 2000 WDM transmission 
experiment [30]. Second, it allows the use of dispersion-managed solitons at high bit 
rates (see Section 8.3). Transmission at 1 1 Tb/s was realized using reverse-dispersion 
fibers in an experiment that transmitted 273 channels, each operating at 40 Gb/s, over 
the C, L, and S bands simultaneously [31]. 
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Figure 7.6: Dispersion management in a long-haul fiber link using optical filters after each 
amplifier. Filters compensate for GVD and can also reduce amplifier noise. 

7.3 Dispersion-Equalizing Filters 

A shortcoming of commonly used DCFs is that a relatively long length (>5 km) is re- 
quired to compensate for the GVD acquired over 50 to 60 km of standard fiber. Losses 
encountered within each DCF add considerably to the total link loss, especially in the 
case of long-haul applications. For this reason, several other all-optical schemes have 
been developed for dispersion management. Most of them can be classified under the 
category of dispersion-equalizing filters. Figure 7.6 shows schematically how a com- 
pact optical filter can be combined with the amplifier module such that both fiber losses 
and GVD are compensated simultaneously in a periodic fashion. Moreover, the opti- 
cal filter can also reduce the amplifier noise if its bandwidth is much smaller than the 
amplifier bandwidth. 

7.3.1 Gires-Tournois Filters 

As discussed in Section 8.1 of LTI, any interferometer acts as an optical filter because 
it is sensitive to the frequency of input light by its very nature and exhibits frequency- 
dependent transmission and reflection characteristics. A simple example is provided 
by the Fabry-Perot interferometer. The only problem from the standpoint of disper- 
sion compensation is that the transfer function of a Fabry-Perot filter affects both the 
amplitude and phase of passing light. As seen from Eq. (7.1.4), a dispersion-equalizing 
filter should affect the phase of light but not its amplitude. 

This problem is easily solved by using a Gires-Tournois (GT) interferometer, which 
is simply a Fabry-Perot interferometer whose back mirror has been made 100% reflec- 
tive. The transfer function of a GT filter can be obtained by considering multiple round 
trips inside its cavity and is given by [32] 

-r + exp(ioT,) 
= Ho I - exp( -iwT,) ’ (7.3.1) 

where the constant Ho takes into account all losses, lrI2 is the front-mirror reflectivity, 
and T, is the round-trip time within the filter cavity. If losses are constant over the 
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signal bandwidth, IHGT( o) I is frequency-independent, and only the spectral phase is 
modified by such a filter. 

However, the phase @(o) of H G T ( W )  is far from ideal. It is a periodic function, 
peaking at frequencies that correspond to longitudinal modes of the cavity. In the vicin- 
ity of each peak, a spectral region exists in which phase variations are nearly quadratic 
in w. The group delay, defined as zg = d $ ( o ) / d o ,  is also a periodic function. The 
quantity & = dz,/dw, related to the slope of the group delay, represents the total dis- 
persion of the GT filter. At frequencies corresponding to the longitudinal modes, h is 
given by 

h = 2 ~ , 2 r ( 1 -  r ) / (  1 + Y ) ~ .  (7.3.2) 

As an example, for a 2-cm-thick GT filter designed with r = 0.8, @2 = 2,200 ps2. This 
filter can compensate the GVD acquired over 110 km of standard fiber. 

Several experiments have shown the potential of GT filters as a compact dispersion 
compensator. In a 1991 experiment, such a device was used to transmit a 8-Gb/s signal 
over 130 km of standard fiber [33]. The GT filter had a 1-mm-long cavity with 70% 
reflectivity for the front mirror. The relatively high insertion loss of 8 dB was compen- 
sated by using an optical amplifier. However, 6-dB losses were due to the 3-dB fiber 
coupler that was used to separate the reflected signal from the incident signal. This 
amount can be reduced to below 1 dB using an optical circulator (see Section 2.4.3 of 
LTl). The micro-electro-mechanical system (MEMS) technology has also been em- 
ployed for fabricating a GT filter whose cavity length can be adjusted electronically 
[34]. When such a device is used in the off-axis configuration, one can avoid using a 
circulator by physically separating the input and output fibers. 

A GT filter can compensate dispersion for multiple channels simultaneously be- 
cause, as seen in Eq. (7.3.1), it exhibits a periodic response at frequencies that corre- 
spond to the longitudinal modes of the underlying Fabry-Perot cavity. However, the 
periodic nature of the transfer function also indicates that $2 in Eq. (7.3.2) is the same 
for all channels. In other words, a GT filter cannot compensate for the dispersion slope 
of the transmission fiber without suitable design modifications. Several schemes have 
been proposed for dispersion slope compensation [35]-[37]. In one approach, two or 
more cavities are coupled such that the entire device acts as a composite GT filter [35] .  
In another design, GT filters are cascaded in series. In a 2004 experiment, cascaded GT 
filters were used to compensate dispersion of 40 channels (each operating at 10 Gb/s) 
over a length of 3,200 km [36]. Another interesting approach employs two fiber grat- 
ings that act as two mirrors of a GT filter. Since reflectivity is distributed over the 
grating length, such a device is referred to as a distributed GT filter [37]. 

Figure 7.7 shows the basic idea behind the dispersion slope compensation schemat- 
ically in the case of two cascaded GT filters. A four-port circulator forces the input 
WDM signal to pass through the two filters in a sequential fashion. Two filters have 
different cavity lengths and mirror reflectivities, resulting in group-delay profiles whose 
peaks are slightly shifted and have different amplitudes. This combination results in a 
composite group-delay profile that exhibits different slopes (and hence a different ef- 
fective dispersion parameter D )  near each peak. Changes in D occurring from one peak 
to the next can be designed to satisfy the slope condition in Eq. (7.3. I )  by choosing the 
filter parameters appropriately. 



7.3. Dispersion-Equalizing Filters 237 

Figure 7.7: (a) Schematic illustration of dispersion slope compensation using two cascaded GT 
filters. (b) Group delay as a function of wavelength for two GT filters and the resulting total 
group delay (gray curve). Dark lines show the slope of group delay. 

7.3.2 Mach-Zehnder Filters 

A Mach-Zehnder (MZ) interferometer can also act as an optical filter. As discussed in 
Section 8.1.2 of LTI, an all-fiber MZ interferometer can be constructed by connecting 
two directional couplers in series. The first coupler splits the input signal into two 
parts, which acquire different phase shifts if optical path lengths are different, before 
they interfere at the second coupler. The signal may exit from either of the two output 
ports depending on its frequency and the arm lengths. In the case of two 3-dB couplers, 
the transfer function for the cross port is given by 1381 

H M T : ( w )  = ; [ I  +exp(iwz)], (7.3.3) 

where z is the extra delay in the longer arm of the MZ interferometer. 
If we compare Eq. (7.3.3) with Eq. (7.1.4), we can conclude that a single MZ in- 

terferometer is not suitable for dispersion compensation. However, it turned out that a 
cascaded chain of several MZ interferometers acts as an excellent dispersion-equalizing 
filter 1391. Such filters have been fabricated in the form of a planar lightwave circuit 
using silica waveguides on a silicon substrate [40]-1451. Figure 7.8(a) shows a specific 
circuit design schematically. This device was 52 x 7 1 mm2 in size and exhibited a chip 
loss of 8 dB 1401. It consisted of 12 couplers with asymmetric arm lengths that were 
cascaded in series. A chromium heater was deposited on one arm of each MZ inter- 
ferometer to provide thermo-optic control of the optical phase. The main advantage 
of such a device is that its dispersion-equalization characteristics can be controlled by 
changing the arm lengths and the number of MZ interferometers. 

The operation of the MZ filter can be understood from the unfolded view shown in 
Figure 7.8(b). The device is designed such that the higher-frequency components prop- 
agate in the longer arm of the MZ interferometers. As a result, they experience more 
delay than the lower-frequency components taking the shorter route. The relative delay 
introduced by such a device is just the opposite of that introduced by a standard fiber 
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Figure 7.8: (a) A planar lightwave circuit made of a chain of Mach-Zehnder interferometers; 
(b) unfolded view of the device. (After Ref. [40]; 01994 IEEE.) 

exhibiting anomalous dispersion near 1.55 pm. The transfer function H ( w )  can be ob- 
tained analytically and is used to optimize the device design and performance [4 I ] .  In 
a 1994 implementation [42], a planar lightwave circuit with only five MZ interferom- 
eters provided a relative delay of 836 pshm. Such a device is only a few centimeters 
long, but it is capable of compensating dispersion acquired over SO km of fiber. Its 
main limitations are a relatively narrow bandwidth (w 10 GHz) and sensitivity to input 
polarization. However, it acts as a programmable optical filter whose GVD as well as 
the operating wavelength can be adjusted. In one device, the GVD could be varied 
from ~ 1,006 to 834 pshm [43]. 

It is not easy to compensate for the dispersion slope of the fiber with a single MZ 
chain. A simple solutions is to demultiplex the WDM signal, employ a MZ chain 

hi, b, ..M + 
Input 

with different 

hl, h, ..AN -+ 
output 

Figure 7.9: A planar lightwave circuit capable of compensating both the dispersion and disper- 
sion slope. A separate MZ chain is employed for each WDM channel. (After Ref. [45]; 02003 
IEEE.) 
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Figure 7.10: Three designs for all-pass fliters based on ring resonators: (a) A simple ring res- 
onator with a built-in phase shifter; (b) an asymmetric MZ configuration; (c) a symmetric MZ 
configuration. (After Ref. [51]; 01999 IEEE.) 

designed suitably for each channel, and then multiplex the WDM channels back. Al- 
though this process sounds too complicated to be practical, all components can be in- 
tegrated on a single chip using the silica-on-silicon technology [45]. Figure 7.9 shows 
the schematic of such a planar lightwave circuit. The use of a separate MZ chain for 
each channel allows the flexibility that the device can be tuned to match dispersion 
experienced by each channel. 

7.3.3 Other All-Pass Filters 

It is possible to design several other types of filters that affect the signal phase but leave 
the signal amplitude intact. Such filters are known as all-pass filters (as they pass all 
of the optical power incident on them) and have attracted considerable attention within 
the context of dispersion compensation [46]-[49]. As discussed in Section 2.3.1 of 
LT1, a ring resonator constitutes a simple example of an all-pass filter. Indeed, ring 
resonators have been employed for this purpose since 1998 [50]-[52]. 

Figure 7.10 shows schematically three designs that use directional couplers and 
phase shifters to form a ring resonator [51]. Although a single ring can be employed 
for dispersion compensation, cascading of multiple rings increases the amount of dis- 
persion. More complicated designs combine a MZ interferometer with a ring. The 
resulting device can compensate even the dispersion slope of a fiber. Such devices 
have been fabricated using the silica-on-silicon technology (see Section 4.3.3 of LT 1). 
With this technology, the phase shifters seen in Figure 7.10 are incorporated using thin- 
film chromium heaters. One such device exhibited dispersion that ranged from -378 
to -3,026 pshm depending on the channel wavelength. 

In general, all-pass filters such as those shown in Figure 7.10 suffer from a narrow 
bandwidth over which dispersion can be compensated. The amount of dispersion can 
be increased by using multiple stages but the bandwidth is reduced even further. A 
solution is provided by the filter architectures shown in Figure 7.1 1 [49]. In configu- 
ration (a), the WDM signal is split into individual channels using a demultiplexer and 
an array of dispersive elements, followed by delay lines and phase shifters, is used to 
compensate the dispersion of each channel by the desired amount. Individual channels 
are then multiplexed back. Configuration (b) uses a mirror to employ the same devoice 
for multiplexing and demultiplexing purposes. In configuration (c) movable mirrors 



240 Chapter 7. Dispersion Management 

1 N demux N 1 mux 

Figure 7.11: Three architectures for all-pass filters: (a) a transmissive filter with controllable 
dispersion for each channel through optical delay lines and phase shifters; (b) a reflective filter 
with a fixed mirror; (c) a reflective filter with moving mirrors acting as delay lines. (After 
Ref. [49]; 02003 IEEE.) 

are used to act as delay lines. Such designs, although more complicated, provide the 
most flexibility. 

7.4 Fiber Bragg Gratings 

The optical filters discussed in Section 7.3 are often fabricated using planar silica wave- 
guides. Although such devices are compact, they suffer from high insertion losses, 
resulting from an inefficient coupling of light between an optical fiber and a planar 
waveguide. Insertion losses can be reduced by using a fiber-based optical filter. 

As discussed in Section 2.2 of LT1, a fiber Bragg grating acts as an optical filter be- 
cause of the existence of a stop band-a spectral region over which most of the incident 
light is reflected back. The stop band is centered at the Bragg wavelength related to the 
grating period A as ?LB = 2nA, where I? is the average mode index. The periodic nature 
of index variations couples the forward- and backward-propagating waves at wave- 
lengths close to the Bragg wavelength and, as a result, provides frequency-dependent 
reflectivity to the incident signal over a bandwidth determined by the grating strength. 
In essence, a fiber grating acts as a reflection filter. Although the use of such gratings 
for dispersion compensation was proposed in the 1980s [53] ,  i t  was only during the 
1990s that fabrication technology advanced enough to make their use practical [22]. 

7.4.1 Constant-Period Gratings 

In the simplest type of grating, the refractive index varies along the grating length i n  a 
periodic fashion as 

n ( z )  = ii+n,cos(2zz/A), (7.4.1) 
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where i i  is the average value of the refractive index and ng is the modulation depth 
(typically, nR N and A - 0.5 pm). Bragg gratings are analyzed using two coupled- 
mode equations that describe the coupling between the forward- and backward-propa- 
gating waves at a given frequency w = 2nc/A.  These equations have the form [22] 

dAf /dz = i6Af + iK&,  

d&/dz = -i6& - iKAf ,  

where Af and Ab are the field amplitudes of the two waves and 

(7.4.2) 
(7.4.3) 

(7.4.4) 

Physically, 6 represents detuning from the Bragg wavelength, K is the coupling coeffi- 
cient, and r is the confinement factor. 

The coupled-mode equations can be solved analytically owing to their linear nature 
(see Section 2.2.4 of LT1). Most of the input light is reflected when optical frequency 
is close to the Bragg wavelength. The transfer function of the grating, acting as a 
reflective filter, is found to be [38] 

(7.4.5) 

where q2 = 6’ - K~ and L, is the grating length. When incident wavelength falls in the 
region - K  < 6 < K, q becomes imaginary, and most of the light is reflected back by 
the grating (reflectivity becomes nearly 100% for KL, > 3 ) .  This region constitutes the 
stop band of the grating. 

As before, the dispersion characteristics of the grating are related to the frequency 
dependence of the phase of H ( w ) .  It is easy to show that the phase is nearly linear 
inside the stop band. Thus, grating-induced dispersion exists mostly outside the stop 
band, a region in which grating transmits most of the incident signal. In this region 
(161 > K), the dispersion parameters of a fiber grating are given by [38] 

(7.4.6) 

where v, is the group velocity. Grating dispersion is anomalous (p,” < 0) on the high- 
frequency or ‘‘blue’’ side of the stop band, where 6 is positive and the carrier frequency 
exceeds the Bragg frequency. In contrast, dispersion becomes normal (@ > 0) on the 
low-frequency or “red” side of the stop band. The red side can be used for compensat- 
ing the dispersion of standard fibers near 1.55 p m  (pz M -21 ps2/km). Since p l  can 
exceed 1,000 ps2/cm, a single 2-cm-long grating can compensate dispersion accumu- 
lated over 100 km of fiber. However, higher-order dispersion of the grating, nonuniform 
transmission, and rapid variations of JH( W )  I close to stop-band edges make constant- 
period fiber gratings far from being practical for dispersion compensation. 

An apodization technique is used in practice to improve the grating response [22]. 
In an apodized grating, the index change nR is nonuniform across the grating, resulting 
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Figure 7.12: (a) Schematic variation of the refractive index in an apodized fiber grating. The 
length Lt of tapering region is chosen to be a small faction of the total grating length L. (b) 
Measured reflectivity spectrum for such a 7.5-cm-long grating. (After Ref. 1.541; 01999 OSA.) 

in a z-dependent K. Typically, as shown in Figure 7.12(a), K is uniform in the central 
region of length Lo and tapers down to zero at both ends over a short length L, for a 
grating of length L = Lo + 2Lt. Figure 7.12(b) shows the measured reflectivity spec- 
trum of an apodized 7.5-cm-long grating [54]. The reflectivity exceeds 90% within 
the stop band designed to be about 0.17-nm wide. The sharp drop in the reflectivity at 
both edges of the stop band is due to apodization. In another approach, the grating is 
fabricated such that K varies linearly over its entire length. In a 1996 experiment, such 
an 1 1 -cm-long grating was used to compensate the GVD acquired by a I 0-Gb/s signal 
over 100 km of standard fiber [55]. The coupling coefficient K ( Z )  varied smoothly from 
0 to 6 cm-' over the grating length. Such a grating compensated GVD over 106 km 
for a 10-Gb/s signal with only a 2-dB power penalty at a bit-error rate (BER) of 
In the absence of the grating, the penalty was infinitely large because of the existence 
of a BER floor. 

Tapering of the coupling coefficient along the grating length can also be used for 
dispersion compensation when the signal wavelength lies within the stop band, and 
the grating acts as a reflection filter. Numerical solutions of the coupled-mode equa- 
tions for a uniform-period grating for which K ( Z )  varies linearly from 0 to 12 cm-' 
over the 12-cm length show that such a grating exhibits a V-shaped group-delay pro- 
file, centered at the Bragg wavelength. It can be used for dispersion compensation if 
the wavelength of the incident signal is offset from the center of' the stop band such 
that the signal spectrum sees a linear variation of the group delay. Such a 8.1-cm- 
long grating was capable of compensating the GVD acquired over 257 km of standard 
fiber by a 10-Gb/s signal [56]. Although uniform gratings have been used for disper- 
sion compensation [55]-[58],  they suffer from a relatively narrow stop band (typically 
<O. 1 nm) and cannot be used at high bit rates. This shortcoming can be overcome by 
using chirped gratings, a topic we turn to next. 
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Figure 7.13: Dispersion compensation by a linearly chirped fiber grating: (a) index profile n(z)  
along the grating length; (b) reflection of low and high frequencies at different locations within 
the grating because of variations in the Bragg wavelength. 

7.4.2 Chirped Fiber Gratings 

Chirped fiber gratings have a relatively broad stop band and were proposed for disper- 
sion compensation as early as 1987 [59]. The optical period tiA in a chirped grating 
is not constant but changes over its length. Since the Bragg wavelength (AB = 2tiA) 
also varies along the grating length, different frequency components of an incident op- 
tical pulse are reflected at different points, depending on where the Bragg condition is 
satisfied locally. In essence, the stop band of a chirped fiber grating results from over- 
lapping of many mini stop bands, each shifted as the Bragg wavelength shifts along 
the grating. The resulting stop band can be more than 10 nm wide, depending on the 
grating length. Such gratings can be fabricated using several different methods [22]. 

It is easy to understand the operation of a chirped fiber grating from Figure 7.13, 
where the low-frequency components of a pulse are delayed more because of increasing 
optical period (and the Bragg wavelength). This situation corresponds to anomalous 
GVD. The same grating can provide normal GVD if it is flipped (or if the light is 
incident from the right). Thus, the optical period tiA of the grating should decrease for 
it to provide normal GVD. From this simple picture, the dispersion parameter D, of 
a chirped grating of length L, can be determined by using the relation TR = DgL,AA, 
where TR is the round-trip time inside the grating and AA is the difference in the Bragg 
wavelengths at the two ends of the grating. Since TR = 2iiL,/c, the grating dispersion 
is given by a remarkably simple expression 

D, = 2ti/(cAA). (7.4.7) 

As an example, D, % 5 x lo7 ps/(km-nm) for a grating bandwidth AA = 0.2 nm. Be- 
cause of such large values of D,, a 10-cm-long chirped grating can compensate for the 
GVD acquired over 300 km of standard fiber. 
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Figure 7.14: (a) Reflectivity and (b) group delay as a function of wavelength for linearly chirped 
fiber gratings with 50% (solid curves) or 95% (dashed curves) reflectivities and different values 
of apodization fraction F .  The innermost curve shows for comparison the spectrum of a 100-ps 
pulse. (After Ref. [65]; 01996 IEEE.) 

Chirped fiber gratings were employed for dispersion compensation during the 1990s 
in several transmission experiments [60]-[64]. In a 10-Gbs/s experiment, a 12-cm- 
long chirped grating was used to compensate dispersion accumulated over 270 km of 
fiber [61]. Later, the transmission distance was increased to 400 km using a 10-cm- 
long apodized chirped fiber grating [62]. This represents a remarkable performance by 
an optical filter that is only 10 cm long. When compared to DCFs, fiber gratings offer 
lower insertion losses and do not enhance the nonlinear degradation of the signal. 

It is necessary to apodize chirped gratings to avoid group-delay ripples that affect 
system performance. Mathematically, Eq. (7.4.1) for index variations across the grating 
takes the following form for an apodized chirped grating: 

(7.4.8) 

where a,(z) is the apodization function, A0 is the value of the grating period at z = 0, 
and C, is the rate at which this period changes with z .  The apodization function is 
chosen such that a, = 0 at the two grating ends but becomes 1 in the central part of 
the grating. The fraction F of the grating length over which a, changes from 0 to 1 
plays an important role. Figure 7.14 shows the reflectivity and the group delay (related 
to the phase derivative d $ / d w )  calculated as a function of wavelength by solving the 
coupled-mode equations for several 10-cm-long gratings with different values of peak 
reflectivities and the apodization fraction F .  The chirp rate C, = 6.1 18.5 x m-' 
was constant in all cases 16.51. The modulation depth n, was chosen such that the grat- 
ing bandwidth was wide enough to fit a 10-Gb/s signal within its stop band. Dispersion 
characteristics of such gratings can be further optimized by choosing the apodization 
profile a, ( z )  appropriately [66]. 

It is evident from Figure 7.14 that apodization reduces ripples in both the reflectivity 
and group-delay spectra. Since the group delay should vary with wavelength linearly to 
produce a constant GVD across the signal spectrum, it should be a5 ripple-free as pos- 
sible. However, if the entire grating length is apodized ( F  = l ) ,  the reflectivity ceases 
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Figure 7.15: Measured reflectivity and time delay for a linearly chirped fiber grating with a 
bandwidth of 0.12 nm. (After Ref. [64]; 01996 IEEE.) 

to be constant across the pulse spectrum, an undesirable situation. Also, reflectivity 
should be as large as possible to reduce insertion losses. In practice, gratings with 95% 
reflectivity and F = 0.7 provide the best compromise for 10-Gb/s systems [65]. Figure 
7.15 shows the measured reflectivity and group delay spectra for a 10-cm-long grat- 
ing whose bandwidth of 0.12 nm is chosen to ensure that a 10-Gb/s signal fits within 
its stop band [64]. The slope of the group delay (about 5,000 ps/nm) is a measure of 
the dispersion-compensation capability of the grating. Such a grating can recover a 
10-Gb/s signal by compensating the GVD acquired over 300 km of the standard fiber. 

It is clear from Eq. (7.4.7) that D, of a chirped grating is ultimately limited by 
the bandwidth AA over which GVD compensation is required, which in turn is deter- 
mined by the bit rate B. This creates a dilemma because as the stop-band bandwidth is 
increased to accommodate a high-bit-rate signal, the grating dispersion D, decreases. 
Cascading of two or more gratings can solve this problem to some extent. In a 1996 ex- 
periment [63], two chirped fiber gratings were cascaded in series to compensate fiber 
dispersion over 537 km. In another 1996 experiment, the transmission distance of a 
10-Gb/s signal was extended to 700 km by using a 10-cm-long chirped grating in com- 
bination with a phase-alternating duobinary scheme [64]. 

A drawback of chirped fiber gratings is that they work as a reflection filter. A 3- 
dB fiber coupler can be used to separate the reflected signal from the incident one. 
However, its use imposes a 6-dB loss that adds to other insertion losses. An optical 
circulator reduces insertion losses to below 2 dB. Several other techniques can be 
used. For example, two or more fiber gratings can be combined to form a transmission 
filter that provides dispersion compensation with relatively low insertion losses [67]. 
A single grating can be converted into a transmission filter by introducing a phase shift 
in the middle of the grating [68]. A MoirC grating, constructed by superimposing two 
chirped gratings formed on the same piece of fiber, also has a transmission peak within 
its stop band [69]. The bandwidth of such transmission filters is relatively small. 

A major drawback of fiber gratings is that transfer function exhibits a single peak in 
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Figure 7.16: Cascaded gratings used for dispersion compensation i n  a WDM system. (After 
Ref. [ 741; @ 1999 IEEE.) 

contrast with the optical filters discussed in Section 7.3. Thus, a single grating cannot 
compensate the dispersion of several WDM channels unless its design is modified. 
Several different approaches can be used to solve this problem. 

A chirped fiber grating can have a stop band as wide as 10 nm if it is made long 
enough. Such a grating can be used in a WDM system if the number of channels is 
small enough that the total signal bandwidth fits inside its stop band. In a 1999 exper- 
iment, a 6-nm-bandwidth chirped grating was used for a four-channel WDM system, 
each channel operating at 40 Gb/s [70]. When the WDM-signal bandwidth is much 
larger than that, one can use several cascaded chirped gratings in series such that each 
grating reflects one channel and compensates its dispersion [7 11-[75]. The advantage 
of this technique is that the gratings can be tailored to match the dispersion experi- 
enced by each channel, resulting in automatic dispersion-slope compensation. Figure 
7.16 shows the cascaded-grating scheme schematically for a four-channel WDM sys- 
tem [74]. Every 80 km, a set of four gratings compensates the GVD for all channels, 
while two optical amplifiers take care of all losses. By 2000, this approach was ap- 
plied to a 32-channel WDM system with 18-nm bandwidth [75]. Six chirped gratings, 
each with a 6-nm-wide stop band, were cascaded to compensate GVD for all channels 
simultaneously. 

7.4.3 Sampled Gratings 

The cascaded-gratings approach becomes cumbersome as the number of channels in a 
WDM system becomes large. A new kind of fiber grating, referred to as the sampled 
grating, has been developed to solve this problem. Such devices have double periodic- 
ity and are also known as superstructure gratings. Fiber-based superstructure gratings 
were first made in 1994 [76]. Since then, they have attracted considerable attention for 
dispersion compensation [771-[84l. 

A sampled or superstructure grating consists of multiple subgratings separated from 
each other by a section of uniform index (each subgrating is a sample, hence the name 
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Figure 7.17: Schematic of a sampled grating. Darkened areas indicate regions with a higher 
refractive index. 

“sampled” grating). Figure 7.17 shows a sampled grating schematically. In practice, 
such a structure can be realized by blocking certain regions through an amplitude mask 
during fabrication of a long grating such that K = 0 in the blocked regions. It can 
also be made by etching away parts of an existing grating. In both cases, K ( Z )  varies 
periodically along z .  It is this periodicity that modifies the stop band of a uniform 
grating. If the average index f i  also changes with the same period, both 6 and K become 
periodic in the coupled-mode equations. The solution of these equation shows that 
a sampled grating has multiple stop bands separated from each other by a constant 
amount. The frequency spacing AvP among neighboring reflectivity peaks is set by 
the sample period A,? as Av,, = c/(2ng&) and is controllable during the fabrication 
process. Moreover, if each subgrating is chirped, the dispersion characteristics of each 
reflectivity peak are governed by the amount of chirp introduced. 

A sampled grating is characterized by a periodic sampling function S(z). The sam- 
pling period A, of about 1 mm is chosen so that AvP is close to 100 GHz (typical 
channel spacing for WDM systems). In the simplest kind of grating, the sampling 
function is a “rect” function such that S(z) = 1 over a section of length fSA.? and 0 over 
the remaining portion of length (1 ~ ,fi)As. However, this is not the optimum choice 
because it leads to a transfer function in which each peak is accompanied by multiple 
subpeaks. The reason is related to the fact that the shape of the reflectivity spectrum is 
governed by the Fourier transform of S(z). This can be seen by multiplying nR in Eq. 
(7.4.1) with S(z) and expanding S(z) in a Fourier series to obtain 

(7.4.9) 

where F,, is the Fourier coefficient, 8, = n/Ao is the Bragg wave number, and ps is 
related to the sampling period A,? as p,? = n/&. In essence, a sampled grating behaves 
as a collection of multiple gratings whose stop bands are centered at wavelengths = 

2 ~ / p , ~ ,  where pm = Po +mp,, and m is an integer. The peak reflectivity associated with 
different stop bands is governed by the Fourier coefficient F,. 

A multipeak transfer function with nearly constant reflectivity for all peaks can 
be realized by adopting a sampling function of the form S(z) = sin(az)/az, where a 
is a constant. Such a “sinc” shape function was used in 1998 to fabricate 10-cm- 
long gratings with up to 16 reflectivity peaks separated by 100 GHz [78]. A 1999 
experiment used such a sampled grating for a four-channel WDM system [79]. As the 
number of channels increases, it becomes more and more difficult to compensate the 
GVD of all channels at the same time because such a grating does not compensate for 
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Figure 7.18: (a) Reflection and (b) dispersion characteristics of a chirped sampled grating de- 
signed for 8 channels spaced apart by 100 GHz. (After Ref. [80]; @ 1999 IEEE.) 

the dispersion slope of the fiber. This problem can be solved by introducing a chirp 
in the sampling period in addition to the chirping of the grating period A [80]. In 
practice, a linear chirp is used. The amount of chirp depends on the dispersion slope 
of the fiber as = Is/DlA&,, where A&h is the channel bandwidth and 6A, is 
the change in the sampling period over the entire grating length. Figure 7.18 shows the 
reflection and dispersion characteristics of a 10-cm-long sampled grating designed for 8 
WDM channels with 100-GHz spacing. For this grating, each subgrating was 0.12 mm 
long and the 1 -mm sampling period was changed by only 1.5% over the 10-cm grating 
length. 

The preceding approach becomes impractical as the number N of WDM channels 
increases because it requires a large index modulation (n, grows linearly with N ) .  A 
solution is offered by sampled gratings in which the sampling function S(z) modifies 
the phase of K, rather than changing its amplitude; the modulation depth in this case 
grows only as fl. The phase-sampling technique has been used with success for mak- 
ing tunable semiconductor lasers [85] .  Recently, it has been applied to fiber gratings 
[81]-[84]. In contrast with the case of amplitude sampling, index modulations exist 
over the entire grating length. However, the phase of modulation changes in a periodic 
fashion with a period A, that itself is chirped along the grating length. Mathematically, 
index variations can be written in  the form [83] 

" ( z )  = fi+n,Re{exp[2in(z/Ao) + i & ( z ) ] > ,  (7.4.1 0) 

where ng is the constant modulation amplitude, A" is the average grating period, and 
the phase $ , ( z )  varies in a periodic fashion. By expanding exp(i&) in a Fourier series, 
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Figure 7.19: Reflectivity, group delay, and dispersion of a phase-sampled grating designed for 
16 WDM channels. (After Ref. [83]; 02003 IEEE.) 

n(z) can be written in the form of Eq. (7.4.9), where F, depends on how the phase 
Qr(z) varies in each sampling period. The shape of the reflectivity spectrum and dis- 
persion characteristics of the grating can be tailored by controlling F, and by varying 
the magnitude of chirp in the grating and sampling periods [83]. 

As an example, Figure 7.19 shows calculated values of the reflectivity, group delay, 
and dispersion as a function of wavelength for a 10-cm-long grating designed with 
ng = 4 x lop4 and A,T = 1 mm. The sampling period is chirped such that it is reduced 
by 2.1 % over the grating length. The grating period was also chirped at a rate of 0.07 
n d c m .  The phase profile Q ( z )  over one sampling period was optimized to ensure a 
relativity constant reflectivity over the entire channel bandwidth. Such a grating can 
compensate both the dispersion and dispersion slope of a fiber for 16 WDM channels 
with 100-GHz spacing. 

7.5 Optical Phase Conjugation 

Although the use of optical phase conjugation (OPC) for dispersion compensation was 
proposed in 1979 [86], it was only in 1993 that the OPC technique was first imple- 
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mented experimentally [87]-[90]. It has attracted considerable attention since then 
[9 I]-[ 1 131. In contrast to other optical schemes discussed in this chapter, the OPC is a 
nonlinear optical technique. This section describes the principle behind it and discusses 
its implementation in practical lightwave systems. 

7.5.1 Principle of Operation 

The simplest way to understand how OPC can compensate the GVD is to take the 
complex conjugate of Eq. (7.1.2) and obtain 

(7.5.1) 

A comparison of Eqs. (7.1.2) and (7.5.1) shows that the phase-conjugated fieldA* prop- 
agates with the sign reversed for the GVD parameter p2. This observation suggests 
immediately that, if the optical field is phase-conjugated in the middle of the fiber link, 
as shown in Figure 7.20(a), second-order dispersion (GVD) accumulated over the first 
half will be compensated exactly in the second half of the fiber link. As the p3 term 
does not change sign on phase conjugation, OPC cannot compensate for the TOD. In 
fact, it is easy to show by keeping the higher-order terms in the Taylor expansion in 
Eq. (3. I .6) that OPC compensates for all even-order dispersion terms, while leaving 
the odd-order terms unaffected. 

The effectiveness of midspan OPC for dispersion compensation can also be verified 
by using Eq. (7.1.3) with p3 = 0. The optical field just before OPC is obtained by 
substituting 7 = L/2 in this equation. The propagation of the phase-conjugated field A* 
in the second-half section then yields 

where A"*(L/2. 0) is the Fourier transform of A*(L/2,t) and is given by 

A * ( L / ~ ,  O) = A*(o, - 0 ) e x p ( - i 0 ~ ~ 2 ~ / 4 ) .  (7.5.3) 

By substituting Eq. (7.5.3) in Eq. (7.S.2), one finds thatA(L.t) = A * ( O , t ) .  Thus, except 
for a phase reversal induced by the OPC, the input field is completely recovered, and 
the pulse shape is restored to its input form. Since the signal spectrum after OPC 
becomes the mirror image of the input spectrum, the OPC technique is also referred to 
as inidspan spectral inversion. 

7.5.2 Compensation of Self-phase Modulation 

As discussed in Section 4. I ,  the nonlinear phenomenon of SPM leads to the chirping of 
the transmitted signal that manifests itself through broadening of the signal spectrum. 
Although this chirp can be used to advantage in soliton-based systems (see Section 8.2), 
in most lightwave systems the SPM-induced nonlinear effects degrade the signal qual- 
ity, especially when the signal is propagated over long distances using multiple optical 
amplifiers. 
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Figure 7.20: (a) Schematic of dispersion management through midspan phase conjugation. (b) 
Power variations inside the fiber link when an amplifier boosts the signal power at the phase 
conjugator. The dashed line shows the power profile required for SPM compensation. 

The OPC technique differs from all other dispersion-compensation schemes in one 
important way: Under certain conditions, it can compensate simultaneously for both 
the GVD and SPM. This feature of OPC was noted in the early 1980s [114] and 
attracted considerable attention after 1993 [99]. It is easy to show that both the GVD 
and SPM are compensated perfectly in the absence of fiber losses. Pulse propagation 
in a lossy fiber is governed by Eq. (3.1.12) or by 

a A  i b  d2A 2 a  
- + -- = iylAl A - -A,  aZ 2 at* 2 

(7.5.4) 

where a accounts for fiber losses. When a = 0, A* satisfies the same equation when 
we take the complex conjugate of Eq. (7.5.4) and change z to -z. In other words, the 
propagation of A* is equivalent to sending the signal backward and undoing distortions 
induced by f lz  and y. As a result, midspan OPC can compensate for both SPM and 
GVD simultaneously. 

Fiber losses destroy this important property of midspan OPC. The reason is intu- 
itively obvious if we note that the SPM-induced phase shift is power-dependent. As a 
result, much larger phase shifts are induced in the first half of the link than the second 
half, and OPC cannot compensate for the nonlinear effects. Equation (7.5.4) can be 
used to study the impact of fiber losses. By making the substitution 

A(z1t) = B ( z , t ) p ( z ) ,  (7.5.5) 
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Eq. (7.5.4) can be written as 

(7.5.6) 

where p(z) = exp(-az). The effect of fiber losses is mathematically equivalent to 
the loss-free case but with a z-dependent nonlinear parameter. By taking the com- 
plex conjugate of Eq. (7.5.6) and changing z to -z, it is easy to see that perfect SPM 
compensation can occur only if p ( z )  = exp(az) after phase conjugation ( z  > L/2) .  A 
general requirement for the OPC technique to work is p(z) = p ( L  - z).  This condition 
cannot be satisfied when a # 0. 

One may think that the problem can be solved by amplifying the signal after OPC 
so that the signal power becomes equal to the input power before it is launched in the 
second-half section of the fiber link. Although such an approach reduces the impact of 
SPM, it does not lead to perfect Compensation of it. The reason can be understood by 
noting that the propagation of a phase-conjugated signal is equivalent to propagating 
a time-reversed signal [115]. Thus, perfect SPM compensation can occur only if the 
power variations are symmetric around the midspan point where the OPC is performed 
so that p(z) = p(L - z) in Eq. (7.5.6). Optical amplification does not satisfy this prop- 
erty. Figure 7.20(b) shows the actual and required forms of p(z). One can come close 
to SPM compensation if the signal is amplified often enough that the power does not 
vary by a large amount during each amplification stage. This approach is, however, 
not practical because it requires closely spaced amplifiers. The use of distributed Ra- 
man amplification with bidirectional pumping can also help because it can provide p ( ~ )  
close to 1 over the entire span. 

Perfect compensation of both GVD and SPM can be realized by employing disper- 
sion-decreasing fibers in which Ip2I decreases along the fiber length. To see how such 
a scheme can be implemented, assume that p2 in Eq. (7.5.6) is a function of z. By 
making the transformation 

(7.5.7) 

Eq. (7.5.6) can be written as [99] 

d B  i a2B 
- + -b({)-  = iylBI2B, a t  2 at2 

(7.5.8) 

where b(z) = p2(z)/p(z). Both GVD and SPM are compensated if b(5 )  = b ( 5 ~  - <), 
where 4~ is the value of 5 at z = L. This condition is automatically satisfied when p2(z)  
decreases in exactly the same way as p(z) so that their ratio remains constant. Since 
p ( z )  decreases exponentially, both GVD and SPM can be compensated in a dispersion- 
decreasing fiber whose GVD decreases as e P Z .  This approach is quite general and 
applies even when in-line amplifiers are used. 

7.5.3 Generation of Phase-Conjugated Signal 

The implementation of the midspan OPC technique requires a nonlinear optical ele- 
ment that generates the phase-conjugated signal. The most commonly used method 
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Figure 7.21: Experimental setup for dispersion compensation through midspan spectral inver- 
sion in a 21-km-long dispersion-shifted fiber. (After Ref. [88]; 01993 IEEE.) 

makes use offour-wave mixing (FWM) in a nonlinear medium. Since the optical fiber 
itself is a nonlinear medium [ 1161, a simple approach is to use a few-kilometer-long 
fiber, designed especially to maximize the FWM efficiency. As discussed in Section 
4.3, the use of FWM requires lunching of a pump beam at a frequency 0, that is shifted 
from the signal frequency w, by a small amount ( N O S  THz). Such a device acts as a 
parametric amplifier and amplifies the signal, while also generating an idler at the fre- 
quency 0, = 2wP - a, if the phase-matching condition is satisfied. The idler beam 
carries the same information as the signal but its phase is reversed with respect to the 
signal and its spectrum is inverted. 

The phase-matching condition can be approximately satisfied if the zero-dispersion 
wavelength of the OPC fiber is chosen to nearly coincide with the pump wavelength. 
This was the approach adopted in a 1993 experiment [87] in which a 1,546-nm signal 
was phase-conjugated using FWM in a 23-km-long fiber pumped at 1,549 nm. A 6- 
Gb/s signal could be transmitted over 152 km by compensating dispersion through 
OPC in the middle of the fiber link. In another 1993 experiment [88], a 10-Gb/s signal 
was transmitted over 360 km with the setup shown in Figure 7.21. The midspan OPC 
was performed in a 21-km-long fiber by using a pump laser whose wavelength was 
tuned exactly to the zero-dispersion wavelength of the fiber. The pump and signal 
wavelengths differed by 3.8 nm, and a bandpass filter was used to separate the phase- 
conjugated signal from the pump. 

Several factors need to be considered while implementing the midspan OPC tech- 
nique in practice. First, since the signal wavelength changes from W, to w, = 20, - w, 
at the phase conjugator, the GVD parameter p2 becomes different in the second-half 
section. As a result, perfect compensation occurs only if the phase conjugator is slightly 
offset from the midpoint of the fiber link. The exact location L, can be determined by 
using the condition ~ ( o , ) L ,  = p2(w,)(L - L,), where L is the total link length. By 
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expanding P2(oC) in a Taylor series around the signal frequency o,, L, is found to be 

(7.5.9) 

where 6, = O, - w, is the frequency shift of the signal induced by the OPC technique. 
For a typical wavelength shift of 6 nm, the phase-conjugator location changes by about 
1%. The effect of residual dispersion and SPM in the phase-conjugation fiber itself can 
also affect the placement of a phase conjugator [96]. 

A second factor that needs to be addressed is that the FWM process in optical 
fibers is polarization-sensitive. As signal polarization is not controlled in optical fibers, 
it varies at the OPC in a random fashion. Such random variations affect FWM effi- 
ciency and make the standard FWM technique unsuitable for practical purposes. For- 
tunately, the FWM scheme can be modified to make it polarization-insensitive. In one 
approach, two orthogonally polarized pump beams at different wavelengths, located 
symmetrically on the opposite sides of the zero-dispersion wavelength AZD of the fiber, 
are used [90]. This scheme has another advantage: The phase-conjugate wave can be 
generated at the frequency of the signal itself by choosing AzD such that it coincides 
with the signal frequency. Polarization-insensitive OPC can also be realized by using a 
single pump in combination with a fiber grating and an orthoconjugate mirror [92], but 
the device works in the reflective mode and requires separation of the conjugate wave 
from the signal through an optical circulator. 

Low efficiency of the OPC process can be of concern. In early experiments, the 
conversion efficiency q, was below 1%, making it necessary to amplify the phase- 
conjugated signal [88]. However, the FWM process is not inherently a low-efficiency 
process and, in principle, it can even provide net gain [I  161. Indeed, analysis of the 
FWM equations shows that q, can be increased considerably by increasing the pump 
power; it can even exceed 100% by optimizing the power levels and the wavelength 
difference of the the pump and signal 1941. High pump powers require suppression of 
stimulated Brillouin scattering through modulation of pump phases. In a 1994 experi- 
ment, 35% conversion efficiency was realized with this technique [91]. 

The FWM process in a semiconductor optical amplifier (SOA) can also be used to 
generate the phase-conjugated signal. This approach was first used in a 1993 exper- 
iment to demonstrate the transmission of a 2.5-Gb/s signal over 100 km of standard 
fiber [89]. Later, in a 1995 experiment the same approach was used for transmit- 
ting a 40-Gbls signal over 200 km of standard fiber 1951. The possibility of highly 
nondegenerate FWM inside SOAs was suggested in 1987, and this technique is used 
extensively in the context of wavelength conversion [ I  171. Its main advantage is that 
the phase-conjugated signal can be generated in a device of 1-mm length. The conver- 
sion efficiency is also typically higher than that of FWM in an optical fiber because of 
amplification, although this advantage is offset by the relatively large coupling losses 
resulting from the need to couple the signal back into the fiber. By a proper choice of 
the pump-signal detuning, conversion efficiencies of more than 100% (net gain for the 
phase-conjugated signal) have been realized through FWM in SOAs [ 1 181. 

Periodically poled lithium-niobate (PPLN) waveguides have been used to make a 
compact, wideband, spectral inverter [ 1021. The phase-conjugated signal in such a 
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Figure 7.22: Experimental setup of a 16-channel WDM system, employing a PPLN-based phase 
conjugator to transmit data over 800 km of standard fiber. (After Ref. [ 1 131; 02004 IEEE.) 

device is generated through two cascaded second-order nonlinear processes that are 
quasi-phase-matched through periodic poling of the crystal. Such an OPC device ex- 
hibited only 7-dB insertion losses and was capable of compensating the dispersion of 
four lO-Gb/s channels simultaneously over 150 km of standard fiber. 

The OPC technique has been used for dispersion compensation in several recent 
experiments [107]-[113]. In a 1999 experiment, a FWM-based phase conjugator was 
used to compensate the GVD of a 40-Gb/s signal over 140 km of standard fiber. In 
the absence of OPC, the 40-Gb/s signal cannot be transmitted over more than 7 km, 
as dictated by Eq. (7.1.1). An SOA was used in a 2002 experiment to transmit the 
80-Gb/s signal over 208 km of standard fiber [ 1101. In a 2004 WDM experiment, a 
PPLN-based phase conjugator was used to demonstrate the transmission of 16 channels 
(each operating at 40 Gb/s) over 800 km of standard fiber [ 1131. Amplifier spacing 
was 100 km and a single PPLN device was used midway after 4 amplifiers. Figure 
7.22 shows the experimental setup schematically. A single pump at a wavelength of 
1,546.12 nm phase-conjugated all 16 WDM channels as it inverted the signal spectrum 
around the pump wavelength. The BER of all channels was below a value small 
enough that the system can work reliably with forward error correction. 

Most of the experimental work on dispersion compensation has considered trans- 
mission distances of several hundred kilometers. For long-haul applications, one may 
ask whether the OPC technique can compensate the GVD acquired over thousands of 
kilometers. This question has been studied mainly through numerical simulations. In 
one set of simulations, a lO-Gb/s signal could be transmitted over 6,000 km when the 
average launch power was kept below 3 mW to reduce the effects of fiber nonlinear- 
ity [97]. In another study, the amplifier spacing was found to play an important role; 
transmission over 9,000 km was feasible by keeping the amplifiers 40 km apart [ 1001. 
The choice of the operating wavelength with respect to the zero-dispersion wavelength 
was also critical. In the anomalous-dispersion region (p2 < 0), periodic variations of 
the signal power along the fiber link can lead to the generation of additional side- 
bands through an instability known as sideband instability [119]. This instability can 
be avoided if the dispersion parameter is relatively large [D > 10 ps/(km-nm)]. This 
is the case for standard fibers near 1.55 pm. In general, the maximum transmission 
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distance depends on many factors such as FWM efficiency, input power, and amplifier 
spacing and may decrease to below 3,000 km, depending on the operating parame- 
ters [98]. If a suitably designed periodic dispersion map is used in combination with 
OPC, it is possible to suppress the sideband instability and increase the transmission 
distance to beyond 10,000 km [105]. 

The use of OPC for long-haul lightwave systems requires periodic use of optical 
amplifiers and phase conjugators. These two optical elements can be combined into one 
by using parametric amplifiers, which not only generate the phase-conjugated signal 
through the FWM process but also amplify it. The analysis of such a long-haul system 
shows that 20- to 30-ps input pulses can travel over thousands of kilometers despite a 
high GVD; the total transmission distance can exceed 10,000 km for dispersion-shifted 
fibers with p 2  = -2 ps2/km near 1.55 p m  [120]. However, the phase-conjugation 
technique has yet to be employed in a commercial lightwave system. 

7.6 Other Schemes 

For medium-haul lightwave systems (with link lengths -100 km), several other tech- 
niques can be employed for dispersion compensation. Most of them modify the char- 
acteristics of input pulses at the transmitter before they are launched into the fiber link. 
Others process the electronic signal at the receiver end to minimize distortions induced 
by dispersion. We consider such schemes in this section. 

7.6.1 Prechirp Technique 

The underlying idea behind prechirping can be understood from Eq. (7.1.3). It consists 
of changing the spectral amplitude A(0, O )  of input pulses in such a way that GVD- 
induced degradation is eliminated, or at least reduced substantially. Clearly, if the 
spectral amplitude is modified as 

A(o ,w)  ~ A ( o , w ) e x p ( - i w 2 ~ ~ / 2 - i ~ 3 w 3 ~ / 6 ) ,  (7.6.1) 

where L is the link length, GVD will be compensated exactly, and the pulse will re- 
tain its shape at the fiber output. Unfortunately, it is not easy to implement Eq. (7.6.1) 
in practice. Often, one can ignore the cubic term proportional to p3, as it is rela- 
tively small. The quadratic term is then introduced by chirping the input pulse suitably. 
Since frequency chirp is applied at the transmitter end, this scheme is referred to as the 
prechirp technique. 

We can use Figure 3.3 to understand how prechirping helps. As discussed in Sec- 
tion 3.3, for values of C such that p2C < 0, a chirped Gaussian pulse compresses ini- 
tially before its width increases. Clearly, a suitably chirped pulse can propagate over 
longer distances before it broadens outside its allocated bit slot. As a rough estimate 
of the improvement, assume that pulse broadening by a factor of up to is tolerable. 
Using Eq. (3.3.1 1) with bf = fi, the maximum transmission distance is found to be 

C + J W  
L =  L D  , 1 +c* (7.6.2) 
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where LD = T,:/I&/ is the dispersion length. For unchirped Gaussian pulses, C = 0 
and L = LD. However, L increases by 36% for C = 1. The maximum improvement by 
a factor of occurs for C = 1/& These features clearly illustrate that the prechirp 
technique requires careful optimization. Even though the pulse shape is rarely Gaussian 
in practice, the prechirp technique can increase the transmission distance by 50% or 
more. As early as 1986, a super-Gaussian model suitable for nonreturn-to-zero (NRZ) 
transmission predicted such an improvement [ 1211. 

The prechirp technique was considered during the 1980s in the context of directly 
modulated semiconductor lasers [ 1211-[ 1231. Such lasers chirp the pulse automati- 
cally through the carrier-induced index changes. Unfortunately, the chirp parameter 
C is negative for directly modulated semiconductor lasers. Since p2 in the 1.55-pm 
wavelength region is also negative for standard fibers, the condition &C < 0 is not 
satisfied. In fact, as seen in Figure 3.3, the chirp induced by direct modulation re- 
duces the transmission distance drastically when standard fibers are used. In contrast, 
if dispersion-shifted fibers with normal GVD (& > 0) are employed, the same chirp 
helps to improve the system performance. 

In the case of external modulation, optical pulses are nearly chirp-free. The prechirp 
technique in this case imposes a frequency chirp with a positive value of the chirp para- 
meter C so that the condition &C < 0 is satisfied. Several schemes have been proposed 
for this purpose [ 1241-[ 1301. In a simple approach shown schematically in Figure 7.23, 
the carrier frequency of the DFB laser is first modulated (FM) before the laser output is 
passed to an external modulator for amplitude modulation (AM). The resulting optical 
signal exhibits simultaneous AM and FM [127]. From a practical standpoint, the FM 
of the optical carrier can be realized by modulating the current injected into the DFB 
laser by a small amount ( w  1 mA). Although such a direct modulation of the DFB laser 
also modulates the optical power sinusoidally, the magnitude is small enough that it 
does not interfere with the detection process. 

It is clear from Figure 7.23 that the FM of the optical carrier, followed by external 
AM, generates a signal that consists of chirped pulses. The amount of chirp can be 
determined as follows. Assuming that the pulse shape is Gaussian, the optical signal 
can be written as 

E(0, t )  = Ao exp( --t2/T;) exp[-iw( 1 + 6 sinw,t)t], (7.6.3) 

where the carrier frequency op of the pulse is modulated sinusoidally at the frequency 
CY, with a modulation depth 6. Near the pulse center, sin( y , t )  M CY,~ ,  and Eq. (7.6.3) 
becomes 

E(0, t )  M A 0  exp [-F ( k)2] exp(-iwt), (7.6.4) 

where the chirp parameter C is given by 

C = 26%@7',2. (7.6.5) 

Both the sign and magnitude of the chirp parameter C can be controlled by changing 
the FM parameters 6 and y,. 
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Figure 7.23: Schematic of the prechirp technique used for dispersion compensation: (a) FM 
output of the DFB laser; (b) pulse shape produced by external modulator: and (c) prechirped 
pulse used for signal transmission. (After Ref. [127]; 01994 IEEE.) 

Phase modulation of the optical carrier also leads to a positive chirp, as can be 
verified by replacing Eq. (7.6.3) with 

E ( o , ~ )  = A ~  exp(- t2/~~)exp[- iwot+i6cos(o, , t )]  (7.6.6) 

and using cos x "N 1 - x2/2. An advantage of the phase-modulation technique is that 
the external modulator itself can modulate the carrier phase. The simplest solution is 
to employ an external modulator whose refractive index can be changed electronically 
in such a way that it imposes a frequency chirp with C > 0 [124]. As early as 1991, a 
5-Gb/s signal was transmitted over 256 km [ 1251 using a LiNb03 modulator such that 
values of C were in the range of 0.6 to 0.8. These experimental values are in agree- 
ment with the Gaussian-pulse theory on which Eq. (7.6.2) is based. Other types of 
semiconductor modulators, such as an electroabsorption modulator [ 1261 or a Mach- 
Zehnder (MZ) modulator [ 1281, can also chirp the optical pulse with C > 0, and have 
been used to demonstrate transmission beyond the dispersion limit [ 1291. With the 
development of DFB lasers integrated with an electroabsorption modulator, the imple- 
mentation of the prechirp technique has become quite practical. In a 1996 experiment, 
a 10-Gb/s NRZ signal was transmitted over 100 km of standard fiber using such a 
transmitter [ 1301. 
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Figure 7.24: Dispersion compensation using FSK coding: (a) Optical frequency and power 
of the transmitted signal; (b) frequency and power of the received signal and the electrically 
decoded data. (After Ref. [131]; 01994 IEEE.) 

7.6.2 Novel Coding Techniques 

The dispersion problem can also be alleviated to some extent by adopting a suitable 
modulation format. In one approach, referred to as dispersion-supported transmission, 
a frequency-shift keying (FSK) format is used for signal transmission [13 11-[ 1351. 
The FSK signal is generated by switching the laser wavelength by a constant amount 
Ail between 1 and 0 bits while leaving the power unchanged. During propagation 
inside the fiber, the two wavelengths travel at slightly different speeds. The time delay 
between the 1 and 0 bits is determined by the wavelength shift A a  and is given by 
AT = DLAA. The wavelength shift A a  is chosen such that AT = 1/B. Figure 7.24 
shows schematically how the one-bit delay produces a three-level optical signal at the 
receiver. In essence, because of fiber dispersion, the FSK signal is converted into a 
signal whose amplitude is modulated. The signal can be decoded at the receiver by 
using an electrical integrator in combination with a decision circuit [ 13 11. 

Several transmission experiments have shown the usefulness of the dispersion- 
supported transmission scheme [ 1311-[ 1331. All these experiments were concerned 
with increasing the transmission distance of a 1.55-pm lightwave system operating at 
10 Gb/s or more over the standard fibers. In 1994, the transmission of a 10-Gb/s signal 
over 253 km of standard fiber was realized [131]. By 1998, in a 40-Gb/s field trial, 
the signal was transmitted over 86 km of standard fiber [133]. These values should 
be compared with the prediction of Eq. (7.1.1). Clearly, the transmission distance can 
be improved by a large factor by employing the FSK technique when the system is 
properly designed [ 1351. 

Another approach to increasing the transmission distance consists of transmitting 
an optical signal whose bandwidth at a given bit rate is smaller compared with that 
of the standard on-off coding technique. One scheme makes use of duobinary cod- 
ing [136]. This coding scheme reduces the signal bandwidth by 50% by adding two 
successive bits in the digital bit stream, thus forming a three-symbol duobinary code 
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at half the bit rate. Since both the 01 and 10 combinations add to 1 ,  the signal phase 
must be modified to distinguish between the two. Since the GVD-induced degrada- 
tion depends on signal bandwidth, transmission distance is considerably larger for a 
duobinary signal [ 13714 1421. 

In a 1994 experiment designed to compare the binary and duobinary schemes, a 10- 
Gb/s signal could be transmitted over distances 30 to 40 km longer by replacing binary 
coding with duobinary coding [ 1371. The duobinary scheme can be combined with 
the prechirping technique. Indeed, transmission of a lO-Gb/s signal over 160 km of a 
standard fiber was realized in 1994 by combining duobinary coding with an external 
modulator capable of producing a frequency chirp with C > 0 [ 1371. Since chirping in- 
creases the signal bandwidth, it is hard to understand why it would help. It appears that 
phase reversals occurring in practice when a duobinary signal is generated are primarily 
responsible for improvement realized with duobinary coding [ 1381. A new dispersion- 
management scheme, called the phase-shaped binary transmission, has been proposed 
to take advantage of phase reversals [ 1391. The use of duobinary transmission increases 
signal-to-noise requirements and requires decoding at the receiver. Despite these short- 
comings, it is useful for upgrading the existing terrestrial lightwave systems to bit rates 
of 10 Gb/s and more [ 1401-[ 1421. 

7.6.3 Nonlinear Prechirp Techniques 

A simple nonlinear prechirp technique, demonstrated in 1989, amplifies the transmitter 
output using a semiconductor optical amplifier (SOA) operating in the gain-saturation 
regime [ 1431-[ 1471. As discussed in Section 5.5.4 of LTl, gain saturation leads to time- 
dependent variations in the carrier density, which, in turn, chirp the amplified pulse 
through changes in the refractive index. The amount of chirp depends on the input 
pulse shape and is nearly linear over most of the pulse. The SOA not only amplifies 
the pulse but also chirps it such that the chirp parameter C > 0. Because of this chirp, 
the input pulse can be compressed in a fiber with < 0. Such a compression was 
observed in an experiment in which 40-ps input pulses were compressed to 23 ps when 
they were propagated over 18 km of standard fiber [143]. 

The potential of this technique for dispersion compensation was demonstrated in 
a 1989 experiment by transmitting a 16-Gb/s signal over 70 km of fiber [144]. Fig- 
ure 7.25 compares the streak-camera traces of the signal obtained with and with- 
out dispersion compensation. From Eq. (7.1. l), in the absence of amplifier-induced 
chirp, the transmission distance at 16 Gb/s is limited to about 14 km for a fiber with 
D = 15 ps/(km-nm). The use of the amplifier in the gain-saturation regime increased 
the transmission distance five-fold, a feature that makes this approach to dispersion 
compensation quite attractive. It has the added benefit that it can compensate for the 
coupling and insertion losses that invariably occur in a transmitter by amplifying the 
signal before it is launched into the optical fiber. Moreover, this technique can be used 
for the simultaneous compensation of fiber losses and GVD if SOAs are used as in-line 
amplifiers [ 1471. 

A nonlinear medium can also be used to prechirp the pulse. As discussed in Section 
4.1, the nonlinear phenomenon of SPM chirps an optical pulse as it propagates down 
a fiber. Thus, a simple prechirp technique consists of passing the transmitter output 
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Figure 7.25: Streak-camera traces of the 16-Gbls signal transmitted over 70 km of standard fiber 
(a) with and (b) without SOA-induced chirp. Bottom trace shows the background level in each 
case. (After Ref. [144]; 01989 IEE.) 

through a fiber of suitable length before launching it into the communication link. From 
Eq. (4 .13 ,  the phase of the optical signal is modulated by SPM as 

where P(t) is the power of the pulse and L, is the length of the nonlinear fiber. In the 
case of Gaussian pulses for which P(t) = Poexp(-t2/T;), the chirp is nearly linear, 
and Eq. (7.6.7) can be approximated by 

where the chirp parameter is given by C = 2yLmP0. For y > 0, the chirp parameter C 
is positive, and is thus suitable for dispersion compensation. The transmission fiber 
itself can be used for chirping the pulse. This approach was suggested in a 1986 study; 
it indicated the possibility of doubling the transmission distance by optimizing the 
average power of the input signal [148]. 

7.6.4 Electronic Compensation Techniques 

Electronic techniques can be used for compensation of GVD within the receiver. The 
philosophy behind this approach is that even though the optical signal has been de- 
graded by GVD, one may be able to equalize the effects of dispersion electronically if 
the fiber acts as a linear system. It is relatively easy to compensate for dispersion if a 
heterodyne receiver is used for signal detection. Such a receiver first converts the opti- 
cal signal into a microwave signal at the intermediate frequency @F while preserving 
both the amplitude and phase information. A microwave bandpass filter whose impulse 
response is governed by the transfer function 
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where L is the fiber length, should restore the signal to its original form. This con- 
clusion follows from the standard theory of linear systems. This technique is most 
practical for dispersion compensation in coherent lightwave systems [ 1491. In a 1992 
experiment, a 3 1.5-cm-long microstrip line was used for dispersion equalization [ 1501. 
Its use made it possible to transmit an 8-Gb/s signal over 188 km of standard fiber. 
In a 1993 experiment, the technique was extended to homodyne detection [151], and 
a 6-Gb/s signal could be recovered at the receiver after propagating over 270 km of 
standard fiber. Microstrip lines can be designed to compensate for GVD acquired over 
fiber lengths as long as 4,900 km for a lightwave system operating at a bit rate of 
2.5 Gb/s [152]. 

An electronic dispersion equalizer can be used in the case of direct-detection re- 
ceivers. A linear electronic circuit cannot compensate GVD in this case. The problem 
lies in the fact that all phase information is lost during direct detection as a photode- 
tector responds to optical intensity only. As a result, no linear equalization technique 
can recover a signal that has spread outside its allocated bit slot. Nevertheless, several 
nonlinear equalization techniques have been developed that permit recovery of the de- 
graded signal [ 1531-[ 1561. In one method, the decision threshold, normally kept fixed 
at the center of the eye diagram, is varied from bit to bit depending on the preceding 
bits. In another, the decision about a given bit is made after examining the analog 
waveform over a multiple-bit interval surrounding the bit in question [ 1531. The main 
difficulty with all such techniques is that they require electronic logic circuits, which 
must operate at the bit rate and whose complexity increases exponentially with the 
number of bits over which an optical pulse has spread because of GVD-induced pulse 
broadening. Nevertheless, electronic equalization at bit rates of up to 10 Gb/s has been 
realized [157]-[159]. As discussed later, an electronic equalizer can also be used for 
PMD compensation. 

7.7 High-speed Lightwave Systems 

Although most commercial WDM lightwave systems operate each channel at 10 Gb/s, 
the bit rate of individual channels could be boosted to 40 Gb/s by 2002, and efforts 
were underway to increase the channel bit rate to 160 Gb/s and beyond. For such high- 
speed systems, the management of channel dispersion poses additional problems. In 
this section we focus on several relevant issues. 

7.7.1 finable Dispersion Compensation 

It is difficult to attain full GVD compensation for all channels in a WDM system. A 
small amount of residual dispersion remains uncompensated and often becomes a con- 
cern for long-haul systems. For a link of length L, this residual dispersion is given 
by dr = D ( z )  dz,  where D ( z )  denotes local dispersion along the link. In laboratory 
experiments, a postcompensation technique is often adopted in which the residual dis- 
persion for individual channels is compensated by adding adjustable lengths of a DCF 
at the receiver end (dispersion trimming). This technique is not suitable for commer- 
cial WDM systems for several reasons. First, the exact amount of channel-dependent 
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Figure 7.26: (a) Schematic of tunable dispersion compensation by stretching a nonlinearly 
chirped fiber grating. Group delay as a function of wavelength for (b) linearly and (c) non- 
linearly chirped fiber gratings. (After Ref. [ 1601; 01999 IEEE.) 

residual dispersion is not always known because of uncontrollable variations in the dis- 
persion of fiber segments forming the transmission path. Second, even the path length 
may change in reconfigurable optical networks. Third, as the single-channel bit rate 
increases toward 40 Gb/s and beyond, the tolerable value of the residual dispersion be- 
comes so small that even temperature-induced changes in GVD become a concern. For 
these reasons, the best approach may be to adopt a tunable dispersion-compensation 
scheme that allows the GVD control for each channel in a dynamic fashion. 

Several techniques for tunable dispersion compensation have been developed and 
used for system experiments [160]-[177]. Most of them make use of a fiber Bragg 
grating whose dispersion is tuned by changing the optical period ZA of the grating. In 
one scheme, the grating is made with a nonlinear chirp (Bragg wavelength increases 
nonlinearly along the grating length) that can be changed by stretching the grating with 
a piezoelectric transducer [ 1601. Figure 7.26 shows schematically why a nonlinear 
chirp is required for tuning dispersion. In a linearly chirped grating, the slope of group 
delay (responsible for dispersion) at a given wavelength does not change with stretch- 
ing. However, this slope can be changed by a large factor when the chirp is nonlinear. 
Mathematically, stress-induced changes in the mode index f i  change the local Bragg 
wavelength as k ~ ( z )  = 2ii(z)A(z). For such a grating, Eq. (7.4.7) is replaced by 

D ( A ) = - - - -  dZg - 
R d A  c d A  

(r Z ( z ) d z )  , (7.7.1) 
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Figure 7.27: Group delay as a function of wavelength at several applied voltages for a nonlin- 
early chirped fiber grating. (After Ref. [ 1601; 01999 IEEE.) 

where z, is the group delay and L, is the grating length. The value of D, at any wave- 
length can be altered by changing the mode index ii (through heating or stretching), 
resulting in tunable dispersion characteristics for the Bragg grating. 

The stretching technique has been used with success since 1999 to tune the disper- 
sion provided by a nonlinearly chirped fiber grating [160]. The grating is placed on 
a mechanical stretcher and a piezoelectric transducer is used to stretch it by applying 
an external voltage. Figure 7.27 shows the group-delay characteristics of a 5-cm-long 
grating as the voltage is changed from 0 to 1,000 V. For a fixed channel wavelength, 
d, can be changed from -300 to - 1,000 pshm by changing the voltage, resulting in 
a tuning range of 700 pshm. The same technique can be extended to provide tunable 
compensation for multiple channels by using a sampled grating with nonlinear chirp. 
However, it suffers from a relatively large third-order dispersion that affects each chan- 
nel. This problem can be solved by cascading two identical gratings in a fashion such 
that their chirps are opposite in nature [167]. 

In a different approach to realizing tunable dispersion, the grating is made with 
either no chirp or with a linear chirp, and a temperature gradient is used to produce a 
controllable chirp. Such distributed heating requires a thin-film heater deposited on the 
outer surface of the fiber whose core contains the grating. In a simple technique [162], 
film thickness is changed along the grating length to create a temperature gradient when 
a constant voltage is applied across the film. Figure 7.28(a) shows the reflection spectra 
of a 8-cm-long grating at three voltage levels. The total dispersion, calculated from the 
group delay r , (q  is displayed in Figure 7.28(b) as a function of applied voltage. The 
grating is initially unchirped and has a narrow stop band that shifts and broadens as the 
grating is chirped through nonuniform heating. Physically, the Bragg wavelength A B  

changes along the grating because the optical period i i ( z )A becomes z-dependent when 
a temperature gradient is established along the grating. The total dispersion DsLg can 
be changed in the range of -500 to -2,200 pshm by this approach. Such gratings can 
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Figure 7.28: (a) Reflection spectrum and (b) total GVD as a function of voltage for a fiber 
grating with temperature gradient. The inset shows z , ( l )  at several voltages. (After Ref. [162]; 
0 2 0 0 0  IEEE; reprinted with permission.) 

be used to provide tunable dispersion for lO-Gb/s systems. 
A segmented thin-film heater is also used for creating a temperature gradient as it 

provides better temperature control along the grating length. Figure 7.29 shows the de- 
sign of such a device schematically [ 1651. The thin-film heater consists of 32 chromium 
heating elements formed on the silica substrate on which the grating is mounted. Each 
heating element is 60 y m  wide and 1.245 mm long. The spacing between two neigh- 
boring elements is only 5 ym, as seen in the inset. Six Peltier elements under the 
silica substrate maintain the center wavelength of the grating as the temperature distri- 

Va 
(Applied voltage) 

I Controller for 32 thin-film heaters I 

Figure 7.29: Schematic of a device used for tunable dispersion compensation. A chirped fiber 
grating is heated using 32 thin-film segments. (After Ref. [165]; 0 2 0 0 1  IEEE.) 
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Figure 7.30: Measured power penalties in a 40-Gb/s experiment as a function of residual disper- 
sion. Solid and dashed curves show results with (filled circles) and without (empty circles) the 
dispersion equalizer (DEQ). Recorded eye diagrams are also shown at two data points indicated 
by arrows. (After Ref. [165]; 02001 IEEE.) 

bution is changed by applying different voltages to each element. Both the dispersion 
and dispersion slope of such a device can be controlled electronically. In contrast to 
the stretching technique that requires large voltages, only a few volts are required to 
change the dispersion slope from $100 to -300 ps/nm2. 

Such a tunable device was used for a system operating at 40 Gb/s. Figure 7.30 
shows the measured power penalties as a function of residual dispersion. The dashed 
curve shows the behavior expected in the absence of tunable grating. Accumulated 
dispersion should be within f 3 0  pdnm for less than 1-dB penalty. As shown by the 
solid curve, this tolerable range can be more than doubled by employing the chirped 
grating with tunable dispersion [165]. The two eye diagrams shown as an inset were 
obtained for a net dispersion of -40 ps/nm. They clearly indicate the improvement in 
the system performance that can be realized with tunable dispersion compensation. 

A different kind of device, known as a virtually imaged phased array, can also pro- 
vide tunable dispersion [ 1781-[ I SO]. It is based on free-space optics; Figure 7.3 1 shows 
its design schematically. Dispersed signal is first collimated and focused using a cylin- 
drical lens onto a tilted glass plate with 100% and ~ 9 8 %  reflecting layers on the front 
and back surfaces [178]. This arrangement creates multiple beams that appear to di- 
verge from an array of virtual images. Interference among these beams produces output 
at an angle that varies with wavelength. Light is then focused on a three-dimensional 
mirror that provides controllable wavelength-dependent group delay by just moving the 
mirror along one axis [180]. Figure 7.31 shows (a) the insertion loss and (b) group de- 
lay of such a dispersion compensator as the GVD is varied from -800 to +800 ps/nm. 
It was used in 2002 to realize the transmission of 88 WDM channels, each operating at 
43 Gb/s, over 600 km of fiber whose dispersion varied from 7.9 to 9.7 ps/(krn-nm) in 
the wavelength range of 1,550 to 1,580 nm. 
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Figure 7.31: Schematic of a virtually imaged phased array providing tunable dispersion com- 
pensation. (a) Insertion loss and (b) group delay versus wavelength as dispersion is varied from 
-800 to +800 ps/nm. (After Ref. [180]; 02002 IEEE.) 

7.7.2 Higher-Order Dispersion Management 

When the bit rate of a single channel exceeds 40 Gb/s (through the used of time-division 
multiplexing, e.g.), the third- and higher-order dispersive effects begin to influence the 
optical signal. For example, the bit slot at a bit rate of 160 Gb/s is only 6.25 ps wide. 
An RZ optical signal at such a high bit rate consists of pulses of width <5 ps. Equation 
(3.3.46) can be used to estimate the maximum transmission distance L, limited by the 
TOD p3, when the second-order dispersion (GVD) is fully compensated. The result is 
found to be 

L 5 0.034( ID3 lS3)-1. (7.7.2) 

This limitation is shown in Figure 3.4 by the dashed line. At a bit rate of 200 Gb/s, L is 
limited to about 50 km and drops to only 3.4 km at 500 Gb/s if we use a typical value 
of P3 = 0.08 ps3/km. Clearly, it is essential to develop devices that can compensate 
for both the GVD and TOD simultaneously when the single-channel bit rate exceeds 
100Gb/s [181]-[195]. 



268 Chapter 7. Dispersion Management 

Figure 7.32: Pulse shapes after a 2.1-ps input pulse has propagated over 100 km of dispersion- 
shifted fiber (p2 = 0). Left and right traces compare the improvement realized by compensating 
the third-order dispersion. (After Ref. [ 1821; 01998 IEEE.) 

The simplest solution to TOD compensation is provided by DCFs designed to have 
a negative dispersion slope so that both p2 and fi3 have opposite signs in comparison 
with the standard fibers. The necessary conditions for designing such fibers is given in 
Eq. (7.2.5). Thus, the DCFs used for the compensation of dispersion slope in WDM 
systems also provide control of third-order dispersion for each channel. The only prob- 
lem with DCFs is that their dispersion characteristics are not easily tunable. As a result, 
system performance can be easily compromised if link dispersion changes because of 
temperature or other environmental changes. 

The tunable compensation of dispersion slope is possible through optical filters. 
Planar lightwave circuits based on cascaded MZ interferometric filters have proved 
quite successful because of the programmable nature of such filters. As early as 1996, 
such a filter was designed to have a dispersion slope of - 15.8 ps/nm2 over a 170-GHz 
bandwidth and used to compensate third-order dispersion over 300 km of a dispersion- 
shifted fiber with 0 3  M 0.05 ps/(km-nm2) at the operating wavelength [182]. Figure 
7.32 compares the pulse shapes at the fiber output observed with and without p3 com- 
pensation when a 2.1-ps pulse was transmitted over 100 km of such a fiber. The equal- 
izing filter eliminates the oscillatory tail and reduces the width of the main peak from 
3.4 to 2.8 ps. The residual increase in the pulse width from its input value of 2.1 ps is 
partly due to PMD. 

Chirped fiber gratings are often preferred in practice because of their all-fiber na- 
ture. Long fiber gratings ( ~ 1  m) were developed by 1997 for this purpose [183]. In 
1998, a nonlinearly chirped fiber grating was capable of compensating the TOD over 
6 nm for distances as long as 60 km [184]. The cascading of several chirped grat- 
ings can provide a dispersion compensator that has arbitrary dispersion characteristics 
and is capable for compensating dispersion to all higher orders. Figure 7.33(a) shows 
a simple configuration for compensating the TOD p3 of a fiber [ 1851. Two identical 
chirped fiber gratings are cascaded through an optical circulator, but one of them is 
flipped over so that their chirps are opposite in nature. As the group-delay slopes are 
equal but of opposite signs for the two gratings, the combination provides no net GVD. 
However, their TOD contributions add up to produce a nearly parabolic shape for the 
relative group delay, as shown in Figure 7.33(b). 
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Figure 7.33: (a) Compensation of third-order dispersion by cascading two identical fiber gratings 
(FG). (b) Resulting group delay (solid curve) with a parabola (dotted curve) superimposed on it. 
(After Ref. [ 1851; @2000 IEEE.) 

An arrayed-waveguide grating [186] or a sampled fiber grating [80] can also com- 
pensate for second- and third-order dispersions simultaneously. Although a nonlinearly 
chirped sampled grating can provide tunable dispersion for several channels simulta- 
neously [ 1891, its bandwidth is still limited. An arrayed-waveguide grating in com- 
bination with a spatial phase filter can provide dispersion-slope compensation over a 
bandwidth as large as 8 THz and should be suitable for 40-Gb/s multichannel sys- 
tems [190]. The feasibility of transmitting a 100-Gb/s signal over 10,000 km has also 
been investigated using midspan optical phase conjugation in combination with third- 
order dispersion compensation [ 1911. 

Tunable compensation of dispersion slope can also be realized by integrating a 
segmented thin-film heater with a chirped fiber grating. The device design is similar 
to that shown in Figure 7.34. In a 2004 experiment, a 4-cm-long grating was heated 
in a distributed fashion using 32 thin-film segments. A DCF module was used after 
the grating to ensure that accumulated second-order dispersion was zero at the center 
wavelength of the channel. It was possible to vary the dispersion slope from -20 to 
+20 ps/nm2 by adjusting temperature distribution along the grating. 

In a different approach, two fiber gratings, linearly or nonlinearly chirped by apply- 
ing a strain, were cascaded in series through an optical circulator [ 1941. Both gratings 
were mounted on a substrate that could be bent by moving a block, as shown in Figure 
7.34. It was possible to change only the dispersion slope from nearly 0 to -58 ps/nm2 
over a bandwidth of 1.7 nm without affecting the Bragg wavelength of the grating. 

Several experiments have explored the possibility of transmitting a single channel 
at bit rates of more than 200 Gb/s [ 1961-[200]. In a 1996 experiment [ 1961, a 400-Gbls 
signal was transmitted by managing the fiber dispersion and transmitting 0.98-ps pulses 
inside a 2.5-ps time slot. Without compensation of the third-order dispersion, the pulse 
broadened to 2.3 ps after 40 km and exhibited a long oscillatory tail extending over 6 ps, 
a characteristic feature of the third-order dispersion [ 1 161. With partial compensation 
of third-order dispersion, the oscillatory tail disappeared, and the pulse width reduced 
to 1.6 ps, making it possible to recover the 400-Gb/s data with high accuracy. Optical 
pulses as short as 0.4 ps were used in 1998 to realize a bit rate of 640 Gb/s [197]. In a 
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Figure 7.34: Schematic of a device used for tunable dispersion-slope compensation. A linearly 
strain-chirped fiber Bragg grating (LSCFBG) is cascaded with another that is nonlinearly chirped 
(NSCFBG) using an optical circulator. (After Ref. [ 1941; 02004 IEEE.) 

2001 experiment, the bit rate was extended to 1.28 Tb/s by transmitting 380-fs pulses 
over 70 km of fiber 12001. The propagation of such short pulses requires compensation 
of second-, third-, and fourth-order dispersions simultaneously. It turns out that if 
sinusoidal phase modulation of the right kind is applied to the linearly chirped pulse 
before it is transmitted through a GVD-compensated fiber, it can compensate for both 
the third- and fourth-order dispersions. 

7.7.3 PMD Compensation 

As discussed in Section 3.4, PMD leads to distortion of optical pulses because of ran- 
dom variations in the birefringence of an optical fiber along its length. This distortion 
occurs in addition to GVD-induced pulse broadening. The use of dispersion manage- 
ment can eliminate GVD-induced broadening but does not affect the PMD-induced 
degradation of an optical signal. For this reason, PMD has become a major source of 
concern for modern dispersion-managed lightwave systems [201]-[214]. 

Before considering the techniques used for PMD compensation, it is important to 
obtain an order-of-magnitude estimate of the maximum link length for uncompensated 
systems. Equation (3.4.5) shows that the RMS value of the differential group delay 
(DGD) for a link of length L is given by ATRMS = DP&, where D, is the PMD pa- 
rameter and AT is the DGD along the two principal states of polarization (PSPs). It is 
important to note that the instantaneous value of AT fluctuates with time over a wide 
range because of temperature and other environmental factors 12021. If AT exceeds the 
bit slot, the system will stop functioning properly; this is referred to as fading or outage 
in analogy with a similar effect occurring in radio systems 12011. 

The performance of a PMD-limited system is quantified using the concept of the 
outage probability, which should be below a prescribed value (often set near or 
5 midyear) for most systems 12011. An accurate estimate of outage probability is of 
considerable interest and it often requires extensive numerical simulations [205]-12141. 
In general, outage probability depends on the modulation format used for transmitting 
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Figure 7.35: Outage probability as a function of average DGD (normalized to bit slot) for NRZ 
and Rz formats. Duty cycle is varied from 20 to 40% in the case of RZ pulses. (After Ref. [209]; 
02002 IEEE.) 

the signal across a fiber link. Figure 7.35 shows outage probability as a function of 
average DGD for the NRZ and RZ formats assuming that outage occurs when the 
power penalty exceeds 2 dB to maintain a BER of In general, the performance 
is better for the RZ format with shorter pulses. The main conclusion is that the RMS 
value AZRMS of DGD should only be a small fraction of the bit slot at a given bit rate 
B. The exact value of this fraction varies in the range of 0.1 to 0.15 depending on the 
modulation format and other design details of a lightwave system. If we use 10% as a 
conservative criterion for this ratio and use BAZRMS = 0.1, the system length and the 
bit rate are related to the PMD parameter D, of the fiber by the condition 

B ~ L  < (7.7.3) 

We can use this condition to estimate the maximum PMD-limited distance over 
which a system can operate at a given bit rate B. In the case of "old" fiber links installed 
using standard fibers, the condition (7.7.3) becomes B2L < lo4 (Gb/s)*-km, if we use 
D, = 1 ps/& as a representative value. Such fibers require PMD compensation at 
B = 10 Gb/s when the link length exceeds even 100 km. In contrast, modem fibers 
have typically D, below 0.1 p d 6 .  For systems designed using such fibers, B2L can 
exceed lo6 (Gb/s)2-km. As a result, PMD compensation is not necessary at 10 Gb/s but 
may be required at 40 Gb/s if the link length exceeds 600 km. It should be stressed that 
Eq. (7.7.3) provides only an order-of-magnitude estimate. Moreover, this condition 
can be relaxed when the technique of forward error correction (FEC) is employed at 
the receiver. Indeed, system length can be increased considerably with the use of FEC 
[ 2091. 

The preceding discussion shows that PMD can limit the performance of long-haul 
systems when the channel bit rate is close to 10 Gb/s or more. For this reason, tech- 
niques for compensating PMD attracted attention as early as 1994 and have continued 
to evolve since then [215]-[227]. They can be classified as being optical or electrical. 
Figure 7.36 shows the basic idea behind the electrical and optical PMD compensation 
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Figure 7.36: Schematic illustration of (a) optical and (b) electrical PMD compensators. (After 
Ref. [219]; 02000 Elsevier.) 

schemes. An electrical PMD equalizer corrects for the PMD effects within the receiver 
using a transversal filter. The filter splits the electrical signal x ( t )  into a number of 
branches using multiple tapped delay lines and then combines the output as 

N - l  

(7.7.4) 

where N is the total number of taps, z is the delay time, and c, is the tap weight for 
the mth tap. Tap weights are adjusted in a dynamic fashion using a control algorithm 
in such a way that the system performance is improved [219]. The error signal for the 
control electronics is often based on the closing of the “eye” at the receiver. Such an 
electrical technique cannot eliminate the PMD effects completely as it does not con- 
sider the PMD-induced delay between the two PSPs. On the positive side, it corrects 
for all sources of degradation that lead to eye closing. 

An optical PMD compensator also makes use of a delay line. It can be inserted 
periodically all along the fiber link (at the amplifier locations, e.g.) or just before 
the receiver. Typically, the PMD-distorted signal is separated into two components 
along the PSPs using a polarization controller (PC) followed by a polarization beam 
splitter; the two components are combined, as seen in Figure 7.36(a), after introducing 
an adjustable delay in one branch through a variable delay line. A feedback loop is 
still needed to obtain an error signal that is used to adjust the polarization controller in 
response to the environmental changes in the fiber PSPs. The success of this technique 
depends on the ratio LILPMD for a fiber of length L, where LPMD = ( To/D, )~  and To is 
the pulse width [228]. Considerable improvement is expected as long as this ratio does 
not exceed 4. Because LPMD is close to 10,000 km for D, M 0.1 psl& and TO = 10 ps, 
such a PMD compensator can work over transoceanic distances for 10-Gb/s systems. 

Several other all-optical techniques can be used for PMD compensation [221]- 
[224]. Examples include LiNb03-based distributed compensator [223], ferroelectric 
liquid crystals, twisted polarization-maintaining fibers [2 181, optical all-pass filters 
[226], and birefringent chirped fiber gratings. Figure 7.37 shows how a grating-based 
PMD compensator works [217]. Because of a large birefringence, the two field com- 
ponents polarized along the slow and fast axis have different Bragg wavelengths and 
experience slightly shifted stop bands. As a result, they are reflected at different places 
within the grating and undergo a differential group delay that can compensate for the 
PMD-induced group delay. The delay is wavelength-dependent because of the chirped 
nature of the grating. Moreover, it can be tuned over several nanometers by stretching 
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Figure 7.37: Tunable PMD compensation provided by a birefringent chirped tiber grating. (a) 
The origin of differential group delay; (b) stop-band shift induced by stretching the grating. 
(After Ref. [ 1601; 01999 IEEE.) 

the grating 1 1601. Such a device can provide tunable PMD compensation and is suited 
for WDM systems. 

A distributed PMD compensator fabricated on a LiNb03 chip is attractive because 
of its integrated nature, resulting in a compact device. It has been used for PMD com- 
pensation in a 40-Gb/s system designed with the RZ-DPSK format [223]. Figure 7.38 
shows the experimental setup used. A polarization scrambler at the transmitter end 
makes it possible to estimate the instantaneous value of DGD through an arrival-time 
detection technique implemented within the receiver. This value is used to create an 
electrical signal that controls the LiNb03 PMD compensator. A section of this com- 

waveguide V? 

Figure 7.38: Experimental setup for the 40-Cb/s system employing a LiNb03 chip for PMD 
compensation together with a polarization scrambler at the transmitter and a phasc-locked loop 
at the receiver. Comb-shaped electrodes used on the LiNb03 chip are also shown. (After 
Ref. [223]; 02004 IEEE.) 
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pensator is shown in Figure 7.38. It employs comb-shaped electrodes that are used 
to covert the optical signal propagating inside the birefringent waveguide between 
the TE and TM modes supported by that waveguide. The electrode period is about 
22 pm,  a value that corresponds to the TE-TM beat length at the signal wavelength 
near 1,550 nm. 

It should be stressed that most PMD compensators help to mitigate only the first- 
order PMD effects. At high bit rates, optical pulses are short enough, and their spec- 
trum becomes wide enough, that the PSPs cannot be assumed to remain constant over 
the whole pulse spectrum. Higher-order PMD effects become of concern for lightwave 
systems operating at bit rates of 40 Gb/s or more. The compensation of second- and 
even third-order PMD may be necessary in some cases. In most cases, a first-order 
PMD compensator can increase the tolerable value of DGD by more than a factor of 3, 
resulting in a substantial increase in the transmission distance for PMD-compensated 
systems. In practice, a single PMD compensator cannot be used for all WDM chan- 
nels. Rather, a separate PMD compensator is required for each channel. This fact 
makes PMD compensation along the fiber link a costly proposition for WDM systems. 
An optical compensator just before the receiver or an electrical PMD equalizer built 
into the receiver provides the most practical solution. 

Problems 

7.1 What is the dispersion-limited transmission distance for a 1 3 - p m  lightwave 
system making use of direct modulation at 10 Gb/s? Assume that frequency 
chirping broadens the Gaussian-shape pulse spectrum by a factor of 6 from its 
transform-limited width. Use D = 17 ps/(km-nm) for fiber dispersion. 

7.2 How much improvement in the dispersion-limited transmission distance is ex- 
pected if an external modulator is used in place of direct modulation for the 
lightwave system of Problem 7. I ?  

7.3 Solve Eq. (7.1.2) by using the Fourier transform method. Use the solution to 
find an analytic expression for the pulse shape after a Gaussian input pulse has 
propagated to z = L in a fiber with fi  = 0. 

7.4 Use the results of preceding problem and plot the pulse shape after a Gaussian 
pulse with a full width at half-maximum (FWHM) of 1 ps is transmitted over 
20 km of dispersion-shifted fiber with = 0 and p3 = 0.08 ps3/krn. How would 
the pulse shape change if the sign of & is inverted? 

7.5 Use Eq. (7.1.3) to plot the pulse shapes for C = -1, 0, and 1 when 50-ps 
(FWHM) chirped Gaussian pulses are transmitted over 100 km of standard fiber 
with D = 16 ps/(km-nm). You can neglect third-order dispersion. 

7.6 The transfer function of an optical filter is given by 

~ ( w )  = exp[-(l +ib)w2/w$.  

What is the impulse response of this filter? Use Eq. (7.1.5) to find the pulse 
shape at the filter output when an unchirped Gaussian pulse is launched at the 
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input end of a fiber of length L. How would you optimize the filter to minimize 
the effect of fiber dispersion? 

7.7 Use the results of the preceding problem to compare the pulse shapes before and 
after the filter when 30-ps (FWHM) Gaussian pulses are propagated over 100 km 
of fiber with = -20 ps2/km. Assume that the filter bandwidth is the same as 
the pulse spectral width and that the filter parameter b is optimized. What is the 
optimum value of b? 

7.8 Prove by using Eq. (7.1.5) that a DCF can provide dispersion compensation over 
the entire C band when the ratio S / D  for the DCF is matched to that of the fiber 
used to construct the transmission link. 

7.9 Derive Eq. (7.3.1) by considering multiple round trips inside a Fabry-Perot filter 
whose back mirror is 100% reflecting. 

7.10 Solve Eqs. (7.4.2) and (7.4.3) and show that the transfer function of a Bragg 
grating is indeed given by Eq. (7.4.5). 

7.11 Write a computer program to solve Eqs. (7.4.2) and (7.4.3) for chirped fiber 
gratings for which both 6 and K vary with z. Use it to plot the amplitude and 
phase of the reflectivity of a grating in which the period varies linearly by 0.01% 
over the 10-cm length. Assume KL = 4 and the Bragg wavelength of 1.55 pm at 
the input end of the grating. 

7.12 Use the dispersion relation q2 = 62 - K~ of a Bragg grating to show that the 
second- and third-order dispersion parameters of the grating are given by Eq. 
(7.4.6). 

7.13 Explain how a chirped fiber grating compensates for GVD. Derive an expression 
for the GVD parameter of such a grating when the grating period varies linearly 
by 6A over the grating length L. 

7.14 A 5-cm-long sampled grating is designed with a sampling period of 1 mm. Each 
period contains a 0.4-mm-long subgrating with 0.5-pm modulation period. Plot 
the reflectivity spectrum by solving Eqs. (7.4.2) and (7.4.3) with K = 0.6 cmpl.  

7.15 Explain how midspan OPC compensates for fiber dispersion. Show that the OPC 
process inverts the signal spectrum. 

7.16 Prove that both SPM and GVD can be compensated through midspan OPC only 
if the fiber loss a = 0. Show also that the simultaneous compensation of SPM 
and GVD can occur when a # 0 if GVD decreases along the fiber length. What 
is the optimum GVD profile for such a fiber? 

7.17 Prove that the phase conjugator should be located at a distance given in Eq. 
(7.5.9) when the frequency uc of the phase-conjugated field does not coincide 
with the signal frequency q. 

7.18 The prechirp technique is used for dispersion compensation in a 10-Gb/s light- 
wave system operating at 1.55 pm and transmitting the 1 bits as chirped Gaussian 
pulses of 40-ps width (FWHM). Pulse broadening by up to 50% can be tolerated. 
What is the optimum value of the chirp parameter C,  and how far can the signal 
be transmitted for this optimum value? Use D = 17 ps/(km-nm). 
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7.19 The prechirp technique of preceding Problem is implemented through frequency 
modulation of the optical carrier. Determine the modulation frequency for a 
maximum change of 10% from the average value. 

7.20 Repeat the preceding problem for the case in which the prechirp technique is 
implemented through sinusoidal modulation of the carrier phase. 

7.21 Start the OptSim package and open Example 7.A. Vary the DCF length from 0 to 
30 km in each span and plot the Q factor. Also show the eye diagrams for DCF 
lengths of 10,20, and 30 km. 

7.22 Start the OptSim package and open Example 7.B. Compare the eye diagrams 
with and without fiber grating. If the fiber length were 150 km, what parameter 
of the grating would you change for perfect compensation? 
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Chapter 8 

Nonlinearity Management 

The use of dispersion compensation solves the dispersion problem to a large extent, 
just as optical amplifiers solve the loss problem for lightwave systems. However, as 
discussed in Section 6.5, noise added by optical amplifiers forces one to launch into 
a fiber link an average power level close to 1 mW or more for each channel. At such 
power levels, several nonlinear effects discussed in Chapter 4 cannot be ignored, and 
they impact considerably on the performance of a long-haul lightwave system. In fact, 
along with amplifier noise, the nonlinear nature of optical fibers is the ultimate limiting 
factor for such systems. In this chapter we focus on the techniques used to manage 
the nonlinear effects. Section 8.1 shows how nonlinear effects limit a long-haul fiber 
link and introduces the two main techniques used to reduce their impact. Section 8.2 
focuses on the formation of optical soliton in fibers with constant dispersion and how 
they can be used to advantage for transmitting information. In soliton-based systems, 
optical pulses representing 1 bits are much shorter than the bit slot, and their shape 
inside the fiber is maintained by carefully balancing the dispersive and nonlinear ef- 
fects. Dispersion-managed solitons are considered in Section 8.3 with an emphasis 
on dispersion maps that ensure the periodic evolution of such solitons over long link 
lengths. Section 8.4 deals with pseudo-linear systems in which fiber dispersion is used 
to broaden short optical pulses so much that their peak power is reduced by a large 
factor over most of the fiber link. Overlapping of neighboring pulses still produces in- 
trachannel nonlinear effects, and the techniques used for controlling them are discussed 
in Section 8.5. The focus of Section 8.6 is a single high-speed channel. Interchannel 
nonlinear effects are discussed in Chapter 9, which is devoted to WDM systems. 

8.1 Role of Fiber Nonlinearity 

As discussed in Chapter 7, the use of dispersion management in combination with 
optical amplifiers can extend the transmission distance to several thousand kilometers. 
If the optical signal is regenerated electronically every 300 to 400 km, such a system 
works well as the nonlinear effects do not accumulate over long lengths. In contrast, 
if the signal is maintained in the optical domain by cascading many amplifiers, several 

284 



8.1. Role of Fiber Nonlinearity 285 

nonlinear effects discussed in Chapter 4, such as self-phase modulation (SPM), cross- 
phase modulation (XPM), and four-wave mixing (FWM), would ultimately limit the 
system performance [ 11. Indeed, the impact of nonlinear effects on the performance of 
dispersion-managed systems has been investigated since the early 1990s [2]-[25]. In 
this section we study how the nonlinear effects influence a dispersion-managed system 
and how their impact can be minimized with a suitable choice of system parameters. 

8.1.1 System Design Issues 

In the absence of nonlinear effects, the use of dispersion management ensures that 
each pulse is confined to its bit slot when the optical signal arrives at the receiver, 
even if pulses have spread over multiple slots during their transmission. Moreover, it 
is immaterial whether dispersion is compensated at the transmitter end, receiver end, 
or periodically within the fiber link. Any dispersion map can be used as long as the 
accumulated group-velocity dispersion (GVD) da(L)  = J$ h ( z )  dz = 0 at the end of a 
link of length L. The performance of such a system is only limited by the signal-to- 
noise ratio (SNR) degradation induced by amplifier noise. Since SNR can be improved 
by increasing input optical power, link length can be made arbitrarily long in principle. 

As discussed in Section 6.6, the nonlinear effects are not negligible for long-haul 
systems when power levels exceed a few milliwats. As a result, the transmission dis- 
tance is limited by the nonlinear effects. Moreover, an optimum power level exists 
at which bit-error rate (BER) is the lowest and the system performs best. Dispersion 
management is essential for long-haul systems to ensure that the system is not limited 
by GVD-induced pulse broadening. However, different dispersion maps can lead to 
different Q factors at the receiver end even when da(L)  = 0 for all of them [2]. This is 
so because the dispersive and nonlinear effects do not act on the signal independently. 
As a result, degradation induced by the nonlinear effects depends on the local value of 
da(z) at any distance z within the fiber link. 

The major nonlinear phenomenon affecting the performance of a single channel 
is the SPM. As in earlier chapters, the propagation of an optical bit stream inside a 
dispersion-managed system is governed by the nonlinear Schrodinger (NLS) equation. 
From Eq. (6.1.1), it can be written as 

(8.1.1) 

where we have ignored the noise term to simplify the following discussion. In a 
dispersion-managed system the three fiber parameters (p2, 7, and 01)  are functions of z 
because of their different values in two or more fiber sections used to form the disper- 
sion map. The gain parameter go is also a function of z because of loss management. 
Its functional form depends on whether a lumped or a distributed amplification scheme 
is employed. 

In general, Eq. (8.1.1) is solved numerically to study the performance of dispersion- 
managed systems. As was done in Sections 3.2.3 and 6.5.1, it is useful to eliminate the 
gain and loss terms in this equation with the transformation A ( z , t )  = d m U ( z , t )  
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and write it in terms of U ( z ,  t )  as 

(8.1.2) 

where PO is the input peak power and p ( z )  governs variations in the peak power of the 
signal along the fiber link through 

(8.1.3) 

If losses are compensated in a periodic fashion, p ( z m )  = 1, where zm = mLA is the 
location of the mth amplifier and LA is the amplifier spacing. In the case of lumped 
amplifiers, go = 0 within the fiber link, and p ( z )  = exp[-Jla(z)dz]. Equation (8.1.2) 
shows that the effective nonlinear parameter ~ ( z )  = yp(z )  is also z-dependent because 
of changes in the signal power induced by fiber losses and optical amplifiers. In par- 
ticular, when lumped amplifiers are used, the nonlinear effects are strongest just after 
signal amplification and become negligible in the tail end of each fiber section between 
two amplifiers. 

There are two major design issues for any dispersion-managed system: What is 
the optimum dispersion map and which modulation format provides the best perfor- 
mance? Both of these issues have been studied by solving the NLS equation (8.1.2) 
numerically [4]-[25]. Although attention was initially focused on the NRZ format, the 
performance of RZ and NRZ formats was compared starting in 1996, both numerically 
and experimentally, under realistic operating conditions [8]-[ 141. As an example, Fig- 
ure 8.1 shows the numerical results for the (a) NRZ and (b) RZ formats by plotting 
the maximum transmission distance L at which eye opening is reduced by 1 dB at the 
receiver of a 40-Gb/s system as average launched power is increased [8]. The periodic 
dispersion map consisted of 50 km of standard fiber with D = 16 ps/(km-nm), a = 0.2 
d B h ,  and y = 1.31 W- lkm,  followed by 10 km of dispersion-compensating fiber 
(DCF) with D = -80 ps/(km-nm), a = 0.5 dB/km, and y = 5.24 W-'km. Optical 
amplifiers with 6-dB noise figure were placed 60 km apart and compensated total fiber 
losses within each map period. The duty cycle was 50% in the case of the RZ format. 

As discussed earlier and evident from Figure 8.1, distance can be continuously 
increased in the absence of amplifier noise by decreasing the launched power (open 
squares). However, when noise is included, an optimum power level exists for which 
the link length is maximum. This distance is less than 400 km when the NRZ format is 
employed but becomes larger by about a factor of 3 when the RZ format is implemented 
with a 50% duty cycle. The reason behind this improvement can be understood by 
noting that the dispersion length is relatively small (<5 km) for RZ pulses propagating 
inside a standard fiber. As a result, RZ-format pulses spread quickly and their peak 
power is reduced considerably compared with the NRZ case. This reduction in the 
peak power lowers the impact of SPM. 

Figure 8.1 also shows how the buildup of nonlinear effects within DCFs affects the 
system performance. In the case of RZ format, maximum distance is below 900 km 
at an input power level of -4 dBm because of the DCF-induced nonlinear degradation 
(filled squares). Not only DCFs have a larger nonlinear parameter because of their 
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Figure 8.1: Maximum transmission distance as a function of average input power for a 40- 
Gb/s dispersion-managed system designed with the (a) NRZ and (b) RZ formats. The filled and 
empty symbols show numerical data obtained with and without amplifier noise, respectively. 
(After Ref. [8]; 01997 IEEE.) 

smaller core size, pulses are also compressed inside them to their original width, re- 
sulting in much higher peak powers. If the nonlinear effects can be suppressed within 
DCF, maximum distance can be increased close to 1,500 km by launching higher pow- 
ers. This improvement can be realized in practice by using an alternate dispersion- 
compensating device requiring shorter lengths (such as a two-mode DCF or a fiber 
grating). In the case of NRZ format, the link length is limited to below 500 km even 
when nonlinear effects are negligible within DCFs. 

As seen from Figure 8. I ,  the nonlinear effects play an important role in dispersion- 
managed systems whenever a DCF is used because its smaller core size enhances opti- 
cal intensities (manifested through a larger value of the y parameter). Placement of the 
amplifier after the DCF helps since the signal is then weak enough that the nonlinear 
effects are less important in spite of a small core area of DCFs. The optimization of sys- 
tem performance using different dispersion maps has been the subject of intense study. 
In a 1994 experiment, a 1,000-km-long fiber loop containing 31 fiber amplifiers was 
used to study three different dispersion maps [2]. The maximum transmission distance 
of 12,000 km at a bit rate of 5 Gb/s was realized for the case in which short sections of 
normal-GVD fibers were used to compensate for the anomalous GVD of long sections. 
In a 1995 experiment, the transmission distance of a 80-Gb/s signal, obtained by mul- 
tiplexing eight lO-Gb/s channels with 0.8-nm channel spacing, was found to be limited 
to 1,171 km because of the onset of various nonlinear effects [ 3 ] .  

The choice between the RZ and NRZ formats is not always so obvious as it depends 
on many other design parameters. As early as 1995, an experiment as well as numeri- 
cal simulations indicated that a lO-Gb/s signal can be transmitted over 2,245 km using 
the NRZ format with 90-km amplifier spacing, provided the link dispersion is not fully 
compensated [61. A similar conclusion was reached in a 1999 experiment in which 
RZ and NRZ formats were compared for a 10-Gb/s system [14]. Figure 8.2 shows the 
recirculating loop used in this experiment. Because of cost considerations, most labora- 
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Figure 8.2: Recirculating fiber loop used to demonstrate the transmission of a 10-Gb/s signal 
over 2,040 km of standard fiber. Two acousto-optic (AO) switches control the timing of signal 
into and out of the loop. BERTS stands for bit-error-rate test set. (After Ref. [ 141; 01999 IEEE.) 

tory experiments employ a fiber loop in which the optical signal is forced to recirculate 
many times to simulate a long-haul lightwave system. Two optical switches determine 
how long a pseudo-random bit stream circulates inside the loop before it reaches the 
receiver. The loop length and the number of round trips set the total transmission dis- 
tance. The loop shown in Figure 8.2 contains two 102-km sections of standard fiber 
and two 20-km DCFs. A filter with a 1-nm bandwidth reduces the buildup of broad- 
band ASE noise. The lO-Gb/s signal could be transmitted over 2,040 km with both the 
RZ and NRZ formats when launched power was properly optimized. However, it was 
necessary to add a 38-km section of standard fiber in front of the receiver in the NRZ 
case so that dispersion was not fully compensated. 

Perfect compensation of GVD in each map period is not generally the best solution 
in the presence of nonlinear effects. A numerical approach is generally used to opti- 
mize the design of dispersion-managed lightwave systems [4]-[ 131. In general, local 
GVD should be kept relatively large, while minimizing the average dispersion for all 
channels. In a 1998 experiment, a 40-Gb/s signal was transmitted over 2,000 km of 
standard fiber using a novel dispersion map [15]. The distance could be increased to 
16,500 km at a lower bit rate of 10 Gb/s by placing an optical amplifier right after the 
DCF within the recirculating fiber loop [ 161. Since the nonlinear effects were not neg- 
ligible, it is believed that soliton properties played an important role in this experiment 
(see Section 8.2). 

A systematic study based on the NLS equation (8.1.2) shows that although the NRZ 
format can be used at 10 Gb/s, the RZ format is superior in most practical situations for 
lightwave systems operating at bit rates of 40 Gb/s or higher [8]-[20]. Even at 10 Gb/s, 
the RZ format can be used to design systems that are capable of transmitting data over 
a distance of up to 10,000 km over standard fibers [22]. Such a performance is not 
realizable with the NRZ format. For this reason, the focus of this chapter is high-speed 
systems designed with the RZ format. 
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8.1.2 Semianalytic Approach 

Although the NLS equation (8.1.2) must be solved numerically for a realistic modeling 
of lightwave systems, considerable insight can be gained by adopting a semianalytic 
approach in which the dispersive and nonlinear effects are considered for a single op- 
tical pulse representing an isolated 1 bit. In this case, Eq. (8.1.2) can be reduced to 
solving a set of two ordinary differential equations using a variational approach [17]. 
As discussed in Section 4.6, the moment method can also be employed for this pur- 
pose. Both methods assume that each optical pulse maintains its shape even though its 
amplitude, width, and chirp may change during propagation. As was seen in Section 
3.3, a chirped Gaussian pulse maintains its functional form in the linear case (y = 0). If 
the nonlinear effects are relatively weak in each fiber section locally compared with the 
dispersive effects, the pulse is likely to retain its Gaussian shape approximately even 
when nonlinear effects are included. 

At a distance z inside the fiber, the envelope of a chirped Gaussian pulse has the 
form 

U ( z ,  t )  = a exp[ - $ ( 1 + iC)t2/T2 + i$] , (8.1.4) 

where a is the amplitude, T is the width, C is the chirp, and $ is the phase. All four 
parameters vary with z. As discussed in Section 4.6, the variational or the moment 
method can be used to obtain four ordinary differential equations governing the evo- 
lution of these four parameters with z. The phase equation can be ignored as it is not 
coupled to the other three equations. The amplitude equation can be integrated to find 
that the product a2T does not vary with z and is related to the input pulse energy EO 
as EO = f i P o a 2 ( z ) T ( z )  = f i P o T ( 0 )  as a(0) = 1. Thus, we only need to solve the 
following two coupled equations: 

(8.1.5) 

(8.1.6) 

Details of loss and dispersion managements appear in these equations through the z de- 
pendence of three parameters b, y, and p .  Equations (8.1.5) and (8.1.6) require values 
of three pulse parameters at the input end, namely the width TO, chirp CO, and energy Eo, 
before they can be solved. The pulse energy EO is related to the average power launched 
into the fiber link through the relation Pav = $BE0 = ( f i /2)Po(To/Tb) ,  where Tb is the 
duration of bit slot at the bit rate B. 

Consider first the linear case by setting y(z) = 0. In this case, EO plays no role 
because pulse-propagation details are independent of the initial pulse energy. As shown 
in Section 4.6.1, Eqs. (8.1.5) and (8.1.6) can be solved analytically in the linear case 
and have the following general solution: 

T 2 ( z )  = T ~ + 2 ~ & ( z ) C ( i ) d z ,  (8.1.7) 

where details of the dispersion map are included through b ( z ) .  This solution looks 
complicated but it is easy to perform integrations for a two-section dispersion map. 
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Figure 8.3: (a) Pulse width and (b) chirp at the end of successive amplifiers for several values of 
average input power for the 40-Gb/s system with a periodic dispersion map used in Figure 8.1. 

The values of T and C at the end of the map period z = Lmap are given by 

Ti = To[( 1 +Cod)2 +d2]”21 C1 = Co + (1 +Ci)d, (8.1.8) 

where the dimensionless parameter d is defined as 

1 Lmap P2Lmap 

To2 o To2 
d = -  J h(z)dz=-- ,  (8.1.9) 

and 82 is the average value of the dispersion parameter over the map period Lmap. 
As is evident from Eq. (8.1.8), the final pulse parameters depend only on the av- 

erage dispersion, and not on details of the dispersion map, when nonlinear effects are 
negligible. This is exactly what one would expect when the theory of Section 3.3 is 
applied to a linear system. If the dispersion map is designed such that 82 = 0, both T 
and C return to their input values at z = Lmap. In the case of a periodic dispersion map, 
each pulse would recover its original shape after each map period if d = 0. However, 
when the average GVD of the dispersion-managed link is not zero, T and C change 
after each map period, and pulse evolution is not periodic. 

To study how the nonlinear effects governed by the y term in Eq. (8.1.8) affect the 
pulse parameters, we can solve Eqs. (8.1.5) and (8.1.6) numerically. Figure 8.3 shows 
the evolution of pulse width and chirp over the first 60-km span for an isolated pulse in 
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Figure 8.4: (a) Pulse width and (b) chirp at the end of successive amplifiers for three values of 
average input power for a 40-Gb/s system with the periodic dispersion map used in Figure 8.1. 

a 40-Gb/s bit stream using the same two-section dispersion map employed for Figure 
8.1 (50-km standard fiber followed with 10 km of DCF). Solid lines represent 10-mW 
launched power. Dotted lines show the low-power case for comparison. In the first 
50-km section, pulse broadens by a factor of about 15, but it is compressed back in the 
DCF because of dispersion compensation. Although the nonlinear effects modify both 
the pulse width and chirp, changes are not large even for a 10-mW launched power. In 
particular, the width and chirp are almost recovered after the first 60-km span. 

The situation changes considerably if the pulse is allowed to propagate over many 
map periods. Figure 8.4 shows the pulse width and chirp after each amplifier (spaced 
60-km apart) over a distance of 3,000 km (50 map periods). At a relatively low power 
level of 1 mW, the input values are almost recovered after each map period as dispersion 
is fully compensated. However, as the launched power is increased beyond 1 mW, the 
nonlinear effects start to dominate, and the pulse width and chirp begin to deviate 
considerably from their input values, in spite of dispersion compensation. Even for 
Pa, = 5 mW, pulse width becomes larger than the bit slot after a distance of about 
1,000 km, and the situation is worse for Pa, = 10 mW. Thus, the optimum power level 
is close to 1 mW if the objective is to minimize the impact of nonlinear effects. This 
conclusion is in agreement with the results shown in Figure 8.1 and obtained by solving 
the NLS equation directly, after including the effect of amplifier noise. 
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8.1.3 Soliton and Pseudo-linear Regimes 

As the preceding discussion shows, when the nonlinear term in Eq. (8.1.6) is not neg- 
ligible, pulse parameters do not return to their input values after each map period even 
for perfect dispersion compensation (d = 0). Eventually, the buildup of nonlinear dis- 
tortion affects each pulse within the optical bit stream so much that the system cannot 
operate beyond a certain distance. As seen in Figure 8.1, this limiting distance can 
be under 500 km depending on the system design. For this reason, the management 
of nonlinear effects is an important issue for long-haul lightwave systems. It turns 
out that the parameters associated with a dispersion map (length and GVD of each 
section) can be controlled to manage the nonlinearity problem. Two main techniques 
have evolved, and systems employing them are said to operate in the pseudo-linear and 
soliton regimes. 

It was noted in several experiments that a nonlinear system performs best when 
GVD compensation is only 90 to 95% so that some residual dispersion remains after 
each map period. In fact, if the input pulse is initially chirped such that &C < 0, 
the pulse at the end of the fiber link may even be shorter than the input pulse. This 
behavior is expected for a linear system (see Section 3.3) and follows from Eq. (8.1.8) 
for Cod < 0. It also persists for weakly nonlinear systems. This observation has led to 
the adoption of the chirped RZ (CRZ) format for dispersion-managed fiber links. 

To understand how the system and fiber parameters affect the evolution of an optical 
signal inside a fiber link, consider a lightwave system in which dispersion is compen- 
sated only at the transmitter and receiver ends. Since fiber parameters are constant over 
most of the link, it is useful to introduce the dispersion and nonlinear length scales as 

respectively. Introducing a normalized time z as z = t/To, the NLS equation (8.1.2) 
can be written in the form 

au sa2u Lo 2 

aZ 2 a72 LNL 
iLD- - -- + -p(z)IUI U = 0, (8.1.1 1) 

where s = sign(&) = *l, depending on the sign of p2. If we use y =  2 W-'/km as a 
typical value, the nonlinear length LNL - 100 km at peak-power levels in the range of 
2 to 4 mW. In contrast, the dispersion length Lo can vary over a wide range (from -1 
to 10,000 km), depending on the bit rate of the system and the type of fibers used to 
construct it. As a result, one can encounter the following three situations. 

If Lo >> LNL and link length L < Lo, the dispersive effects play a minor role, but 
the nonlinear effects cannot be ignored when L > LNL. This is the situation for systems 
operating at a bit rate of 2.5 Gb/s or less. For example, Lo exceeds 1,000 km at B = 2.5 
Gb/s even for standard fibers with p2 = -21 ps2/km and can exceed 10,000 km for 
dispersion-shifted fibers. Such systems can be designed to operate over long distances 
by reducing the peak power and increasing the nonlinear length accordingly. The use 
of a dispersion map is also helpful for this purpose. 

If Lo and LNL are comparable and much shorter than the link length, both the 
dispersive and nonlinear terms are equally important in the NLS equation (8.1.1 1). 
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This is often the situation for IO-Gb/s systems operating over standard fibers because 
LD becomes -100 km when TO is close to 50 ps. The use of optical solitons is most 
beneficial in the regime in which LO and LNL have similar magnitudes. A soliton-based 
system confines each pulse tightly to its original bit slot by employing the RZ format 
with a low duty cycle and maintains this confinement through a careful balance of 
frequency chirps induced by GVD and SPM. Since GVD is used to offset the impact 
of nonlinear effects, dispersion is never fully compensated in soliton-based systems. 
It will be seen in Section 8.2 that solitons can be formed only in the anomalous-GVD 
regime. A dispersion map can still be used but the average dispersion of the fiber link 
should be controlled. Solitons formed under such conditions are known as dispersion- 
managed solitons and are covered in Section 8.3. 

If Lo << LNL, we enter a new regime in which dispersive effects dominate locally, 
and the nonlinear effects can be treated in a perturbative manner. This situation is 
encountered in lightwave systems whose individual channels operate at a bit rate of 
40 Gb/s or more. The bit slot is only 25 ps at 40 Gb/s. If TO is <I0  ps and standard 
fibers are employed, LD is reduced to below 5 km. A lightwave system operating under 
such conditions is said to operate in the pseudo-linear regime. In such systems, input 
pulses broaden so rapidly that they spread over several neighboring bits. The extreme 
broadening reduces their peak power by a large factor. Since the nonlinear term in the 
NLS equation (8.1.2) scales with the peak power, its impact is considerably reduced. 
Interchannel nonlinear effects (discussed in Chapter 9) are reduced considerably in 
pseudo-linear systems because of an averaging effect that produces a nearly constant 
total power in all bit slots. In contrast, overlapping of neighboring pulses enhances the 
intruchannel nonlinear effects. As nonlinear effects remain important, such systems are 
called pseudo-linear [26]. Of course, pulses must be compressed back at the receiver 
end to ensure that they occupy their original time slot before the optical signal arrives 
at the receiver. This can be accomplished by compensating the accumulated dispersion 
with a DCF or another dispersion-equalizing filter. Section 8.4 is devoted to pseudo- 
linear systems. 

8.2 Solitons in Optical Fibers 

The existence of solitons in optical fibers is the result of a balance between the chirps 
induced by GVD and SPM, both of which limit the system performance when acting 
independently. One can develop an intuitive understanding of how such a balance is 
possible by following the analysis of Section 3.3. As shown there, the GVD broadens 
an optical pulse during its propagation inside an optical fiber, except when the pulse is 
initially chirped in the right way (see Figure 3.3). More specifically, a chirped pulse 
can be compressed during the early stage of propagation whenever & and the chirp 
parameter C happen to have opposite signs so that &C is negative. As discussed in 
Section 4.1, SPM imposes a chirp on the optical pulse such that C > 0. If & < 0, 
the condition &C < 0 is readily satisfied. Moreover, as the SPM-induced chirp is 
power-dependent, it is not difficult to imagine that under certain conditions, SPM and 
GVD may cooperate in such a way that the SPM-induced chirp is just right to cancel 
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the GVD-induced broadening of the pulse. The optical pulse would then propagate 
undistorted in the form of a soliton. 

8.2.1 Properties of Optical Solitons 

To find the conditions under which solitons can form, we use s = -1 in Eq. (8.1.1 l), 
assuming that pulses are propagating in the region of anomalous GVD, and set p ( z )  = 

1, a condition requiring perfect distributed amplification. Introducing a normalized 
distance as 5 = z /LD,  Eq. (8.1.1 1) can be written as 

where the parameter N is defined as 

(8.2.1) 

(8.2.2) 

It represents a dimensionless combination of the pulse and fiber parameters. Even the 
single parameter N appearing in Eq. (8.2.1) can be removed by introducing u = N U  as 
a renormalized amplitude. With this change, the NLS equation takes on its canonical 
form 

(8.2.3) 

The NLS equation (8.2.3) belongs to a special class of nonlinear partial differen- 
tial equations that can be solved exactly with a mathematical technique known as the 
inverse scattering method [27]-[29]. It was first solved in 1971 by this method [30]. 
The main result can be summarized as follows. When an input pulse having an initial 
amplitude 

u(0,z)  = Nsech(z) (8.2.4) 

is launched into the fiber, its shape remains unchanged during propagation when N = 1 
but follows a periodic pattern for integer values of N > 1 such that the input shape is 
recovered at 5 = mx/2, where m is an integer. 

An optical pulse whose parameters satisfy the condition N = 1 is called thefunda- 
mental soliton. Pulses corresponding to other integer values of N are called higher- 
order solitons. The parameter N represents the order of the soliton. Noting that 

= z /LD,  the soliton period 20, defined as the distance over which higher-order solitons 
recover their original shape, is given by 

(8.2.5) 

The soliton period zo and soliton order N play an important role in the theory of optical 
solitons. Figure 8.5 shows the evolution of a third-order soliton over one soliton period 
by solving the NLS equation (8.2.1) numerically with N = 3. The pulse shape changes 
considerably but returns to its original form at z = ZO. Only a fundamental soliton 
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Figure 8.5: Evolution of a third-order soliton over one soliton period. The power profile /uI2 is 
plotted as a function of z/Lo. 

maintains its shape during propagation inside optical fibers. In a 1973 study, Eq. (8.2.1) 
was solved numerically to show that optical solitons can form in optical fibers [31]. 

The solution corresponding to the fundamental soliton can be obtained by solving 
Eq. (8.2.3) directly, without recourse to the inverse scattering method. The approach 
consists of assuming that a solution of the form 

45A = v(Z)exP"6)1 (8.2.6) 

exists, where V must be independent of 5 for Eq. (8.2.6) to represent a fundamental 
soliton that maintains its shape during propagation. The phase 4 can depend on 5 but 
is assumed to be time-independent. When Eq. (8.2.6) is substituted in Eq. (8.2.3) and 
the real and imaginary parts are separated, we obtain two real equations for V and 4. 
These equations show that qb should be of the form $({) = K{, where K is a constant. 
The function V(z) is then found to satisfy the nonlinear differential equation 

~ = 2V(K - V2). 
d2V 
dz2 

(8.2.7) 

This equation can be solved by multiplying it with 2 (dV/dz) and integrating over Z. 

The result is found to be 

(dV/dZ)* = 2KV2 - V4 + C, (8.2.8) 
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Figure 8.6: Evolution of a Gaussian pulse with N = 1 over the range 4 = 0 to 10. The pulse 
evolves toward the fundamental soliton by changing its shape, width, and peak power. 

where C is a constant of integration. Using the boundary condition that both V and 
d V / d z  should vanish for any optical pulse at IzI + 00, C can be set to zero. 

The constant K in Eq. (8.2.8) is determined using the boundary condition that V = 1 
and d V / d z  = 0 at the soliton peak, assumed to occur at z = 0. Its use provides K = i, 
resulting in 4 = 5/2.  Equation (8.2.8) is easily integrated to obtain V ( Z )  = sech(z). 
We have thus found the well-known “sech” solution [27]-[29] 

u ( { , z )  = sech(z)exp(i{/2) (8.2.9) 

for the fundamental soliton by integrating the NLS equation directly. It shows that the 
input pulse acquires a phase shift 5 / 2  as it propagates inside the fiber, but its amplitude 
remains unchanged. It is this property of a fundamental soliton that makes it an ideal 
candidate for optical communications. In essence, the effects of fiber dispersion are 
exactly compensated by the fiber nonlinearity when the input pulse has a “sech” shape 
and its width and peak power are related by Eq. (8.2.2) in such a way that N = 1. 

An important property of optical solitons is that they are remarkably stable against 
perturbations. Thus, even though the fundamental soliton requires a specific shape and 
a certain peak power corresponding to N = 1 in Eq. (8.2.2), it can be created even 
when the pulse shape and the peak power deviate from the ideal conditions. Figure 8.6 
shows the numerically simulated evolution of a Gaussian input pulse for which N = 1 
but u ( 0 , ~ )  = exp(-z2/2). As seen there, the pulse adjusts its shape and width as it 
propagates down the fiber in an attempt to become a fundamental soliton and attains 
a “sech” profile for 5 >> 1. Similar behavior is observed when N deviates from 1 .  It 
turns out that the Nth-order soliton can form when the input value of N is in the range 
N - $ to N + i [32]. In particular, the fundamental soliton can be excited for values of 
N in the range of 0.5 to 1.5. 
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It may seem mysterious that an optical fiber can force any input pulse to evolve 
toward a soliton. A simple way to understand this behavior is to think of optical solitons 
as the temporal modes of a nonlinear waveguide. Higher intensities in the pulse center 
create a temporal waveguide by increasing the refractive index only in the central part 
of the pulse. Such a waveguide supports temporal modes just as the core-cladding 
index difference leads to spatial modes of optical fibers. When the input pulse does 
not match a temporal mode precisely but it is close to it, most of the pulse energy can 
still be coupled to that temporal mode. The rest of the energy spreads in the form 
of dispersive waves. It will be seen later that such dispersive waves affect system 
performance and should be minimized by matching the input conditions as close to 
the ideal requirements as possible. When solitons adapt to perturbations adiabatically, 
perturbation theory developed specifically for solitons can be used to study how the 
soliton amplitude, width, frequency, speed, and phase evolve along the fiber. 

The NLS equation can be solved with the inverse scattering method even when 
an optical fiber exhibits normal dispersion [33]. The intensity profile of the result- 
ing solutions exhibits a dip in a uniform background, and it is the dip that remains 
unchanged during propagation inside an optical fiber [34]. For this reason, such so- 
lutions of the NLS equation are called dark solitons. Even though dark solitons were 
observed during the 1980s and their properties have been studied thoroughly [35]-[42], 
most experiments have employed bright solitons with a “sech” shape. In the following 
discussion we focus on the fundamental soliton given in Eq. (8.2.9). 

8.2.2 Loss-Managed Solitons 

As seen in the preceding section, solitons use SPM to maintain their width even in 
the presence of fiber dispersion. However, this property holds only if soliton energy 
is maintained inside the fiber. It is not difficult to see that a decrease in pulse energy 
because of fiber losses would produce soliton broadening simply because a reduced 
peak power weakens the SPM effect necessary to counteract the GVD. When optical 
amplifiers are used periodically for compensating fiber losses, soliton energy changes 
in a periodic fashion. Such energy variations are included in the NLS equation (8.1.1 1) 
through the periodic function p ( z ) .  In the case of lumped amplifiers, p ( z )  decreases 
exponentially between two amplifiers and can vary by 20 dB or more over each period. 
The important question is whether solitons can maintain their shape and width in spite 
of such large energy fluctuations. It turns out that solitons can remain stable over 
long distances, provided amplifier spacing LA is kept much smaller than the dispersion 
length Lo [43]. 

In general, changes in soliton energy are accompanied by changes in pulse width. 
Large rapid variations in p ( z )  can destroy a soliton if its width changes rapidly through 
the emission of dispersive waves. The concept of the path-averaged soliton [43] makes 
use of the fact that solitons evolve little over a distance that is short compared with the 
dispersion length (or soliton period). Thus, when LA << LD, the width of a soliton 
remains virtually unchanged even if its peak power varies considerably in each section 
between two amplifiers. In effect, one can replace p ( z )  by its average value p in Eq. 
(8.1.1 1) when LA << LD. Noting that jj is just a constant that modifies yP0, we recover 
the standard NLS equation. 
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From a practical viewpoint, a fundamental soliton can be excited if the input peak 
power P, (or energy) of the path-averaged soliton is chosen to be larger by a factor of 
l/p. If we introduce the amplifier gain as G = exp(aLA) and use p = L i l  J2 ePazdz, 
the energy enhancement factor for loss-managed solitons is given by 

(8.2.10) 

Thus, soliton evolution in lossy fibers with periodic lumped amplification is identical to 
that in lossless fibers provided ( 1 )  amplifiers are spaced such that LA << Lo and (2) the 
launched peak power is larger by a factor ~ L M .  As an example, G = 10 and ~ L M  M 2.56 
when LA = 50 km and a = 0.2 dB/km. 

The condition LA << Lo is somewhat vague for designing soliton systems. The 
question is how close LA can be to LD before the system may fail to work. The semi- 
analytic approach of Section 8.1.2 can be extended to study how fiber losses affect the 
evolution of solitons. However, we should replace Eq. (8.1.4) with 

U ( z , r )  = asech(t/T)exp[-iCt2/T2 +i4], (8.2.11) 

to ensure that the “sech’ shape of a soliton is maintained. Using the variational or the 
moment method from Section 4.6, we obtain the following two coupled equations: 

d T  
dz  T ’ 

- (8.2.12) 

(8.2.13) 

where EO = 2PoTo is the input pulse energy. A comparison with Eqs. (8.1.5) and (8.1.6) 
obtained for Gaussian pulses shows that the width equation remains unchanged; the 
chirp equation also has the same form but different coefficients. 

As a simple application, let us use the moment method for finding the soliton- 
formation condition in the ideal case of p(z) = 1. If the pulse is initially unchirped, 
both derivatives in Eqs. (8.2.12) and (8.2.13) vanish at z = 0 if p2 is negative and the 
pulse energy is chosen to be EO = 21b l / (vo ) .  Under such conditions, the width and 
chirp of the pulse will not change with z ,  and the pulse will form a fundamental soliton. 
Using EO = 2PoT0, it is easy to see that this condition is equivalent to setting N = 1 in 
Eq. (8.2.2). 

Consider now what happens when p ( z )  = exp(-az) in each fiber section of length 
LA in a periodic fashion. Figure 8.7 shows how the soliton width changes at successive 
amplifiers for several values of LA in the range 25 to 100 km, assuming Lo = 100 km. 
Such values of dispersion length are realized for a 10-Gb/s soliton system, for example, 
when TO = 20 ps and p2 = -4 ps2/km. When amplifier spacing is 25 km, both the 
width and chirp remain close to their input values. As LA is increased to 50 km, they 
oscillate in a periodic fashion, and oscillation amplitude increases as LA increases. For 
example, the width can change by more than 10% when LA = 75 km. The oscillatory 
behavior can be understood by performing a linear stability analysis of Eqs. (8.2.12) 
and (8.2.13). However, if LA/LD exceeds 1 considerably, the pulse width starts to 
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Figure 8.7: Evolution of pulse with T and chirp C along the fiber length for three amplifier 
spacings (25,50, and 75 km) when LD = 100 km. 

increase exponentially in a monotonic fashion. Figure 8.7 shows that LA/LD 5 0.5 is a 
reasonable design criterion when lumped amplifiers are used for loss management. 

The variational equations such as Eqs. (8.2.12) and (8.2.13) only serve as a guide- 
line, and their solutions are not always trustworthy, because they completely ignore the 
dispersive radiation generated as solitons are perturbed. For this reason, it is important 
to verify their predictions through direct numerical simulations of the NLS equation 
itself. Figure 8.8 shows the evolution of a loss-managed soliton over a distance of 
10,000 km, assuming that solitons are amplified every 50 km. When the input pulse 
width corresponds to a dispersion length of 200 km, the soliton is preserved quite well 
even after 10,000 km because the condition LA << Lo is well satisfied. However, if the 
dispersion length is reduced to 25 km, the soliton is unable to sustain itself because of 
the excessive emission of dispersive waves. 

How does the limitation on amplifier spacing affect the design of soliton systems? 
The condition LA < Lo can be related to the width TO through Lo = T'/Ip21. The 
resulting condition is 

To > Jrn. (8.2.14) 

The pulse width TO must be a small fraction of the bit slot Tb = 1/B to ensure that the 
neighboring solitons are well separated. Mathematically, the soliton solution in Eq. 
(8.2.9) is valid only when a single pulse propagates by itself. It remains approximately 
valid for a train of pulses only when individual solitons are well isolated. This require- 
ment can be used to relate the soliton width To to the bit rate B using Tb = 2qoT0, where 
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Figure 8.8: Evolution of loss-managed solitons over 10,000 km for (a) LD = 200 km and (b) 
25 km with LA = 50 km, a = 0.22 dB/km, and pZ = -0.5 ps2/km. 

240 is a measure of separation between two neighboring pulses in an optical bit stream. 
Typically, qo exceeds 4 to ensure that pulse tails do not overlap significantly. Using 
TO = (2q0B)~ '  in Eq. (8.2.14), we obtain the following design criterion: 

(8.2.15) 

Choosing typical values, = -2 ps'km, LA = 50 km, and qo = 5, we obtain TO > 
10 ps and B < 10 GHz. Clearly, the use of path-averaged solitons imposes a severe 
limitation on both the bit rate and the amplifier spacing for soliton communication 
systems. To operate even at 10 Gb/s, one must reduce either qo or LA if f i  is kept fixed. 
Both of these parameters cannot be reduced much below the values used in obtaining 
the preceding estimate. 

A partial solution to this problem was suggested in 2000 when it was proposed that 
one could prechirp the soliton to relax the condition LA << LD, even though the standard 
soliton solution in Eq. (8.2.9) has no chirp [44]. The basic idea consists of finding a 
periodic solution of Eqs. (8.2.12) and (8.2.13) that repeats itself at each amplifier using 
the periodic boundary conditions 

T ( z  = LA) = &, C ( Z  = LA) = Co. (8.2.16) 

The input pulse energy Eo and input chirp CO can be used as two adjustable parameters. 
A perturbative solution of Eqs. (8.2.12) and (8.2.13) shows that the pulse energy must 
be increased by a factor close to the energy enhancement factor ~ L M  in Eq. (8.2.10). At 
the same time, the input chirp that provides a periodic solution is related to this factor 
as 

(8.2.17) 

Numerical results based on the NLS equation show that with a proper prechirping of 
input solitons, amplifier spacing can exceed 2LD. However, dispersive waves eventu- 
ally destabilize a soliton over long fiber lengths when LA is made significantly larger 
than the dispersive length. 
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The condition LA << Lo can also be relaxed considerably by employing distrib- 
uted amplification. As discussed in Section 3.2, a distributed-amplification scheme is 
superior to lumped amplification because its use provides a nearly lossless fiber by 
compensating losses locally at every point along the fiber link. Historically, distributed 
Raman amplification of solitons was proposed in 1984 [45] and was used by 1985 in 
an experiment [46]. A 1988 experiment transmitted solitons over 4,000 km using peri- 
odic Raman amplification [47]. This experiment used a 42-km recirculating fiber loop 
whose loss was exactly compensated by injecting pump light from a 1.46-pm color- 
center laser. Solitons were allowed to circulate many times along the fiber loop and 
their width was monitored after each round trip. The 55-ps solitons could be circulated 
along the loop up to 96 times without a significant increase in their pulse width, indicat- 
ing soliton recovery over 4,000 km. The distance could be increased to 6,000 km with 
further optimization. This experiment was the first to demonstrate that solitons could 
be transmitted over transoceanic distances in principle. The main drawback was that 
Raman amplification required pump lasers emitting more than 500 mW of power near 
1.46 pm. It was not possible to obtain such high powers from semiconductor lasers in 
1988, and the color-center lasers used in the experiment were too bulky to be useful for 
practical lightwave systems. 

Starting in 1989, lumped amplifiers were used for loss-managed soliton systems. In 
a 1991 experiment, 2.5-Gb/s solitons were transmitted over 12,000 km by using a 75- 
km recirculating loop containing three amplifiers, spaced apart by 25 km [48]. In this 
experiment, the bit rate-distance product of BL = 30 (Tb/s)-km was limited mainly by 
the timing jitter induced by amplifier noise. During the 1990s, several schemes for re- 
ducing the timing jitter were discovered and employed for improving the performance 
of soliton systems [49]-[51]. Even the technique of Raman amplification was revived 
in 1999 and has become quite common for both the soliton and nonsoliton systems. 

8.3 Dispersion-Managed Solitons 

The preceding discussion of solitons assumed that the GVD was constant along the 
fiber link. However, dispersion management is employed commonly for modern WDM 
lightwave systems as it helps in suppressing FWM among channels. It turns out that 
solitons can form even when the GVD parameter p2 varies along the link length but 
their properties are quite different. This section is devoted to such dispersion-managed 
solitons. We first consider dispersion-decreasing fibers and then focus on fiber links 
with periodic dispersion maps. 

8.3.1 Dispersion-Decreasing Fibers 

An interesting scheme proposed in 1987 relaxes completely the restriction LA << LD 
imposed normally on loss-managed solitons by employing a new kind of fiber in which 
GVD varies along the fiber length [52]. Such fibers are called dispersion-decreasing 
fibers (DDFs) and are designed such that the decreasing GVD counteracts the reduced 
SPM experienced by solitons weakened from fiber losses. 
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Soliton evolution in a DDF is governed by Eq. (8.1.2) except that Pz is a continuous 
function of z. Introducing the normalized distance and time variables as 

we can write this equation in the form 

au M U  2 i- + -~ + N  (Z)lU( u = 0, a t  2 a 7 2  

(8.3.1) 

(8.3 -2) 

where N 2 ( z )  = yP0q:p(z)/lp2(z)l. If the GVD profile is chosen such that IpZ(z)l = 
IPz(O)ip(z), N becomes a constant, and Eq. (8.3.2) reduces the standard NLS equation 
obtained earlier with p ( z )  = 1. As a result, fiber losses have no effect on a soliton in 
spite of its reduced energy when DDFs are used. More precisely, lumped amplifiers 
can be placed at any distance and are not limited by the condition LA << LD, provided 
the GVD decreases exponentially in the fiber section between two amplifiers as 

This result can be understood qualitatively by noting from Eq. (8.2.2) that the require- 
ment N = 1 can be maintained, in spite of power losses, if both Ihl and y decrease 
exponentially at the same rate. The fundamental soliton then maintains its shape and 
width even in a lossy fiber. 

Fibers with a nearly exponential GVD profile have been fabricated [S3]. A practical 
technique for making such DDFs consists of reducing the core diameter along the fiber 
length in a controlled manner during the fiber-drawing process. Variations in the fiber 
diameter change the waveguide contribution to and reduce its magnitude. Typically, 
GVD can be varied by a factor of 10 over a length of 20 to 40 km. The accuracy 
realized by the use of this technique is estimated to be better than 0.1 ps2/km [54]. The 
propagation of solitons in DDFs has been observed in several experiments [54]-[56]. 
In a 40-km DDF, solitons preserved their width and shape in spite of energy losses of 
more than 8 dB [SS]. In a recirculating loop made using DDFs, a 6.5-ps soliton train at 
10 Gb/s could be transmitted over 300 km [56]. 

In an alternative approach, the exponential GVD profile of a DDF is approximated 
with a staircase profile by splicing together several constant-dispersion fibers with dif- 
ferent p2 values. This approach was studied during the 1990s, and it was found that 
most of the benefits of DDFs can be realized using as few as four fiber segments [57]- 
[61]. How should one select the length and the GVD of each fiber used for emulating 
a DDF? The answer is not obvious, and several methods have been proposed. In one 
approach, power deviations are minimized in each section [57]. In another approach, 
fibers of different GVD values D, and different lengths Lap are chosen such that the 
product DlnLmap is the same for each section. In a third approach, D, and Lmap are se- 
lected to minimize the shading of dispersive waves [%I. Advantages offered by DDFs 
for soliton systems include a lower timing jitter [SO] and a reduced noise level [62]. In 
spite of these benefits, DDFs are rarely used in practice. 
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8.3.2 Periodic Dispersion Maps 

The main disadvantage of DDFs from the standpoint of system design is that the aver- 
age dispersion along the link is relatively large for them. Dispersion maps consisting 
of alternating-GVD fibers are attractive because their use lowers the average dispersion 
of the entire link, while keeping the GVD of each section large enough that the FWM 
crosstalk remains negligible in WDM systems. 

The use of dispersion management forces each soliton to propagate in the normal- 
dispersion regime of a fiber during each map period. At first sight, such a scheme 
should not even work because the normal-GVD fibers do not support solitons and lead 
to considerable broadening and chirping of the pulse. So, why should solitons survive 
in a dispersion-managed fiber link? An intense theoretical effort devoted to this issue 
has led to the discovery of dispersion-managed (DM) solitons [63]-[86]. Physically 
speaking, if the dispersion length associated with each fiber section used to form the 
map is a fraction of the nonlinear length, the pulse would evolve in a linear fashion 
over a single map period. On a longer length scale, solitons can still form if the SPM 
effects are balanced by the average dispersion. As a result, solitons can survive in an 
average sense, even though not only the peak power but also the width and shape of 
such solitons oscillate periodically. 

Consider a simple dispersion map consisting of two fibers with opposite GVD char- 
acteristics. Soliton evolution is governed by Eq. (8.1.2) in which pZ is a piecewise 
continuous function of z taking values ha and b,, in the anomalous and normal GVD 
sections of lengths 1, and l,,, respectively. The map period Lmap = 1, + I,, can be dif- 
ferent from the amplifier spacing LA. As is evident, the properties of DM solitons will 
depend on several map parameters even when only two types of fibers are used in each 
map period. Numerical simulations show that a nearly periodic solution can often be 
found by adjusting input pulse parameters (width, chirp, and peak power) even though 
these parameters vary considerably in each map period. The shape of such DM soli- 
tons is closer to a Gaussian profile rather than the “sech” shape associated with standard 
solitons [64]-[66]. 

Numerical solutions, although essential, do not lead to much physical insight. Sev- 
eral techniques have been used to solve the NLS equation (8.1.2) approximately. A 
common approach makes use of the variational method [67]-[69]. Another approach 
expands B(z , t )  in terms of a complete set of the Hermite-Gauss functions that are solu- 
tions of the linear problem [70]. A third approach solves an integral equation, derived 
in the spectral domain using perturbation theory [72]-1741. 

To simplify the following discussion, we focus on the variational equations (8.1.5) 
and (8.1.6) used earlier in Section 8.1.2. Because the shape of DM solitons is close to 
a Gaussian pulse, they can be applied for them. These two equations should be solved 
with the periodic boundary conditions given in Eq. (8.2.16) to ensure that the DM 
soliton recovers its initial state after each amplifier. The periodic boundary conditions 
fix the values of the initial width TO and the chirp CO at z = 0 for which a soliton can 
propagate in a periodic fashion for a given value of pulse energy Eo. A new feature of 
the DM solitons is that the input pulse width depends on the dispersion map and cannot 
be chosen arbitrarily. In fact, TO cannot fall below a critical value that is set by the map 
itself. 
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Figure 8.9: (a) Changes in To (upper curve) and T, (lower curve) with input pulse energy Eo for 
01 = 0 (solid lines) and 0.25 dBkm (dashed lines). The inset shows the input chirp Co in the two 
cases. (b) Evolution of the DM soliton over one map period for EO = 0.1 pJ and LA = 80 km. 

Figure 8.9 shows how the pulse width To and the chirp CO of allowed periodic solu- 
tions vary with input pulse energy for a specific dispersion map. The minimum value 
T, of the pulse width occurring in the middle of the anomalous-GVD section of the 
map is also shown. The map is suitable for 40-Gb/s systems and consists of alternating 
fibers with GVD of -4 and 4 ps2/km and lengths 1, = 1, = 5 km such that the average 
GVD is -0.01 ps2/km. The solid lines show the case of ideal distributed amplifica- 
tion for which p ( z )  = 1 in Eq. (7.1.5). The lumped-amplification case is shown by the 
dashed lines in Figure 8.9, assuming 80-km amplifier spacing and 0.25 dBkm losses 
in each fiber section. 

Several conclusions can be drawn from Figure 8.9. First, both To and Tm decrease 
rapidly as pulse energy is increased. Second, TO attains its minimum value at a certain 
pulse energy E, while Tm keeps decreasing slowly. Third, TO and T, differ by a large 
factor for EO >> E,. This behavior indicates that pulse width changes considerably in 
each fiber section when this regime is approached. An example of pulse breathing is 
shown in Figure 8.9(b) for EO = 0.1 pJ in the case of lumped amplification. The input 
chirp Co is relatively large (Co E 1.8) in this case. The most important feature of Figure 
8.9 is the existence of a minimum value of TO for a specific value of the pulse energy. 
The input chirp Co = 1 at that point. It is interesting to note that the minimum value 
of does not depend much on fiber losses and is about the same for the solid and 
dashed curves, although the value of E,. is much larger in the lumped amplification 
case because of fiber losses. 

As seen from Figure 8.9, both the pulse width and the peak power of DM solitons 
vary considerably within each map period. Figure 8.10(a) shows the width and chirp 
variations over one map period for the DM soliton of Figure 8.9(b). The pulse width 
varies by more than a factor of 2 and becomes minimum nearly in the middle of each 
fiber section where frequency chirp vanishes. The shortest pulse occurs in the middle 
of the anomalous-GVD section in the case of ideal distributed amplification in which 
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Figure 8.10: Variations of pulse width and chirp (dashed line) over one map period for DM 
solitons with the input energy (a) EO = 0.1 pJ and (b) Eo close to Ec. 

fiber losses are compensated fully at every point along the fiber link. For comparison, 
Figure 8.10(b) shows the width and chirp variations for a DM soliton whose input 
energy is close to E, where the input pulse is shortest. Breathing of the pulse is reduced 
considerably together with the range of chirp variations. In both cases, the DM soliton 
is quite different from a standard fundamental soliton as it does not maintain its shap5 
width, or peak power. Nevertheless, its parameters repeat from period to period at 
any location within the map. For this reason, DM solitons can be used for optical 
communications in spite of oscillations in  the pulse width. Moreover, such solitons 
perform better from a system standpoint. 

8.3.3 Design Issues 

Figures 8.9 and 8.10 show that Eqs. (8.1.5) and (8.1.6) permit periodic propagation of 
many different DM solitons in the same map by choosing different values of Eo, TO, 
and Co. How should one choose among these solutions when designing a soliton sys- 
tem? Pulse energies much smaller than E, (corresponding to the minimum value of To) 
should be avoided because a low average power would then lead to rapid degradation of 
SNR as amplifier noise builds up with propagation. On the other hand, when EO >> E,, 
large variations in the pulse width in each fiber section would induce XPM-induced 
interaction between two neighboring solitons if their tails begin to overlap consider- 
ably. For this region, the region near Eo = E, is most suited for designing DM soliton 
systems. Numerical solutions of the NLS equation (8.1.2) confirm this conclusion. 

The 40-Gb/s system design used for Figures 8.9 and 8.10 was possible only because 
the map period Lmap was chosen to be much smaller than the amplifier spacing of 
80 km, a configuration referred to as the dense dispersion management. When Lmap is 
increased to 80 km using 1, M lb = 40 km, while keeping the same value of average 
dispersion, the minimum pulse width supported by the map increases by a factor of 3. 
The bit rate is then limited to below 20 Gb/s. 
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It is possible to find the values of TO and T, by solving Eqs. (8.1.5) and (8.1.6) 
approximately. Equation (8.1.6) shows that T 2 ( z )  = T; + 2J ib (z )C(z)dz  any point 
within the map. The chirp equation cannot be integrated analytically but the numerical 
solutions show that C ( z )  varies almost linearly in each fiber section. As seen in Figure 
8.10, C(z) changes from CO to -CO in the first section and then back to CO in the second 
section. Noting that the ratio (1 + C 2 ) / T 2  is related to the spectral width that changes 
little over one map period when the nonlinear length is much larger than the local 
dispersion length, we average it over one map period and obtain the following relation 
between and CO: 

where Tmap is a parameter with dimensions of time involving only the four map para- 
meters [83]. It provides a time scale associated with an arbitrary dispersion map in the 
sense that the stable periodic solutions supported by it have input pulse widths that are 
close to Tmap (within a factor of 2 or so). The minimum value of TO occurs for ICO( = 1 
and is given by Tfi" = JZT,,,. 

Equation (8.3.4) can also be used to find the shortest pulse within the map. Re- 
calling from Section 3.3 that the shortest pulse occurs at the point at which the pulse 
becomes unchirped, we obtain T, = To/(l +C:)ll2 = T m a p / m .  When the input 
pulse corresponds to its minimum value (CO = l), T, is exactly equal to Tmap. The op- 
timum value of the pulse stretching factor is equal to f i  under such conditions. These 
conclusions are in agreement with the numerical results shown in Figure 8.10 for a 
specific map for which Tmap E 3.16 ps. If dense dispersion management is not used 
for this map and Lmap equals LA = 80 km, this value of Tmap increases to 9 ps. Since 
the FWHM of input pulses then exceeds 21 ps, such a map is unsuitable for 40-Gb/s 
soliton systems. In general, the required map period becomes shorter as the bit rate 
increases, as is evident from the definition of Tmap in Eq. (8.3.4). 

It is useful to look for other combinations of the four map parameters that may play 
an important role in designing a DM soliton system. Two parameters that are useful 
for this purpose are defined as [67] 

(8.3.5) 

where TFWHM E 1.665T, is the FWHM at the location where pulse width is minimum 
in the anomalous-GVD section. Physically, p 2  represents the average GVD of the entire 
link, while the map strength Smap is a measure of how much GVD changes abruptly 
between two fibers in each map period. The solutions of Eqs. ( 8 . 1 3  and (8.1.6) as 
a function of map strength S for different values of p 2  reveal the surprising feature 
that DM solitons can exist even when the average GVD is normal, provided the map 
strength exceeds a critical value S,, 1751-[79]. 

Figure 8.1 1 shows periodic DM-soliton solutions as contours of constant S,, by 
plotting peak power as a function of the dimensionless ratio [67]. The map 
strength is zero for the straight line (the case of a constant-dispersion fiber). It increases 
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Figure 8.11: Peak power of DM solitons as a function of &ha. The map strength is zero for 
the straight line, increases in step of 2 until 20, and becomes 25 for the leftmost curve. (After 
Ref. [67]; 01998 OSA.) 

in steps of 2 for the next 10 curves and takes a value of 25 for the leftmost curve. 
Periodic solutions in the normal-GVD regime exist only when Smap exceeds a critical 
value of 4.8, indicating that pulse width for such solutions changes by a large factor in 
each fiber section. Moreover, when Smap > Scr, a periodic solution can exist for two 
different values of the input pulse energy in a small range of positive values of & > 0. 
Numerical solutions of Eq. (8.3.2) confirm these predictions, except that the critical 
value of the map strength is found to be 3.9. 

The existence of DM solitons in maps with normal average GVD is quite intriguing 
as one can envisage dispersion maps in which a soliton propagates in the normal-GVD 
regime most of the time. An example is provided by the dispersion map in which 
a short section of standard fiber (ha M -20 ps2/km) is used with a long section of 
dispersion-shifted fiber (bn = 1 ps2/km) such that & is close to zero but positive. The 
formation of DM solitons under such conditions can be understood by noting that when 
Smap exceeds 4, the input energy of a pulse becomes large enough that its spectral width 
is considerably larger in the anomalous-GVD section compared with the normal-GVD 
section. Noting that the phase shift imposed on each spectral component varies as p202 
locally, one can define an effective value of the average GVD as 1791 

Piff = (p2Q2)/(Q2)> (8.3.6) 

where Q is the local value of the spectral width and the angle brackets indicate an 
average over the map period. If Piff is negative, the DM soliton can exist even if is 
positive. 

For map strengths below a critical value (about 3.9 numerically), the average GVD 
is anomalous for DM solitons. In that case, one is tempted to compare them with 
standard solitons forming in a uniform-GVD fiber link with p2 = &. For relatively 
small values of Smap, variations in the pulse width and chirp are small enough that 
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one can ignore them. The main difference between the average-GVD and DM solitons 
then stems from the higher peak power required to sustain DM solitons. The energy 
enhancement factor for DM solitons is defined as [63] 

f D M  = E,DM/Er (8.3.7) 

and can exceed 10 depending on the system design. The larger energy of DM solitons 
benefits a soliton system in several ways. Among other things, it improves the SNR 
and decreases the timing jitter. 

Dispersion-management schemes were used for solitons as early as 1992 although 
they were referred to by names such as partial soliton communication and dispersion 
allocation [87]. In the simplest form of dispersion management, a relatively short seg- 
ment of dispersion-compensating fiber (DCF) is added periodically to the transmission 
fiber, resulting in dispersion maps similar to those used for nonsoliton systems. It was 
found in a 1995 experiment that the use of DCFs reduced the timing jitter consider- 
ably [88]. In fact, in this 20-Gb/s experiment, the timing jitter became low enough 
when the average dispersion was reduced to a value near -0.025 ps2/km that the 20- 
Gb/s signal could be transmitted over transoceanic distances. 

Since 1996, a large number of experiments have shown the benefits of DM solitons 
for lightwave systems [89]-[97]. In one experiment, the use of a periodic dispersion 
map enabled the transmission of a 20-Gb/s soliton bit stream over 5,520 km of a fiber 
link containing amplifiers at 40-km intervals [89]. In another 20-Gb/s experiment [90], 
solitons could be transmitted over 9,000 km without using any in-line optical filters 
since the periodic use of DCFs reduced timing jitter by more than a factor of 3. A 
1997 experiment focused on the transmission of DM solitons using dispersion maps 
such that solitons propagated most of the time in the normal-GVD regime [91]. This 
10-Gb/s experiment transmitted signals over 28,000 km using a recirculating fiber loop 
consisting of 100 km of normal-GVD fiber and 8 km of anomalous-GVD fiber such 
that the average GVD was anomalous (about -0.1 ps2/km). Periodic variations in 
the pulse width were also observed in such a fiber loop [92]. In a later experiment, 
the loop was modified to yield the average-GVD value of zero or a slightly positive 
value [93]. Stable transmission of IO-Gb/s solitons over 28,000 km was still observed. 
In all cases, experimental results were in excellent agreement with those of numerical 
simulations [94]. 

An important application of dispersion management consists of upgrading the ex- 
isting terrestrial networks designed with standard fibers [95]-[97]. A 1997 experiment 
used fiber gratings for dispersion compensation and realized IO-Gb/s soliton trans- 
mission over 1,000 km. Longer transmission distances were realized using a recir- 
culating fiber loop [96] consisting of 102 km of standard fiber with anomalous GVD 
(PI  z -21 ps2/km) and 17.3 km of DCF with normal GVD (P2 E 160 ps2/km). The 
map strength S was quite large in this experiment when 30-ps (FWHM) pulses were 
launched into the loop. By 1999, iO-Gb/s DM solitons could be transmitted over 
16,000 km of standard fiber when soliton interactions were minimized by choosing 
the location of amplifiers appropriately [ 161. 
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Figure 8.12: (a) ASE-induced timing jitter as a function of length for a 20-Gbls system designed 
with DM (solid curve) and standard (dashed line) solitons. 

8.3.4 Timing Jitter 

As discussed in Section 6.5.5, noise added by optical amplifiers perturbs the position 
of each optical pulse in its time slot. Timing jitter induced by amplifier noise is espe- 
cially severe for soliton-based systems and it limits the total transmission distance of 
any long-haul soliton link. This limitation was first pointed out in 1986 in the context 
of standard constant-width solitons. It persists even for DM soliton systems, although 
jitter is reduced for them [98]-[ 1101. In all cases, the dominant source of timing jit- 
ter is related to changes in the soliton carrier frequency, occurring because of phase 
fluctuations induced by amplifier noise. 

One can follow the moment method of Section 6.5.2 to calculate the variance of 
fluctuations in the frequency and pulse position. Since pulse shape remains approxi- 
mately Gaussian for DM solitons, the treatment of Sections 6.5.4 and 6.5.5 applies for 
them with minor changes. The final result can be written as [ 1071 

where NA is the number of amplifiers along the link and the dimensionless parameter d 
is defined as in Eq. (8.1.9), except that the minimum width Tm should be used in place 
of TO. The first term inside the square brackets results from direct position fluctuations 
of a soliton within each amplifier. The second term is related to the cross-correlation 
between frequency and position fluctuations. The third term is solely due to frequency 
fluctuations. For a soliton system designed with Lmap = LA and MA >> 1, jitter is domi- 
nated by the last term in Eq. (8.3.8) because of its N i  dependence and is approximately 
given by 

(8.3.9) 

where Lo = T,'/Ib 1 and NA = L T / L A  for a lightwave system with the total transmission 
distance LT.  
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Because of the cubic dependence of 0: on the system length LT, the timing jitter 
can become an appreciable fraction of the bit slot for long-haul systems, especially at 
bit rates exceeding 10 Gb/s for which the bit slot is shorter than 100 ps. Such jitter 
would lead to large power penalties if left uncontrolled. As discussed in Section 5.4.5, 
jitter should be less than 10% of the bit slot in practice. Figure 8.12 shows how timing 
jitter increases with LT for a 20-Gb/s DM soliton system, designed using a dispersion 
map consisting of 10.5 km of anomalous-GVD fiber and 9.7 km of normal-GVD fiber 
[D = 5 4  ps/(km-nm)]. Optical amplifiers with nsp = 1.3 (or a noise figure of 4.1 dB) 
are placed every 80.8 km (4 map periods) along the fiber link for compensating 0.2- 
dB/km losses. Variational equations were used to find the input pulse parameters for 
which solitons recover periodically after each map period (TO = 6.87 ps, CO = 0.56, 
and EO = 0.4 pJ). The nonlinear parameter y was 1.7 W-’/km. 

An important question is whether the use of dispersion management is helpful or 
harmful from the standpoint of timing jitter. The timing jitter for standard solitons can 
also be found in a closed form using the moment method and is given by [ 1071 

(8.3.10) 

where we have used E,y for the input soliton energy to emphasize that it is different 
from the DM soliton energy EO used in Eq. (8.3.8). For a fair comparison of the DM 
and standard solitons, we consider an identical soliton system except that the dispersion 
map is replaced by a single fiber whose GVD is constant and equal to the average value 
b. The soliton energy E,y can be found by using EO = 2PoTo with PO = I&l/(y7”) and 
is given by 

E.Y = ~~LMILI/(YTO), (8.3.1 1) 

where the factor ~ L M  is the enhancement factor resulting from loss management ( ~ L M  = 
3.8 for a 16-dB gain). The dashed line in Figure 8.12 shows the timing jitter using Eqs. 
(8.3.10) and (8.3.1 1). A comparison of the two curves shows that the jitter is consider- 
ably smaller for DM solitons. The physical reason behind the jitter reduction is related 
to the enhanced energy of the DM solitons. In fact, the energy ratio E o / E , ~  equals 
the energy enhancement factor introduced earlier in Eq. (8.3.7). From a prac- 
tical standpoint, the reduced jitter of DM solitons permits much longer transmission 
distances as evident from Figure 8.12. Note that Eq. (8.3.10) also applies for DDFs 
because the GVD variations along the fiber can be included through the parameter d 
defined in Eq. (8.1.9). 

For long-haul soliton systems, the number of amplifiers is large enough that the N j  
term dominates in Eq. (8.3.10), and the timing jitter for standard solitons is approxi- 
mately given by [99] 

(8.3.12) 

Comparing Eqs. (8.3.9) and (8.3.12), we find that timing jitter is reduced by a factor of 
(fDM/3)’I2 when DM solitons are used. 

To find a simple design rule, we can use Eq. (8.3.12) with the condition 0, < b j /B ,  
where b, is the fraction of the bit slot by which a soliton can move without affecting 
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the system performance adversely. Using B = (2qoTo)-' and E, from Eq. (8.3.1 l), the 
bit rate-distance product BLT for standard solitons is found to be limited by 

(8.3.13) 

For DM solitons the energy enhancement factor fLM is replaced by fLM fDM/3. The 
tolerable value of bj depends on the acceptable BER and on details of the receiver 
design; typically, b, < 0.1. To see how amplifier noise limits the total transmission 
distance, consider a standard soliton system operating at 10 Gb/s with parameter values 
TO = 10 ps, qo = 5, a = 0.2 dB/km, y =  2 W-'/km, a = -1 ps/(km-nm), nsp = 1.5, 
LA = 50 km, and bj = 0.08. Using C = 10 dB, we find ~ L M  = 2.56 and SASE = 2.16 x 
10@ pJ. With these values, BLT must be below 70 (Tb/s)-km, and the transmission 
distance is limited to below 7,000 km at 10 Gb/s. This value can be increased to 
beyond 10,000 km for DM solitons. 

8.3.5 Control of Timing Jitter 

As the timing jitter ultimately limits the performance of soliton systems, it is essential 
to find a solution to the timing-jitter problem before the use of solitons can become 
practical. Several techniques were developed during the 1990s for controlling timing 
jitter [111]-[132]. This section is devoted to a brief discussion of them. 

The use of optical filters for controlling the timing jitter of solitons was proposed 
as early as 1991 [ 11 11-[ 1 131. This approach makes use of the fact that the ASE oc- 
curs over the entire amplifier bandwidth but the soliton spectrum occupies only a small 
fraction of it. The bandwidth of optical filters is chosen such that the soliton bit stream 
passes through the filter but most of the ASE is blocked. If an optical filter is placed 
after each amplifier, it improves the SNR because of the reduced ASE and also re- 
duces the timing jitter simultaneously. This was indeed found to be the case in a 1991 
experiment [ 1 121 but the reduction in timing jitter was less than 50%. 

The filter technique can be improved dramatically by allowing the center frequency 
of the successive optical filters to slide slowly along the link. Such sliding-frequency 
filters avoid the accumulation of ASE within the filter bandwidth and, at the same time, 
reduce the growth of timing jitter [ 1 141. The physical mechanism behind the operation 
of such filters can be understood as follows. As the filter passband shifts, solitons 
shift their spectrum as well to minimize filter-induced losses. In contrast, the spectrum 
of ASE cannot change. The net result is that the ASE noise accumulated over a few 
amplifiers is filtered out later when the soliton spectrum has shifted by more than its 
own bandwidth. 

The moment method can be extended to include the effects of optical filters by 
noting that each filter modifies the soliton field such that 

1 -  
2n -m 

u f ( z . f , t )  = - H f ( w  - mf)o (z f ,  w)e?'dw, (8.3.14) 

where o(zf, w )  is the pulse spectrum and H f  is the transfer function of the optical filter 
located at z f .  The filter passband is shifted by wf from the soliton carrier frequency. 
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Figure 8.13: Timing jitter with (dotted curves) and without (solid curves) sliding-frequency fil- 
ters at several bit rates as a function of distance. The inset shows a Gaussian fit to the numerically 
simulated jitter at 10,000 km for a 10-Gb/s system. (After Ref. [ I  141; 01992 OSA; reprinted 
with permission.) 

If we approximate the filter spectrum by a parabola over the soliton spectrum and use 
H f ( w  - of) = 1 - b(w - wf)* ,  it is easy to see that the filter introduces an additional 
loss for the soliton that should be compensated by increasing the gain of optical am- 
plifiers. The analysis of timing jitter shows that sliding-frequency filters reduce jitter 
considerably for both the standard and DM solitons [127]. 

Figure 8.13 shows the predicted reduction in the timing jitter for standard solitons. 
The bit-rate dependence of jitter is due to the contribution of acoustic waves; the B = 0 
curves show the contribution of the Gordon-Haus jitter alone. Optical filters help in 
reducing both types of timing jitter and permit transmission of 10-Gb/s solitons over 
more than 20,000 km. In the absence of filters, timing jitter becomes so large that a 
10-Gb/s soliton system cannot be operated beyond 8,000 km. The inset in Figure 8.13 
shows a Gaussian fit to the timing jitter of 10-Gb/s solitons at a distance of 10,000 km 
calculated by solving the NLS equation numerically after including the effects of both 
the ASE and sliding-frequency filters [ 1141. The timing-jitter distribution is approxi- 
mately Gaussian with a standard deviation of about 1.76 ps. In the absence of filters, 
the jitter exceeds 10 ps under the same conditions. 

Optical filters benefit a soliton system in many other ways. Their use reduces in- 
teraction between neighboring solitons [ 1 151. The physical mechanism behind the 
reduced interaction is related to the change in the soliton phase at each filter. A rapid 
variation of the relative phase between neighboring solitons, occurring as a result of 
filtering, averages out the impact of soliton interaction by alternating the nature of the 
interaction force from attractive to repulsive. Optical filters also help in reducing the 
accumulation of dispersive waves [ 1161. The reason is easy to understand. As the 
soliton spectrum shifts with the filters, dispersive waves produced at earlier stages are 
blocked by filters together with the ASE. 



8.3. Dispersion-Managed Solitons 313 

Solitons can also be controlled in the time domain using the technique of syn- 
chronous amplitude modulation, implemented in practice using a LiNb03 modula- 
tor [ 1171. The technique works by introducing additional losses for those solitons that 
have shifted from their original position (center of the bit slot). The modulator forces 
solitons to move toward its transmission peak where the loss is minimum. Mathemati- 
cally, the action of the modulator is to change the soliton amplitude as 

U(z,,t) + T m ( t  -tm)U(zrn,t), (8.3.1 5 )  

where T'(z) is the transmission coefficient of the modulator located at z = zm. The 
moment method or perturbation theory can be used to show that timing jitter is reduced 
considerably by modulators. 

The synchronous modulation technique can also be implemented by using a phase 
modulator [ 1 181. One can understand the effect of periodic phase modulation by recall- 
ing that a frequency shift is associated with all time-dependent phase variations. Since 
a change in soliton frequency is equivalent to a change in the group velocity, phase 
modulation induces a temporal displacement. Synchronous phase modulation is im- 
plemented in such a way that the soliton experiences a frequency shift only if it moves 
away from the center of the bit slot, which confines it to its original position despite the 
timing jitter induced by ASE and other sources. Intensity and phase modulations can 
be combined together to further improve system performance [ 1191. 

Synchronous modulation can be combined with optical filters to control solitons 
simultaneously in both the time and frequency domains. In fact, this combination per- 
mits arbitrarily long transmission distances [ 1201. The use of intensity modulators also 
permits a relatively large amplifier spacing by reducing the impact of dispersive waves. 
This property of modulators was exploited in 1995 to transmit a 20-Gb/s soliton train 
over 150,000 km with an amplifier spacing of 105 km [121]. Synchronous modula- 
tors also help in reducing the soliton interaction and in clamping the level of amplifier 
noise. The main drawback of modulators is that they require a clock signal that is 
synchronized with the original bit stream. 

A relatively simple approach uses postcompensation of accumulated dispersion for 
reducing timing jitter [122]. The basic idea can be understood from Eq. (8.3.8) or 
Eq. (8.3.10) obtained for the timing jitter of DM and standard solitons, respectively. 
The cubic term that dominates the jitter at long distances depends on the accumulated 
dispersion through the parameter d. If a fiber is added at the end of the link such 
that it reduces the accumulated dispersion, it should help in reducing the jitter. It is 
easy to include the contribution of the postcompensation fiber to the timing jitter using 
the moment method. In the case of DM solitons, the jitter variance at the end of a 
postcompensation fiber of length L, and GVD pZc is given by [ 1071 

0,' = 0: + ( S ~ S ~ ~ ~ / & I ) [ ~ ~ A ~ ~ ~ ,  + N . ( N .  - 1)ddC + N ~ d z ] ,  (8.3.16) 

where 0; is given by Eq. (8.3.8) and d, = pZ,L,/Ti. If we define y = -d,/(NAd) as 
the fraction by which the accumulated dispersion NAd is compensated and retain only 
the dominant cubic terms in Eq. (8.3.16), this equation can be written as 

(8.3.17) 3 2 2  
0,' = NAd Tm (SASE/&) (Y2 - Y f 1/31, 
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The minimum value occurs for y = 0.5 for which 0,' is reduced by a factor of 4. Thus, 
the timing jitter of solitons can be reduced by a factor of 2 by postcompensating the ac- 
cumulated dispersion by 50%. The same conclusion holds for standard solitons [122]. 

Several other techniques can be used for controlling timing jitter. One approach 
consists of inserting a fast saturable absorber periodically along the fiber link. Such a 
device absorbs low-intensity light, such as ASE and dispersive waves, but leaves the 
solitons intact by becoming transparent at high intensities. To be effective, it should 
respond at a time scale shorter than the soliton width. It is difficult to find an absorber 
that can respond at such short time scales. A nonlinear optical loop mirror (see Section 
2.3.3 of LTI) can act as a fast saturable absorber and reduce the timing jitter of soli- 
tons, while also stabilizing their amplitude [123]. Re-timing of a soliton train can also 
be accomplished by taking advantage of cross-phase modulation [ 1241. The technique 
overlaps the soliton data stream and another pulse train composed of only 1 bits (an 
optical clock) inside a fiber where cross-phase modulation (XPM) induces a nonlinear 
phase shift on each soliton in the signal bit stream. Such a phase modulation translates 
into a net frequency shift only when the soliton does not lie in the middle of the bit slot. 
Similar to the case of synchronous phase modulation, the direction of the frequency 
shift is such that the soliton is confined to the center of the bit slot. Other nonlinear 
effects such as stimulated Raman scattering [ 1251 and four-wave mixing (FWM) can 
also be exploited for controlling the soliton parameters [ 1261. The technique of distrib- 
uted amplification also helps in reducing timing jitter. As an example, if solitons are 
amplified using distributed Raman amplification, timing jitter can be reduced by about 
a factor of 2 [110]. 

8.4 Pseudo-linear Lightwave Systems 

Pseudo-linear lightwave systems operate in the regime in which the local dispersion 
length is much shorter than the nonlinear length in all fiber sections of a dispersion- 
managed link. This approach is most suitable for systems operating at bit rates of 
40 Gb/s or more and employing relatively short optical pulses that spread over multiple 
bits quickly as they propagate along the link. This spreading reduces the peak power 
and lowers the impact of SPM on each pulse. There are several ways one can de- 
sign such systems. In one case, pulses spread throughout the link and are compressed 
back at the receiver end using a dispersion-compensating device. In another, pulses 
are spread even before the optical signal is launched into the fiber link using a DCF 
(precompensation) and they compress slowly within the fiber link, without requiring 
any postcompensation. 

It is not essential to compensate dispersion only once at the transmitter or the re- 
ceiver end, and one can employ in-line compensation. In this case, the dispersion map 
is made such that the pulse broadens by a large factor in the first section and is com- 
pressed in the following section with opposite dispersion characteristics. An optical 
amplifier restores the signal power after the second section, and the whole process re- 
peats itself. Often, a small amount of dispersion is left uncompensated in each map pe- 
riod. This residual dispersion per span can be used to control the impact of intrachannel 
nonlinear effects in combination with the amounts of pre- and postcompensation. 
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As optical pulses spread considerably outside their assigned bit slot in all pseudo- 
linear systems, they overlap considerably and interact with each other through the non- 
linear term in the NLS equation. It turns out that the spreading of bits belonging to 
different WDM channels produces an averaging effect that reduces the interchannel 
nonlinear effects considerably [26]. However, at the same time, an enhanced nonlinear 
interaction among the 1 bits of the same channel produces new intrachannel nonlin- 
ear effects that limit the system performance, if left uncontrolled. Thus, pseudo-linear 
systems are far from being linear. The important question is whether pulse spread- 
ing helps to lower the overall impact of fiber nonlinearity and allows higher launched 
powers into the fiber link. The answer to this question turned out to be affirmative. In 
this section we focus on the intrachannel nonlinear effects and study how they affect a 
pseudo-linear lightwave system. 

8.4.1 Intrachannel Nonlinear Effects 

The main limitation of pseudo-linear systems stems from the nonlinear interaction 
among the neighboring overlapping pulses. Starting in 1999, such intrachannel nonlin- 
ear effects were studied extensively [ 1331-[ 1451. In a numerical approach, one solves 
the NLS equation (8.1.2) for a pseudo-random bit stream with the input 

(8.4.1) 

where t; = jTb, Tb is the duration of the bit slot, M is the total number of bits included 
in numerical simulations, and Urn = 0 if the mth pulse represents a 0 bit. In the case of 
1 bits, Urn governs the shape of input pulses. 

Although numerical simulations are essential for a realistic system design, con- 
siderable physical insight can be gained with a semianalytic approach that focuses on 
three neighboring pulses. If we write the total field as U = U1 + U2 + U3 in Eq. (8.1.2), 
it reduces to the following set of three coupled NLS equations [26]: 

.au, 
1 - -  aZ 

. au2 
2 7  - 

dZ 

.au3 
I -  - aZ 

The first nonlinear term corresponds to SPM. The next two terms result from XPM 
induced by the other two pulses. Since these terms represent XPM interaction between 
pulses belonging to the same channel, this phenomenon is referred to as intrachannel 
XPM. The last term is FWM-like (see Section 4.3) and is responsible for intrachannel 
FWM. Although it may seem odd at first sight that FWM can occur among pulses of 
the same channel, one should remember that the spectrum of each pulse has modulation 
side bands located on both sides of the carrier frequency. If different sidebands of two 
or more overlapping pulses are present simultaneously in the same temporal window, 
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they can interact through FWM and transfer energy among the interacting pulses. This 
phenomenon can also create new pulses in the time domain. Such pulses are referred to 
as a shadow pulse [ 1331 or a ghost pulse [ 1341. They impact the system performance 
considerably, especially those created in the O-bit time slots [142]. 

We can extend the preceding method to the case of more than three pulses. As- 
suming that Eq. (8.4.1) can be used at any distance z ,  the NLS equation (8.1.2) can be 
written as 

M M M  

u1- / j=lk=II=l 

The triple sum on the right side includes all the nonlinear effects. SPM occurs when 
j = k = 1. The terms responsible for XPM correspond to j = k # 1 and j # k = 1. 
The remaining terms lead to intrachannel FWM. Each nonlinear term in the triple sum 
on the right side of Eq. (8.4.5) provides its contribution in a temporal region near t j  + 
tl  - t k ,  a relation analogous to the phase-matching condition among waves of different 
frequencies [26]. This relation can be used to identify all nonlinear terms that can 
contribute to a specific pulse. It is important to note that, whereas the total energy of 
all pulses remains constant during propagation, the energy of any individual pulse can 
change because of intrachannel FWM. 

In the case of a single pulse surrounded by several zero bits on both sides, we can set 
U I  = U3 = 0 in Eqs. (8.4.2) through (8.4.4). The resulting equation for U2 is identical 
to the original NLS equation (8.1.2). The SPM effects in this case have been studied in 
Section 8.1 through Eqs. (8.1.5) and (8.1.6) obtained with the help of the variational or 
the moment method. As was found there, the impact of SPM is reduced considerably 
for pseudo-linear systems because of the much lower peak power of the pulse. It is 
also reduced because of spectral breathing occurring as pulse spectrum broadens and 
narrows from one fiber section to the next. However, the effects of intrachannel XPM 
and FWM are not negligible. Even though intrachannel XPM affects only the phase of 
each pulse, this phase shift is time-dependent and affects the carrier frequency of the 
pulse. As discussed later, the resulting frequency chirp leads to timing jitter through 
fiber dispersion [ 1361. 

The impact of intrachannel XPM and FWM on the performance of a pseudo-linear 
system depends on the choice of the dispersion map, among other things [26]. We 
discuss these two nonlinear phenomena in the following sections. In general, the opti- 
mization of a dispersion-managed system requires the adjustment of many design pa- 
rameters, such as launch power, amplifier spacing, and the location of DCFs [135]. In 
a 2000 experiment, a 40-Gb/s signal could be transmitted over transoceanic distances, 
in spite of its use of standard fibers, through a synchronous modulation technique [22]. 
In a 2002 experiment, distance could be increased to lo6 km using synchronous mod- 
ulation in combination with all-optical regeneration [ 1461. 

8.4.2 Intrachannel XPM 

To understand how intrachannel XPM introduces timing jitter in a pseudo-linear sys- 
tem, consider two isolated 1 bits by setting U3 = 0 in Eqs. (8.4.2) through (8.4.4). The 
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optical field associated with each pulse satisfies an equation of the form 

(8.4.6) 

where n = 1 or 2. Clearly, the last term is due to XPM. If we ignore the effects of GVD 
for the moment, this term shows that, over a short distance &, the phase of each pulse 
is shifted nonlinearly by the other pulse by this amount: 

@,(z,t) = ~ ~ / P O P ( Z ) ~ I U ~ - ~ ( Z ,  t )  12. (8.4.7) 

As this phase shift depends on pulse shape, it varies across the pulse and produces a 
frequency chirp 

This frequency shift is known as the XPM-induced chirp. 
Similar to the case of ASE-induced frequency shift discussed in Chapter 6, an 

XPM-induced shift in the carrier frequency of the pulse translates into a shift in the 
pulse position through changes in the group velocity of the pulse. If all pulses were 
to shift in time by the same amount, this effect would be harmless. However, the time 
shift depends on the pattern of bits surrounding each pulse that varies from bit to bit 
depending on the data transmitted. As a result, pulses shift in their respective time 
slots by different amounts, a feature referred to as XPM-induced timing jitter. As will 
be seen later, XPM also introduces some amplitude fluctuations. 

A more quantitative estimate of the XPM effects can be obtained by extending the 
variational or the moment method of Section 4.6 to the case of two interacting pulses. 
In this case, one must include the expected frequency and temporal shifts and assume 
that Eq. (8.4.6) has the following solution: 

U, ( z ,  t )  = a, exp [ - ( 1 + iCm ) (t  - tn)2 /T: - iQn ( t  - tn ) + i&], (8.4.9) 

where t, represents the position and Q, represents the frequency shift for the nth pulse. 
In the moment method of Section 4.6.1, these two quantities can be calculated using 

where EO is the input energy of each pulse. 
Since each pulse is quantified through six parameters, this approach leads to 12 

first-order differential equations. As before, the two phase equations can be ignored 
if one neglects interactions that are phase-dependent. The amplitude equations are not 
needed since EO = &a:T, for each pulse. Furthermore, only the frequency difference 
AQ = - Q2 and the pulse separation At = tl - t2  are relevant for describing the 
intrachannel XPM effects. We are thus left with the following set of equations: 

(8.4.11) 
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Figure 8.14: Normalized XPM-induced frequency shift as a function of pulse width To for two 
Gaussian pulses separated by Th. The insets show schematically the extent of overlap between 
two pulses in three cases. (After Ref. [ 1341; @) 1999 OSA.) 

(8.4.13) 

(8.4.14) 

where n = 1 or 2, p = At/Ta, and T,' = $ ( T ;  + T;).  
A comparison of Eqs. (8.4.11) and (8.4.12) with Eqs. (8.1.5) and (8.1.6) shows 

that, although the width equation remains unchanged, overlapping of two neighboring 
pulses modifies the chirp equation. However, any change in the chirp also affects the 
pulse width, as the two equations are coupled. Moreover, changes in pulse width would 
manifest through changes in pulse amplitude since EO = f i a i T ,  remains constant for 
each pulse. Thus, the amplitude of any 1 bit would depend whether it is surrounded by 
0 or 1 bits. As this pattern vanes randomly in an optical bit stream, pulse amplitude 
would vary from bit to bit. This is the origin of XPM-induced amplitude jitter. 

As evident from Eqs. (8.4.13) and (8.4.14), XPM-induced timing jitter results from 
the frequency shift An. If AQ were to vanish, the pulse separation would remain fixed 
at its initial value, and no jitter would occur. At a bit rate B two neighboring pulses are 
initially spaced by At = Tb = B-'  . When both pulses have the same initial width To, 
clearly T, = To. Equation (8.4.13) shows that the amount of frequency shift depends on 
the ratio x = To/T' as F ( x )  = x-'exp[- 1/(2x2)]. Figure 8.14 shows how this function 
varies with x [ 1341. It peaks near x = 1, indicating that frequency shift AQ is largest 
when pulse widths are comparable to their temporal spacing. For pulses much smaller 
than the bit slot, x << 1, and AQ nearly vanishes. This is expected on physical grounds 
because the tails of such narrow pulses do not overlap significantly, and pulses cannot 
interact through XPM. What is surprising is that AQ is also relatively small when 
pulses are much wider than their spacing so that x >> I .  Intuitively, one would guess this 
to be the worse situation since pulses almost completely overlap under such conditions. 
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Figure 8.15: (a) XPM-induced frequency shift over one map period and (b) temporal shift in 
pulse spacing as a function of launch position within the anomalous-GVD fiber for two 5-ps 
Gaussian pulses separated by 25 ps. The two curves almost coincide. Symbols show the numer- 
ical results obtained from the NLS equation. (After Ref. [ 1381; 02001 OSA.) 

The reason is related to the fact that the XPM-induced frequency chirp in Eq. (8.4.8) 
depends on the slope of the pulse power. This slope is smaller for wider pulses and 
also changes sign, resulting in an averaging effect. The main conclusion is that XPM- 
induced timing jitter can be reduced by stretching optical pulses over multiple bit slots. 
This is precisely what is done in pseudo-linear lightwave systems. 

To study how the frequency shift ASZ and pulse spacing At change with z as two 
pulses propagate inside the fiber link, one should solve Eqs. (8.4.1 1) through (8.4.14) 
numerically for a given dispersion map [138]. Figure 8.15(a) shows ASZ/2n along a 
100-km link formed by using two 50-km fiber sections with D = 1 1 0  ps/(km-nm). The 
nonlinear parameter y = 2 W-'/km for both fibers. Losses are assumed to be compen- 
sated through distributed amplification so that p ( z )  = 1. Two Gaussian pulses have 
5-ps width (FWHM) at the input and are separated by 25 ps. The solid curve shows 
the case in which pulses are launched at the input end of the section with anomalous 
GVD. The almost coinciding dashed curve corresponds to the case in which the disper- 
sion map is made symmetric by launching pulses at the midpoint of this section. Stars 
and circles show the results obtained in these two cases by solving the NLS equation 
directly. Most of the frequency shift occurs near the two ends of the map period where 
pulses are relatively short and overlap only partially. 

Even though the frequency shift is nearly the same for the symmetric and asymmet- 
ric maps, the shift in pulse spacing At from its initial 25-ps value depends considerably 
on the exact location where input pulses are launched. This is evident from Figure 
8.15(b) that shows this shift as a function of the launch position within the anomalous- 
GVD fiber. Timing shift can be positive or negative depending on whether the first 
fiber section exhibits anomalous or normal dispersion. The reason is related to the fact 
that two pulses attract each other in the case of anomalous GVD but they repel each 
other for normal GVD. As the frequency shift in Figure 8.15(a) grows monotonically, 
it is the second section that produces the most shift [ 1381. The most important feature 
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Pre-compensation (km) 

Figure 8.16: Frequency and time shifts after 100 km as a function of DCF length used for 
precompensation. (After Ref. [26];  0 2 0 0 2  Elsevier.) 

of this figure is that pulse position does not shift at all for a symmetric dispersion map. 
In this case, timing shifts produced in the two sections completely cancel each other. 
This cancellation can occur only when distributed amplification is used, and we can set 
p ( z )  M I .  In the case of lumped amplification, large power variations make the XPM 
effects much stronger in the first section of a periodic dispersion map. 

Even when lumped amplification is used and the dispersion map is not symmetric, 
it is possible to cancel the XPM-induced time shift by suitably chirping input pulses 
before launching them into the fiber link. Experimentally, a fiber of suitable length is 
used to chirp the pulse. This technique is equivalent to the precompensation technique 
discussed in Section 7.2. Figure 8.16 shows the frequency and temporal shifts acquired 
after one map period as a function of fiber length used for precompensation. The 100- 
km-long map consists of a 75-km section with p2 = -5 ps2/km, followed with a 25-km 
DCF section with = 20 ps2/km. The same DCF is used for precompensation. Even 
though there is always a net frequency shift after one map period, the temporal shift 
vanishes when the length of precompensation fiber is about 3 km. 

XPM-induced timing jitter depends on details of the dispersion map and can be- 
come quite large if care is not taken to suppress it. As an example of the degradation 
caused by such jitter [26], Figure 8.17 shows the results of numerical simulations when 
a 128-bit-long pseudo-random bit stream (with a 25-ps bit slot) was propagated through 
80 km of dispersion-shifted fiber with D = 4 ps/(km-nm). Launched power was taken 
to be 18 dBm to enhance the XPM effects. The 5-ps Gaussian input pulses were first 
chirped by propagating them through a precompensation fiber with DL = - I7 pshm. 
The output bit stream exhibits both the amplitude and timing jitters that produce severe 
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Figure 8.17: Bit stream and eye diagram at the end of a 80-km fiber with D = 4 ps/(km-nm). 
The dashed curve shows for comparison the input bit stream. (After Ref. [26]; 02002 Elsevier.) 

degradation of the “eye” at the receiver. Numerical simulations, such as those shown in 
Figure 8.17, are performed with a pseudo-random sequence of 0 and 1 bits. The length 
of this sequence is typically kept below 512 bits to keep the computation time under 
control. It turns out that the results for some transmission lines depend on the sequence 
length and may not provide an accurate estimate until the number of bits is increased 
to beyond 10,000 [ 1471. 

8.4.3 Intrachannel FWM 

In contrast to the case of intrachannel XPM, intrachannel FWM transfers energy from 
one pulse to neighboring pulses. In particular, it can create new pulses in bit slots that 
represent 0’s and contain no pulse initially. Such FWM-generated pulses (called ghost 
or shadow pulses) are undesirable for any lightwave system because they can lead 
to additional errors if their amplitude becomes substantial [133]. Ghost pulses were 
observed as early as 1992 when a pair of ultrashort pulses, each stretched to 90 ps, 
was propagated through an optical fiber [ 1481. However, this phenomenon attracted 
attention only after 1999 when it was found to impact the performance of lightwave 
systems employing strong dispersion management [ 1331, [ 1341. 

As an example of the system degradation caused by intrachannel FWM [26], Figure 
8.18 shows the results of numerical simulations for a 40-Gb/s system at the end of a 80- 
km-long standard fiber with D = 17 ps/(km-nm). The 5-ps Gaussian input pulses were 
first chirped by propagating them through a precompensation fiber with DL = -527 
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Figure 8.18: Bit stream and eye diagram at the end of a 80-km fiber with L) = 17 ps/(km-nm). 
The dashed curve shows for comparison the input bit stream. (After Ref. [26]; 02002 Elsevier.) 

pshm. Other parameters are identical to those used for Figure 8.16. Because of the 
rapid broadening of input pulses, timing jitter is reduced considerably. However, ghost 
pulses appear in all 0 slots, and they degrade the eye diagram considerably. Amplitude 
fluctuations seen in this figure also result from intrachannel FWM. 

An analytic treatment of intrachannel FWM is more complex compared with the 
case of XPM. A perturbative approach has been used with considerable success to 
describe the impact of intrachannel nonlinearities [136], even though its accuracy de- 
creases rapidly for large timing jitter. Its main advantages are that one does not need to 
assume a specific pulse shape and that it can be extended easily even to the case of a 
pseudo-random bit stream [139]-[ 1411. 

The main idea is to assume that the solution of the NLS equation (8.1.2) can be 
written in the form 

where M the number of bits, U; represents the amplitude of the j th bit located at t = r j  
initially, and AUjkr is the perturbation created by the nonlinear term. The first term in 
Eq. (8.4.15) represents the zeroth-order solution obtained by neglecting the nonlinear 
term in the NLS equation ( y  = 0). This solution can be obtained in an analytic form. 
The second term represents the contribution of all nonlinear effects. It can also be 
obtained in a closed form by employing first-order perturbation theory [ 1361. 
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In the case of Gaussian input pulses of width TO, the perturbation produced by the 
nonlinear term is given by [26] 

) , (8.4.16) (t; - td2 - 3[2t/3+ (t; - tk)][2t /3  + (t/ - f k ) ]  

xexp(-  T:( 1 + 3id) T:( 1 + 2id + 3d2) 

where A@ = @k + @/ - @, is related to the phases of individual pulses and the parameter 
d(z) is defined as d(z) = TC2 J$p2(z) dz. All intrachannel nonlinear effects produced 
by SPM, XPM, and FWM are included in this perturbative solution. The number of 
terms that must be included in the triple sum in Eq. (8.4.15) scales as M 3  for a bit 
stream with M bits. 

The integral in Eq. (8.4.16) can be performed analytically in some limiting cases. 
For example, if we consider a constant-dispersion fiber, set p ( z )  = 1 assuming ideal 
distributed amplification, and consider a fiber length L much longer than the dispersion 
length LD = T'/Ip21, we obtain [136] 

AUjk/(L,tj $-t/ -tk) = ( i y P o L ~ / ~ ) e x p ( - t ~ / 6 T : ) e ' ~ ~ E ,  (irjk/LD/L), (8.4.17) 

where r,k/ = (tj - t k )  (tl - tk)/T' and El (x) represents the exponential integral function. 
Considerable insight can be gained by considering the simplest case of two 1 bits 

located at tl = Tb and t2 = 2Tb. In this case, j ,  k ,  and 1 take values 1 or 2, and 8 
terms are contained in the triple sum in Eq. (8.4.15). The SPM effects are governed 
by the combinations 11 1 and 222. The effects of intrachannel XPM are governed 
by the four combinations 112, 122, 21 1, and 221. The remaining two combinations, 
I2 1 and 21 2, produce intrachannel FWM and perturbations that are located not at the 
original position of the input pulses but at locations 0 and 3Tb. If these two time slots 
contain pulses (and represent 1 bits), this perturbation beats with them and manifests 
as amplitude jitter. In contrast, if they represent 0 bits, a ghost pulse appears in these 
time slots. 

The peak power of the ghost pulse located at t = 0 is found from Eq. (8.4.17), after 
setting j = 1 = 1 and k = 2 , to be 

(8.4.18) 

where we used tl = Tb and t2 = 2Tb for the location of two pulses whose overlapping 
generated the ghost pulse through intrachaneel FWM. Figure 8.19 shows (a) how the 
peak power grows with the link length L for a 40-Gb/s signal (Tb = 25 ps) and (b) how 
it decreases at L = 20 km with the duration Th of the bit slot, when a bit stream is 
launched with 10-mW average power into a link made of standard fibers [136]. The 
dotted curve is obtained when El (x) is replaced with its asymptotic approximation in 
which IEl (x) I - In( [ l / x I ) .  Such a logarithmic growth of Ps with L holds only for links 
with constant dispersion. The power transferred to ghost pulses can be reduced by 
increasing Tb. Indeed, Eq. (8.4.18) predicts that Pg varies with Tb as TL4 when we use 
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Figure 8.19: Peak power of a ghost pulse as a function of (a) link length L and (b) pulse sepa- 
ration Tb. The dotted curves indicate asymptotic approximations. Symbols show for comparison 
the results of numerical simulations. (After Ref. [ 1361; 02000 IEEE.) 

an asymptotic approximation in which [El (.)I - 1/n for large value of n. As seen in 
Figure 8.19, the predictions of this equation are in good agreement with the numerical 
simulations based on the NLS equation. 

The preceding results change considerably when a periodic dispersion map is em- 
ployed [ 1381-[ 1431. Even though peak power or energy of each ghost pulse grows in a 
logarithmic fashion during a single map period [ 1381, it can still build up rapidly along 
the link because of a resonance related to the periodic nature of loss and dispersion 
variations [141]. Physically speaking, the amplitudes of ghost pulse generated in each 
map period add up in phase because of this resonance. As a result, the total peak power 
at the end of a link length L grows as 

P,(L)  = IAU~Z~(L,O)I* pg(Lap>(L /Lmap)2 ,  (8.4.19) 

where Lmap is the map period. Such quadratic growth of the ghost-pulse energy be- 
comes of considerable concern for long-haul systems. 

As mentioned earlier, intrachannel FWM also leads to amplitude fluctuations. Phys- 
ically speaking, whenever the perturbation AUjkl falls within the bit slots occupied by 1 
bits, it beats with the amplitude of that bit. This beating modifies the amplitude of each 
1 bit by an amount that depends not only on the pseudo-random bit pattern but also 
on the relative phases of neighboring pulses. In the case of a periodic dispersion map, 
energy fluctuations grow only linearly with length of the fiber link [ 1411. Moreover, 
they can be reduced considerably by adopting a distributed amplification scheme such 
that the average power does not vary much along the link. 

8.5 Control of Intrachannel Nonlinear Effects 

As seen in Section 8.4, intrachannel XPM as well as FWM can limit the performance of 
a pseudo-linear system. Both these effects occur even for systems making use of DM 
solitons because pulses overlap partially during each map period. It is thus important 
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Figure 8.20: (a) Measured (dashed curves) and calculated (solid curves) power penalties as 
a function of launched power in the cases of pre- and postcompensation. (b) Simulated eye 
diagrams at a power level of 12 dBm in the two cases. (After Ref. [149]; 01998 IEEE.) 

to find ways to reduce their impact through a proper system design. In this section we 
focus on three such schemes. 

8.5.1 Optimization of Dispersion Maps 

The first step in designing any lightwave system is to choose an appropriate dispersion 
map. There are two main choices. In one, dispersion accumulates along most of the link 
length and is compensated using DCFs only at the transmitter and receiver ends (pre- 
and postcompensation). In the other, dispersion is compensated periodically along the 
link (in-line compensation), either completely or partially. In the later situation, DCFs 
may be used at the two ends for compensating the residual dispersion. 

Both types of dispersion maps have been used for 4O-Gb/s experiments. In a 1998 
experiment, dispersion accumulated over a 150-km link with D = 2.3 ps/(km-nm) was 
fully compensated through pre- or postcompensation [ 1491. Figure 8.20 shows the 
measured and calculated power penalties as a function of launched power in the two 
cases. Eye diagrams simulated numerically are also shown at a power level of 12 dBm. 
Much higher powers could be launched, while keeping the penalty below 0.5 dB, in 
the case of postcompensation. A similar dispersion map was employed in a 2000 ex- 
periment in which a 40-Gb/s signal was transmitted over 800 km by amplifying it pe- 
riodically every 80 km [150]. This experiment used standard fibers and compensated 
the entire accumulated dispersion (d, > 12 ns/nm) at the receiver end. It also operated 
in the pseudo-linear regime as it employed 2.5-ps pulses to generate the 40-Gb/s bit 
stream. The amplifier spacing was increased to 120 km in a later experiment [151]. 
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Figure 8.21: Measured Q factors (symbols) in a 40-Gb/s experiment (a) as a function of launched 
power after 3, 4, 5, and 6 amplifiers spaced 120 km apart and (b) as a function of distance for 
amplifier spacings of 80 and 120 km. The dashed and dotted lines show the value of Q needed 
to maintain a BER below lop9 and (After Ref. [151]; 02000 IEEE.) 

Figure 8.21(a) shows the measured Q factor as a function of launched power after 3 ,4 ,  
5, and 6 amplifiers. At a distance of 600 km, Q2 exceeded 15.6 dB (a value needed to 
keep the BER below lop9) over a large power range from 4 to 11 dBm. However, when 
link length was 720 km, this value of Q2 was obtained only for an input power level 
close to 8 dBm. As seen in Figure 8.21(b), much longer distances could be realized by 
reducing the spacing between amplifiers to 80 km. 

Periodic dispersion maps have been used in several 40-Gb/s experiments, typically 
performed in a recirculating-loop configuration [ 1521-[ 1551. In one experiment op- 
erating in the pseudo-linear regime 11521, dispersion accumulated over 100 km of 
dispersion-shifted fiber was compensated using a higher-order-mode DCF (see Section 
7.2). The span loss of 22 dB was compensated using a hybrid amplification scheme, 
with 15 dB of distributed Raman gain realized through backward pumping. In this ex- 
periment, 40-Gb/s data could be transmitted over 1,700 km while maintaining a BER 
below The same approach was used in another loop experiment in which loop 
length was 75 km, and the DCF did not fully compensate its dispersion [153]. The 
residual dispersion of - 1.4 pdnm per round trip was compensated outside the loop, 
just before the receiver. The DCF location was changed within the loop to simulate 
the pre- and postcompensation situations. Similar to the results shown in Figure 8.20, 
postcompensation provided better performance in the case of the RZ format. The FWM 
theory of Section 8.4.3 shows that the power transferred to ghost pulses is sensitive to 
the amount of precompensation, and i t  could explain the experimental data. In this 
experiment, the transmission distance was limited to about 700 km. 

Several 40-Gb/s experiments designed the dispersion map such that the system 
operated in the DM-soliton regime. In one set of experiments, the average GVD of 
a 106-km-long recirculating loop was varied to optimize system performance [ 1541. I t  
was found that the system could be operated over more than 1,500 km by adjusting 
the launched power as long as the average dispersion was anomalous in the range of 
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Figure 8.22: Numerically simulated eye diagrams at 1,600 km for (a) symmetric and (b) asym- 
metric dispersion maps. (After Ref. [ 1571; 02001 IEEE.) 

0 to 0.1 ps/(km-nm). Much better performance was realized in another experiment in 
which a 40-Gb/s signal in the form of DM solitons could be transmitted over 6,400 km 
[ 1551. In general, soliton systems are found to be limited by XPM-induced timing jitter, 
whereas pseudo-linear systems are limited by FWM-generated ghost pulses [ 1561. 

The optimization of a dispersion map is not a trivial task as it involves varying a 
large number of design parameters (lengths and dispersion of individual fibers used 
to make the map, the amount of pre- and postcompensation employed, pulse width, 
etc.) for a given set of system parameters (such as bit rate, link length, amplifier spac- 
ing). Extensive numerical simulations reveal several interesting features [26]. Both the 
pseudo-linear and DM-soliton regimes can be used to design 40-Gb/s systems, but the 
dispersion map for them is generally quite different. When fiber dispersion is relatively 
small along most of the link [D < 4 ps/(km-nm)], the soliton regime works best with 
an RZ duty cycle near 50% and requires some residual dispersion per map period. The 
system can also be designed in the pseudo-linear regime if the duty cycle is reduced 
to below 30% and the amount of pre- and postcompensation is suitably optimized. In 
contrast, when dispersion is large along most of the link (as is the case when stan- 
dard single-mode fibers are employed), operation in the pseudo-linear regime may be 
more desirable for designing a 40-Gb/s system. Even though a single-channel soliton 
system may operate at 40 Gb/s over longer lengths under some conditions [145], the 
pseudo-linear regime is often preferred for WDM systems [26]. 

One can ask if the intrachannel nonlinear effects can be controlled by modifying 
a dispersion map suitably. As discussed earlier, XPM-induced timing jitter can be re- 
duced considerably by making the dispersion map symmetric. In fact, as seen in Figure 
8.22, both timing and amplitude jitters can be reduced by making the accumulated dis- 
persion du(z) = J i D ( z ) d z  symmetric over the link such that du(z) = d, (L-z )  [157]. 
In practice, this can be realized by compensating 50% of dispersion at the transmitter 
end and the remaining 50% at the receiver end. Such a map was used for numerical 
simulations shown in Figure 8.22 for which 2.5-ps Gaussian pulses with a 25-ps bit 
slot were propagated over 1,600 km of standard fiber with D = 17 ps/(km-nm). Equa- 
tion (8.4.16) can be used to understand why jitter may be reduced for symmetric maps 
by noting that the limits of integration should be changed from -L/2 to L/2 for such 
maps [ 1571. As discussed earlier, timing jitter results from XPM-induced frequency 
shifts that cancel for a symmetric map. Indeed, timing jitter would vanish under such 
conditions if p ( z )  = 1 in Eq. (8.4.16). The residual jitter seen in Figure 8.22 is due 
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Figure 8.23: (a) Design of symmetric and asymmetric fiber links with corresponding changes 
in accumulated dispersion. (b) Timing jitter, amplitude jitter, and eye-opening penalty over 16 
spans (each 80 km long) for symmetric (solid curves) and asymmetric (dashed) links. Launched 
power is 3,6,  and 9 dBm for diamonds, circles, and squares, respectively. Eye diagrams are also 
shown for all three cases. (After Ref. [1581; 02004 IEEE.) 

to variations in the average power of the signal along the link induced by a lumped 
amplification scheme. The amplitude jitter depends on the relative phase between the 
existing pulse in a bit slot and the nonlinear perturbation AU produced in that bit slot 
by other neighboring pulses. The in-phase part of the perturbation nearly vanishes for 
symmetric maps, resulting in reduced amplitude fluctuations. 

If a periodic dispersion map is employed with two fiber sections of equal lengths but 
opposite dispersions, the jitter reduction can be realized by reversing the two fibers in 
every alternate map period. Figure 8.23 shows the reduction realized in the amplitude 
and timing jitters at three power levels [ 1581 with such symmetrization of the dispersion 
map. The calculated eye-opening penalty (EOP) is also shown. Each span employs 
two 40-km fiber sections with D = f 1 7  ps/(km-nm), a = 0.2 dB/km, and y = 1.1 
W-l/km. In the case of a conventional periodic dispersion map, both the amplitude 
and timing jitters increase linearly with the link length and become so large that the 
EOP exceeds 4 dB after 700 km for a launched power of 6 dBm. In contrast, when the 
map is made symmetric, jitter accumulated over one span is cancelled to a large extent 
in the following span. As a result, the net timing jitter oscillates and increases much 
more slowly for symmetric maps. With a simple change that involves only flipping the 
fibers in alternate spans, the same system can operate over more than 1,200 km with 
negligible penalty. 

The length of two fiber sections in the dispersion map does not need to be equal for 
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Figure 8.24: Power dependence of the Q factor found numerically for a 40-Gb/s channel at a 
distance of 1,000 km for four modulation formats and two dispersion maps (a) and (b). (After 
Ref. [ 1651; 02003 IEEE.) 

the cancellation of jitter to occur. The concept of scaled translation symmetry can be 
used to show that both the amplitude and timing jitters can be reduced for a wide variety 
of maps [159], even when variations in the average power are not symmetric around 
the midpoint. Another approach that can reduce the intrachannel nonlinear effects for 
any dispersion map consists of placing a single optical phase conjugator in the middle 
of the entire fiber link [ 1601. As discussed in Section 7.5, such a device is equivalent to 
reversing the sign of the dispersion parameters of all fiber sections in the second half of 
the link. System-level experiments have confirmed that phase conjugation can reduce 
the impact of intrachannel nonlinear effects considerably [ 1611. 

8.5.2 Phase-Alternation Techniques 

As the nonlinear perturbation in Eq. (8.4.16) depends on the phase of pulses generating 
it, the input phase of optical pulses forming the bit stream can be used to control the 
intrachannel nonlinear effects [162]. The basic idea consists of introducing a relative 
phase shift between any two neighboring bits, resulting in a modulation format referred 
to as the altemate-phase RZ format. Several other formats, such as carrier-suppressed 
RZ (CSRZ), duobinary RZ, RZ-DPSK, and alternate-mark-inversion RZ (AMI-RZ), 
can also be employed. The last format was used in a 2003 experiment to transmit a 
40-Gb/s signal over 2,000 km [ 1631. The improvement in the Q factor was typically 
less than 1 dB when compared with the standard RZ format. 

The important question is which phase-alternation technique is the optimum choice 
for suppressing the intrachannel nonlinear effects. Since ghost pulses generated through 
intrachannel FWM are often the limiting factor for pseudo-linear systems, one can ask 
which technique reduces their amplitude most [ 1641-[ 1661. Four modulation formats 
were compared in a numerical study [165], whose results are shown in Figure 8.24. 
The Q factor is plotted for a 4O-Gb/s system at a distance of 1000 km for two disper- 
sion maps with a 100-km map period. The map (a) consists of three sections such that 
D = 19 ps/(km-nm) for the first and third sections (each 30 km long) but D = -28 
ps/(km-nm) for the 40-km-long middle section. The map (b) employs 100 km of stan- 
dard fiber with D = 17 ps/(km-nm) whose dispersion is compensated using DCFs. The 
duty cycle is typically 66% for the CSRZ format but only 33% for the standard RZ 
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Figure 8.25: Growth of power in 0 bits as function of distance for a 40-Gb/s signal with 6.25-ps 
pulses and three RZ-type formats. (After Ref. [166]; 02004 IEEE.) 

format. As seen in Figure 8.24, both the DPSK and AM1 formats provide better per- 
formance compared with RZ and CSRZ formats. This can be understood by noting 
that the amplitude of ghost pulses generated through various combinations of the sub- 
scripts j k ,  and 1 in Eq. (8.4.16) depends on the phase of neighboring bits, among other 
things. The amount of improvement realized with the use of DPSK and AMI-RZ for- 
mats depends on the launched power. In general, more power can be launched when 
phase-alternation techniques are employed. 

The CSRZ format is an example of the AP-RZ format for which the phase dif- 
ference 64 between two neighboring bits is fixed at a value of n. Clearly, one can 
choose 64 in the range of 0 to n, although the optical carrier may then not be sup- 
pressed completely. A numerical study shows that the optimum value of 64 is close to 
n/2, as this choice minimizes the buildup of ghost pulses generated through intrachan- 
nel FWM [166]. Figure 8.25 shows the standard deviation of power in 0 bits (calcu- 
lated numerically) as the function of distance for a 40-Gb/s signal with 25% duty-cycle 
pulses. The dispersion map consists of 60 km of standard fiber, followed by 12 km of a 
DCF. As expected from the theory of Section 8.4.3, power in 0 bits increases rapidly in 
a quadratic fashion for a standard RZ signal (64 = 0). The growth is reduced slightly 
in the case of the CSRZ format (64 = n). However, it is suppressed by a large amount 
for 64 = n/2. Experimental results support this conclusion. 

8.5.3 Polarization Bit Interleaving 

Another technique for controlling the intrachannel nonlinear effects alternates the po- 
larization of neighboring bits in an RZ signal. It makes use of the fact that both the 
XPM and FWM processes depend on the state of polarization (SOP) of the interact- 
ing waves. The technique of polarization bit interleaving was first used in 1991 for 
reducing interaction between neighboring solitons [ 1671. In another approach, used 
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Figure 8.26: Schematic illustration of two schemes for alternating polarization such that neigh- 
boring bits are orthogonally polarized. Acronyms PM, PBS, PBC, MOD, and APol stand for 
phase modulator, polarization beam splitter, polarization beam combiner, data modulator, and 
alternate polarization, respectively. (After Ref. [ 1731; 02004 IEEE.) 

commonly for increasing the spectral efficiency of WDM systems, neighboring chan- 
nels are orthogonally polarized [ 1681. However, this scheme is quite different from 
the one considered in this section in which neighboring bits of a single channel are 
orthogonally polarized through time-domain interleaving [ 1691-[ 1731. 

Figure 8.26 shows two schemes that can be used for polarization alternation on a 
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Figure 8.27: Spectra of standard (a) RZ and (b) CSRZ signals. Modified spectra of (c) RZ and 
(d) CSRZ signals when neighboring bits are orthogonally polarized. (After Ref. [173]; 02004 
IEEE.) 
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Figure 8.28: BER measured as a function of launch power at a distance of 2,000 km in the case 
of four modulation formats whose spectra are shown in Figure 8.27. SPol and APol stand for the 
same- and alternate-polarization bit patterns. (After Ref. [ 1731; 02004 IEEE.) 

bit by bit basis [ 1731. In both of them, a pulse carver is used to create an uncoded train 
of RZ pulses at the bit rate rate. In scheme (a), a phase modulator operating at half the 
bit rate first imposes a phase shift on this pulse train, which is split into its orthogonally 
polarized components that are combined back after one bit delay. A data modulator 
then codes the RZ signal. In scheme (b), in contrast, the pulse train is first coded with 
the data. It is then split into its orthogonally polarized components that are combined 
back after a phase modulator first imposes a phase shift on one of the components. The 
second scheme is much easier to implement in practice. The signal spectrum is affected 
considerably with polarization alternation. Figure 8.27 compares the spectra of RZ and 
CSRZ signals at 42.7 Gb/s when neighboring bits have the same or orthogonal SOPS. 
Two changes are apparent: The carrier is not suppressed even for the CSRZ format 
and the spectrum develops side bands at half the bit rate. Both these features can be 
understood by noting that the spectra of orthogonally polarized components have side 
bands spaced apart by the bit rate B, but they are shifted by B/2. 

Considerable reduction in the power level of ghost pulses generated through intra- 
channel FWM was observed in a 40-Gb/s recirculating-loop experiment [ 1731. The 
loop included four spans of 82.3 km, each span formed with 70 km or so of standard 
fiber followed with a DCF that left a residual dispersion of 40 ps/nm per span. Back- 
ward Raman pumping was used for compensating span losses in a distributed fashion. 
Figure 8.28 shows the measured BER as a function of launch power after a distance of 
2,000 km (six round trips in the loop). Four curves correspond to four modulation for- 
mats whose signal spectra are depicted Figure 8.27. The duty cycle of RZ and CSRZ 
bit streams was 33% and 66%, respectively. 

Several features of Figure 8.28 are noteworthy. First, the minimum BER was 
2 lop4 for both the RZ and CSRZ formats when all bits had the same SOP and it was 
realized at a relatively low value of launch power. When the polarization-alternation 
technique was implemented, the BER improved considerably and its minimum value 
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occurred at a higher power level (about 1 dBm). These results indicate that the Q2 
factor improves by 4.5 dB when neighboring bits are orthogonally polarized and can 
be understood as follows. With polarization alternation, intrachannel nonlinear impair- 
ments are reduced significantly and lead to a much lower BER for the RZ format, as 
evident from Figure 8.28. Since the duty cycle was 66% for the CSRZ signal, and each 
1 bit had a wider pulse width, its performance was slightly lower than the RZ signal 
(with a 33% duty cycle) under the same operating conditions. The main conclusion 
is that the use of polarization alternation in the time domain helps considerably to re- 
duce the intrachannel nonlinear effects in high-speed lightwave systems operating at 
bit rates of 40 Gb/s or more. A low-duty RZ format is often the optimum choice for 
such systems so that the system operates in the pseudo-linear regime. 

8.6 High-speed Lightwave Systems 

So far we have focused on a single channel operating at most at a bit rate of 40 Gb/s. 
If intrachannel nonlinear effects can be controlled, it is possible to increase the bit 
rate beyond 40 Gb/s. Such optical signals cannot be generated electrically because of 
the limitations imposed by high-speed electronics. However, as mentioned in Section 
1.4.1, the TDM technique can be employed in the optical domain to create bit streams at 
data rates higher than 100 Gb/s. Experimentally, optical TDM (OTDM) has been used 
to transmit data at a single carrier wavelength at bit rates as high as 1.128 Tb/s [ 1741- 
[186]. The use of OTDM requires new types of transmitters and receivers based on 
all-optical multiplexing and demultiplexing techniques. In this section we first discuss 
these techniques and then focus on the performance issues related to OTDM lightwave 
systems. 

8.6.1 OTDM Transmitters and Receivers 

In OTDM lightwave systems, several channels, each operating at a bit rate of B 5 40 
Gb/s, share the same carrier frequency and are multiplexed optically to form a compos- 
ite bit stream at the bit rate NB,  where N is the number of channels. Several multiplex- 
ing techniques can be used for this purpose [181]. Figure 8.29 shows the design of an 
OTDM transmitter based on the delay-line technique. It requires a laser capable of gen- 
erating a periodic pulse train at the repetition rate equal to the single-channel bit rate B. 
Moreover, the laser should produce pulses of width Tp such that Tp < Th = (NB)-'  to 
ensure that each pulse will fit within its allocated time slot Tb. The laser output is split 
equally into N branches, after amplification if necessary. A modulator in each branch 
blocks the pulses representing 0 bits. 

The multiplexing of N bit streams is achieved by a technique that can be imple- 
mented optically in a simple manner. In this scheme, the bit stream in the nth branch is 
delayed by an amount (n  - l ) / ( N B ) ,  where n = 1 , .  . . , N .  The output of all branches is 
then combined to form a composite signal. The multiplexed bit stream produced using 
such a scheme has a bit slot corresponding to the bit rate N B .  Furthermore, N consecu- 
tive bits in each interval of duration B-' belong to N different channels, as required by 
the TDM scheme (see Section 1.4.1). The optical delay lines can be implemented using 
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h 
Figure 8.29: Design of an OTDM transmitter based on optical delay lines. 

fiber segments of controlled lengths. The delay lines can be relatively long (10 cm or 
more) because only the length difference has to be matched precisely. As an example, 
a 1 -mm length difference introduces a delay of about 5 ps. 

An alternative approach makes use of planar lightwave circuits fabricated with the 
silica-on-silicon technology (see Section 4.3.3 of LT1). Such devices can be made 
polarization-insensitive while providing precise control of the delay lines. However, 
optical modulators cannot be integrated with this technology. A simple approach con- 
sists of inserting an InP chip containing an array of electroabsorption modulators in 
between the silica waveguides that are used for splitting, delaying, and combining the 
multiple channels (see Figure 8.29). The main problem with this approach is the spot- 
size mismatch as the optical signal passes from Si to InP waveguide (and vice versa). 
This problem can be solved by integrating spot-size converters with the modulators. 
Such an integrated OTDM multiplexer was used in a 16O-Gb/s experiment in which 16 
channels, each operating at 10 Gb/s were multiplexed [ 1821. 

The OTDM technique requires the use of a RZ format, but the duty cycle of RZ 
pulses for each channel should be relatively small, as it scales inversely with the number 
of channels. In other words, one needs an optical source that emits a train of short 
optical pulses at a repetition rate as high as 40 GHz. Several different techniques can 
be employed for this purpose [ 18 11. In one approach, gain switching or mode locking 
of a semiconductor laser provides 10 to 20 ps pulses at a high repetition rate, which 
can be compressed using a variety of techniques [187]. In another approach, a fiber 
laser is harmonically mode-locked using an intracavity LiNb03 modulator [ 1871. Such 
lasers can provide pulse widths -1 ps at a repetition rate of up to 40 GHz. In a third 
approach, a DFB laser operating continuously is used in combination with two or more 
cascaded electroabsorption modulators to carve short RZ pulses [ 1801. 

OTDM receivers need to demultiplex individual channels from the OTDM signal. 
Such devices require ultrafast optical switches that can operate at a time scale of a 
few picoseconds or less [188] and have been discussed in Section 10.4.1 of LTl. In 
one approach, electroabsorption modulators are used as optical gates [ 1801. In another, 
several LiNb03 modulators are employed in series. Other techniques make use of XPM 
and FWM, the same two nonlinear effects that are often harmful to lightwave systems 
(see Section 10.1 of LTl). Figure 8.30 shows two such schemes schematically. They 
both require an optical clock-a periodic pulse train at the single-channel bit rate. 
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Figure 8.30: Demultiplexing schemes for OTDM signals based on (a) XPM within a nonlinear 
optical-loop mirror and (b) FWM inside a nonlinear medium. 

The XPM-based technique makes use of a nonlinear optical loop mirror (NOLM) 
acting as an ultrafast optical switch [187]. Such a device is also referred to as the 
Sagnac interferometer. The NOLM is called a mirror because it reflects its input en- 
tirely when the counterpropagating waves experience the same phase shift over one 
round trip. However, if the symmetry is broken by introducing a relative phase shift 
of n between them through XPM, the signal is fully transmitted. The clock signal is 
injected into the loop such that it propagates only in the clockwise direction and in- 
troduces a phase shift of n through XPM for pulses belonging to a specific channel 
within the OTDM signal. As a result, only that channel is not reflected by the NOLM. 
Fiber nonlinearity is fast enough that such a device can respond at femtosecond time 
scales. In a 1998 experiment, an NOLM was used to demultiplex a 640-Gb/s OTDM 
signal [189]. 

The second scheme shown in Figure 8.30 makes use of FWM inside a nonlinear 
medium. The OTDM signal is launched together with the clock signal (at a different 
wavelength), which plays the role of the pump for the FWM process. In time slots in 
which a clock pulse overlaps with a “1” bit of the channel that needs to be demulti- 
plexed, FWM produces a pulse at the new wavelength. As a result, pulse train at this 
new wavelength is an exact replica of the channel to be demultiplexed. An optical fil- 
ter is used to separate the demultiplexed channel from the OTDM and clock signals. 
A polarization-maintaining fiber is often used as the nonlinear medium for FWM. As 
early as 1996, demultiplexing of 10-Gb/s channels from a 500-Gb/s OTDM signal was 
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demonstrated using clock pulses of about 1-ps duration [175]. This scheme can also 
amplify the demultiplexed channel (by up to 40 dB) through parametric amplification 
inside the same fiber. 

The main limitation of a fiber-based demultiplexer stems from its relatively weak 
nonlinearity. Typically, fiber length should be 5 km or more for the device to function 
at practical power levels of the clock signal. This problem can be solved in two ways. 
In one approach, the required fiber length is reduced by up to a factor of 10 by using 
special fibers designed such that the nonlinear parameter y is enhanced because of 
the reduced spot size of the fiber mode [ 1901. Alternatively, a semiconductor optical 
amplifier (SOA) can be used in place of the fiber. In the case of a NOLM, an SOA is 
inserted within the fiber loop but its location is carefully adjusted (see Section 10.3.1 
of LTl). The XPM-induced phase shift by a l-mm-long SOA is large enough that a 
value of n can be realized at moderate power levels. The silica-on-silicon technology 
has also been used to make a compact demultiplexer in the form of a a Mach-Zehnder 
interferometer. Such devices are capable of demultiplexing a 160-Gb/s signal 1201. 

8.6.2 Performance of OTDM System 

The transmission distance of OTDM systems is limited in practice by fiber dispersion 
because of the use of short optical pulses (-1 ps or less) dictated by their relatively high 
bit rates. Clearly, an OTDM signal carrying N channels at the bit rate B is equivalent 
to transmitting a single channel at the composite bit rate of N B ,  and its performance is 
restricted by the dispersion limits found in Sections 3.3.4. As an example, it is evident 
from Figure 3.4 that a 200-Gb/s system is limited to below <50 km even when the sys- 
tem is designed to operate exactly at the zero-dispersion wavelength of the fiber. Thus, 
OTDM systems require simultaneous compensation of both the second- and third-order 
dispersions. Even then, PMD is likely to become a limiting factor for long fiber lengths, 
and its compensation is also necessary. The intrachannel nonlinear effects also limit the 
performance of OTDM systems, and the use of a pseudo-linear regime is often benefi- 
cial [26]. 

In spite of these difficulties, many laboratory experiments have realized transmis- 
sion at a bit rate of 100 Gb/s or more with the OTDM technique [ 1751-[ 1861. As early 
as 1996, a 100-Gb/s OTDM signal consisting of 16 channels at 6.3 Gb/s was transmit- 
ted over 560 km by using optical amplifiers (80-km spacing) together with dispersion 
management [ 1761. The laser source in this experiment was a mode-locked fiber laser, 
producing 3.5-ps pulses at a repetition rate of 6.3 GHz. A multiplexing scheme similar 
to that shown in Figure 8.29 was used to generate the lOO-Gb/s OTDM signal. The total 
capacity was extended within a few months to 1 Tb/s by multiplexing 10 such OTDM 
signals through WDM [ 1771, demonstrating how the time- and spectral-domain multi- 
plexing techniques can be combined in practice. Within a year, the same technique was 
used to combine seven WDM channels, each operating at 200 Gb/s through OTDM, 
but the transmission distance was limited to 50 km [ 1781. By 1999, a capacity of 3 Tb/s 
could be realized by combining 19 WDM channels such that each channel was oper- 
ating at 160 Gb/s [179]. The channels were spaced 450 GHz apart (about 3.6 nm) 
to avoid overlap between neighboring WDM channels at the 160-Gb/s bit rate. The 
70-nm WDM signal occupied both the C and L bands. 
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Figure 8.31: Schematic of a 320-Gb/s OTDM experiment used to transmit 16 20-Gbh channels 
over 200 km. Except for the LiNb03 modulator, mostly semiconductor components are used 
within the transmitter and receiver. TW TrueWave reduced-slope fiber, HS-DCF: high-slope 
dispersion-compensating fiber, EA: electroabsorption, RA: Raman pump, OF: optical filter. (Af- 
ter Ref. [170]; 02000 IEEE.) 

In another set of experiments the objective was to transmit a single channel at 
high bit rates, while employing a more practical design for OTDM transmitters and 
receivers. In a 1999 experiment, both these components were made using standard 
semiconductor devices, and a 100-Gbh OTDM signal was transmitted over 100 km us- 
ing the pseudo-linear scheme [ 1801. By 2000, the same design was used to demonstrate 
the transmission of a 320-Gb/s signal (formed by multiplexing 16 20-Gb/s channels 
through OTDM) over 200 km of dispersion-shifted fiber. Figure 8.31 shows the setup 
for this experiment schematically [ 1701. First, a CW signal from a DFB laser operat- 
ing at 1,553 nm is NRZ-coded with a 20-Gb/s bit stream using a LiNb03 modulator. 
This 20-Gbls NRZ signal is converted into 1 .S-ps RZ pulses using an electroabsorption 
modulator, followed by an optical 2R regenerator that compresses pulses to the desired 
width. The resulting 20-Gb/s RZ signal is used to generate the 320-Gbk bit stream 
using four stages of fiber-delay lines. The last stage of the multiplexer also switches 
the polarization of adjacent bits to reduce the impact of intrachannel nonlinear effects 
on system performance. At the receiver end, demultiplexing as well as clock-recovery 
operations are performed using multiple electroabsorption modulators. 

Dispersive effects played a critical role for 1.8-ps pulses used in the 32O-Gb/s ex- 
periment. It was necessary to compensate both the dispersion and its slope over the 
200-km-long fiber. If third-order dispersion is not compensated, it would distort optical 
pulses severely and produce a long oscillatory tail. In a 2000 experiment, a 1.28-Tb/s 
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ODTM signal could be transmitted over 70 km, but it required compensation of even 
the fourth-order dispersion [ 1831. To avoid excessive dispersion problems, it is com- 
mon to limit the bit rate of each channel to 160 Gb/s but to multiplex several of them 
through WDM and transmit the resulting signal over long distances. In a 2003 exper- 
iment, it was possible with a careful design to transmit six 160-Gb/s channels (actual 
bit rate was 170.6 Gb/s to accommodate FEC overhead) over 2,000 km [ 1851. 

Problems 

8.1 Solve the NLS equation (8.1.2) numerically using the same dispersion map em- 
ployed for Figure 8.1. Consider a 4O-Gb/s system designed using RZ pulses of 
Gaussian shape with a 6.25-ps width (FWHM). Use a 128-bit pseudo-random bit 
pattern to construct curves similar to those shown in Figure 8.1 (a), assuming that 
the maximum distance corresponds to a 1 -dB penalty in the eye opening. Is this 
system design better than the 50% duty cycle used for Figure 8.1 ? Justify your 
answer in physical terms. 

8.2 Derive Eqs. (8.1.5) and (8.1.6) using the moment method discussed in Section 
4.6. 

8.3 Repeat the derivation of Eqs. (8.1.5) and (8.1.6) using the variation method, also 

8.4 Write a computer program for solving Eqs. (8.1.5) and (8.1.6) using Fortran, 
Matlab, or another programming language. Use it to reproduce the results shown 
in Figures 8.3 and 8.4. 

8.5 A IO-Gb/s soliton system is operating at 1.55 p m  using fibers with a constant 
dispersion of D = 2 ps/(km-nm). The effective core area of the fiber is 50 pm2. 
Calculate the peak power and the pulse energy required for fundamental solitons 
of 30-ps width (FWHM). Use '12 = 2.6 x lop2' m2/W. 

8.6 The soliton system of the preceding problem needs to be upgraded to 40 Gb/s. 
Calculate the pulse width, peak power, and energy of the solitons when soliton 
width (FWHM) is 20% of the bit slot. What is the average launched power for 
this system? 

8.7 Verify by direct substitution that the soliton solution given in Eq. (8.2.9) satisfies 
the NLS equation. 

8.8 Solve the NLS equation numerically (8.2.1) and plot the evolution of the fourth- 
and fifth-order solitons over one soliton period. Compare your results with those 
shown in Figure 8.5 and comment on the main differences. 

8.9 Verify numerically by propagating a fundamental soliton over 100 dispersion 
lengths that the shape of the soliton does not change on propagation. Repeat the 
simulation using a Gaussian input pulse shape with the same peak power and 
explain the results. 

8.10 A lO-Gb/s soliton lightwave system is designed with To/Tb = 0.1 to ensure well- 
separated solitons in the RZ bit stream. Calculate pulse width, peak power, pulse 

discussed in Section 4.6. 
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energy, and the average power of the RZ signal, assuming p2 = - 1 ps2/km and 
y = 2 ~ - ' / k m .  

8.11 Prove that the energy of standard solitons should be increased by the factor 
GlnG/(G - 1) when fiber loss a is compensated periodically using optical am- 
plifiers. Here, G = exp(  LA) is the amplifier gain and LA is the spacing between 
amplifiers. 

8.12 A lO-Gb/s soliton communication system is designed with 50-km amplifier spac- 
ing. What should the peak power of the input pulse be to ensure that a funda- 
mental soliton is maintained in an average sense in a fiber with 0.2 dB/km loss? 
Assume 100-ps pulse width (FWHM), p2 = -0.5 ps2/km, and y = 2 W-'/km. 
What is the average launched power for such a system? 

8.13 Calculate the maximum bit rate for a soliton system designed with q O  = 5 ,  p2 = 
- 1 ps2/km, and LA = 50 km. Assume that the condition (8.2.15) is satisfied 
when B 2 L ~  is at the 20% level. What is the soliton width at the maximum bit 
rate? 

8.14 Use the NLS equation (8.1.2) to prove that solitons remain unperturbed by fiber 
losses when fiber dispersion decreases exponentially as b ( z )  = h(0) exp( -az). 

8.15 Solve Eqs. (8.1.5) and (8.1.6) numerically by imposing the periodicity condition 
given in Eq. (8.2.16). Plot TO and CO as a function of input pulse energies in the 
range of 0.1 to 10 ps for a dispersion map made using 70 km of the standard fiber 
with D = 17 ps/(km-nm) and 10 km of DCF with D = -1 15 ps/(km-nm). Use 
y=  2 W-'/km and a = 0.2 dB/km for the standard fiber and y=  6 W-'/km and 
a = 0.5 d B k m  for the DCF. 

8.16 Calculate the map strength S and the map parameter Tmap for the map used in the 
preceding problem when 1-pJ input pulses are launched. Estimate the maximum 
bit rate that this map can support. 

8.17 Explain in physical terms how intrachannel XPM among optical pulses repre- 
senting 1 bits produces timing and amplitude jitter. 

8.18 What is meant by a ghost pulse? Explain how such is pulse is generated through 
intrachannel FWM in a pseudo-linear system. 
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Chapter 9 

WDM Systems 

Chapter 8 focused on single-channel systems operating at 40 Gb/s or more through 
electrical and optical TDM. As discussed in Chapter 1, channels can also be multi- 
plexed in the spectral domain through frequency-division multiplexing (FDM). Indeed, 
this technique is routinely used for radio waves and microwaves. Its extension to opti- 
cal domain permits, in principle, the capacity of lightwave systems to exceed 10 Tb/s 
because of a large frequency associated with the optical carrier. Since the implementa- 
tion of FDM in the optical domain requires multiple transmitters operating at different 
wavelengths, optical FDM is known as wavelength-division multiplexing (WDM). The 
WDM technique was first used in the 1980s when the capacity of existing fiber links 
operating at 1.3 y m  was doubled by adding another channel operating near 1.55 ym. 
However, it was only after 1995 that WDM was used to transmit over the same fiber 
hundreds of optical channels in the 1.55-ym spectral region and to realize system ca- 
pacities beyond 1 Tb/s. The design of such systems requires attention to many details 
related to the generation and propagation of multiple bit streams overlapping in the 
time domain. More specifically, interchannel nonlinear effects must be controlled to 
ensure that they do not limit system performance. 

In this chapter the basic WDM scheme and related concepts are discussed first in 
Section 9.1. Section 9.2 is devoted to the linear mechanisms that can produce interchan- 
nel crosstalk. Sections 9.3 and 9.4 focus on several nonlinear mechanisms that cause 
crosstalk through interactions of bit streams in neighboring channels. Section 9.5 is 
devoted to various techniques that can be employed to reduce nonlinear crosstalk. The 
major design issues such as spectral efficiency are addressed in Section 9.6. 

9.1 Basic WDM Scheme 

The WDM technique corresponds to the scheme in which the capacity of a lightwave 
system is enhanced by employing multiple optical carriers at different wavelengths. 
Each carrier is modulated independently using different electrical bit streams (which 
may themselves use TDM and FDM techniques in the electrical domain) that are 
transmitted over the same fiber. Figure 9.1 shows schematically the layout of such 
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Precom- d i n e  
pensation 

compensation 

Figure 9.1: Schematic of a WDM fiber link. Each channel operates at a distinct wavelength 
through transmitters operating at different wavelengths. Pre-, post-, and in-line compensators 
are used to manage the dispersion of fiber link. 

a dispersion-managed WDM link. The output of several transmitters is combined us- 
ing an optical device known as a multiplexer. The multiplexed signal is launched into 
the fiber link for transmission to its destination, where a “demultiplexer” separates in- 
dividual channels and sends each channel to its own receiver. The implementation 
of such a WDM scheme required the development of many new components such as 
multiplexers, demultiplexers, and optical filters (see Chapter 8 of LTl), all of which 
became available commercially during the 1990s. 

9.1.1 

It is evident from Figure 9.1 that the use of WDM can increase the system capacity 
because it transmits multiple bit streams over the same fiber simultaneously. When N 
channels at bit rates B I  , B 2 , .  . ., and BN are transmitted simultaneously over a fiber of 
length L, the total bit rate of the WDM link becomes 

System Capacity and Spectral Efficiency 

For equal bit rates, the system capacity is enhanced by a factor of N .  The most relevant 
design parameters for a WDM system are the number N of channels, the bit rate B 
at which each channel operates, and the frequency spacing Avch between two neigh- 
boring channels. The product N B  denotes the system capacity and the product NAVch 
represents the total bandwidth occupied by a WDM system. 

Historically, the WDM technique has been pursued since commercial lightwave 
systems first became available in 1980 [1]-[S]. In its simplest form, WDM was used 
to transmit two channels in different transmission windows of an optical fiber. For 
example, an existing 1.3-pm lightwave system could be upgraded by adding another 
channel operating near 1.55 pm, resulting in a channel spacing of 250 nm. Consider- 
able attention was directed during the 1980s toward reducing the channel spacing. An 
experiment in 1985 demonstrated the NBL product of 1.37 (Tb/s)-km by transmitting 
10 channels at 2 Gb/s over 68.3 km of standard fiber with a channel spacing of 1.35 nm 
[3].  However, it was during the 1990s that WDM systems were developed most aggres- 
sively [6]-[ lo]. Commercial WDM systems first appeared around 1995. Initially, their 
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capacity was relatively small (around 40 Gb/s or so) but it exceeded 1.6 Tb/s by 2000. 
Since then, several laboratory experiments have demonstrated capacities of more than 
10 Tb/s, although their transmission distance was limited to below 200 km. Clearly, 
the advent of WDM has led to a virtual revolution in designing high-capacity lightwave 
systems. 

WDM systems are often classified as being coarse or dense, depending on their 
channel spacing. Although no precise definition exists, channel spacing exceeds 5 nm 
for coarse WDM but is typically <1  nm for dense WDM systems. It is common to 
introduce the concept of spectral eficiency for WDM systems as 77, = B/AV,h. Spectral 
efficiency is relatively low for coarse WDM systems [qs < 0.1 (b/s)/Hz]. Such systems 
“waste the bandwidth” in a traditional sense, but are useful for metropolitan-area and 
local-area networks for which system cost must be kept relatively low. In contrast, 
long-haul links used for the backbone of an optical network attempt to make q, as 
large as possible in order to utilize the bandwidth as efficiently as possible. 

For a given system bandwidth, the capacity of a WDM link depends on how closely 
channels can be packed in the wavelength domain. Clearly, channel spacing AV,h 

should exceed the bit rate B so that the channel spectrum can fit within the allocated 
bandwidth. The minimum channel spacing is limited by interchannel crosstalk, an is- 
sue covered later in this chapter. In practice, channel spacing AV,h often exceeds the 
bit rate B by a factor of 2 or more. This requirement wastes considerable bandwidth 
as spectral efficiency is then <0.5 (b/s)/Hz. Many new modulation formats are being 
explored to bring spectral efficiencies closer to 1 (b/s)/Hz. 

The channel frequencies (or wavelengths) of WDM systems have been standard- 
ized by the International Telecommunication Union (ITU) on a 100-GHz grid in the 
frequency range of 186 to 196 THz (covering the C and L bands in the wavelength 
range 1,530-1,612 nm). For this reason, channel spacing for most commercial WDM 
systems is 100 GHz (0.8 nm at 1,552 nm). This value leads to only 10% spectral ef- 
ficiency at the bit rate of 10 Gb/s. More recently, ITU has specified WDM channels 
with a frequency spacing of 25 and 50 GHz. The use of 50-GHz channel spacing in 
combination with the bit rate of 40 Gb/s has the potential of increasing the spectral 
efficiency to 80%. 

9.1.2 Bandwidth and Capacity of WDM Systems 

WDM has the potential for exploiting the large bandwidth offered by optical fibers. 
Figure 9.2 shows the loss spectrum of a typical silica fiber and two low-loss transmis- 
sion windows of optical fibers centered near 1.3 and 1.55 pm. Each of these spectral 
widows extends over more than 10 THz. If the so-called OH peak, resulting from resid- 
ual water vapors trapped inside the core during manufacturing of silica fibers, can be 
eliminated using “dry” fibers, the entire spectral region extending from 1.25 to 1.65 p m  
can be exploited through WDM. 

The ultimate capacity of WDM systems can be estimated by assuming that the 300- 
nm wavelength range extending from 1,300 to 1,600 nm is employed for transmission 
using dry fibers. The minimum channel spacing can be as small as 50 GHz (or 0.4 nm) 
for 40-Gb/s channels. Since 750 channels can be accommodated over the 300-nm 
bandwidth, the resulting capacity can be as large as 30 Tb/s. If we assume that such a 
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Figure 9.2: Typical loss spectrum of silica fibers and low-loss transmission windows (shaded 
regions) near 1.3 and 1.55 pm. The inset shows the basic idea behind WDM schematically. 

WDM signal can be transmitted over 1,000 km using optical amplifiers with dispersion 
management, the NBL product can exceed 30,000 (Tb/s)-km with the use of WDM 
technology. This should be contrasted with the third-generation commercial lightwave 
systems, which transmitted a single channel over 80 km or so at a bit rate of up to 
10 Gb/s, resulting in NBL values of at most 0.8 (Tb/s)-km. 

In practice, many factors limit the use of the entire low-loss window. As seen in 
Chapter 6, most optical amplifiers have a finite bandwidth. The number of channels is 
often limited by the bandwidth over which amplifiers can provide nearly uniform gain. 
The bandwidth of erbium-doped fiber amplifiers is limited to 40 nm even with the use 
of gain-flattening techniques. The use of Raman amplification can solve the ampli- 
fier bandwidth problem to some extent. Among other factors that limit the number 
of channels are ( 1 )  wavelength stability and tunability of distributed feedback (DFB) 
lasers, (2) signal degradation during transmission because of various nonlinear effects, 
and (3) interchannel crosstalk during demultiplexing. High-capacity WDM fiber links 
require many high-performance components, such as transmitters integrating multi- 
ple DFB lasers, channel multiplexers and demultiplexers with add-drop capability, and 
large-bandwidth constant-gain amplifiers. 

Experimental results on WDM systems can be divided into two groups based on 
whether the transmission distance is -100 km or exceeds 1,000 km. Since the 1985 
experiment in which ten 2-Gb/s channels were transmitted over 68 km [3], both the 
number of channels and the bit rate of individual channels have increased consider- 
ably. A capacity of 340 Gb/s was demonstrated in 1995 by transmitting 17 channels, 
each operating at 20 Gbk, over 150 km [ 1 I]. This was followed within a year by sev- 
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Channels 
N 

256 
273 
128 
40 
159 
80 
160 
373 
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Capacity 
N B  (Tb/s) 

10.24 
10.92 
5.12 
1.6 
6.4 
3.2 
6.4 
3.73 

Table 9.1: High-capacity WDM transmission experiments 

Distance 
L (km) 

100 
117 

1,280 
5,200 
2,100 
5,200 
3,200 
1 1,000 

NBL Product 
[(Pb/s)-km] 

1.02 
1.28 
6.66 
8.32 
14.44 
16.64 
20.48 
4 1.03 

Conference 
and Year 
OFC 2001 
OFC 2001 
ECOC 2002 
ECOC 2002 
ECOC 2002 
ECOC 2002 
OFC 2003 
OFC 2003 

era1 experiments that realized a capacity of 1 Tb/s. By 2001, the capacity of WDM 
systems exceeded 10 Tb/s in several laboratory experiments. In one experiment, 273 
channels, spaced 0.4 nm apart and each operating at 40 Gb/s, were transmitted over 
117 km using three in-line amplifiers, resulting in a total capacity of 11 Tb/s and a 
NBL product of 1.28 (Pb/s)-km [ 121. Table 9.1 lists several WDM experiments in 
which the NBL product exceeded 1 Pb/s. In this table, OFC and ECOC stand, respec- 
tively, for the Optical Fiber Communication Conference and European Conference on 
Optical Communication, the two conferences where most record-breaking results are 
often presented. 

Another group of WDM experiments is concerned with transmission distances of 
more than 5,000 km for submarine applications. In a 1996 experiment, 100-Gb/s trans- 
mission (20 channels at 5 Gb/s) over 9,100 km was realized using the polarization- 
scrambling and forward-error-correction techniques [ 131. The number of channels was 
later increased to 32, resulting in a 16O-Gb/s transmission over 9,300 km [9]. In a 2003 
experiment, a 3.73-TbIs WDM signal (373 channels, each operating at 10 Gb/s) was 
transmitted over 11,000 km, resulting in a NBL product of almost 41 (Pb/s)-km (see 
Table 9.1). This should be compared with the first fiber-optic cable laid across the At- 
lantic Ocean (TAT-8); it operated at 0.27 Gb/s with NBL = 1.5 (Tb/s)-km. The use of 
WDM improved by 2003 the capacity of undersea systems by a factor of 27,000. 

On the commercial side, WDM systems with a capacity of 40 Gb/s ( 1  6 channels at 
2.5 Gb/s or 4 channels at 10 Gb/s) were available in 1996. The 16-channel system cov- 
ered a wavelength range of about 12 nm in the 1.55-pm region with a channel spacing 
of 0.8 nm. WDM fiber links operating at 160 Gb/s (1  6 channels at 10 Gb/s) appeared 
in 1998. By 2001, WDM systems with a capacity of 1.6 Tb/s (realized by multiplexing 
160 channels, each operating at 10 Gb/s) were available. This should be contrasted 
with the 10-Gb/s capacity of the third-generation systems available before the advent 
of the WDM technique. The use of WDM had improved by 2001 the capacity of com- 
mercial terrestrial systems by a factor of more than 6,000. Although systems with even 
higher capacities have been designed, they were not deployed commercially by 2004 
because of the downturn in the telecommunication industry that began in 2001. 
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9.2 Linear Degradation Mechanisms 

The most important issue in designing WDM lightwave systems is the extent of in- 
terchannel crosstalk. The system performance degrades whenever crosstalk leads to 
transfer of power from one channel to another. Such a transfer can occur because of 
the nonlinear effects in optical fibers, a phenomenon referred to as nonlinear crosstalk 
as it depends on the nonlinear nature of the communication channel. However, some 
crosstalk occurs even in a perfectly linear channel because of the imperfect nature of 
various WDM components such as optical filters, demultiplexers, and switches. In this 
section we focus on the linear crosstalk mechanisms; nonlinear crosstalk is considered 
in Sections 9.3. and 9.4. 

Linear crosstalk can be classified into two categories depending on its origin [ 141- 
[16]. Optical filters and demultiplexers often let a fraction of the signal power from 
neighboring channels leak, which interferes with the detection process. Such crosstalk 
is called heterowavelength or out-of-band crosstalk. It is less of a problem because of 
its incoherent nature than the homowavelength or in-band crosstalk that occurs during 
routing of the WDM signal through multiple nodes. The concatenation of optical filters 
can also lead to signal distortion through spectral clipping and dispersion caused by a 
nonlinear phase response. Although this distortion is not due to crosstalk, we include 
it in the section because its origin is related to channel selection. 

9.2.1 Out-of-Band Linear Crosstalk 

Consider the common situation in which a tunable optical filter is used to select a 
single channel among the N channels incident on it. The filter bandwidth is chosen 
large enough to let pass the entire spectrum of the selected channel. However, a small 
amount of power from the neighboring channels can leak whenever channels are not 
spaced far apart. This situation is shown schematically in Figure 9.3, where the trans- 
missivity of a third-order Butterworth filter with the 40-GHz bandwidth (full width at 
3-dB points) is shown together with the spectra of three 10-Gb/s NRZ-format chan- 
nels, spaced 50 GHz apart. In spite of relatively sharp spectral edges associated with 
this filter, transmissivity is about -26 dB for the neighboring channels. The power 
leaked into the filter bandwidth acts as a noise source to the signal being detected and 
is a source of linear crosstalk. 

It is relatively easy to estimate the power penalty induced by such out-of-band 
crosstalk. If the optical filter is set to pass the mth channel, the optical power reaching 
the photodetector can be written as P = P,,, +~$,,T,,P,, where en is the power in 
the mth channel and T,,, is the filter transmittivity for channel n when channel m is 
selected. Crosstalk occurs if T,, # 0 for n # rn. It is called out-of-band crosstalk 
because it belongs to the channels lying outside the spectral band occupied by the 
channel detected. Its incoherent nature is also apparent from the fact that it depends 
only on the power of the neighboring channels. 

To evaluate the impact of such crosstalk on system performance, one should con- 
sider the power penalty, defined as the additional power required at the receiver to 
counteract the effect of crosstalk. The photocurrent generated in response to the inci- 
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Figure 9.3: Transmissivity of an optical filter with a 40-GHz bandwidth shown superimposed 
on the spectra of three 10-Gb/s channels separated by 50 GHz. (After Ref. [ 161; 02003 IEEE.) 

dent optical power is given by 

N 
Z=RmPm+ C RnTmnPnrlch+Ix, (9.2.1) 

where R, = q m q / h v ,  is the photodetector responsivity for channel m at the optical fre- 
quency vm and q, is the quantum efficiency. The second term IX in Eq. (9.2.1) denotes 
the crosstalk contribution to the receiver current I. Its value depends on the bit pattern 
and becomes maximum when all interfering channels carry 1 bits simultaneously (the 
worst case). 

A simple approach to calculating the filter-induced power penalty is based on the 
eye closing occumng as a result of the crosstalk [17]. The eye closing is maximum in 
the worst case for which ZX is largest. In practice, Ich is increased to maintain the system 
performance. If Ich needs to be increased by a factor 6 x ,  the peak current corresponding 
to the top of the eye is ZI = 6X&h + Z X .  The decision threshold is set at ZD = I1 /2. The 
eye opening from ID to the top level would be maintained at its original value Ich/2 if 

n f m  

(9.2.2) 

or when 6x = I + Ix/l,h. The quantity 6~ is just the power penalty for the mth channel. 
By using IX and lch from Eq. (9.2.1), 6x can be written (in dB) as 

(9.2.3) 

where the powers correspond to their on-state values. If the peak power is assumed 
to be the same for all channels, the crosstalk penalty becomes power-independent. 
Further, if the photodetector responsivity is nearly the same for all channels (R,  xz Rn),  
6x is well approximated by 

6x rz lOlog,()(l + X ) ,  (9.2.4) 

where X = C,",, T,, is a measure of the out-of-band crosstalk; it represents the fraction 
of total power leaked into a specific channel from all other channels. The numerical 
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value of X depends on the transmission characteristics of the specific optical filter. 
However, it follows from Eq. (9.2.4) that values of X as large as 0.1 produce less than 
0.5-dB penalty. For this reason, out-of-band crosstalk becomes of concern only when 
channels are so closely spaced that their spectra begin to overlap. 

The preceding analysis of crosstalk penalty is based on the eye closure rather than 
the bit-error rate (BER). One can obtain an expression for the BER if ZX is treated as 
a random variable in Eq. (9.2.1) because its value depends on the bit patterns of the 
channels involved. Thus, this term acts as an additional source of noise during the 
detection of 1 and 0 bits. The distribution of ZX and the resulting power penalty have 
been calculated for a Fabry-Perot filter 1181. In general, power penalty depends on 
the finesse F of the filter and the number N of WDM channels. It can be kept below 
0.5 dB to maintain a BER of lop9 for values of N / F  as large as 0.5. For this reason, 
spectral efficiency can approach 50% without much penalty when Fabry-Perot filters 
are employed. 

9.2.2 In-Band Linear Crosstalk 

In-band crosstalk, resulting from WDM components used for routing and switching 
along an optical network, has been of concern since the advent of WDM systems [ 191- 
[33]. Its origin can be understood by considering a static routing device such as a 
waveguide grating router (see Section 9.2 of LTl). For a router with N + 1 input and 
N + 1 outport ports, there exist ( N  + 1)2 combinations through which a WDM signal 
with N + 1 wavelengths can be split. Consider the output at one wavelength, say, &. 
Among the N ( N  + 2) interfering components that can accompany the desired signal, N 
components have the same carrier wavelength &, while the remaining N ( N  + 1) belong 
to different carrier wavelengths and produce out-of-band crosstalk. The N interfering 
signals at the same wavelength originate from incomplete filtering by the routing device 
and produce in-band crosstalk. The total electrical field reaching the receiver can be 
written as [21] 

Er(t) = [Ao(t)  + ~ : = , ~ n ( t ) ]  e x p ( - i ~ t ) ,  (9.2.5) 

where A0 is the desired signal at the frequency Q = 2ac/&. The coherent nature of 
the in-band crosstalk is evident from Eq. (9.2.5). 

To study the impact of in-band crosstalk on system performance, we consider the 
photocurrent generated at the receiver. Similar to the case of ASE discussed in Section 
6.4.1, the receiver current Z( t )  = RdIEr(t)I2, where Rd is the responsivity of the pho- 
todetector, contains interference or beat terms, in addition to the desired signal. One 
can identify two types of beat terms; signal-crosstalk beating resulting in terms like 
APn and crosstalk-crosstalk beating with terms like AI;An, where k # 0 and n # 0. 
The latter terms are relatively small in practice. If we ignore them, the receiver current 
is given by 

N 
~ ( t )  M ~ d p o ( t )  + 2 ~ d  C &@FiZjcos[h(t) - $ n ( t ) l ,  (9.2.6) 

where Pn = IAnI2 is the power and $n( t )  is the phase. In practice, P,, << PO because a 
WGR is built to reduce this kind of crosstalk. 

n= I 
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Figure 9.4: Measured (a) probability densities as a function of N and (b) BER curves for several 
values of X when N = 16. (After Ref. [21]; 01996 IEEE.) 

Since bit patterns in each channel change in an unknown fashion, and phases of all 
channels are likely to fluctuate randomly, each term in the sum in Eq. (9.2.6) acts as an 
independent random variable. We can thus write the photocurrent as I ( t )  =&(Po +AP) 
and treat the crosstalk as intensity noise. Even though each term in AP is not Gaussian, 
their sum follows a Gaussian distribution from the central limit theorem when N is 
relatively large. Indeed, the experimentally measured probability distributions shown 
in Figure 9.4(a) indicate that AP becomes a nearly Gaussian random variable for values 
N as small as 8 [21]. The BER curves in Figure 9.4(b) were measured in the case of 
N = 16 for several values of the crosstalk level, defined as X = P,/Po, with P, being 
constant for all sources of in-band crosstalk. Considerable power penalty was observed 
for values of X > -35 dB. 

We can use the approach of Section 5.4.2 for calculating the power penalty. In fact, 
the result is the same as in Eq. (5.4.11) and can be written as 

6~ = - 10 log,,( 1 - r iQ2) ,  (9.2.7) 

where 
r$ = ( ( A P ) ~ ) / P ~  = N X ,  (9.2.8) 

and X is assumed to be the same for all N sources of in-band crosstalk. An average 
over the phases in Eq. (9.2.6) was performed using (cos2 6 )  = $. In addition, r: was 
multiplied by another factor of to account for the fact that P, is zero on average half 
of the times (during 0 bits). The experimental data shown in Figure 9.4(b) agree well 
with this simple model when polarization effects are properly included [21]. 

The impact of in-band crosstalk can be estimated from Figure 9.5, where the cross- 
talk level X is plotted as a function of N to keep the power penalty less than a certain 
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Figure 9.5: Crosstalk level X as a function of N for several values of power penalty induced by 
in-band crosstalk. 

value, while maintaining a BER below lop9 (Q = 6). To keep the penalty below 1 dB, 
rx < 0.1 is required, a condition that limits X N  to below -20 dB from Eq. (9.2.8). 
Thus, the crosstalk level X must be below -32 dB for N = 16 and below -40 dB for 
N = 100. Such requirements are relatively stringent for most routing devices. The 
situation is worse if the power penalty must be kept below 0.5 dB. 

The expression (9.2.7) for the crosstalk-induced power penalty is based on the as- 
sumption that the power fluctuations AP induced by in-band crosstalk AP can be as- 
sumed to follow a Gaussian distributions. If the contribution of crosstalk-crosstalk 
beating terms in Eq. (9.2.5) is included, AP does not remain Gaussian. A more accu- 
rate calculation uses the moment-generating function for finding the BER under such 
conditions [33]. The results show that BER is degraded further when all beating terms 
are included and that the optimum value of decision threshold at the receiver is also 
affected . 

The calculation of crosstalk penalty in the case of dynamic wavelength routing 
through optical cross-connects (see Section 9.4 of LT1) becomes quite complicated 
because of a large number of crosstalk elements that a signal can pass through in such 
WDM networks [22]. The worst-case analysis predicts a large power penalty (>3 dB) 
when the number of crosstalk elements becomes more than 25 even if the crosstalk 
level of each component is only -40 dB. The crosstalk also depends on the topology 
used for an optical cross-connect [28]. Clearly, the linear crosstalk has the potential of 
becoming a limiting factor in the design of WDM networks and should be controlled. 
A simple technique consists of scrambling the laser phase at the transmitter end at a 
frequency much larger than the laser linewidth [34]. Both theory and experiments show 
that the acceptable crosstalk level exceeds 1% (-20 dB) with this technique [30]. 
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Figure 9.6: Transfer function of a single optical filter with 36-GHz bandwidth and changes 
produced by 12 cascaded filters aligned precisely or misaligned by &5 GHz. The spectra of a 
10-Gb/s signal are also shown for the RZ and NRZ formats. (After Ref. [ 161; 02003 IEEE.) 

9.2.3 Filter-Induced Signal Distortion 

So far we have considered linear crosstalk from a single device. In a realistic opti- 
cal network, an optical signal may pass through many nodes before reaching its final 
destination, while suffering from crosstalk at each node. As a result, crosstalk can ac- 
cumulate to a large level by the time signal reaches its destination. At the same time, 
signal may become distorted as it passes through many optical filters. In this section 
we address the filter-concatenation problem [35]-[37]. 

All filters in an optical network are designed to be wide enough to pass the signal 
spectrum without any distortion. However, if the signal passes through a large number 
of optical filters during its transmission, one must study the effects of filter concate- 
nation. Consider a filter with the transfer function H ( o ) .  Even when a signal passes 
through this filter twice, the effective filter bandwidth becomes narrower than the orig- 
inal value because H 2 ( o )  is a sharper function of frequency than H(o). A cascade 
of many filters may narrow the effective bandwidth enough to produce clipping of the 
signal spectrum. This effect is shown schematically in Figure 9.6, where transmissivity 
of the signal is plotted after 12 third-order Butterworth filters of 36-GHz bandwidth. 
Since it may be difficult to align the passband of filters precisely at all locations, the re- 
sponse function is also shown when filters are misaligned within the range of 415 GHz. 
Clearly, the effective transfer function after 12 filters is considerably narrower and its 
effective bandwidth is reduced further when individual filters are misaligned even by a 
relatively small amount. 

To see how such bandwidth narrowing affects an optical signal, the spectrum of a 
lO-Gb/s signal is also shown in Figure 9.6 in the cases of the NRZ format and the RZ 
format with 50% duty cycle. Although the NRZ signal remains relatively unaffected, 
the RZ spectrum will be significantly clipped even after 12 filters, although the 36- 
GHz bandwidth of each filter exceeds the bit rate by a factor of 3.6. A second effect 
produced by optical filters is related to the phase of the transfer function. As discussed 
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Figure 9.7: Eye-closure penalty as a function of the number of filters for a 10-Gb/s RZ signal 
with 50% duty cycle. The bandwidth of filters is varied in the range of 32 to 50 GHz. (After 
Ref. [16]; 02003 IEEE.) 

in Section 7.3, a frequency-dependent phase associated with the transfer function can 
produce a relatively large dispersion. The concatenation of many filters will enhance 
the total dispersion and may lead to considerable signal distortion [38]. 

The penalty induced by cascaded filters is quantified through the extent of eye clo- 
sure at the receiver. Among other things, it depends on the shape and bandwidth of 
the filter passband. It also depends on whether the RZ or the NRZ format is employed 
for the signal and is generally larger for the RZ format. As an example, Figure 9.7 
shows the increase in eye-closure penalty as the number of cascaded filters increases 
for a 10-Gb/s RZ signal with 50% duty cycle [16]. The transfer function of all filters 
corresponds to a third-order Butterworth filter. Although a negligible penalty occurs 
when the filter bandwidth is 50 GHz, it increases rapidly as the bandwidth is reduced 
below 40 GHz. The penalty exceeds 4 dB when the signal passes through 30 filters 
with 32-GHz bandwidth. 

9.3 Nonlinear Crosstalk 

Several nonlinear effects in optical fibers 1391 lead to interchannel crosstalk and af- 
fect the performance of WDM systems considerably [40]-[44]. Among the nonlinear 
phenomena discussed in Chapter 4, the three most relevant for WDM systems are stim- 
ulated Raman scattering (SRS), four-wave mixing (FWM), and cross-phase modulation 
(XPM). This section focuses on SRS and FWM phenomena. The impact of XPM on 
WDM systems is discussed in the following section. 

9.3.1 Raman Crosstalk 

As discussed in Section 4.4, SRS is generally not of concern for single-channel systems 
because of its relatively high threshold (about 500 mW near 1.55 pm). The situation is 
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different for WDM systems because the transmission fiber can act as a Raman ampli- 
fier that is pumped by the multiwavelength signal launched into the fiber. Each channel 
is amplified by all shorter-wavelength channels as long as the wavelength difference 
is within the bandwidth of the Raman gain. The shortest-wavelength channel is most 
depleted as it can pump all other channels simultaneously. Variations in channel pow- 
ers induced by Raman-induced interaction are one source of concern. However, this 
problem can be addressed in practice by adjusting the launch powers at the transmitter 
end or by employing a suitable optical filter at each amplifier. 

Even of more concern is the fact that the power transfer between any two channels 
is time-dependent because it depends on the bit patterns of those channels. Clearly, 
amplification can occur only when 1 bits are present in both channels simultaneously 
and pulses inside them overlap, at least partially. As bit patterns are pseudo-random in 
nature, power transferred to each channel through SRS fluctuates and acts as a source 
of noise during the detection process. Such Raman-induced crosstalk can degrade the 
performance of a WDM system, if left uncontrolled, and its impact has been considered 
in several studies [45]-[57]. 

Raman crosstalk can be avoided if channel powers are made so small that SRS- 
induced amplification is negligible over the entire fiber length. It is thus important 
to estimate the limiting value of the channel power. A simple model considers the 
depletion of the highest-frequency channel in the worst case in which 1 bits of all 
channels overlap completely [40]. The amplification factor for the mth channel is G, = 
exp(g,l,ff), where the Raman gain g, and the effective interaction length L,ff are given 

g m  = gR(fim)Pch/Aeff,  Leff = [ I  - exp( -a l ) ] / a ,  (9.3.1) 

with Q, = w1 - 0,. For g,Leff << 1, G, = 1 +g,Leff, and the shortest-wavelength 
channel at 01 is depleted by a fraction gmLeff owing to the amplification of the mth 
channel. The total depletion for an M-channel WDM system can be written as 

by 

(9.3.2) 

The summation in Eq. (9.3.2) can be carried out analytically if the Raman gain 
spectrum (see Figure 4.10) is approximated by a triangular profile such that g R  in- 
creases linearly for frequencies up to 15 THz with a slope SR = dgR/dv and then 
drops to zero. Using g R ( Q m )  = mSRAVch, the fractional power loss for the shortest- 
wavelength channel becomes [40] 

(9.3.3) 

where CR = s~AV,h/(&t,ff) .  In deriving this equation, channels were assumed to have 
a constant spacing A v , ~  and the Raman gain for each channel was reduced by a factor 
of 2 to account for the random polarization states of different channels. 

A more accurate analysis should consider not only depletion of each channel be- 
cause of power transfer to longer-wavelength channels but also its own amplification 
by shorter-wavelength channels. If all other nonlinear effects are neglected along with 
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GVD, the evolution of the power P,, associated with the nth channel is governed by the 
following equation (see Section 4.4.2): 

M 
dPn -++P,, =cRP,, C (n-rn)~,, 
d z  in= 1 

(9.3.4) 

where M: is assumed to be the same for all channels. This set of M coupled nonlinear 
equations can be solved analytically. For a fiber of length L, the result is given by [47] 

where pt = C;=l Pm(0) is the total input power in all channels. This equation shows 
that channel powers follow an exponential distribution because of Raman-induced cou- 
pling among all channels. 

The depletion factor DR for the shorter-wavelength channel (n  = 1) is obtained 
using DR = (4 -  PI)/^, where 4 = PI (0) exp( -aL) is the channel power expected 
in the absence of SRS. In the case of equal input powers in all channels, pt equals MPch 
in Eq. (9 .33 ,  and DR is given by 

In the limit hf2cRPchLeff << 1, this complicated expression reduces to the simple result 
in Eq. (9.3.3). In general, Eq. (9.3.3) overestimates the Raman crosstalk. 

The Raman-induced power penalty is obtained using SR = - 10 log( 1 - DR)  be- 
cause the input channel power must be increased by a factor of ( 1  - DR)-' to maintain 
the same system performance. Figure 9.8 shows how the power penalty increases with 
an increase in the channel power and the number of channels. The channel spacing 
is assumed to be 100 GHz. The slope of the Raman gain is estimated from the gain 
spectrum to be SR = 4.9 x lo-'* d(W-GHz) while Aeff = 50 ym2 and Leff M l / a  = 
21.74 km. As seen from Figure 9.8, the power penalty becomes quite large for WDM 
systems with a large number of channels. If a value of at most 1 dB is considered ac- 
ceptable, the limiting channel power Pch exceeds 10 mW for 20 channels, but its value 
is reduced to below 1 mW when the number of WDM channels is larger than 70. 

The foregoing analysis provides only a rough estimate of the Raman crosstalk as 
it neglects the fact that signals in each channel consist of a random sequence of 0 and 
1 bits. It is intuitively clear that such pattern effects will reduce the level of Raman 
crosstalk. A statistical analysis shows that the Raman crosstalk is lower by about a fac- 
tor of 2 when signal modulation is taken into account [46]. The GVD effects that were 
neglected in the above analysis also reduce the Raman crosstalk since pulses in dif- 
ferent channels travel at different speeds because of the group-velocity mismatch [48]. 
Both the pattern and walk-off effects can be included if we replace Eq. (9.3.4) with 

M apn I ap,, 
~ + - - + CXP, = cRP,, C ( n  - m ) ~ ,  , 
az V g n  at m= 1 

(9.3.7) 
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Figure 9.8: Raman-induced power penalty as a function of channel number for several values of 
Pch. Channels are 100 GHz apart and are launched with equal powers. 

where ven is the group velocity of the nth channel and P,(z,t) is the time-dependent 
channel power containing all pattern information. 

The set of equations (9.3.7) is not easy to solve analytically. Consider, for simplic- 
ity, power transfer between two channels by setting M = 2. The resulting two equations 
can be written as 

(9.3.8) 

(9.3 -9) 

where dw = v;; - v;; is the walk-off parameter in a frame in which pulses for channel 2 
are stationary [39]. If we neglect pump depletion, Eq. (9.3.8) has the solution PI ( L , t )  = 
PI (0,t - dwz)ePaz. Using this solution in Eq. (9.3.9) and integrating over a fiber section 
of length L, we obtain PZ(L,t) = P2(Olt)exp[x2(t) - aL] ,  where 

L 
x2(t) = c R ~  Pl(O,t -d,+z)e-"zdz (9.3.10) 

governs the extent of Raman-induced power transfer. 

from all channels. Fluctuations in the power of the nth channel are then given by 
We can extend this approach for M interacting channels by adding contributions 

M 
xn(t) =cR C (n-m) Pm(O,t-dmnz)e-azdz, (9.3.1 1) 

where dm, = v;: - vg;I'. Because of pseudo-random bit patterns in all channels, xn(t) 
fluctuates with time in a random fashion. When the number of channels is large, xn(t) 
represents a sum of many independent random variables and is expected to follow a 

m= 1 lL 
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Figure 9.9: (a) Accumulated dispersion in one 80-km map period for four types of maps and (b) 
Raman crosstalk after 400 km for a WDM system whose 105 channels are separated by 200 GHz 
and launched with 6.3-mW power. (After Ref. [57]; 02003 IEEE.) 

Gaussian distribution from the central limit theorem. Since the channel power scales 
with x n ( t )  exponentially, it follows a log-normal distribution [51]. However, if powers 
are expressed in dBm units, channel power is related to x,, linearly, and its fluctuations 
obey a Gaussian distribution. From a practical standpoint, the first two moments of 
x,, are most relevant. The average value px represents the Raman-induced change in 
the average power. If channel powers are equalized at each amplifier, the crosstalk is 
governed by the variance 0,. The ratio cX/px is often used as a measure of the Raman 
crosstalk. These quantities can be calculated in an analytic form in some cases [46]. 

The preceding discussion applies to a single fiber segment. For a realistic WDM 
system, one must consider dispersion management and add the contributions of mul- 
tiple fiber segments separated by optical amplifiers [57]. In the case of distributed 
amplification, the WDM signal is amplified within the same fiber where the signal is 
degraded through SRS. The periodic power variations can be included by replacing the 
factor e-az in Eq. (9.3.1 1) with p ( z ) ,  introduced first in Section 3.2.2 and obtained by 
solving Eq. (3.2.6). The details of the dispersion map enter into Eq. (9.3.1 1) through 
the walk-off parameter d, that takes on different values in each fiber segment used to 
form the dispersion map. In general, crosstalk depends on details of the dispersion map 
and is reduced considerably when the dispersion is not fully compensated in each map 
period. 

Figure 9.9 shows calculated values of ox for a 105-channel (separated by 200 GHz) 
WDM system operating over a 400-km link with four types of dispersion maps. Each 
40-Gb/s channel is launched with 6.3 mW of average power. Amplifiers are placed 
80 km apart [57]. The type-1 map consists of a standard single-mode fiber (SMF) 
followed with a DCF. The maps of types 2 to 4 are designed using equal lengths of 
SMF and negative-dispersion fiber (NDF) but the map periods are 80,40, and 20 km, 
respectively. For maps labeled type 1' and type 2', dispersion is not fully compensated 
(residual dispersion 130 pdnm). The smallest crosstalk occurs for the type-1 map 
for which accumulated dispersion is high over most of the map period. It increases 
for the remaining three maps and becomes largest for the map with the shortest map 
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Figure 9.10: Power penalty as a function of Raman crosstalk in four cases in which ASE noise 
follows a x2 or Gaussian distribution and Raman-induced noise follows a log-normal or Gaussian 
distribution. (After Ref. [57]; 02003 IEEE.) 

period. Thus, dense dispersion management, although useful for several other reasons, 
makes the Raman crosstalk worse. This can be understood by noting that pulses in 
neighboring channels follow a zigzag path as they traverse from the SMF to the RDF 
section in a repetitive fashion. If the map period is small, two pulses that overlap 
initially never fully separate from each other. Clearly, Raman-induced power transfer 
is worst under such conditions. As seen in Figure 9.9, residual dispersion can be used 
to lower the level of Raman crosstalk. 

Periodic amplification of the WDM signal can also magnify the impact of SRS- 
induced degradation. The reason is that in-line amplifiers add noise, which experiences 
less Raman loss than the signal itself, resulting in degradation of the SNR. Numerical 
simulations show that it can be reduced by inserting optical filters along the fiber link 
that block the low-frequency noise below the longest-wavelength channel [53]. Raman 
crosstalk can also be reduced using the technique of midspan spectral inversion [49]. 

How much Raman crosstalk can be tolerated in a WDM system? To answer this 
question, one must consider the BER at the receiver, assuming that the signal is cor- 
rupted both by amplified spontaneous emission (ASE) noise and Raman-induced noise. 
It should be kept in mind that the two noise sources may not follow the same statistics. 
The impact of ASE noise has been discussed in Section 6.4. If we assume that both 
noise sources are Gaussian in nature, one can simply add a third term to the de- 
finition of C T ~  in Eq. (6.4.3). A more precise treatment should follow the approach of 
Section 6.4.2 and employ the log-normal distribution associated with Raman crosstalk. 
In all cases, power penalty (increase in signal power required to maintain the same 
BER) can be calculated as a function of 0,. Figure 9.10 shows this power penalty 
in four cases in which ASE noise follows a x2 or Gaussian distribution and Raman- 
induced noise follows a log-normal or Gaussian distribution [57]. The combination of 
log-normal with x2 distribution is the most accurate. It shows that the power penalty 
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can be kept below 1 dB for 0, < 0.5 dB. One can use this condition to find the maxi- 
mum distance over which a system can operate in the presence of Raman crosstalk. The 
answer depends on the dispersion map, the number of WDM channels, and the power 
launched into each channel. For type-1 and type-2 dispersion maps in Figure 9.9, the 
distance exceeds 5,000 km even for a 70-channel WDM system (40 Gb/s per channel) 
if the channel power is kept below 2 mW. Thus, the problem of Raman crosstalk can 
be solved to a large extent by designing the WDM system appropriately. 

9.3.2 Four- Wave Mixing 

FWM is considered the most dominant source of crosstalk in WDM systems, and its 
impact has been studied extensively [58]-[69]. As discussed in Section 4.3, FWM 
requires phase matching [39]. It becomes a major source of nonlinear crosstalk when- 
ever the channel spacing and fiber dispersion are small enough to satisfy the phase- 
matching condition approximately [39]. This is the case when a dense WDM system 
operates close to the zero-dispersion wavelength of dispersion-shifted fibers with a 
channel spacing of 100 GHz or less. 

The physical origin of FWM-induced crosstalk, and the resulting system degrada- 
tion, can be understood by noting that FWM generates a new wave at the frequency 

inside the fiber. For an N-channel system, i, j ,  and k can vary from 1 to N, resulting 
in a large combination of new frequencies generated by FWM. In the case of equally 
spaced channels, the new frequencies coincide with the existing frequencies, leading to 
coherent in-band crosstalk. When channels are not equally spaced, most FWM com- 
ponents fall in between the channels and lead to incoherent out-of-band crosstalk. In 
both cases, system performance is degraded because power transferred to each chan- 
nel through FWM acts as a noise source, but the coherent crosstalk degrades system 
performance much more severely. 

A simple scheme for reducing the FWM-induced degradation consists of design- 
ing WDM systems with unequal channel spacings [41]. The main impact of FWM 
in this case is to reduce the channel power. This power depletion results in a power 
penalty that is relatively small compared with the case of equal channel spacings. Ex- 
perimental measurements on WDM systems confirm the advantage of unequal channel 
spacings. In a 1999 experiment, this technique was used to transmit 22 channels, each 
operating at 10 Gb/s, over 320 km of dispersion-shifted fiber with 80-km amplifier 
spacing 1641. Channel spacings ranged from 125 to 275 GHz in the 1,532- to 1,562-nm 
wavelength region and were determined using a periodic allocation scheme [62]. The 
zero-dispersion wavelength of the fiber was close to 1,548 nm, resulting in near phase 
matching of many FWM components. Nonetheless, the system performed quite well 
with less than a 1.5-dB power penalty for all channels. 

The use of a nonuniform channel spacing is not always practical because many 
WDM components, such as optical filters and waveguide grating routers, require equal 
channel spacings. A practical solution is offered by the periodic dispersion-management 
technique discussed in Section 7.1. In this scheme, fibers with normal and anomalous 
GVD are combined to form a dispersion map such that GVD is high locally all along 
the fiber link even though its average value is quite low. Efficiency of the FWM process 

0.. ,,k - - CQ + wj - u k ,  whenever three waves at frequencies wi, oj, and mk copropagate 
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for a single type of fiber has been discussed in Section 4.3.1. The important question 
is how much this efficiency is reduced with the use of dispersion management. 

The calculation of FWM-induced crosstalk is quite complicated in general because 
it requires adding coherently the amplitudes of all FWM components that fall within 
the bandwidth of a specific channel. The FWM process is also sensitive to the states of 
polarization of the four channels involved. In a simple model, all channels are assumed 
to remain copolarized. One can then use the analysis of Section 4.3.1 and extend it 
to the case of dispersion-managed fiber links [59]-[68]. For a periodic dispersion map 
consisting of two types of fibers and amplifiers placed at the end of all fiber sections, the 
field generated at a frequency OF = + wj - ~k through FWM is found by integrating 
Eq. (4.3.3) over all fiber sections. It depends on the channel powers and the map 
parameters as [61] 

where 6, = a, + iAk, (m = 1,2), the integers j , k ,  and 1 can vary from 1 to N for an 
N-channel WDM system. The degeneracy factor df = 2 for j # k and 1 otherwise, 
Ay/ = Akl L1 + Ak2L2 is the net phase shift after one map period, M is the number of 
map periods, and Akm = ~m(2aAvch)2  (m = 1,2) represents the phase mismatch in the 
fiber section of length Lj with loss a, and dispersion pZj. 

In general, one must sum B j k l  over all combinations of j ,  k, and 1 that contribute 
to a given channel. Consider the power in one such term. If we sum over m in Eq. 
(9.3.12), we find that PF = IBjk1I2 is proportional to sin2(MAy//2)/sin2(Ay//2) and 
is enhanced by a factor of M2 whenever dispersion is fully compensated in each map 
period ( A y  = 0). A simple solution to eliminate such a resonant enhancement of FWM 
is to leave some residual dispersion after each map period and use postcompensation 
at the end of the fiber link. Even in that case FWM can be enhanced, if the dispersion 
slope is not compensated, for those channels for which A y  = 2nm, where m is an 
integer. Such FWM resonances have been observed experimentally [63]. 

The crosstalk level for any channel is found by adding amplitudes Bjkl for all FWM 
components that fall within the channel bandwidth and comparing the resulting total 
power to the signal power in that channel. As an example, Figure 9.1 1 shows the 
FWM crosstalk calculated from Eq. (9.3.12) for a WDM system with 50-GHz channel 
spacing [68]. The dispersion map consists of seven spans of 70.5 km of dispersion- 
shifted fiber with D = -2.4 ps/(km-nm), followed with 70.5 km of standard fiber with 
D = 16.8 ps/(km-nm). The 1,128-km link consists of two such map periods. Multiple 
peaks seen in Figure 9.11 result from the FWM resonances. The peak heights are 
reduced significantly when the dispersion of each fiber section fluctuates around its 
average value with a standard deviation of 0.25 ps/(km-nm). Such fluctuations can 
occur for most practical fiber because of random variations in the core diameter of a 
fiber. 

The preceding analysis is too simple to model an actual WDM system accurately. 
In practice, all channels carry optical pulses in the form of pseudo-random bit patterns. 
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Figure 9.11: FWM crosstalk for a WDM system with 50-GHz channel spacing. FWM reso- 
nances are reduced considerably when the dispersion of each fiber section fluctuates around its 
average value. (After Ref. [68]; 02002 IEEE.) 

Moreover, pulses belonging to different channels travel at different speeds. FWM can 
occur only when all pulses participating in the FWM process overlap in time in a syn- 
chronous fashion. The net result is that the FWM contribution to any channel fluctuates 
in time and acts as a noise to that channel. In general, the noise level depends on details 
of dispersion management. Figure 9.12 shows the noisy bit patterns observed for the 
central channel of a 3-channel system (with a channel spacing of 1 nm) at the output 
of a 25-km-long fiber link with constant dispersion when each channel was launched 
with 3-mW average power. The noise level for 1 bits is quite large for low values of 
fiber dispersion but decreases significantly as ID1 increases to beyond 2 ps/(km-nm). 

The random nature of the FWM crosstalk suggests that a statistical approach is 
more appropriate for estimating the impact of FWM on the performance of a WDM sys- 
tem. As early as 1994, it was suggested that this noise can be treated as being Gaussian 
in nature when the number of FWM terms contributing to a channel is large [59]. In a 
more realistic approach, the phase of each FWM term in Eq. (9.3.12) was assumed to 
be distributed uniformly in the 0 to 2 n  range, resulting in a bimodal distribution for the 
FWM noise [41]. In general, noise statistics depend on many factors [66]. The auto- 
correlation function of the FWM noise has also been calculated to show that different 
bit patterns in neighboring channels help to reduce the crosstalk level [69]. 

In summary, WDM systems designed with low-dispersion fibers suffer from FWM 
the most. The problem can be solved to a large extent with the use of dispersion 
management. Indeed, dispersion maps are used for all modern WDM systems for this 
reason. The FWM crosstalk is relatively small when the dispersion of each fiber section 
is large locally and FWM resonances are suppressed by matching the dispersion slope 
and avoiding full compensation over each map period. In fact, new kinds of fibers 
known as nonzero-dispersion-shifted fibers (NZDSFs) were designed and marketed 
after the advent of WDM systems. Typically, GVD is in the range of 4 to 8 ps/(km-nm) 
in such fibers to ensure that the FWM-induced crosstalk is minimized. FWM can still 
be a source of major concern in dense WDM systems in which each channel operates 
at 2.5 Gb/s, and the channel spacing is kept below 10 GHz [44]. 
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Figure 9.12: FWM-induced noise on the central channel at the output of a 25-km-long fiber 
when three 3-mW channels are launched with I-nm spacing. (After Ref. [41]; 01997 Elsevier.) 

9.4 Cross-Phase Modulation 

Both SPM and XPM affect the performance of WDM systems. The effects of SPM 
have been discussed in Sections 4.6 and 8.1 because, by definition, SPM represents 
an intrachannel nonlinear mechanism. In contrast, XPM is an important source of in- 
terchannel crosstalk in WDM lightwave systems, and its impact on the performance of 
WDM systems has been studied extensively [70]-[85]. Similar to the case of intrachan- 
nel XPM effects discussed in Section 8.4.2, XPM interaction among WDM channels 
leads to both amplitude fluctuations and timing jitter. 

9.4.1 Amplitude Fluctuations 

Consider the source of amplitude fluctuations first. As discussed in Section 4.2, XPM 
originates from the nonlinear nature of the refractive index, which produces a phase 
shift that depends on the bit patterns of neighboring channels. Strictly speaking, the 
XPM-induced phase shift should not affect system performance if the GVD effects 
were negligible. However, any dispersion in fiber converts pattern-dependent phase 
shifts to power fluctuations, reducing the SNR at the receiver. This conversion can be 
understood by noting that time-dependent phase changes lead to frequency chirping 
that affects dispersion-induced broadening of the signal. Such XPM-induced power 
fluctuations can become quite large for large values of dispersion parameter and chan- 
nel powers. In a dispersion-managed system, they also depend on the dispersion map 
employed. 

The pump-probe analysis developed in Sections 4.2.3 is often used to estimate the 
level of XPM-induced power fluctuations on a CW probe as it travels down the fiber 
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Figure 9.13: Standard deviation of XPM-induced probe fluctuations as a function of link length 
(each span is 60 km) when the DCF length in each span is (a) 12 km or (b) 10.8 km. (c) Probe 
fluctuations after 5 spans with an input level normalized to 1. (After Ref. [80]; 02000 IEEE.) 

link with a data channel acting as a pump at a different wavelength [70]-[73]. Figure 
9.13(a) shows fluctuation level OXPM of a probe channel as a function of link length 
when it propagates with a lO-Gb/s channel separated by 50 GHz and launched with 10- 
mW power [80]. Each span consists of 60 km of standard fiber, followed with 12 km of 
DCF, resulting in zero dispersion on average. Symbols are used to compare the pump- 
probe approach (filled circles) with the numerical solutions obtained by solving the 
NLS equation (open circles). Clearly, the pump-probe approach provides an order-of- 
magnitude estimate as it ignores nonlinear distortion of the pump channel. The curve 
with triangles is obtained when pump distortions are taken into account. The level of 
pump distortion can be reduced if the DCF length is shortened to 10.8 km so that the 
average dispersion of the link is anomalous, and soliton effects become important. As 
seen in Figure 9.13(b), the pump-probe approach is then in better agreement with full 
numerical simulations. The inset shows the eye diagram for the pump channel after 6 
spans. Temporal variations of the probe power (normalized to 1 at the input end) after 
five spans are displayed in part (c). Solid and dashed curves compare the solution of 
the NLS equation with the improved pump-probe approach. The important point is that 
the XPM generates power fluctuations that become larger than 20% after only 300 km. 
As a result, the SNR at the receiver end will be reduced considerably for all channels. 
Clearly, one must design a WDM system to minimize them. 

The results of Figure 9.13 were obtained for a 50-GHz channel spacing. Because 
of the walk-off effects discussed in Section 4.2.3, XPM-induced power fluctuations 
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Figure 9.14: Measured standard deviation of probe fluctuations as a function of channel spac- 
ing with (circles) and without (squares) dispersion compensation. Triangles represent the data 
obtained under field conditions. Inset shows a temporal trace of probe fluctuations for AL = 0.4 
nm. (After Ref. [78]; 02000 IEEE.) 

depend considerably on channel spacing and become less pronounced as it increases. 
The solid symbols in Figure 9.14 show the values of G X ~ M  measured in an experiment 
in which channel spacing was varied from 0.4 to 2 nm [78]. The pump channel was 
launched with 20-mW power in all cases. Even though probe power was constant at 
the input end, it exhibited large variations (see the inset obtained for 0.4-nm chan- 
nel spacing) after two spans, each consisting of 92 km of standard fiber and a DCF 
for dispersion compensation (circles). In the absence of DCF, probe fluctuations be- 
came larger (squares). The smallest values of GXPM were observed under actual field 
conditions. Numerical simulations provide only a qualitative agreement with the ex- 
perimental data because of the influence of PMD on the XPM phenomenon and are 
consistent with a theory that incudes the PMD effects [84]. 

How much does the XPM-induced amplitude jitter affect system performance? 
In practice, a measure is provided either by the eye-closure penalty or by the power 
penalty induced by XPM effects for maintaining a specific BER. The impact of ampli- 
tude jitter can also be quantified through the degradation of the Q factor induced by the 
XPM. In a simple model, the Q factor, defined as Q = (I1 -ZO) / (G~  +GO), is calculated 
by replacing 01 with [80] 

where GXPM is the value calculated with the pump-probe method [80]. The basic as- 
sumption is that XPM-induced amplitude fluctuations enhance the noise level of 1 bits 
(but leave the 0 bits relatively unaffected), and this noise can be added to other noise 
sources, assuming that it is governed by an independent Gaussian process. Such an 
approach works reasonably well when the WDM signal is in the the NRZ format. In 
the case of RZ format, one must include the impact of XPM-induced timing jitter, a 
topic we turn to next. 
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9.4.2 Timing Jitter 

XPM interaction among neighboring channels can induce considerable timing jitter. 
The situation is somewhat different from the intrachannel case discussed in Section 
8.4.2 where all pulses travel with the same speed and thus remain overlapped through- 
out the fiber. In contrast, pulses belonging to different channels travel at different 
speeds in a WDM system and walk through each other at a rate that depends on the 
wavelength difference of the two channels involved. Since XPM can occur only when 
pulses overlap in the time domain, one must include the walk-off effects in any study 
of interchannel XPM [86]-[961. 

Physically, timing jitter is a consequence of the frequency shifts experienced by 
pulses in one channel as they overlap with pulses in other neighboring channels. Tem- 
poral overlapping of optical pulses in two neighboring channels is referred to as a 
collision. As a faster-moving pulse belonging to one channel collides with and passes 
through a pulse in another channel, the XPM-induced chirp shifts the pulse spectrum 
first toward the red side and then toward the blue side. In a lossless fiber, most colli- 
sions are perfectly symmetric, resulting in no net spectral shift, and hence no temporal 
shift, at the end of the collision. 

In a loss-managed system with optical amplifiers placed periodically along the link, 
power variations make collisions between pulses of different channels asymmetric, re- 
sulting in a net frequency shift, and hence in a net temporal shift, that depends on the 
magnitude of channel spacing. Physically speaking, the speed of pulses belonging to 
a WDM channel depends on its carrier frequency, and any change in this frequency 
slows down or speeds up their speed, depending on the direction in which frequency 
changes. A constant temporal shift would be of little consequence if it were the same 
for all pulses. However, the XPM-induced shift in the pulse position is different for 
different pulses because it depends on the bit patterns and wavelengths of other chan- 
nels, and thus manifests as a timing jitter at the receiver end. This timing jitter degrades 
the eye pattern, especially for closely spaced channels, and leads to an XPM-induced 
power penalty that depends on channel spacing and the type of fibers used for the WDM 
link. The power penalty increases for fibers with large GVD and for WDM systems 
designed with a small channel spacing and can become quite large when channel spac- 
ing is reduced to below 100 GHz. Such a restriction on channel spacing translates into 
a low spectral efficiency. 

Mathematically, the effects of interchannel collisions on the performance of WDM 
systems can be best understood by considering the simplest case of two WDM channels 
separated by Qch. Using the NLS equation (8.1.2) with 

U = U1 exp(-iQCht/2) +U2exp(+iQcht/2), (9.4.2) 

and neglecting the FWM terms, pulses in each channel are found to evolve according 
to the following two coupled equations: 

p2 a2u2 + y p o p ( z ) ( ~ u 2 ~ 2 + 2 ~ u , ) 2 ) u ~  = 0, (9.4.4) 
au, 6 au, j - + - - + - -  
a z  2 a t  2 at2 
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where 6 = I&lQch is a measure of the mismatch between the group velocities of the 
two channels. In writing these equations, the common carrier frequency is chosen to 
be in the center of the two channels. 

It is useful to define the collision length Lcoll as the distance over which pulses 
in different channels remain overlapping during a collision before separating. It is 
difficult to determine precisely the instant at which a collision begins or ends. One 
convention uses 27;. for the duration of the collision, where T, is the full width at the 
half-maximum (FWHM) of each pulse, assuming that a collision begins and ends when 
two pulses overlap at their half-power points [86]. In another, the duration Tb of bit slot 
is used for this purpose. In the case of RZ format, the two conventions are related to 
each other because T, = Th/2 for a 50% duty cycle. Since 6 is a measure of the relative 
speed of two pulses, the collision length can be written as 

(9.4.5) 

where B is the bit rate and AVch is the channel spacing. As an example, if we use 
B = 10 Gb/s and Ip-21 = 5 ps2/km, Lcoll = 32 km for a channel spacing of 100 GHz 
and it reduces to below 8 km for a 40-Gb/s system. Even smaller values can occur if 
standard fibers are used with I & I  = 20 ps2/km. In contrast, Lcoll can exceed 100 km 
when low-dispersion fibers are employed with a small channel spacing. 

The last term in Eqs. (9.4.3) and (9.4.4) is due to XPM-induced coupling between 
two channels and is responsible for the temporal and frequency shifts during a collision. 
Similar to the analysis used in Section 8.4.2 for intrachannel XPM, we can employ the 
variational or the moment method to calculate these shifts [95]. In fact, details are 
similar to the intrachannel case, and the moment equations for the pulse parameters 
are almost identical to Eqs. (8.4.1 1) through (8.4.14). The only difference is that one 
needs to take into account the group-velocity mismatch between the two pulses. If we 
assume that pulses in two channel are identical in all respects, these equations take the 
form (after dropping the subscript on T and C) 

(9.4.6) 

(9.4.8) 

(9.4.9) 

where p = At /T .  Notice that the temporal shift depends on the net frequency separa- 
tion Qch + AQ between the two channels, where is the constant channel spacing 
and AQ is the XPM-induced frequency shift. Similarly, At represents net temporal 
spacing between two pulses and consists of two parts Atp and AtXpM. The first part 
represents the collision of two pulses because of a finite value of Qch, while the second 
part is due to XPM-induced coupling between them. 
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The net XPM-induced frequency shift AQ can be calculated by integrating Eq. 
(9.4.8) over a distance longer than the collision length such that pulses are well sep- 
arated before and after the collision. Using z = zc + yT/6, where zc is the location 
where pulses overlap completely (center of collision), the result can be written as 

where we assumed that pulse width does not change significantly during a collision. 
The parameter y M Atp/2T changes from negative to positive, becoming zero in the 
center of the collision where pulses overlap fully. Since the integrand is an odd func- 
tion of p when y and p are z-independent, the integral in Eq. (9.4.10) vanishes in this 
case. This can happen if (1) a collision is complete entirely within one fiber section 
with constant y and (2 )  distributed amplification is used such that p M I .  Under such 
conditions, two colliding pulses do not experience any temporal shift within their as- 
signed bit slots. 

Figure 9.15(a) shows how the frequency of the slow-moving pulse changes during 
the collision of two 50-ps solitons when channel spacing is 75 GHz. The frequency 
shifts up first as two pulses approach each other, reaches a peak value of about 0.6 GHz 
at the point of maximum overlap, and then decreases back to zero as two pulses sepa- 
rate. The maximum frequency shift depends on the channel spacing. It can be calcu- 
lated by replacing the upper limit in Eq. (9.4.10) with 0. When p = 1 and y is constant 
during a collision, it is given by 

where LNL = (yPo)-' is the nonlinear length and AVCh is the channel spacing. One 
can follow the same procedure for the collision of two solitons with an amplitude of 
the form sech(t/To) to find Afmax = (3a2T:Avch)-'. For 40-Gb/s channels spaced 
100 GHz apart, this maximum frequency shift can exceed 10 GHz. 

Most interchannel collisions are rarely symmetric in WDM systems for a variety 
of reasons. When fiber losses are compensated periodically through lumped ampli- 
fiers, p ( z )  is never an even function with respect to the center of collision. Physically, 
large peak-power variations occurring over a collision length destroy the symmetric 
nature of the collision. As a result, pulses suffer net frequency and temporal shifts after 
the collision is over. Equation (9.4.9) can be used to calculate the residual frequency 
shift for a given functional form of p ( z ) .  Figure 9.15(b) shows the residual shift as a 
function of the ratio L c , l l / L ~ ,  where LA is the amplifier spacing, in the case of solitons 
[86]. The residual frequency shift increases rapidly as Lcoll approaches LA and becomes 
-0.1 GHz. Such shifts are not acceptable in practice since they accumulate over mul- 
tiple collisions and produce velocity changes large enough to move the pulse out of 
its assigned bit slot. When Lcoll is so large that a collision lasts over several amplifier 
spacings, the effects of gain-loss variations begin to average out, and the residual fre- 
quency shift decreases. As seen in Figure 9.15(b), it virtually vanishes for Lcoll > 2.!4 
(safe region). 

The preceding two-channel analysis focuses on a single collision of two pulses. 
Several other issues must be considered when calculating the timing jitter. First, neigh- 
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Figure 9.15: (a) Frequency shift during collision of two 50-ps solitons with 75-GHz channel 
spacing. (b) Residual frequency shift after a collision because of lumped amplifiers (LA = 20 
and 40 km for lower and upper curves, respectively). Numerical results are shown by solid dots. 
(After Ref. [86]; 01991 IEEE.) 

boring pulses in a given channel experience different number of collisons. This differ- 
ence arises because adjacent pulses in a given channel interact with two different bit 
groups, shifted by one bit period. Since 1 and 0 bits occur in a random fashion, dif- 
ferent pulses of the same channel are shifted by different amounts. Second, collisions 
involving more than two pulses can occur and should be considered. Third, a residual 
frequency shift always occurs when pulses in two different channels overlap at the in- 
put of the transmission link because their collisions are always incomplete (since the 
first half of the collision is absent). Such residual frequency shifts are generated only 
over the first few amplification stages but pertain over the whole transmission length 
and become an important source of timing jitter [87]. 

An entirely different situation is encountered in dispersion-managed systems where 
a collision may not be complete before the dispersion changes suddenly its nature at the 
end of a fiber section. As soon as the colliding pulses enter the fiber section with op- 
posite dispersion characteristics, the pulse traveling faster begins to travel slower, and 
vice versa. Moreover, because of high values of local dispersion, the speed difference 
between two channels is relatively large. Also, the pulse width changes in each map 
period and can become quite large in some regions. The net result is that two colliding 
pulses move in a zigzag fashion and pass through each other many times before they 
separate from each other because of the much slower relative motion governed by the 
average value of GVD. Since the effective collision length becomes much larger than 
the map period (and the amplifier spacing), the condition Lcoll > 2L* is satisfied even 
when soliton wavelengths differ by 20 nm or more. This feature makes it possible to 
design WDM systems with a large number of channels. 

The residual frequency shifts encountered in dispersion-managed systems depend 
on a large number of parameters, including map period, map strength, and amplifier 
spacing [90]-[96]. As before, residual frequency shifts occurring during complete col- 
lisions average out to zero. However, not all collisions are complete. For example, if 
pulses overlap initially, the incomplete nature of the collision will produce some resid- 
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Figure 9.16: Growth of timing jitter in two channels as a function of distance for a 10-channel 
WDM system designed with a 100-km periodic dispersion map. Numerical (solid curves) 
and semianalytic (dashed curves) results are compared for 10-Gb/s channels spaced apart by 
100 GHz. (After Ref. [96]; 02000 IEEE.) 

ual frequency shift. The zigzag motion of pulses can also produce frequency shifts 
if two pulses approach each other near the junction of opposite-dispersion fibers be- 
cause they will reverse direction before crossing each other. Such partial collisions can 
result in large frequency shifts and thus produce a relatively large timing jitter. This 
situation can be avoided by optimizing the dispersion map used for a WDM system 
appropriately [95]. 

An accurate estimate of XPM-induced timing jitter for a WDM system requires 
numerical solutions of the NLS equation that become quite time-consuming as the 
number of channels increases. A semianalytic approach based on the moment method 
has been used with success [96]. It uses the optical field found numerically for a single 
pulse in each isolated channel (a relatively fast calculation) to calculate the timing 
jitter in all WDM channels by performing the average over random bit patterns in an 
analytic fashion. Figure 9.16 compares the results obtained using such an approach 
(dashed line) with those calculated using full numerical simulations (solid line) for a 
10-channel dispersion-managed WDM system. All channels operate at 10 Gb/s and are 
spaced apart by 100 GHz. The dispersion map consists of a 95.6-km fiber with D = 4 
ps/(km-nm) followed with 4.4 km of DCF with D = -85 ps/(km-nm). An amplifier is 
located in the middle of each fiber span. The peak power of each pulse representing 1 
bit is taken to be 3.13 mW. 

A noteworthy feature of Figure 9.16 is that timing jitter does not increase monoton- 
ically and exhibits periodic humps. The hump period is related to the distance over 
which pulses in two neighboring channels separate fully, after following a zigzag path, 
and is given by Lh = Tb/ (&AQZch) ,  where Tb is the duration of each bit slot and f iz  is 
the avearage value of pZ. For the parameter values used for Figure 9.16, Lh is about 
1,600 km. The other important feature of Figure 9.16 is that timing jitter is larger for 
the central channel compared with the first or last channel. This is easily understood 
by noting that pulses in the central channel collide with pulses in channels located on 
both sides and thus experience more jitter. 
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Figure 9.17: Evolution of pulse width along the link length in one channel of a 16-channel WDM 
system. Insets show the experimentally measured and numerically simulated eye diagrams at a 
distance marked by arrows. (After Ref. [99]; 02000 IEEE.) 

9.5 Control of Nonlinear Effects 

Among the three nonlinear effects that create interchannel crosstalk and limit the per- 
formance of WDM systems, FWM and XPM constitute the dominant sources of power 
penalty. FWM can be reduced considerably with dispersion management. For this rea- 
son, modern WDM systems are often limited by the XPM effects, and one must design 
the system to minimize them as much as possible. In this section, we discuss several 
techniques that can be used for this purpose. 

9.5.1 Optimization of Dispersion Maps 

As discussed in Chapters 7 and 8, the performance of a single-channel lightwave sys- 
tem depends on details of the dispersion map (because of the nonlinear effects) and can 
be improved by optimizing the dispersion map. This is also the situation for WDM sys- 
tems [97]-[106]. The parameters that can be adjusted are amount of precompensation, 
lengths and dispersions of each fiber section used to form the dispersion map, residual 
dispersion per map period, and the amount of postcompensation. 

It has been observed in many system experiments that the use of precompensation 
helps to improve the performance of long-haul systems [99]-[loll. In fact, such a 
scheme is known as the CRZ format because precompensation using a piece of fiber is 
equivalent to chirping optical pulses representing 1 bits in a bit stream. As discussed 
in Section 7.6.1, a phase modulator can also be used to prechirp optical pulses. The 
reason behind the improved system performance with prechirping is partly related to 
the results of Section 3.3.1 where it was shown that a chirped Gaussian pulse undergoes 
a compression phase when it is chirped suitably. 

Figure 9.17 shows how pulse width evolves with distance in one channel of a 16- 
chanel WDM system when a phase modulator is used to prechirp the pulses [99]. In 
this experiment, channels operated at 10 Gb/s with a channel spacing of 100 GHz and 
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a periodic dispersion map was employed with a small amount of residual anomalous 
dispersion per map period. As expected, the pulse width increases monotonically in 
the absence of phase modulation (PM) but is smaller than its input value even after 
10,000 km when PM is employed to prechirp the pulse. The measured and simulated 
eye diagrams show clearly the improvement realized with the use of PM. 

The amplitude and timing jitters induced by the XPM interaction among pulses 
of neighboring channels depend on the collision length Lcoll introduced in Eq. (9.4.5). 
This length is below 10 km when standard fibers are used with B = 10 Gb/s and a 
100-GHz channel spacing. The impact of XPM is reduced considerably for such sys- 
tems because pulses pass over each other relatively rapidly. In contrast, when channel 
spacing is reduced to below 20 GHz, as is the case for ultradense WDM systems, 
and dispersion-shifted fibers with lpzi values < 10 ps2/km are employed, Lcoll exceeds 
100 km, and XPM effects may be enhanced. The use of fibers with large dispersion 
helps to improve the performance of dense WDM systems [ 1031. 

An attractive scheme that is capable of cancelling the XPM-induced distortion for 
an arbitrary dispersion map makes use of midspan spectral inversion through optical 
phase conjugation [107]. The basic idea behind such a scheme has been discussed 
in Section 7.5 in the context of single-channel systems. The same scheme can also 
eliminate interchannel nonlinear effects. The reason can be understood by noting that 
the sign of dispersion parameters for all fiber sections is effectively inverted after the 
phase conjugator. When a phase conjugator is placed in the middle of the entire link, 
the dispersion map appears symmetric, and XPM effects nearly vanish. Another way to 
understand this process is to note that all XPM-induced frequency shifts introduced in 
the first half of the fiber link change sign and are cancelled in the second half. Figure 
9.18 compares the numerically simulated eye patterns at a distance of 2,560 km for 
three channel spacings. Each NRZ-format channel of the 5-channel WDM system 
operates at 10 Gb/s and is launched with 1 mW of average power. Amplifiers are spaced 
80 km apart. Each 80-km fiber section is made of standard fiber with D = 16 ps/(km- 
nm) and y = 1.2 W-'/km and its dispersion is fully compensated using DCFs. When 
a spectral inverter is placed after 16 spans at a distance of 1,280 km, the eye pattern 
is improved drastically because of the near cancellation of XPM-induced timing jitter. 
The predicted improvement in the Q factor exceeds 5 dB. 

A simple approach to XPM suppression consists of introducing relative time de- 
lays among the WDM channels after each map period such that pulses in neighboring 
channels are unlikely to overlap most of the time [79]. The use of a RZ format is 
quite helpful in this context because pulses occupy only a fraction of the bit slot. In a 
10-channel WDM experiment, time delays were introduced by using 10 fiber gratings 
spaced apart by varying distances chosen to enhance XPM suppression [81]. The BER 
floor observed after 500 km of transmission disappeared after the XPM suppressors 
(consisting of 10 Bragg gratings) were inserted every 100 km. The residual power 
penalty at a BER of was below 2 dB for all channels. 

Another design issue is related to whether the CRZ or the soliton format is em- 
ployed. In both cases, optical pulses remain confined to their bit slots. The only dif- 
ference is that the input launch conditions are adjusted in the soliton case such that all 
pulse parameters recover their input values after each map period in a periodic fashion, 
whereas no such condition is imposed in the CRZ case. Typically, pulses are shorter in 
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Figure 9.18: Numerically simulated eye patterns at a distance of 2,560 km for a channel spacing 
of (a) 100, (b) 50, and (c) 25 GHz obtained without (left column) and with (right column) a 
midspan spectral inverter. (After Ref. [ 1071; 02004 IEEE.) 

the soliton case and the map strength is relatively weak so that neighboring pulses in a 
given channel do not overlap significantly. However, collisions of pulses belonging to 
neighboring channels occur in both cases, and both types of WDM systems are affected 
by interchannel XPM. Indeed, it is sometimes argued that the soliton and CRZ formats 
have effectively merged as far as modern WDM systems are concerned [ 1011. 

Similar to the case of single-channel systems, sliding-frequency filters can reduce 
timing jitter in WDM soliton systems [108]. In practice, Fabry-Perot filters are used 
because their periodic transmission windows allow filtering of all channels simultane- 
ously. For the best operation, mirror reflectivities are kept low (below 25%) to reduce 
the finesse. Such low-contrast filters remove less energy from pulses but are as effec- 
tive as filters with higher contrast. The physical mechanism remains the same as for 
single-channel systems. More specifically, collision-induced frequency shifts are re- 
duced because the filter forces the soliton frequency to move toward its transmission 
peak. Filtering can also relax the condition Lcoll > 2LA, allowing Lcoll to approach LA. 
The technique of synchronous modulation can also be applied to WDM systems for 
controlling the XPM-induced timing jitter. 

As discussed in Section 8.3.3, the performance of a single-channel soliton system 
can be improved by using a dense dispersion map for which the map period Lmap is 
a fraction of the amplifier spacing such that LA = mLmap, where m is an integer. The 
same conclusion should hold for CRZ systems. Indeed, in a 2002 experiment in which 
32 channels, each operating at 40 Gb/s, were transmitted over a distance of 3000 km, 
it was observed that system performance improved for m = 2 with LA = 50 km [ 1041. 
Two fibers used to form the periodic map had dispersion of 20 and -63 ps/(km-nm). 
The launch power was optimized to maximize the Q factor at the receiver. Figure 
9.19 shows the measured Q factors for all channels together with the eye patterns for 
3 channels. Even the lowest value of 11.9 dB is large enough that this system can 
operate with a BER below after forward error correction. Interestingly, it was 
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Figure 9.19: Measured Q factors after 3,000 km for 32 channels spaced 100 GHz apart. Insets 
show the eye patterns for three channels marked by arrows. (After Ref. [ 1041; 02002 IEEE.) 

observed in this experiment that the performance of the WDM system became worse 
for m = 4, even though this choice improved performance when only a single-channel 
was transmitted. We can thus conclude that the interchannel XPM effects are enhanced 
when the map period becomes too small. This behavior can be understood by noting 
that when the map period becomes smaller than the collision length, dispersion changes 
sign on such a short length scale, and the relative motion of two colliding pulses follows 
such a zigzag path, that the XPM-induced timing jitter is likely to be enhanced. 

As discussed in Section 8.4, the pseudo-linear configuration, in which the map 
strength is made so large that optical pulses spread over multiple bits all along the link, 
is often useful at high bit rates for suppressing the intrachannel XPM effects. It turns 
out that this configuration also helps to suppress the interchannel XPM effects. The 
reason is that, as pulses in each channel spread over multiple bit slots, the total power 
8 in all channels that produce XPM-induced phase shift on a specific channel becomes 
nearly constant. As a result, frequency shifts (related to the time derivative dP,/dt)  
become negligible, and timing jitter is considerably reduced. 

The pseudo-linear approach is most suitable for WDM systems in which the bit rate 
of each channel is relatively large (40 Gb/s or more) and RZ-format pulses shorter than 
10 ps are employed. In one 1999 experiment, two 40-Gb/s channels were transmitted 
over 800 km of standard fiber using 2.5-ps pulses [ 1091. In this experiment, the entire 
dispersion accumulated over 800 km was compensated at the receiver end. However, 
the interchannel XPM effects played a relatively minor role since the channels were 
separated by 400 GHz, a relatively large channel spacing. In another 1999 experiment, 
four 40-Gb/s channels were transmitted with 250-GHz spacing using 4-ps pulses. Sev- 
eral other experiments have employed the pseudo-linear design for transmitting multi- 
ple 16O-Gb/s channels. In a 3-Tb/s WDM experiment, 19 channels, each operating at 
160 Gb/s, were transmitted over 40 km with 480-GHz spacing among channels [ 1 111. 
In a 2001 experiment, several 160-Gb/s channels were transmitted over 400 km using a 
channel spacing of only 300 GHz [112]. More recently, four 160-Gb/s were transmit- 
ted over 225 km with 75-km amplifier spacing. The channel spacing was 400 GHz in 
this experiment, and the measured Q2 values for all four channels were close to 15 dB. 
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Figure 9.20: Schematic of experimental setup used to transmit 100 channels over 320 km with 
25-GHz channel spacing. A Raman-pumping unit (RPU) compensates fiber losses every 80 km. 
FEC: forward error correction; LN: lithium niobate modulator, PC: polarization controller; OTF: 
optical tunable filter; Rx: optical receiver. (After Ref. [ 1141; 02000 IEEE.) 

9.5.2 Use of Raman Amplification 

The nonlinear effects can also be controlled to some extent by using a distributed am- 
plification scheme. This issue has been discussed in Section 6.6 in the context of 
single-channel systems. As was seen there, the use of Raman amplification allows 
one to obtain the same value of the Q factor at much lower values of the launch pow- 
ers by lowering the level of accumulated noise. As one may expect, a lower launch 
power also helps in reducing the interchannel XPM effects in WDM systems. Indeed, 
the use of Raman amplification has become quite common for modern WDM systems 

There is a second reason why Raman amplification may help in reducing the XPM- 
induced timing jitter. Its use helps to make peak-power variations along the link much 
less drastic than those occurring when lumped amplifiers are used. As a result, the 
function p ( z )  appearing in Eq. (9.4.10) becomes nearly constant and can be pulled out 
of the integral. If the collision of two pulses belonging to neighboring channels is com- 
plete in a fiber section with constant values of the dispersion and nonlinear parameter, 
the XPM-induced frequency shift vanishes, and no temporal shift is produced by such 
collisions. 

Several experiments have shown that distributed Raman amplification can be used 
to transmit a large number of channels with a relatively small channel spacing. Such 
systems are referred to as superdense or ultradense WDM systems. In a 2000 exper- 
iment, 100 channels, each operating at 10 Gb/s and spaced by only 25 GHz from the 
neighboring channels, were transmitted over 320 km of dispersion-shifted fiber [ 1141. 
Figure 9.20 shows the experimental setup schematically. Link losses were compen- 
sated every 80 km through distributed Raman amplification using a backward pumping 
configuration. It was necessary to employ the technique of forward error correction 
(FEC) to ensure a BER of Because of a 25-GHz channel spacing, the en- 
tire WDM signal could fit in the wavelength range of 1,540 to 1,560 nm. The zero- 
dispersion wavelength of the dispersion-shifted fiber was near 1,550 nm, indicating 
that the dispersion was relatively low for all channels. Indeed, it was not necessary to 

[ 1141-[ 1191. 
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Figure 9.21: (a) Optical spectrum and (b) measured Q factors after 320 km for the 100-channel 
WDM system. The dotted line shows the Q value required to maintain a BER below lop1* with 
FEC. (After Ref. [114]; 02000 IEEE.) 

compensate dispersion over the 320-km length. 
The reason why the 100-channel system was not limited by interchannel crosstalk 

in spite of its 25-GHz channel spacing is related to a relatively low input power (only 
-16 dBdchanne1) that was launched into the fiber link. The use of Raman amplifi- 
cation lowered the noise level enough that the system could be operated at such low 
input power levels without much penalty from the intrachannel as well as interchannel 
nonlinear effects. Indeed, the system performance after 320 km was limited by accu- 
mulated noise rather than the nonlinear effects. The transmission distance could be 
increased to beyond 1,000 km by employing the bidirectional pumping scheme that is 
known to lower the noise level even further. Figure 9.21 shows the optical spectrum 
recorded after 1,040 km together with the the BER and the Q factors (without FEC) 
measured as a function of channel wavelength [ 1141. The power launched into each 
channel was - 18 dBm. In the absence of FEC, the BER varied in the range of lop4 to 
lo-'. However, the BER for all channels could be reduced to below with the use 
of FEC. In a similar experiment, 100 channels with 25-GHz spacing were transmitted 
in the L band using a wavelength range of 1,570.9 to 1 3 9  1.6 nm [ 11 51. A distinct 
advantage of the Raman amplification is that link losses can be compensated in the S, 
C, or L band by simply changing the pump wavelengths. 

The performance of Raman-amplified WDM systems has improved considerably 
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Figure 9.22: Measured (a) system margin and (b) power penalties after 1,600 km as a function of 
channel wavelengths for two values of launched powerkhannel for a 64-channel WDM system 
with 2.56-Tb/s capacity. (After Ref. [118]; 02004 IEEE.) 

in recent years [118]. In a 2001 experiment, 128 channels, each operating at 10 Gb/s, 
were transmitted over 4,000 km of reduced-slope dispersion-shifted fiber (RS-DSF) 
using a 100-km-long recirculating loop. An average power of -5 dBm was launched 
into each channel. The channel spacing was 50 GHz in this experiment. Even when 
standard fibers with a relatively large dispersion were employed, the WDM system 
could be operated over 3,200 km. Such performance is difficult to realize with lumped 
amplifiers. Several experiments have used Raman amplification for WDM systems in 
which each channel operates at 40 Gb/s. In one 64-channel experiment, the WDM 
signal with a capacity of 2.56 Tb/s could be transmitted over 1,600 km of RS-DSF. 
It was necessary to optimize the launch power as the system performance degraded 
considerably when power was increased from -2 to - 1 dBm. Figure 9.22 shows the 
system margin and the penalty measured as a function of channel wavelength at these 
two power levels. The system margin is defined as the difference between the received 
and required optical SNR (both measured on a dB scale). The penalty is defined as 
the increase in required optical SNR compared with the value needed in the absence of 
fiber link (both measured on a dB scale). The penalty is below 3 dB for all channels 
at a power level of -2 dBm/channel but increases to beyond 6 dB for some channels 
when this power is increased by 1 dB. 

9.5.3 Polarization Interleaving of Channels 

As discussed in Section 8.5.3, the impact of intrachannel nonlinear effects can be re- 
duced considerably by ensuring that the neighboring bits in a channel are orthogonally 
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polarized. The same idea can be extended to the case of interchannel nonlinearities 
by designing WDM systems such that the bit streams in two neighboring channels are 
orthogonally polarized [120]-[123]. Such a scheme is relatively easy to implement in 
practice. Figure 9.20 shows the experimental setup used typically for this purpose. The 
even and odd number channels are multiplexed together into two separate branches, 
whose states of polarization (SOPs) are adjusted using polarization controllers such 
that they are orthogonal. A polarization beam combiner or a device known as the chan- 
nel polarization interleaver is then used to create a WDM signals whose neighboring 
channels are orthogonally polarized. 

Why should polarization interleaving help in reducing the impact of interchannel 
nonlinear effects? The reason is that both XPM and FWM depend on the SOPs of 
the interacting channels. When two pulses in neighboring channels collide and inter- 
act through XPM, the phase, frequency, and temporal shifts induced by such a collision 
depend on the relative SOPs of the two channels. More precisely, the factor of 2 appear- 
ing in the last term in Eqs. (9.4.3) and (9.4.4) is replaced with 2/3, when the channels 
are orthogonally polarized [39]. As a result, interchannel collisions should produce 
smaller phase shifts and lead to much less amplitude and timing jitters. 

Before reaching this conclusion, however, one should address the impact of polari- 
zation-mode dispersion (PMD) on channel polarizations [ 1241-[ 1271. As discussed in 
Section 3.4, PMD results from fluctuating residual birefringence inherent in all fibers 
used for designing lightwave systems. Its main effect is to change the SOP of each 
channel in a random fashion. If the two channels change their SOPs in a random fashion 
but remain nearly orthogonal, the technique of polarization interleaving can still be 
beneficial. In the language of Section 3.4, the Stokes vector of each channel would 
move in a random fashion on the Poincark sphere but the Stokes vectors associated 
with two neighboring channels would remain antiparallel to each other. 

The important question is over what lengths neighboring channels can maintain 
orthogonal SOPs in spite of birefringence fluctuations. As discussed in Section 3.4, the 
frequency dependence of the Stokes vector is governed by Eq. (3.4.27) and depends 
on the PMD vector. The length over which the relative SOP of neighboring channels 
can change significantly is known as the diffusion length &iff. It depends on the PMD 
parameter of the fiber D, and the channel spacing fich through the relation &iff = 

(D,fic&2. This length can vary over a wide range (<lo0 to >5,000 km) depending 
on the values of D, and Qch. For two channels spaced 50 GHz apart &iff is about 
1,000 km, if we use D, = 0.1 ps/km'/2 as a typical value for the PMD parameter. 
This estimate suggests that the polarization-interleaving technique is appropriate for 
suppressing interchannel nonlinear effects in WDM systems when fibers with relatively 
low values of D, are employed and channel spacing is less than 100 GHz. 

Figure 9.23 shows the results of numerical simulations for a 9,000-km dispersion- 
managed WDM system [122]. The 45-km-long dispersion map employs 28.5-km and 
16.5-km sections with dispersions of 20 and -40 ps/(km-nm), respectively, and its 
residual dispersion is compensated every 500 km. Each 10-Gbls channel carries an RZ 
bit stream with 33% duty cycle at an effective bit rate of 12.3 Gb/s because of FEC cod- 
ing. Channel spacing is varied in the range of 25 to 50 GHz, and the PMD parameter of 
the fiber has a value of D, = 0.06 ps/km'/2. The Q factors were calculated numerically 
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Figure 9.23: Q factors after 9,000 km as a function of launched power for three values of channel 
spacings when neighboring channels are copolarized (empty symbols) or orthogonally polarized 
(filled symbols) for a PMD parameter D, = 0.06 ps/km'/'. (After Ref. [ 1221; 02002 IEEE.) 

for several input power levels when neighboring channels were either copolarized or 
orthogonally polarized. A comparison of Q factors in the two cases, plotted as a func- 
tion of launched powerlchannel for three channel spacings in Figure 9.23, shows that 
the use of polarization interleaving can improve the Q factor by more than 2 dB for a 
25-GHz channel spacing but this advantage almost disappears when channel spacing is 
50 GHz. The experiments performed over a distance of 6,500 km with 25-GHz chan- 
nel spacing showed an improvement of more than 1 dB with the use of polarization 
interleaving [ 1221. 

It should be stressed that the use of polarization interleaving cannot eliminate the 
XPM-induced timing jitter completely. As an example, Figure 9.24 shows the fre- 
quency and temporal shifts calculated numerically for the middle channel, surrounded 
by four channels on each side, when channel spacing is 75 GHz [93]. Curve 1 shows 
that each pulse shifts by 100 ps (one bit slot) over 10,000 km because of XPM-induced 
frequency shift. The use of polarization interleaving (curve 2) improves the situation, 
but does not solve the problem. However, if sliding-frequency filters are employed, the 
temporal shift is reduced to below 15 ps for copolarized (curve 3) and to below 10 ps 
for orthogonally polarized channels (curve 4). In these numerical simulations, the map 
period and amplifier spacing were equal to 40 km. The dispersion map consisted of 
36 km of anomalous-GVD fiber and 4 km of DCF such that the average value of dis- 
persion was 0.1 ps/(km-nm), and the WDM system operated in the soliton regime. 

9.5.4 Use of DPSK Format 

Similar to the case of phase-alternation technique discussed in Section 8.5.2 for sup- 
pressing the intrachannel nonlinear effects, one may ask whether pulse phases can be 
adjusted to reduce the interchannel nonlinear effects. The answer turns out to be yes. 
The modulation format that has proved quite successful in this respect is the RZ-DPSK 
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Figure 9.24: Collision-induced frequency and temporal shifts for a pulse in a channel surrounded 
by four channels with 75-GHz spacing on each side. Curves 1 and 2 represent the cases of copo- 
larized and orthogonally polarized channels, respectively. Curves 3 and 4 show the improvement 
realized with sliding-frequency filters. The dashed line shows the prediction of an analytical 
model. (After Ref. [93]); @ 1999 OSA.) 

format (see Section 2.3.4) in which an optical pulse is present in all bit slots and the 
information is encoded in the phase of these pulses through DPSK [ 1281-[ 1321. Figure 
9.25 shows schematically how the field amplitude and optical power vary with time 
for a DPSK-coded channel in which the phase of pulses is shifted by z whenever a bit 
transition occurs. 

It is easy to understand qualitatively why XPM-induced penalties are reduced for 
systems designed with the RZ-DPSK format. The main reason why interchannel XPM 
leads to the amplitude and timing jitter is related to the randomness of bit patterns 
in two neighboring channels. It is easy to see that the XPM will be totally harmless 
if channel powers were constant in time because all XPM-induced phase shifts will 
be time-independent, producing no frequency and temporal shifts. However, this is 
not the case for the RZ-DPSK systems because, even though information is coded 
through phase shifts, an optical pulse is present in all bit slots. As seen in Figure 9.25, 
channel powers vary in a periodic fashion under such conditions. Nevertheless, the 
XPM effects are considerably reduced because all bits experience the same bit patterns 
in the neighboring channels and undergo nearly identical collision histories, especially 
if the average channel power does not vary too much along the link. Since all bits are 
shifted in time by nearly the same amount, little timing jitter is induced by interchannel 
collisions. 

For a more quantitative analysis, we should include the walk-off effects through 
Eqs. (9.4.3) and (9.4.4) since pulses in two channels travel at different speeds. If we 
ignore pulse broadening induced by GVD in these equations, the XPM-induced phase 



384 Chapter 9. WDM Systems 

Time (ns) 

Figure 9.25: Temporal variations of the electric field and optical power for a IO-Gb/s channel 
coded using the RZ-DPSK format. (After Ref. [129]; 02002 IEEE.) 

shift on a pulse in channel 1 depends on power variations in channel 2 as 

(9.5.1) 

where 9 ( t )  = Po/U(0 , t /2  governs power variations in channel 2 and 6 = I&lsZc, de- 
pends on the channel spacing. If lumped amplifiers are used to compensate for fiber 
losses, p ( z )  = exp( -az) in each fiber section between two amplifiers. By taking the 
Fourier transform of Eq. (9.5. l), we obtain [ 1291 

where we used L = NALA and assumed that the link is made of NA amplifiers spaced 
apart by LA such that O ~ L A  >> 1. 

Equation (9.5.2) shows that the fiber link acts as a low-pass filter of bandwidth 
f b  = a/(274&iQch) as far as the transfer of power variations into phase variations is 
concerned [129]. Using typical parameter values for a WDM system designed with 
standard fibers, 01 = 0.2 dB/km, D = 17 ps/(km-nm), and 100-GHz channel spacing, 
this frequency is found to be around 540 MHz, a value much smaller than typical chan- 
nel bit rates. Since the spectrum &(o) of a periodic pulse train consists of discrete 
frequency components separated by the bit rate B, only the zero-frequency (dc) com- 
ponent is passed by the low-pass filter. As a result, the XPM-induced phase shift is 
nearly constant in time even for RZ pulses, and no frequency and temporal shifts occur 
during interchannel collisions. 

Numerical simulations performed for an eight-channel WDM system confirm this 
simple analysis [ 1291. Figure 9.26 compares the calculated eye-opening penalty for the 
fourth channel in the case of standard RZ-ASK and RZ-DPSK formats, when channels 
operate at 10 Gb/s and are spaced 100 GHz apart. Each span between two amplifiers 
consists of 100 km of standard fiber, followed with a DCF of suitable length. Each 
channel carries chirp-free RZ pulses with 8-mW peak power. Residual dispersion of 
each channel is compensated at the receiver end to optimize the eye opening, measured 
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Figure 9.26: Eye-opening penalty (EOP) as a function of link length for one of eight channels 
in the case of RZ-ASK and RZ-DPSK formats. Eye diagrams at a distance of 3,000 km are also 
shown for the two formats. (After Ref. [129]; 02002 IEEE.) 

in a 20-ps time window. As seen in Figure 9.26, penalty increases rapidly for the 
standard RZ format but does not exceed even 1 dB at a distance of 3000 km when the 
DPSK format is employed. 

It should be mentioned that the reduction of interchannel XPM effects through 
RZ-DPSK does not come without a penalty, as it is accompanied in practice with the 
enhanced intrachannel SPM effects [132]. The reason is related to the fact that SPM- 
induced phase shift depends on the channel power. As a result, any power fluctuations 
induced by the amplifier noise are converted through SPM into phase [133], which af- 
fect the detection of the phase difference between two neighboring bits of that channel. 
Moreover, interchannel XPM produces additional phase fluctuations [ 1341. As a result, 
the use of RZ-DPSK is rarely beneficial for a single-channel system or for WDM sys- 
tems with a relatively large channel spacing. Nevertheless, this format provides better 
performance when spectral efficiency is enhanced by reducing the channel spacing. We 
discuss this issue in the following section. 

9.6 Major Design Issues 

The design of modem high-capacity WDM systems with a large number of channels 
transmitting data at 10 Gb/s or more is not a simple task and requires attention to 
many details. The accumulation of the dispersive and nonlinear effects along the link, 
addition of noise during optical amplification, and a desire to reduce channel spacing 
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make it necessary to employ a numerical approach for designing such systems. This 
section considers several major design issues that often limit system performance. 

9.6.1 Spectral Efficiency 

An important issue is related to the enhancement of spectral efficiency of dense WDM 
systems as much as possible. As discussed in Section 9.1.1, the spectral efficiency 
is defined as 77, = B/Av,h, where B is the single-channel bit rate and AV,h is the 
channel spacing. Most commercial WDM systems in 2004 were operating with qs 5 
0.2(b/s)/Hz, as they were designed to transmit lO-Gb/s channels with a spacing of 
50 GHz or more. Many laboratory experiments have shown that WDM systems whose 
channels operate at 40 Gb/s with a spacing of 100 GHz can be designed to realize sys- 
tem capacities of more than 2 Tb/s with a spectral efficiency of 0.4 (b/s)/Hz. Such a 
50-channel system occupies a bandwidth of 5 THz (around 40 nm near I .55 pm)  that 
covers the entire C band. Any increase in the capacity requires either the use of both 
the C and L bands or a reduction in channel spacing. For this reason, several experi- 
ments transmitted 40-Gb/s channels with a spacing of 50 GHz, resulting in a spectral 
efficiency of 0.8 (b/s)/Hz. Such WDM systems either employ modulation formats that 
are different than the standard RZ and NRZ formats or prefilter the optical signal at the 
transmitter end using an optical filter [ 1351-[ 1421. 

The idea behind prefiltering is simple. An optical bit stream generated by modu- 
lating an optical carrier has a symmetric spectrum with multiple peaks separated by a 
frequency equal to the bit rate. Since the left and right sidebands contain redundant 
information, one can borrow a technique from the microwave technology known as 
vestigial sideband (VSB) transmission, and launch only one of the sidebands into the 
fiber link. This technique has been used for NRZ-format WDM systems by filtering 
the signal spectrum with an optical filter that is detuned from the center by an optimum 
amount [141]. Figure 9.27(a) shows the location of filter passband (dashed curve) 
superimposed on the the spectrum of a 40-Gb/s NRZ bit stream. The penalty curve 
and the eye patterns for several detunings show that the optimum detuning is around 
20 GHz for a 30-GHz bandwidth filter. 

It turns out that the suppressed sideband can be reconstructed partially during trans- 
mission by the nonlinear effects occurring within the fiber link. An alternative scheme 
transmits the whole spectrum but employs an optical filter at the receiver end to se- 
lect only one sideband. The spectral efficiency is enhanced in this scheme by using 
a channel allocation pattern as shown in Figure 9.27(b). Rather than using a constant 
channel spacing, it is alternated between 50 and 75 GHz for successive 40-Gb/s chan- 
nels, resulting in a spectral efficiency of 0.64 (b/s)/Hz. At the receiver end, channels 
are selected with a 30-GHz filter that is detuned by 20 GHz or so toward the 75 GHz- 
spaced neighboring channel. With this arrangement, one always selects the sideband 
experiencing the smallest overlap with adjacent channels. This scheme was used as 
early as 2000 to transmit 128 channels at 40 Gb/s over 300 km, resulting in a sys- 
tem capacity of 5.12 Tb/s [141]. In later experiments, link length could be increased to 
around 1,500 km with the use of FEC, even though the effective bit rate of each channel 
increased to 42.7 Gb/s. 
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Figure 9.27: (a) Measured power penalty (thick solid curve) as a function of filter detuning (top 
inset) and eye diagrams at four values of detuning. (b) Measured spectra of filtered channels at 
the receiver end when channels are alternatively spaced by 50 and 75 GHz. (After Ref. [141]; 
02004 IEEE.) 

In a 2001 experiment, the same scheme was used to realize a record capacity of 
10.2 Tb/s by transmitting 256 channels at 40 Gb/s over 100 km [141]. This experiment 
employed the technique of PDM by transmitting two orthogonally polarized channels 
at each wavelength, and thus realized a spectral efficiency of 1.28 (b/s)/Hz. The PDM 
technique should be distinguished from polarization interleaving (see Section 9.5.3) in 
which neighboring channels are orthogonally polarized. In the case of PDM, the bit 
rate is effectively doubled as two orthogonally polarized bit streams are launched at 
each channel wavelength. Such a scheme suffers the most from the PMD problem. In 
a 2002 experiment, the distance could be increased to 300 km at 10.2 Tb/s by shifting 
the wavelengths slightly for the two orthogonally polarized bit streams. 

In the case of RZ format, the channel bandwidth can be reduced to some extent 
by employing the CSRZ format (see Section 2.3.3) in which phases of the neighboring 
pulses in an optical bit stream differ by K .  The carrier is suppressed for such a bit 
stream, and the two dominant spectral peaks are located at vo f B/2, rather than at vo f 
B, where vo is the carrier frequency and B is the channel bit rate. This feature allows 
considerable filtering of the signal before it is launched into the optical filter, while 
still retaining both sidebands. Figure 9.28 shows in several situations the effects of 
filtering on the spectrum of a 40-Gb/s channel modulated with the CSRZ format [ 1421. 
The eye diagrams recorded under back-to-back conditions (no fiber) are also shown. 
When the filter passband was centered at the carrier frequency (symmetric filtering), 
even a 68-GHz filter produced an almost 3-dB penalty in the measured Q factor. In 
contrast, the penalty was below 1.5 dB even for a 35-GHz filter, detuned off-center by 
an optimum amount (asymmetric filtering). In a 2002 experiment, a spectral efficiency 
of 1 (b/s)/Hz was realized with asymmetric filtering by transmitting 25 channels at 
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Figure 9.28: Effect of optical filtering on channel spectra and eye patterns: (a) unfiltered case; 
(b) symmetric 68-GHz filter; (c) symmetric 35-GHz filter; (d) asymmetric 68-GHz filter; (e) 
asymmetric 35-GHz filter. (After Ref. [ 1421; 02004  IEEE.) 

40 Gb/s, resulting in a capacity of 1 Tb/s. By 2003, a 5.12-Tbh WDM signal (128 
channels at 40 Gb/s per channel) was transmitted over 1,280 km by filtering each 42.7- 
Gb/s CSRZ bit stream (with 7% FEC overhead) with a 50-GHz optical filter [137]. 
Each channel was launched with -4 dBm of average power, and neighboring channels 
were orthogonally polarized to reduce interchannel crosstalk. 

In the case of the CSRZ format, phases of neighboring pulses differ by a, but 
information is coded through ASK or on-off keying. In the case of the RZ-DPSK 
format, information is coded in the optical phase but a pulse is present in all bit slots. 
One can even employ the CSRZ format in which an additional phase shift of n is 
added to alternate pulses, in addition to the phase shift required for DPSK coding. This 
type of DPSK coding has proven to be quite useful for enhancing the performance 
of high-capacity WDM systems. In a 2003 experiment, 89 channels, each operating 
at 42.7 Gb/s (because of 7% FEC overhead), were transmitted over 4,000 km using 
the CSRZ-DPSK format, while employing Raman amplification with 100-km spacing 
between pump stations [131]. The channel spacing was 100 GHz in this experiment. 

Several experiments have used the DPSK format for transmitting 40-Gb/s channels 
with 50-GHz channel spacing to realize a spectral efficiency of 0.8 (b/s)/Hz. In one ex- 
periment, 160 channels at 42.7 Gb/s (capacity 6.4 Tb/s) were transmitted over 3200 km 
of fiber [138]. Figure 9.29 shows the experimental setup schematically. Each 100-km 
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Figure 9.29: Experimental setup for the CSRZ-DPSK system with a 6.4-Tb/s capacity. PC: 
polarization controller; GE: gain-equalizing filter; RP: Raman pump; MZDI: Mach-Zehnder 
delay interferometer; WGR: waveguide grating router. (After Ref. [ 1381; 02004 IEEE.) 

section had a dispersion of 7.5 ps/(nm-km) and a dispersion slope of 0.039 ps/(nm2- 
km). Its loss was compensated through Raman amplification, while its accumulated 
dispersion was compensated using a DCF such that residual dispersion after one round 
trip in a 400-km recirculating loop was below 0.03 ps/(nm-km) for all channels. Two 
dynamic gain equalizers were used to maintain nearly equal power for all channels af- 
ter each round trip inside the loop. It was necessary to employ FEC coding to ensure 
a corrected BER of less than after 3,200 km. The capacity-distance product 
exceeded 20 (Pb/s)-km for this experiment. 

One may wonder whether it is possible to realize a spectral efficiency of > 1 (b/s)/Hz, 
and if the answer is yes, how large it can be made. This question has attracted consider- 
able attention in recent years as it is related to the ultimate capacity of a communication 
system operating over a finite channel bandwidth [143]-[148]. The issue of channel 
capacity was first studied by Shannon [ 1491, who showed that for a finite-bandwidth 
signal, the maximum capacity Cch of a linear channel of bandwidth Afch in the presence 
of Gaussian noise is given by 

where SNR is the signal-to-noise ratio at the receiver. If we assume that Afch is nearly 
equal to the bit rate B and define the capacity per unit bandwidth as 

we find that q, for a linear channel can be increased beyond 1 (b/s)/Hz without an 
upper bound, as long as SNR is made large enough, even though q, = B/AVch remains 
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Figure 9.30: Spectral efficiency as a function of input power density. Solid lines show the 
limitation set by XPM or FWM; dashed lines are obtained in the absence of nonlinear effects. 
Information is coded in both the intensity and phase for the curves marked unconstrained. (After 
Ref. (1481; 02004 IEEE.) 

below 1 (b/s)/Hz. Sometimes, qc is referred to as the spectral efficiency [ 1481, and qS 
is called the bandwidth utilization factor. 

As we have seen, optical fibers do not constitute a linear channel, and the preceding 
equation cannot be applied to them. The degradation caused by the nonlinear effects 
eventually limits qc to a maximum value. Figure 9.30 shows qc as a function of input 
power density (defined as the average input power per unit bandwidth) when informa- 
tion is recovered using a coherent detection scheme. The intensity of the channel is 
kept constant for the lower curve but both the phase and intensity are modulated for 
the curve marked unconstrained. These results are obtained for a dense WDM sys- 
tem (101 channels at 40 Gb/s spaced 50 GHz apart), designed with fiber parameters 
a = 0.2 dB/km, D = 17 ps/(km-nm), and y =  1.24 W-'/km. Fiber loss and dispersion 
are assumed to be compensated every 80 km. It is evident from Figure 9.30 that the 
nonlinear effects limit the maximum spectral efficiency to below 5 (b/s)/Hz even when 
information is coded in both the phase and amplitude of each channel. 

In practice, a spectral efficiency of at most 1 (b/s)/Hz can be realized when a binary 
modulation scheme is employed. The use of polarization multiplexing can increase 
this value, but the enhancement is limited because of the difficulty in recovering a 
polarization-coded bit stream at the receiver end. Nevertheless, a value of I .28 (b/s)/Hz 
has been realized with polarization multiplexing [141]. Larger values of q, are pos- 
sible if multilevel signaling is employed. A spectral efficiency of 1.6 (b/s)/Hz was 
realized in a 2003 experiment in which a format known as differential quadrature PSK 
(or DQPSK) was employed in combination with polarization multiplexing [ 1501. 
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9.6.2 Dispersion Fluctuations 

So far we have treated the dispersion of all fiber sections used to form a dispersion- 
managed fiber link as being uniform along the section length. We have also assumed 
that dispersion does not change with time. Both these assumptions are questionable for 
realistic fibers. The zero-dispersion wavelength & of a fiber depends on its core diame- 
ter, which can vary along the fiber length by a small amount (a few percent) in a random 
fashion during the fiber-pulling stage. Any variations in & manifest as changes in the 
value of the dispersion parameter D ( A )  at the channel wavelength. Although such dis- 
persion variations are static in nature, they can affect system performance whenever 
nonlinear effects are not negligible along the link. For this reason, dispersion fluctua- 
tions have attracted the most attention in the context of solitons [ 1511-[153]. 

A second source of dispersion fluctuations is related to environmental changes. If 
the temperature of the fiber changes at a given location, the local dispersion would also 
change with it because D also depends on temperature [154]-[156]. Such dynamic 
fluctuations are of considerable concern for 40-Gbh channels for which dispersion 
tolerance is relatively tight. In a simple model, D is assumed to vary with il as 

(9.6.3) 

where SO is the dispersion slope at the zero-dispersion wavelength &. Both SO and 
& vary along the fiber length and with temperature. Such variations affect system 
performance because the BER or the Q factor is sensitive to the distribution of disper- 
sion along the link length. In the case of a linear system, their impact can be com- 
pletely eliminated by employing a dynamic dispersion-compensation scheme (see Sec- 
tion 7.7.1). However, such a scheme does not work perfectly when nonlinear effects 
play a significant role. 

To study the impact of dispersion fluctuations on the performance of a WDM chan- 
nel operating at 40 Gb/s, the NLS equation is solved numerically, while including both 
the amplitude and phase fluctuations induced by the noise added by amplifiers. Disper- 
sion fluctuations are included by writing the local dispersion parameter as 

(9.6.4) 

where 6 is the average value of local dispersion and 6p2 is a random variable assumed 
to have a Gaussian distribution with zero mean and standard deviation 00. Every real- 
ization of the Gaussian process represents a different fiber link. Since time-dependent 
dispersion fluctuations related to temperature variations occur on a relatively long time 
scale, the Q factor can be calculated for each realization, but it changes in a random 
fashion for different realizations of dispersion distribution along the fiber link. Such 
changes in Q reflect the situation that the BER of a WDM channel can change during 
a day because of temperature-induced changes in fiber dispersion. 

Figure 9.31 shows how Q changes with distance for 15 different realizations of the 
random variable 6p characterized by a standard deviation of OD = 0.4 ps2km [153]. 
In these simulations, the dispersion map consisted of two fiber sections of nearly equal 
lengths (5 km) with = f 8  ps2/km. The average dispersion of the link was set at 
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Figure 9.31: Q factor as a function of distance for 15 realizations of dispersion fluctuations for 
a 40-Gbh channel. The inset shows Q values expected in the absence of dispersion fluctuations. 
The input peak power of 6-ps pulses was 2 mW. (After Ref. [ 1531; 0 2 0 0 3  IEEE.) 

-0.01 ps2/km. Link losses were compensated every 80 km through distributed Raman 
amplification. The RZ bit stream employed 6-ps Gaussian input pulses with a chirp 
parameter of 0.3 and a peak power of 2 mW, a value that was below the formation of 
dispersion-managed solitons. Figure 9.3 1 shows that Q can vary over a considerable 
range because of dispersion fluctuations. The worst case corresponds to the lowest 
value of Q. 

Figure 9.32 shows for several different values of OD how the worst-case Q factor 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4 

Input peak power (mW) 

5 

Figure 9.32: Worst-case Q factor for a 40-Gbh channel at a distance of 2,400 km as a function 
of input peak power for three values of OD. (After Ref. [153]; 0 2 0 0 3  IEEE.) 
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changes with input peak power after 2,400 km. In the absence of dispersion fluctu- 
ations, the peak value of Q M 9.5 around 2 mW is large enough that the system can 
operate without FEC coding. However, the peak shifts toward lower values of peak 
powers, and its height is reduced considerably, in the presence of dispersion fluctua- 
tions. For OD = 0.8 ps2/km, a value that corresponds to a fluctuation level of lo%, Q 
is around 5 at an input peak power of 1 mW. Such a system cannot operate reliably 
without FEC. These results illustrate that dispersion fluctuations, if left uncontrolled, 
can be detrimental to a lightwave system. 

9.6.3 PMD and Polarization-Dependent Losses 

As discussed in Section 3.4, fluctuations in the residual birefringence of optical fibers 
change the state of polarization (SOP) of all channels in a random fashion and also 
distort optical pulses because of random changes in the speeds of the orthogonally po- 
larized components of the same pulse (PMD). In a realistic WDM system, one should 
also consider the effects of polarization-dependent loss (PDL) associated with vari- 
ous optical components (see Section 3.5). Moreover, when optical amplifiers are used 
periodically for loss compensation, the polarization-dependent gain (PDG) of such am- 
plifiers can also degrade a WDM system. For this reason, considerable attention has 
been paid to understanding the impact of PMD, PDL, and PDG on the performance of 
WDM systems [157]-[1631. 

The main problem from the standpoint of system performance is that fiber birefrin- 
gence can change with time in a random fashion owing to variations in temperature 
and stress along the fiber link. As a result, both PMD and PDL can lead to channel 
outage-a phenomenon in which the BER of a channel increases so much that it is 
effectively out of use. Such an outage can occur at random times for random durations. 
The only solution to this problem is to design the WDM system such that the outage 
probability remains below a certain value. Acceptable values of the outage probability 
are below lo-’, a value that corresponds to an outage of less than 5 midyear. 

As seen in Section 3.4, the impact of PMD depends on the differential group delay 
(DGD) that leads to distortion and broadening of optical pulses. The outage probability 
depends on the average value of DGD and can be reduced by controlling it below a 
certain value. The origin of PDL-induced outage is quite different and is related to 
how PDL affects the optical SNR as the signal traverses the fiber link. To understand 
why PDL changes the SNR, one should consider what happens to the signal and noise 
as they pass through an optical element with different losses along its principle axes. 
Since noise is unpolarized, on average half of the noise is polarized along the signal 
and the other half is orthogonal to it. Because of this feature, a part of the orthogonal 
noise component is transferred to the signal, and it affects the SNR by an amount that 
depends on the SOP of the signal before it enters the lossy element. Since signal SOP 
is random for different PDL elements, the SNR at the end of the fiber link fluctuates in 
a random fashion, When the number of PDL elements is relatively large, optical SNR 
as well as the Q factor follow a Gaussian distribution [162]. 

Because of PDL, the Q factor may increase or decrease, and channel outage occurs 
when the reduction in Q exceeds a certain value. One can introduce the concept of 
the PDL-induced penalty as the maximum change in the Q factor for a given amount 
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Figure 9.33: Q-factor penalty as a function of the average value of PDL along the fiber link for 
several values of DGD. Dotted lines show the improvement realized with PMD compensation. 
(After Ref. [ 1621; 02003 IEEE.) 

of PDL. However, since a Gaussian distribution has long tails, the penalty can be 
arbitrarily large albeit with a lower and lower probability. In one set of numerical 
simulations, the penalty was defined with 99% confidence, that is, the probability was 
at most 1% that the actual penalty may exceed the predicted value [162]. Figure 9.33 
shows how the Q-factor penalty increases with the average value of accumulated PDL 
for several values of root-mean-square DGD. The simulations were performed for 
a 10-Gb/s channel carrying an RZ bit stream with 33% duty-cycle Gaussian pulses 
and operating over 4,000 km with 40 fiber spans. Each span had three PDL elements 
whose principle axes were oriented randomly. The dotted lines show the improvement 
that can be realized by employing a PMD compensation scheme. Such a scheme is 
beneficial but it does not affect the PDL-induced penalty. As seen in Figure 9.33, PDL 
can degrade the system even in the absence of PMD, and PMD compensation cannot 
reduce this penalty. Moreover, PDG can lead to additional penalties [158]. 

Many WDM systems employ a dynamic gain equalizer (DGE) at the location of 
amplifiers in an attempt to equalize channel powers. It has been noted that PDL- 
induced fluctuations of the SNR are reduced when such devices are employed [163]. 
The reason behind the SNR improvement can be understood by considering the noise 
components that are copolarized or orthogonally polarized with respect to the signal. 
DGEs reduce the effect of the copolarized noise component but leave the orthogonal 
part nearly unchanged. An analytic approach has been used to quantify the effects 
of PDL in the presence of DGEs. The results show that the magnitude of SNR im- 
provement depends on the number of DGEs but as few as four DGEs placed along a 
long-haul fiber link can improve the SNR by more than 2 dB for accumulated PDL 
values in the range of 3 to 6 dB. 
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9.6.4 Wavelength Stability and Other Issues 

The design of modem WDM systems requires a careful consideration of many trans- 
mitter and receiver characteristics. An important issue concerns the stability of the 
carrier frequency (or wavelength) associated with each channel. Most WDM systems 
employ for each channel a narrow-bandwidth semiconductor laser designed to operate 
in a single mode using either a DFB or distributed Bragg reflector (DBR) structure (see 
Section 5.2 of LT1). The output wavelength of such sources is set by a built-in grating 
through the relation A, = 2i i4  where ii is the effective mode index and A is the period 
of the built-in grating. 

The channel wavelength A, for DFB or DBR lasers can only change if the mode 
index ii changes. The refractive index of any material depends on temperature. In the 
case of semiconductors, A, can change with temperature at a rate of about 0.1 nm/"C 
[ 1641. Similar changes can also occur with the aging of lasers [165]. Such wavelength 
changes are generally not of concern for single-channel systems or coarse WDM sys- 
tems for which channel spacing exceeds 2 nm. However, they become critically impor- 
tant for dense WDM systems in which channel spacing can be below 25 GHz when the 
bit rate is 10 Gb/s, and the situation is worse for ultradense WDM systems in which 
each channel is designed to operate at 2.5 Gb/s. For such systems, it is important that 
the carrier frequencies of all channels remain stable to within 1 GHz or so. In fact, the 
maximum allowed wavelength drift throughout the laser lifetime is 10 pm for 10-Gb/s 
channels with a spacing of 25 GHz (ITU recommendation G.692). 

Most DFB and DBR lasers stabilize chip temperature by integrating a thermoelec- 
tric cooler within the laser package. Such a device can stabilize the temperature to 
within 1°C or so and provides sufficient wavelength stability for WDM systems with a 
channel spacing of 100 GHz or more. However, a thermoelectric cooler is not sufficient 
when channel spacing is 50 GHz or less. A number of techniques have been developed 
for stabilizing the laser wavelength to meet the requirement of dense WDM systems 
[ 1661-[ 1751. One technique employs electrical feedback provided by a frequency dis- 
criminator based on molecular gases to lock the laser frequency to a specific resonance 
frequency. For example, one can use ammonia, krypton, or acetylene for semicon- 
ductor lasers operating in the 1.55-pm region, as all three have resonances near that 
wavelength. Frequency stability to within 1 MHz can be achieved by this technique. 
Another technique makes use of the optogalvanic effect to lock the laser frequency to 
an atomic or molecular resonance [ 1671. 

The use of a molecular gas is not always practical, and its resonance frequencies do 
not coincide with the standard channel frequencies on the ITU grid. What one really 
needs for WDM systems is a comb of uniformly spaced and well-stabilized frequen- 
cies [ 1681. In one approach, a Michelson interferometer, calibrated with a frequency- 
stabilized master DFB laser, was used to provide a set of equally spaced reference 
frequencies [169]. A filter, an arrayed waveguide grating, or any other filter with a 
comb-like periodic transmission spectrum can also be used for this purpose [170]. A 
fiber grating is useful for frequency stabilization but a separate grating is needed for 
each channel since its reflection spectrum is not periodic [ 1711. A frequency-dithering 
technique in combination with an arrayed waveguide grating and an amplitude modu- 
lator can stabilize channel frequencies to within 0.3 GHz [ 1721. 
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Figure 9.34: Measured wavelength drift as a function of module temperature at 20-mW output 
power for a laser module integrated with a wavelength monitor. (After Ref. [ 1731; 0 2 0 0 3  IEEE.) 

In a more practical design, a wavelength monitor is integrated within the DFB-laser 
package, resulting in a laser module whose wavelength can be stabilized to within 5 pm 
or so [173]. Figure 2.15 in Section 2.4 shows schematically the design of a DFB laser 
packaged with a wavelength monitoring unit. In this device, light from the rear facet 
of the DFB laser is collimated by a lens and is split by a prism into two beams, one of 
which is used for monitoring the output power. The other beam is used for monitoring 
the laser wavelength and is passed through a Fabry-Perot Ctalon with periodic trans- 
mission peaks (separated by channel spacing) before it falls on a photodetector. To 
ensure that the comb of frequencies does not drift because of temperature variations, 
two separate thermoelectric coolers are used for the laser and the Fabry-Perot Ctalon. 
As shown in Figure 9.34, laser wavelength changes by less than 2 pm over a temper- 
ature range from -5 to 70°C when two thermoelectric coolers are employed. Such a 
scheme allows one to lock the laser wavelength precisely on the ITU grid. 

An important issue for all-optical networks (see Chapter 10) is related to the loss of 
signal power occurring because of insertion losses associated with add-drop filters that 
may be used at multiple network modes. Optical amplifiers are used to compensate 
for such losses, but not all channels are amplified by the same factor, unless the gain 
spectrum is flat over the entire bandwidth of the WDM signal. Although gain-flattening 
filters are commonly employed, channel powers can still deviate by 10 dB or more 
depending on the route taken by a WDM signal. It may then become necessary to 
control the power of individual channels (through selective attenuation) at each node 
within a WDM network to make channel powers nearly uniform. The issue of power 
management in WDM networks is quite complex, and it requires attention to many 
details [ 1761-[ 1801. The buildup of amplifier noise can also become a limiting factor 
when the WDM signal passes through a large number of amplifiers. Another major 
issue concerns dispersion management [ 1811. In a reconfigurable network the exact 
path taken by a WDM channel can change in a dynamic fashion. Such networks will 
require compensation of residual dispersion at individual nodes. Network management 
is an active area of research and requires attention to many details [182]. 
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Problems 

9.1 Dry fibers have acceptable losses over a spectral region extending from 1.3 to 1.6 
pm. Estimate the capacity of a WDM system covering this entire region using 
4O-Gb/s channels spaced apart by 50 GHz. 

9.2 The C and L spectral bands cover a wavelength range from 1.53 to 1.61 pm. How 
many channels can be transmitted through WDM when the channel spacing is 
25 GHz? What is the effective bit rate-distance product when a WDM signal 
covering the two bands using lO-Gb/s channels is transmitted over 2,000 km? 

9.3 What is meant by the in-band linear crosstalk? Derive an expression for the 
power penalty induced by a waveguide-grating router through this phenomenon. 

9.4 Explain why the cascading of identical optical filters can produce signal distor- 
tion even when filter bandwidth is wider than the signal bandwidth. Calculate 
the effective bandwidth of 20 cascaded filters with a Gaussian-shape transfer 
function of 50-GHz bandwidth. 

9.5 Explain how stimulated Raman scattering can cause crosstalk in multichannel 
lightwave systems. Derive Eq. (9.3.3) after approximating the Raman gain spec- 
trum by a triangular profile. 

9.6 Derive Eq. (9.3.12) by extending the four-wave mixing theory of Section 4.3.1 
to a fiber link with a two-section dispersion map. 

9.7 Explain in physical terms the origin of FWM resonances in WDM systems. How 
do they affect such systems? 

9.8 How does XPM lead to both amplitude fluctuations and timing jitter in WDM 
systems? How are such fluctuations affected by group-velocity mismatch? Use 
diagrams as necessary to support your arguments. 

9.9 Explain what is meant by an interchannel collision. How is the collision length 
defined and how does it depend on the channel spacing? 

9.10 Derive the set of Eqs. (9.4.6) through (9.4.9) by considering a collision of two 
Gaussian pulses in two channels spaced apart by &h. 

9.11 Use Eqs. (9.4.6) through (9.4.9) with p = 1 and prove that the maximum fre- 
quency shift occurring during a collision is given by Eq. (9.4.1 1). 

9.12 Describe how the technique of polarization interleaving is implemented for WDM 
systems. Why does it help in practice? 

9.13 Explain why the use of the RZ-DPSK format is beneficial for WDM systems. 

9.14 Start the OptSim software tool and load Example 9.A. Plot the channel spectra 
at the end of fiber link by changing the dispersion of fiber to D = 0, 2, and 4 
ps/(km-nm) and interpret your results in terms of FWM. 

9.15 Start the OptSim software tool and load Example 9.C. Run this example for link 
lengths of 250, 375, and 500 km and compare the eye diagrams for different 
channels. 
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Chapter 10 

Optical Networks 

The preceding chapter focused on long-haul WDM systems serving as point-to-point 
links. This chapter is devoted to optical networks that use such point-to-point links 
for interconnecting a large number of users. Two examples of such networks are pro- 
vided by the Internet and the telephone network. Section 10.1 provides an overview 
of network architectures and topologies. Section 10.2 is devoted to network protocols 
and their evolution with the advent of modern WDM systems. Section 10.3 focuses on 
WDM networks in which optical cross-connects are employed for switching individ- 
ual channels. Packet-switched networks are covered in Section 10.4, where we discuss 
how individual packets can be routed across the network through a technique known 
as optical label swapping. Section 10.5 focuses on optical burst switching and pho- 
tonic slot routing. Section 10.6 is devoted to access networks, with an emphasis on 
broadcast-and-select and passive optical networks. 

10.1 Network Architecture and Topologies 

From an architectural standpoint, optical networks can be divided into several broad 
categories [ 11-[ 121. Since networks may cover a small geographical area or spread 
over an entire continent, it is useful to classify them into three groups named as local- 
area networks (LANs), metropolitan-area networks (MANs), and wide-area networks 
(WANs), depending on the area they cover. An alternative classification used by the 
telephone industry refers to LANs as access networks, MANs as metro networks, and 
WANs as transport networks. Another terminology employs the term core network for 
WANs, while MANs and LANs constitute edge networks. 

10.1.1 Wide-Area Networks 

Consider first a WAN covering a large area such as a country or a whole continent. 
Historically, telecommunication networks occupying a large geographical region have 
employed a hub topology in combination with the SONET/SDH proptocol [13]. Fig- 
ure 10.1 shows an example of a WAN covering a large part of the United States. Such 
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Figure 10.1: An example of a wide-area mesh network designed with hub topology. (After 
Ref. [14]; @2000 IEEE.) 

networks are also called mesh networks [ 141. Hubs or nodes, located in large metropol- 
itan areas and housing electronic switches, connect any two nodes by creating a “virtual 
circuit” between them. This scheme is referred to as circuit switching. An alternative 
scheme, used for the Internet, is known as packet switching. It routes packets through 
a protocol known as Internet protocol (IP). Another packet-based protocol, called the 
asynchronous transfer mode (ATM), is also used for providing diverse services (audio, 
video, and data) simultaneously over the network. 

In the mesh-network architecture of Figure 10.1, only some nodes are connected 
directly through point-to-point links. For this reason, the creation of a virtual circuit 
between two arbitrary nodes requires switching at one or more intermediate nodes. 
Such networks are called multihop networks. With the advent of WDM during the 
1990s, it became possible to transmit multiple WDM channels over each point-to-point 
link, but the switching of channels at each node was being done electronically even in 
2004. Such transport networks are termed “opaque” because they require optical-to- 
electrical conversion at each node. As a result, neither the bit rate nor the modulation 
format can be altered without changing the optical hardware at each node. 

The concept of all-optical WDM networks is quite important for core networks. 
In such a network, a WDM signal passes through intermediate nodes without being 
converted to the electrical domain. An optical add-drop multiplexer (see Section 8.3 
of LTl) is used at the destination node to add or drop channels at specific wavelengths. 
Such a network is referred to as being “transparent.” Transparent WDM networks are 
desirable as they do not require demultiplexing and optical-to-electrical conversion of 
all WDM channels. As a result, they are not limited by the electronic-speed bottleneck 
and may also help in reducing the cost of installing and maintaining a network. As 
discussed in Section 10.3, nodes in a transparent WDM network (see Figure 10.1) 
employ optical cross-connects (OXCs) for switching channels. 
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Figure 10.2: Schematic of a MAN with a ring topology. It is connected to a WAN at egress 
nodes (EN) and to multiple LANs at access nodes (AN). ADM stands for add-drop multiplexer. 
(After Ref. [15]; 01999 IEEE.) 

10.1.2 Metropolitan-Area Networks 

Each node in a WAN, such as that shown in Figure 10.1, is often located in a metropol- 
itan area and connects to a MAN. Figure 10.2 shows the architecture of a MAN 
schematically [15]. The topology of choice for MANs is a ring that connects to the 
WAN at one or two egress nodes [16]. This ring employs up to four fibers to provide 
protection against network failures. Two of the fibers are used to route the data in 
the clockwise and counterclockwise directions. The other two fibers are called pro- 
tection fibers and are deployed when a point-to-point link fails. A network is called 
self-healing if the fiber is switched automatically. The central ring in Figure 10.2 is 
called a feeder ring as it provides access to multiple LANs at access nodes. Add-drop 
multiplexers are used at nodes to drop or add individual WDM channels. 

Several MANs can be interconnected with a ring to form a regional network. This 
trend is clearly apparent in Figure 10.1. The advantage of a WAN in the form of re- 
gional rings is that such a configuration provides protection against failures. The use 
of protection fibers in each ring ensures that an alternate path between any two nodes 
can be found if a single point-to-point link fails. The main difference between the rings 
used for regional and metropolitan networks stems from the scaling and cost consid- 
erations. In a metro ring, traffic flows at a modest bit rate compared with a regional 
ring forming the backbone of a transport network. Typically, each channel operates at 
2.5 Gb/s in MANs. To reduce the cost, a coarse WDM technique is employed in place 
of dense WDM common in transport networks. Moreover, often just two fibers are 
used inside a metro ring, one for carrying the data and the other for protecting against 
a failure. 
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Most metro networks were using electronic switching in 2004, although optical 
switching remains the ultimate goal. In a test-bed implementation of an optically 
switched metro network, called the multiwavelength optical network (MONET), sev- 
eral sites within the Washington, DC, area of the United States were connected using a 
set of eight standard wavelengths with a channel spacing of 200 GHz [17]. Switching 
ar each node was performed through add-drop multiplexers or wavelength-selective 
OXCs based on the LiNbOs technology. Each WDM channel operated at a bit rate of 
up to 10 Gb/s and transported data using several different protocols. 

10.1.3 Local-Area Networks 

Many applications require LANs in which a large number of users within a local area 
(e.g., a town or a university campus) are interconnected in such a way that any user 
can access the network randomly to transmit data to any other user [18]-[21]. Access 
networks used in a subscriber loop (often called a local loop) also fall into this category 
[20]. As transmission distances are relatively short (< lo  km), fiber losses as well as 
the dispersive and nonlinear effects occurring inside fibers are not of much concern for 
LANs. The major motivation behind using optical fibers is a much larger bandwidth 
offered by them compared with a coaxial cable. 

System architecture plays an important role for LANs. Three commonly used 
topologies are shown in Figure 10.3 and are known as the bus, ring, and star topologies. 
In the case of bus topology, all users communicate with each other by tapping into a 
cental optical fiber (the bus) that transports all data in one direction. An optical tap 
diverts a small fraction of optical power at each node on the bus. The bus topology is 
often employed for cable-television (CATV) networks. 

In the case of ring topology, users are connected at nodes located on a ring. The 
network functions by passing a token (a predefined bit sequence) around the ring. Each 
node monitors this token and accepts the datum if it contains its own address. It can 
also transmit by appending data to an empty token. The use of ring topology for fiber- 
optic LANs was commercialized in the 1990s with the standardized interface known 
as the fiber-distributed data interface (FDDI). This protocol transmits data at 100 Mb/s 
over multimode fibers using 1.3-pm transmitters containing a light-emitting diode. 

In the case of star topology, all nodes are connected to a star coupler (see Section 
4.5.3 of LT1) at a central location. The star coupler receives the signal power trans- 
mitted by each node and distributes it equally to all nodes such that all nodes receive 
the entire traffic. The signal power reaching each node depends on the number of users 
and decreases as their number increases. This type of loss is known as distribution loss 
and is much smaller for the star topology compared with the bus topology. It can be 
virtually eliminated by integrating one or more amplifiers within the star coupler. 

Some LANs distribute information to a group of subscribers, without requiring a 
two-way connection. A common example is provided by CATV networks in which 
multiple video channels are broadcast to a group of subscribers. Each subscriber se- 
lects one video channel from the entire broadcasted signal and can switch among chan- 
nels as desired. Such networks fall into the category of broadcast-and-select networks, 
discussed later in Section 10.6.1. Although coaxial cables were originally used by the 
cable industry, the use of optical fibers permits the distribution of more video channels 
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Nodes 

Figure 10.3: Schematic illustration of the (a) bus, (b) ring, and (c) star topologies employed for 
local-area networks. 

because of the larger bandwidth associated with them. The advent of high-definition 
television (HDTV) also requires transmission over fibers because of the large band- 
width associated with this video format. 

Most CATV networks employ the bus topology. A single optical fiber carries mul- 
tiple video channels on the same optical wavelength through a technique known as 
subcarrier multiplexing (SCM). In the SCM technique, a separate microwave subcar- 
rier is used for each video channel before the entire microwave signal is transferred 
to the optical domain using a suitable modulation format. Distribution occurs through 
optical taps that divert a small fraction of optical power to each node located on the 
central bus. 

A problem with bus topology is that distribution losses increase exponentially with 
the number of taps and limit the number of subscribers that can be served by a single 
optical bus. Even when fiber losses are neglected, the power available at the Nth tap is 
given by 

(10.1.1) PN = &c[( 1 - 6)( 1 -Cf)lN-', 

where PT is the transmitted power, Cf is the fraction of power coupled out at each tap, 
and 6 accounts for the insertion loss, assumed to be the same at each tap. If we use 
6 = 0.05, Cf = 0.05, PT = 1 mW, and PN = 0.1 p W  as illustrative values, N should 
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not exceed 60. Optical amplifiers can be used to boost the optical power along the bus 
periodically to solve the distribution-loss problem. 

10.2 Network Protocols and Layers 

The complexity of designing and maintaining a network is handled through specific 
protocols and a layered architecture in which network functions are divided among 
several layers [S]. Each layer performs a specific function and provides a specific 
service to the layer above it. This layered approach has proven to be quite successful. 
In this section we focus on several network protocols and discuss how their use in core 
networks has evolved with the advent of WDM technology. 

10.2.1 Evolution of Protocols 

The open-systems-interconnection (OSI) reference model divides any network into 
seven layers from the standpoint of functionality [22]. Such a scheme is known as 
the 0.51 seven-layer model. The interface between layers dictates how one layer inter- 
acts with other layers. The logical separation of layer functions makes it possible to 
design elaborate networks, while maintaining reliability. Each layer performs services 
for the layer on top of it and makes requests to the layer lying below it. 

The lowest layer in the OSI reference model constitutes the physical layer. Its 
role is to provide an “optical pipe” with a certain amount of bandwidth to the data 
link layer located above it. This second layer is responsible for creating a bit stream 
through multiplexing and framing that is transmitted over the physical layer. The third 
layer is known as the network layer. Its function is to create a virtual circuit between 
any two nodes of the network and provide end-to-end routing between them. In the case 
of packet switching, this layer routes packets or datagrams. The fourth layer, known 
as the transport layer, is responsible for the error-free delivery of data between any 
two nodes across the entire network. The last three layers are known as the session, 
presentation, and application layers. They provide higher-order services and are not 
relevant in the context of this chapter. 

In the case of circuit-switched SDH networks, the combination of bottom three 
layers implements the SONET protocol. For such networks, the physical layer consists 
of fibers, amplifiers, transmitters, receivers, and other network elements. The data link 
layer multiplexes various 64-kb/s audio channels into a bit stream at the desired bit rate 
through electrical TDM. The network layer provides switching at intermediate nodes 
to establish a connection between any two nodes of the network. 

This simple mode of operation for SONET/SDH networks was modified when the 
transmission of both audio and computer data was required over the same physical layer 
[23] .  A new packet-based protocol, known as the ATM protocol, was developed during 
the 1980s. It employs 53-byte packets (with a 5-byte header) that are transmitted over 
the network. As shown schematically in Figure 10.4(a), the ATM protocol was built on 
top of the SONET in the sense that the SONET infrastructure (bottom three layers that 
are shown shaded in the diagram) became the physical layer of the ATM network. With 
the advent of the Internet during the 1990s, the same idea was used to transmit Internet 
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Figure 10.4: Layered architecture for SDH networks: (a) ATM over SONET, (b) IP over 
SONET, and (c) IP over ATM. 

traffic over a SONET network [24]. As mentioned earlier, this traffic makes use of the 
IP protocol and consists of packets whose size can vary from hundreds to thousands 
of bits. A header contains information about the size, source, and destination of each 
packet. As seen in Figure 10.4(b), IP traffic can be carried directly over SONET using 
the layer model. It can also be transported over the ATM protocol. In the latter case, the 
network design becomes quite complicated, as shown schematically in Figure 10.4(c), 
because of the nesting of three separate protocols. 

10.2.2 Evolution of WDM Networks 

With the advent of WDM systems, ITU has introduced a new layer known as the optical 
layer. This layer sits at the bottom of the layer stack and may be thought of as a part 
of the physical layer. Its role is to provide lightpaths to the physical layer. The term 
lightpath refers to an end-to-end optical connection between two nodes of the network. 
A lightpath transmits data between these two nodes at the bit rate at which individual 
channels of a WDM system operate; it is also called a clear channel. 

As shown schematically in Figure 10.5, the optical layer in fact consists of three 
sublayers or sections, known as the optical transmission section, optical multiplex sec- 
tion, and optical channel section. Not all sections need to be present at every compo- 
nent along the fiber-optic link. For example, only the transmission section is required 
at the location of each amplifier, where all WDM channels are amplified without any 
channel switching. In contrast, if an add-drop multiplexer is employed at a node, both 
the transmission and multiplex sections are needed. At more complex nodes with an 
optical cross-connect, all three sections of the optical layer are present. 

Figure 10.6(a) shows the layered approach for WDM networks in which IP traffic 
is routed over ATM switches through the SONET protocol. The use of three different 
protocols makes it difficult to scale such networks to high volumes in a cost-effective 
manner. Several new schemes were developed during the 1990s to solve this problem. 
It is possible to eliminate the ATM layer through a switching scheme known as mul- 
tiprotocol label switching (MPLS). As the name suggests, MPLS deals with multiple 
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Figure 10.5: Optical layer associated with a fiber-optic WDM link. It may consist of up to three 
sections depending on the role of each network element. 

protocols through a label attached to each packet and provides a unified scheme that 
can transport both the ATM and IP packets across a packet-switched network. 

MPLS works by encapsulating each packet with an MPLS header containing one 
or more labels at the start of the packet [25]. Labels are used to specify afonvarding 
equivalence class in which all packets with the same label are treated in the same way. 
The labeled packets are forwarded along a label-switched path (also called an MPLS 
tunnel) that constitutes a virtual circuit. The entry point of the MPLS tunnel is at the 
ingress router and the exit point is at the egress router. Intermediate routers between 
these two routers are called transit or label-switching routers. At each transit router, 
the topmost label is examined. Based on the contents of this label, the label is either 
removed or swapped with a new label. The packet is then forwarded to the next transit 
router along the MPLS tunnel. Since the contents of the packet are not examined by 
transit routers, such a scheme is protocol-independent. 

At the next stage of the evolution, IP traffic is planned to be routed directly over 
WDM networks. This scenario is referred to as IP over WDM or the optical Internet 
[lo]. Such WDM networks are designed to transport packets across its nodes and 
require all-optical packet switching. To accommodate voice traffic with the SONET 
protocol, the MPLS scheme has been modified, resulting in a new scheme known as 

I IPwith MPLS I 
I SONET I I SONET I IP with GMPLS t T j  

Figure 10.6: Evolution of modem WDM networks through MPLS and GMPLS schemes: (a) IP 
over ATM; (b) IP over SDH; (c) IP over WDM. 
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Figure 10.7: Optical transport and control planes associated with a WDM network. (After 
Ref. [29]; 02002 IEEE.) 

generalized MPLS, or GMPLS [26]-[28]. With GMPLS, a label can be encoded as a 
time slot or a specific wavelength and thus can be used to control a switch based on 
the TDM or WDM technique. Even spatial switching among different fibers can be 
employed if the GMPLS label is used to control data traffic among a set of fibers. 

10.2.3 Network Planes 

In the seven-layer OSI model discussed earlier, functions performed by a network were 
grouped into different layers. An alternative scheme divides the operation of a network 
into three separate planes called (1) transport plane, (2) control plane, and (3) manage- 
ment plane. The tasks performed by these planes are divided as follows. 

As the name itself suggests, the transport plane focuses on the transport of data 
across a network; for this reason, it is also called the data plane. It should provide the 
bidirectional flow of information among various nodes, while maintaining signal qual- 
ity. In the case of WDM networks, the transport plane not only provides transmission 
among nodes but it also performs all-optical routing, detects faults, and monitors signal 
quality. The routing function is performed by an OXC that can switch WDM channels 
at each node in a controlled fashion. In an automatic-switched optical network, all- 
optical switching is performed in the transport plane to set up lightpaths in a dynamic 
fashion. 

The role of a control plane is to control electronically how optical switching is 
performed in the transport plane [29]-[31]. This plane supports the setup and removal 
of connections between any two nodes of the network. It also provides protection 
and restoration services in case of a failure. Figure 10.7 shows how the control plane 
interfaces and directs the traffic being transported over the transport plane of a WDM 
network. In the case of IP-over-WDM networks, one can make use of the GMPLS 
protocol at IP routers, as shown schematically in Figure 10.7. An alternative approach 
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Figure 10.8: Schematic of a six-node network. Wavelength-routing switches (WRS) are used to 
establish lightpaths among various nodes using only two wavelengths. The dashed and dotted 
lines show the paths taken by the ill and J.2 channels, respectively. (After Ref. [33]; 02002 
IEEE.) 

makes use of the private network-to-network interface in combination with the ATM 
protocol [31]. 

The management plane deals with the overall management of the whole network. 
Its role is to reconfigure WDM channels so that the bandwidth is utilized in an efficient 
fashion and to monitor network performance. The OSI management model, known 
as FCAPS and standing for fault, configuration, accounting, performance and security, 
is often used for telecommunication networks [32]. The ITU has also recommended 
a telecommunications management network reference model. It consists of four lay- 
ers devoted to the management of business, service, network elements, and network 
performance. 

10.3 Wavelength-Routing Networks 

In an automatic-switched optical network, lightpaths in the transport plane connect 
any two nodes of the network. OXCs are used at the intermediate nodes to set up 
lightpaths in a fast and flexible manner [33]-[35] .  Even though many WDM channels 
are transported simultaneously over each point-to-point link, each lightpath delivers 
one channel to the destination node (extracted through an add-drop multiplexer). Since 
individual channels in the core network operate at a bit rate of 10 Gb/s or more, it is 
important that traffic be aggregated appropriately to avoid wasting the bandwidth. In 
the case of the SONET protocol, this is accomplished through electrical TDM within 
access networks. In the case of the IP protocol, multiple IP packets can be combined 
into TDM frames, which are then aggregated into a single WDM channel transported 
over a lightpath. This process is referred to as traffic grooming [36]-[38]. 
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10.3.1 Wavelength Switching and Its Limitations 

Figure 10.8 illustrates a simple six-node WDM network in which two wavelengths 
and A, are used to establish multiple lightpaths among its six nodes through OXCs. The 
dashed and dotted lines show the paths taken by the channels at these two wavelengths. 
In the absence of wavelength converters, a lightpath must have the same wavelength 
on all fiber links that connect any two nodes. This requirement is referred to as the 
wavelength-continuity constraint [33]. A second obvious constraint is that two light- 
paths transported over the same physical fiber link must have different wavelengths. 
These two constraints make the problem of wavelength assignments across the net- 
work quite complex. In fact, it may not even be possible to connect all nodes with a 
unique lightpath. Figure 10.8 shows two wavelength-continuous lightpaths. Nodes A 
and C are connected through Al, whereas a lightpath at A2 connects nodes A and F. 

The design of a wavelength-routing network is simplified considerably if wave- 
length converters are employed within each OXC [8]. Such devices change the carrier 
wavelength of a channel without affecting the data carried by it (see Section 9.3 of 
LTI). For example, it is not possible to connect the nodes D and C directly in Figure 
10.8 because WRS-3 receives data at the same wavelength ill from WRS-2 and WRS- 
4. However, if a wavelength converter switches the wavelength to for one of the 
channels, nodes D and C can be connected with a lightpath whose wavelength changes 
from A1 to A2 at the WRS-3. 

It is easy to see from Figure 10.8 that, in general, any two nodes on the network 
may be connected with more than one potential lightpaths. For example, nodes A and 
B can be connected either through the path A-1-2-B or A-1-4-2-B, where the numbers 
represent different routers in Figure 10.8. Several other combinations are possible. 
Two schemes can be used for selecting an appropriate lightpath among various alter- 
nate routes [33]. In the case of$xed-alternate routing, each wavelength router in the 
network contains a routing table. This table assigns a priority number to various po- 
tential routes. The router tries the first route with the highest priority. If this lightpath 
is not possible, it selects alternate routes from the routing table until a valid lightpath 
is found. This kind of routing scheme is simple to implement in the control plane and 
it can be used to recover from a link failure. 

In the second scheme, known as adaptive routing, the lightpath connecting two 
network nodes is chosen dynamically, depending on the state of the network at the 
time decision is being made. This approach requires an algorithm that computes the 
“cost” of each potential lightpath in terms of some specific design objectives. Such 
objectives may include, among other things, (1) efficient operation of an entire network, 
(2) optimum use of available bandwidth, (3) minimum number of hops at intermediate 
nodes, and (4) minimum use of wavelength conversion. The cost function should be 
designed to meet these objectives, and the algorithm chooses the lightpath with the 
minimum cost [33]. 

10.3.2 Architecture of Optical Cross-Connects 

As seen in Figures 10.7 and 10.8, wavelength-routing networks employ OXCs at each 
node within the core network. The architecture of OXCs depends on several factors 
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Figure 10.9: (a) An OXC with electronic switching; (b) an OXC with wavelength conversion 
at each node; (c) an OXC with shared conversion; (d) an OXC with partial conversion; (e) a 
wavelength-selective OXC with no conversion. (After Ref. [35];  02003 IEEE.) 

and requires a tradeoff between the cost of optical hardware and the ease of network 
management. For example, one can utilize wavelength conversion at every network 
node to eliminate wavelength blocking completely, but the hardware cost then increases 
considerably. For this reason, OXC designs with limited wavelength conversion have 
also attracted attention [39]-[44]. 

Figure 10.9 shows five architectures for OXCs [35]. The design shown in part (a) 
is the traditional approach in which WDM signals reaching the node over different 
input fibers are first demultiplexed into individual channels (operating typically at a bit 
rate of 10 Gb/s) and then converted into the electric domain using a set of receivers. 
All electrical bit streams enter a digital cross-connect (dashed box) that routes them to 
different transmitters, as dictated by the control software. The output of transmitters 
is then multiplexed to form WDM signals that are transported over output fibers. Full 
wavelength conversion is possible if tunable transmitters are employed at each node. 
Such electronic switches were in use in commercial telecommunication systems in 
2004. However, considerable effort was being directed toward developing OXCs that 
avoid conversion of optical signals to the electric domain at each node. 

Figure 10.9(b) shows an OXC that provides the same functionality without requir- 
ing electronic conversion. In this device, demultiplexed optical channels are fed into 
a photonic cross-connect (solid box) consisting of a bank of directional switches that 
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direct each channel to a different port, as dictated by the control software. Because 
all signals remain in the optical domian, channel wavelength can only be changed by 
employing wavelength converters4evices that produce a copy of the signal at one 
wavelength to another wavelength. Such devices make use of nonlinear effects such as 
cross-phase modulation and four-wave mixing inside semiconductor optical amplifiers 
or silica fibers (see Section 9.3 of LT1). 

The number of wavelength converters required in Figure 10.9(b) equals M N  when 
the node is designed to handle traffic on M fibers, each carrying N wavelengths. To 
reduce the hardware cost, several solutions are possible. In one approach, wavelength 
converters are employed only at a few intermediate nodes [44]. In another, wavelength 
converters are shared in a loop-back configuration as shown in part (c). The option 
shown in part (d) employs only a small number of wavelength converters at each node 
(partial conversion). In all cases, limited wavelength conversion introduces some prob- 
ability of wavelength blocking. This probability can be reduced considerably if wave- 
length converters are made tunable such that they accept input signals over the entire 
WDM-signal bandwidth and can also produce output in the entire range. 

The final design shown in Figure 10.9(e) is the most economical as it eliminates all 
wavelength converters. Such a device is referred to as the wavelength-selective OXC 
(see Section 9.4.1 of LT1). It is designed to distribute all input signals at a specific 
wavelength to a separate switching unit. If each WDM signal consists of N distinct 
wavelengths, N switching units are employed. Each unit consists of a M x M switching 
fabric that can be configured to route the signals at a fixed wavelength in any desirable 
fashion. Extra input and output ports can be added to allow the dropping or adding of a 
local channel at that wavelength. As the number of ports required on a single switching 
unit is relatively small (it equals the number of incoming and outgoing fibers), such 
devices are relatively easy to fabricate, and their use helps to lower the OXC cost. 
Wavelength-selective OXCs can be made with silica-on-silicon technology. They can 
also be fabricated with the InP technology used commonly to make semiconductor 
lasers and detectors. 

Wavelength-selective OXCs are transparent to both the format and bit rate of the 
WDM signal. They are also cheaper and help to reduce overall cost. However, these ad- 
vantages are overshadowed by the wavelength-blocking nature of such a cross-connect. 
Their use in a realistic network requires sophisticated routing software and wavelength 
assignment algorithms. The constraint that every lightpath must use the same wave- 
length across all point-to-point links eventually limits the capacity of the network. How 
much capacity is lost depends on the network topology that determines the average 
number of hops required for connecting two nodes of the network. In general, short 
lightpaths with only a few hops experience little or no wavelength blocking. 

The number of wavelength converters required to eliminate wavelength blocking 
depends on the algorithm used for assigning wavelengths and routing channels across 
the network. In the case of a static network (permanent lightpaths), even 5% wave- 
length conversion was found to eliminate wavelength blocking in a 24-node network 
[421. In the case of dynamic networks (traffic-dependent lightpaths), the number of 
converters needed at a node changes with time in a random fashion. However, if the 
bandwidth utilization on average is kept in the range of 50 to 60%, it is relatively easy 
to establish lightpaths with a continuous wavelength with just a few wavelength con- 
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Figure 10.10: Schematic of a two-dimensional MEMS-based OXC. Microscopic mirrors are 
rotated to connect input and output fibers in an arbitrary fashion. (After Ref. [48]; 02002 
IEEE.) 

verters. Several optimization methods have been developed for wavelength assignment 
in such networks [39]-[44]. 

10.3.3 Switching Technologies for Cross-Connects 

All OXCs need a switching fabric capable of interconnecting a large number of input 
and output ports in an arbitrary fashion with suitable electronic control signals. As dis- 
cussed in Section 9.1 of LT1, several technologies can be employed for this purpose. 
Examples include electro-optic switches based on LiNb03 waveguides, thermo-optic 
switches based on silica waveguides and fabricated with silica-on-silicon technology, 
microscopic mirrors built with micro-electro-mechanical system (MEMS) technology, 
bubble switches based on total internal reflection and fabricated with ink-jet technol- 
ogy, and liquid-crystal switches based on birefringence-induced polarization changes. 

The MEMS technology has attracted the most attention for constructing OXCs as 
it can provide relatively compact devices [45]-[52]. It is used to fabricate microscopic 
mirrors that can be rotated by applying an electric signal. The MEMS switches are 
divided into two broad categories, referred to as two-dimensional (2-D) and three- 
dimensional (3-D) configurations, depending on the geometry used to interconnect the 
input and output fibers. 

Figure 10.10 shows schematically the configuration of a two-dimensional OXC in 
which a two-dimensional array of free-rotating MEMS mirrors is used to switch light 
from any input fiber to any output fiber. The entire matrix of microscopic mirrors 
can be integrated monolithically on a silicon chip [45]. The input and output fibers 
are placed on two neighboring edges of the chip and are aligned with the location 
of the micromirrors precisely. An input signal from one of the fibers can be forced 
to couple to any output fiber by simply flipping the mirror lying at the intersection 
of these two fibers. The switching time typically exceeds 5 ms for MEMS mirrors. 
Insertion losses depend on the size of the chip but remain close to 3 dB for a 16 x 16 
switch with a chip size of about 2 x 2 cm2 (1-mm spacing between two neighboring 
mirrors). The chip size scales linearly with the number N of input and output ports but 
the number of mirrors increases as N2.  Because of this quadratic dependence on N ,  the 
two-dimensional geometry is rarely used when N exceeds 100. 
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Figure 10.11: Schematic of a three-dimensional MEMS-based OXC. Two MEMS devices con- 
taining arrays of microscopic mirrors connect any input fiber to any output fibers by rotating 
mirrors in an analog fashion (After Ref. [52];  02004 IEEE.) 

The three-dimensional configuration is preferred for MEMS-based OXCs when the 
number of input and output ports is relatively large. Figure 10.1 1 shows schematically 
how two MEMS devices, each with N mirrors, can be used to interconnect N input 
fibers with N output fibers. Since only 2N mirrors are required in the three-dimensional 
configuration, it can be scaled to thousands of ports. The main difference from the two- 
dimensional architecture is that each mirror should operate in an analog fashion and be 
able to tilt freely around two axes. Such devices have been fabricated with the MEMS 
technology, the so-called LambdaRouter being one example [46]. Since 2000, three- 
dimensional MEMS switches have been used for developing OXCs with a large number 
of ports. Indeed, by 2003, switching fabrics that could interconnect more than 1,000 
input and output ports have been realized, while keeping insertion losses below 4 dB 
for any two ports [50]. The electronics and software required to control such OXCs 
have also been developed [51]. 

The successful operation of OXCs has been realized in several test-bed demon- 
strations. The use of GMPLS in telecommunication networks was demonstrated in a 
2003 test-bed demonstration in which OXCs (built with electronic switching elements) 
from two different vendors were used to set up and tear down lightpaths among dif- 
ferent nodes [53]. In a Japanese field trail, an arrayed-waveguide (AWG) router was 
employed to show wavelength switching in a LAN configured with star topology [54). 
However, such OXCs were yet to be deployed within commercial systems by the end 
of 2004. 

10.4 Packet-Switched Networks 

As discussed earlier, Internet traffic consists of IP packets that are switched electron- 
ically by routers using destination information contained in the packet header. If the 
dream of an all-optical Internet (with IP over WDM) were to be realized, IP packets 
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Figure 10.12: Schematic illustration of the optical label swapping technique for packet-switched 
networks. Edge routers assign and remove the label, while core routers swap it with new ones as 
they route the packet through the core network. (After Ref. [61]; 02003 IEEE.) 

must be switched optically at each node within the core network. Such packet-switched 
optical networks would make use of “optical routers” whose design has been under in- 
vestigation since the advent of WDM technology [%]-[62]. This section focuses on a 
technique known as optical label swapping. 

10.4.1 Optical Label Swapping 

Optical routers in a packet-switched network make use of an optical label that is coded 
with the routing information such as the destination address. This label is added on 
top of the electronic header associated with all IP packets. It helps to transport packets 
across the core network in an all-optical fashion, that is, contents of an IP packet are 
never converted into the electric domain until the packet arrives at an edge router. 

Two different techniques can be used to assemble packets in the form of an optical 
bit stream. In one scheme, known as slotted packet switching, the bit stream consists of 
fixed-duration time slots that are filled with packets in a synchronous fashion. In such a 
slotted network, all packets have the same size, and some time slots may remain empty 
depending on the level of traffic congestion. An optical label is attached to each time 
slot as switching is performed on a slot-by-slot basis. Some TDM techniques make 
use of short optical pulses (width <5 ps for a IOO-Gb/s bit stream) and require ultrafast 
optical switching devices to process the label [63]. Another TDM technique transmits 
multiple packets at different wavelengths simultaneously using a concept known as the 
photonic slot. We discuss such slotted techniques in Section 10.5. 

In the scheme shown schematically in Figure 10.12, IP packets reaching an edge 
router are assembled, as they arrive, to form a nearly continuous bit stream (statistical 
multiplexing), If two or more packets arrive simultaneously, a buffer is used to hold 
them temporarily. Each packet is assigned an optical label that contains all routing 
information and is sent toward a core router located on one of the intermediate nodes 
that the packet must pass through. The core router reads the label, swaps it with a 
new label, and forwards it toward the next node. It may also perform wavelength 
conversion on the packet, if necessary. Throughout this process, the contents of the 
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Figure 10.13: Schematic illustration of two label-coding schemes: (a) serial label next to the IP 
header with a guard band and (b) label transmitted in parallel with the packet through subcarrier 
multiplexing. 

IP packet (both the header and payload) are not converted into an electronic form by 
any core router, that is, only the optical label is used for all routing decisions. Once 
the packet reaches an edge router, the optical label is removed, and the packet itself 
is processed electronically to recover the actual data transmitted. Such a scheme is 
referred to as optical label swapping. All routing functions at the internal nodes (such 
as label recovery, label swapping, packet regeneration, and wavelength conversion) are 
handled without converting the contents of a packet into the electric domain. 

To perform the routing and forwarding functions, each optical router makes use of 
an internal routing table that converts the IP addresses of various nodes of the network 
into optical labels at assigned wavelengths. This table is generated and distributed 
across the network through a generalized version of the MPLS protocol. Core routers 
use the routing table to determine the new label and swap the current label with the 
new one before forwarding it to the next node. They may also change the wavelength 
of the packet, if required. As discussed later in Section 10.4.3, core routers also employ 
mechanisms for avoiding packet collisions that occur when two packets arrive at a node 
simultaneously and both of them need to be directed toward the same output port. 

10.4.2 Techniques for Label Coding 

An advantage of optical label swapping is that labels can be produced and processed 
at a bit rate lower than that used for packets so that high-speed electronic processing is 
not needed at optical routers. Even the modulation format may be different for the label 
attached to each packet. For example, labels may utilize the NRZ format at 2.5 Gb/s 
even though packets themselves are transmitted at 10 or 40 Gb/s using the RZ format 
or its variants. The separation of packet and label coding formats is useful in practice 
because it makes the implementation of label swapping transparent to the actual format 
and bit rate employed for transmitting data across the network. 

Two techniques, shown schematically in Figure 10.13, are commonly used for at- 
taching optical labels to IP packets. In one approach, the label is attached serially to 
the IP packet (called a bit-serial label) at the same wavelength [%I. It is separated 
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Figure 10.14: Schematic illustration of functions performed by a core router designed to process 
packets with SCM labels. 

from the packet header by a “guard band” that is used to guard against temporal de- 
lays encountered during label processing. The router should be able to recognize the 
serially attached label and process it separately from the packet itself. The use of bit- 
serial labels requires synchronization between the packet and the label that is difficult 
to realize in practical networks. Another disadvantage of this approach is that the net- 
work throughput is reduced because no packets can be transmitted during the time slot 
occupied by the label and the guard band. 

A simple alternative is to transmit the label in parallel with the IP packet such that 
the two overlap temporally but can still be separated in the spectral domain. The use 
of different carrier wavelengths for the packet and the label is possible but it wastes the 
fiber bandwidth. An alternative is provided by the SCM technique, discussed earlier 
in the case of cable-television networks. In the context of optical packet switching, a 
single microwave subcarrier at a frequency higher than the packet bit rate (>12 GHz 
for lO-Gb/s channels) is used to transport the label and the packet at the same optical 
wavelength [61]. No guard band is necessary as the label is transmitted in parallel 
with the packet. Moreover, the label can be as wide as the packet itself as the only 
requirement is that its duration should not exceed the time slot occupied by the packet. 
This feature allows the use of a much lower bit rate for the label compared with that of 
the packet. The modulation format of the packet is also independent of that used for 
the packet. 

Figure 10.14 shows the design of a core router when SCM labels are used for packet 
switching [58 ] .  The label-processing module (first gray box) uses a few percent of 
the signal power to decode the label and recover the clock. The rest of the signal is 
passed through an optical delay line (a fiber of suitable length) whose length is chosen 
to match the label-processing delay and to ensure that the packet reaches the label- 
swapping module (second gray box) just in time. The label-processing module first 
converts the optical signal into the electric domain and then passes it through a high- 
pass filter so that packet bits are removed from it [57]. The filtered signal is converted 
to baseband frequencies through homodyne detection using a local oscillator at the 
microwave subcarrier frequency, thus recovering the label. The label and the clock 
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Figure 10.15: Experimental setup for superimposing the label on top of the packet through the 
DPSK format. ECL, MZM, and PC stand for external-cavity laser, Mach-Zehnder modulator, 
and polarization controller, respectively. (After Ref. [65]; 02003 IEEE.) 

are sent to the cental routing module, where electronic logic circuits and a routing 
table are used to find the node toward which the packet must be directed. This unit 
also determines the new SCM label and the wavelength assigned to the packet. This 
information is used by the label-swapping unit to produce the outbound packet with 
the new label. 

A drawback of the SCM technique is that the interference between the label and 
packet contents is unavoidable, as the two occupy the same temporal window. SCM 
also requires the use of high-frequency microwave electronics because the frequency 
of microwave subcarrier must exceed the bit rate of the packet. Its use becomes ques- 
tionable when the channel bit rate exceeds 10 Gb/s. A1 alternative solution is to employ 
orthogonal modulation schemes for the packet and the label [64]-[66]. The basic idea 
is to use the same carrier wavelength for the packet and the label but employ a combina- 
tion of amplitude- and phase-modulation techniques such that the two can be separated 
in spite of their overlapping nature in both the time and frequency domain. 

In a 2003 experiment, the packet bits were modulated at 10 Gb/s using the ASK 
format, while the DPSK format was used at 2.5 Gb/s for the optical label [65].  Figure 
10.15 shows the experimental setup schematically. At the transmitter end, two separate 
modulators are used to impose the ASK and DPSK formats on the same optical car- 
rier. At the receiver end, the label is extracted using an optical delay-line demodulator 
capable of decoding a DPSK signal (see Section 2.3.4). It was necessary to lower the 
extinction ratio of the packet bits to detect the DPSK label successfully. In this exper- 
iment, the extinction ratio was reduced to 3 dB to ensure that the label was decoded 
with a receiver sensitivity that was 3 dB better than that of the payload. As shown in 
Figure 10.15, the FWM inside a highly nonlinear fiber (HNLF) can be used to convert 
the wavelength of the packet by launching a CW beam at an appropriate wavelength. 

A large reduction in the extinction ratio may not be acceptable for core networks 
as it is likely to limit the maximum distance over which packets can be routed over. In 
a technique known as “optical carrier suppression and separation,” a dual-arm LiNb03 
modulator is used to create two sidebands while suppressing the optical carrier [67]. 
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Figure 10.16: Design of an optical switch used to add or drop the packets depending on CDM- 
encoded labels. (After Ref. [7 I]; 02004 IEEE.) 

For example, if the carrier is modulated sinusoidally at 10 GHz, two sidebands sep- 
arated by 20 GHz can be generated by this technique. The packet and the label are 
transmitted through the network on these two distinct sidebands. Experimental results 
show that lO-Gb/s packets with 2.5-Gb/s labels can be routed through a DWDM net- 
work designed with standard 50-GHz channel spacing on the ITU grid. Other advan- 
tages offered by this technique include high spectral efficiency, high-speed operation, 
and little crosstalk between the packet and the label. 

All the preceding techniques process optical labels in the electric domain. A tech- 
nique that permits the label-based routing of packets in the optical domain makes use of 
code-division multiplexing (CDM). As discussed in Section 1.4.3, CDM allows trans- 
mission of several data channels at the same carrier wavelength through orthogonal 
codes. If orthogonal codes are employed for packets intended for different nodes, it 
becomes possible to design an optical device that switches individual packets based on 
these codes 1681-1711. Such a packet-selective switch is sometimes referred to as the 
photonic add-drop multiplexer. The basic idea consists of assigning to each node a 
unique CDM code. If labels are coded with one of these codes, each node can pass or 
divert them after reading the label. 

Figure 10.16 shows the architecture employed for a CDM-based packet switch in 
a 2004 experiment 1711. Each packet reaching the switch contains serial labels at both 
the head and tail ends. The head-end label consists of multiple pulses whose relative 
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phases are shifted using an encoder (see bottom part) according to the code assigned 
to the destination node. Both the CDM encoders and decoders can be built in the form 
of a planar lightwave circuit (PLC) with silica-on-silicon technology. At the switch, a 
small portion of incoming signal is directed toward a label-processing unit containing 
the decoder, where an optical correlation technique is used to compare the label with 
the CDM code assigned to that node. The packet is dropped only if the code matches; 
otherwise, it is passed unchanged. The label at the tail end of the packet is used to reset 
the switch from the cross to bar state after the drop. New packets can also be added by 
such a switch. 

10.4.3 Contention Resolution 

Packet-switched optical networks may route each packet through several core nodes 
before it reaches its destination. Contention occurs when two packets amve at a node 
simultaneously and both of them need to leave from the same output port of the router. 
In electronic routers, this problem is solved by storing one packet temporarily (until it 
can be forwarded) in a buffer consisting of a random-access memory (RAM) module. 
This conventional store-and-forward method of contention resolution is not a viable 
option for optical packet switching because optical buffers capable of storing packets 
while providing random access are not available. Optical buffers are made using fixed- 
length fibers that can only delay the packet by a fixed amount. 

Contention resolution for optical packets makes use of three distinct processes in 
time, spectral, and space domains [72]-[75]. Fiber-optical delay lines acting as optical 
buffers are employed to delay one of the two conflicting packets by a fixed amount 
in the time domain. One can also employ wavelength conversion to resolve the con- 
flict since optical routers are designed to handle two packets at different wavelengths 
simultaneously. Compared with the time-domain resolution, wavelength conversion 
induces no additional latency. A third approach deflects the packet to a different node 
with a suitably swapped label so that it can be routed toward its destination by that 
node (conflict resolution in the space domain). In essence, the entire network is used 
for storing one packet temporarily when two packets contend for the same destination. 
The combination of these three techniques can help to improve the network efficiency 
considerably. 

The use of deflection routing for contention resolution leads to the possibility that 
some packets may end up hopping from node to node within the core network for a 
long time. To guard against this possibility, the optical label can be coded with the 
number of maximum allowed hops; the packet is discarded if that limit is reached. 
This approach is similar to the conventional time-to-live bits used in the electronic 
switching of IP packets. The design objective of any optical router then becomes to 
minimize the packet-loss rate while maximizing the network throughput. The router 
should also employ some technique for monitoring network performance. 

Figure 10.17 shows the architecture of an optical router designed for edge-to-edge 
contention resolution in a packet-switched network [74]. It has multiple inputs and 
output ports through which WDM signals enter and exit. A demultiplexer is used after 
each input port to recover channels at individual wavelengths. The bit stream in each 
channel consists of packets with a SCM label attached to each of them. A grating- 
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Figure 10.17: Architecture of an optical router designed for contention resolution in packet- 
switched networks. LE, WC, BM-RX, and NC&M stand for label extractor, wavelength con- 
verter (T: tunable; F: fixed), burst-mode receiver, and network control and management, respec- 
tively. (After Ref. [74]; 02003 IEEE.) 

circulator combination is used to extract the label. A burst-mode receiver converts 
the label into electric domain and sends it to the switch controller. The switch itself 
consists of a set of tunable wavelength converters, an AWG router, and another set of 
fixed-wavelength converters. Moreover, some input and output ports are interconnected 
through fiber delay lines. With this arrangement, packet collisions can be avoided 
using a combination of temporal delays, conversion of packet wavelengths, and re- 
routing of selected packets. Two sets of wavelength converters are employed so that 
packet wavelengths can be temporarily changed to specific wavelengths internal to the 
switch to enure that the AWG router functions properly. The second set of wavelength 
converters are used to change the wavelength back to the original one. Such a router 
performs in a strictly nonblocking fashion. It is also possible to  drop and add packets 
for the traffic destined for the node where the optical router is located. 

10.5 Other Routing Techniques 

Packet-switched networks route individual packets that last for less than 1 p s  at high 
bit rates (up to 40 Gb/s) prevalent in modern core networks. Optical routers used for 
packet switching not only must operate at relatively high speeds but they also suffer 
from packet-contention problems that become more and more severe as the network 
throughput increases. Several routing schemes have been proposed to solve this prob- 
lem. We focus on a few of them in this section. 
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Figure 10.18: Schematic illustration of optical burst switching. A control packet is sent before 
the optical burst to set up a lightpath across the core network. (After Ref. [82]; 02004 IEEE.) 

10.5.1 Optical Burst Switching 

In addition to circuit and packet switching, a new type of scheme known as optical burst 
switching has been proposed for optical networks [76]-[82]. Whereas a circuit estab- 
lishes a connection between two network nodes that may last for minutes or hours, a 
1,000-byte packet can be transmitted in less than a microsecond at a bit rate of 10 Gb/s, 
and this time drops further by a factor of 4 for 40-Gb/s channels. Optical burst switch- 
ing is designed to operate between these two extremes. It transmits bursts of data (e.g., 
a group of packets with the same destination) through the core network by first setting 
up a connection and reserving resources. As a result, the lightpath established in the 
physical layer between the two egress nodes lasts for the entire duration of the burst 
that may range from a few milliseconds to minutes, depending on the burst size. 

How is the lightpath set for optical burst switching? Clearly, resources must be 
allocated electronically in the control plane, even though each burst itself is switched 
in the optical domain. Figure 10.18 shows a scheme in which a control packet is first 
transmitted. This packet is processed electronically in the control plane with the help 
of the GMPLS protocol, using the same technique utilized for packet-switched net- 
works, to set up a lightpath (or an MPLS tunnel) through the core network. The control 
packet is transmitted at a wavelength different from the burst itself, but it contains all 
the information, such as the duration and the destination of burst, that is needed to route 
the burst optically through the core network. As the packet passes through, all optical 
cross-connects are configured to set up a lightpath between the source and the destina- 
tion nodes for the entire burst duration. The optical burst is then transmitted over this 
lightpath without requiring any other further switching or processing. 

The temporal offset T between the control packet and the burst should be chosen 
properly (see Figure 10.18). It should be large enough for the packet to reach the desti- 
nation node and to set a lightpath across the core network. At the same time, it should 
not be much larger than that to avoid wasting the network bandwidth. This creates a 
dilemma since the exact path taken by the packet may not be known in advance. Many 
protocols have been developed to address this issue and are known under names such 
as reserve-a-fixed-duration, tell-and-wait, tell-and-go, and just-enough-time [79]. The 
last protocol assumes that information about the potential path taken by the control 
packet is available to the source node via the control plane. It also assumes that the 
processing delay d encountered by the control packet at each intermediate node does 
not exceed d, as shown schematically in Figure 10.18. For a lightpath with n interme- 
diate nodes, the total delay would then not exceed nd. The source node sends a control 
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Figure 10.19: Scheme for stacking and unstacking packets of different wavelengths within a 
single photonic slot. C1 and C2 are optical circulators and Tp is the duration of a photonic 
slot. Solid and dotted paths show the reflection of packets by gratings. (After Ref. [86]; 02003 
IEEE.) 

packet to reserve the bandwidth, and the data burst follows the packet after a temporal 
delay of T = nd. 

Since optical burst arrives at intermediate nodes after some delay, the just-enough- 
time protocol also employs the delayed-reservation technique in which bandwidth allo- 
cation at each node is delayed until the instant the burst is expected to arrive. Moreover, 
the bandwidth is reserved just for the duration of the burst so that network resources 
are available immediately after the burst has passed through. This approach helps to 
increase the network throughput since intermediate nodes can process other data rather 
than waiting for the burst to arrive. 

10.5.2 Photonic Slot Routing 

A synchronous routing scheme known as photonic slot routing has been proposed for 
packet-switched optical networks [83]-[87].  Like any slotted network, it makes use 
of a temporal slot whose duration can vary from a few nanoseconds to a few seconds. 
The new feature of this routing scheme is that each slot may contain multiple packets 
of different wavelengths, all aligned precisely within the same temporal window. Such 
a multiwavelength slot is referred to as the photonic slot. Packets are assembled into 
photonic slots at an ingress node such that each photonic slot contains packets destined 
for the same egress nodes. As each photonic slot is routed through the network as 
a single unit, there is no need to demultiplex individual wavelengths at intermediate 
nodes. Since photonic slot routing makes use of WDM to only transport more packets, 
it eliminates the need of WDM components within the core network; this feature helps 
to reduce overall cost and also makes the network scalable. 

An important question is how multiple packets at different wavelengths can be 
stacked within the same photonic slot to form a composite optical packet. Figure 10.19 
shows a device that can stack as well as unstack photonic slots using fiber gratings and 
delay lines in combination with two optical circulators [86]. The gratings are designed 
to reflect lights at specific wavelengths at which packets are produced using a laser. 
They are separated from each other by an amount Tp/2 ,  where Tp is the duration of 
the photonic slot. Such a device reflects multiple packets of different wavelengths 
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Figure 10.20: Four-node ring network used for photonic slot routing using four wavelengths 
with 100-GHz spacing. The stackerhnstacker unit (SU) at each node is combined with aLiNb03 
switch for dropping and adding photonic slots. (After Ref. [86]; 02003 IEEE.) 

arriving in a serial fashion with just the right delay that they occupy the same temporal 
window after they exit from port 3 of the optical circulator. The same device can 
unstack composite packets and send them to a detector after performing the reverse 
operation in which the composite packet is split into individual packets separated in 
time. 

The potential of photonic slot routing was demonstrated in a 2003 experiment [86] 
using a four-node ring network with 15-km circumference as shown schematically in 
Figure 10.20. It employed the stacking device of Figure 10.19 with four wavelengths 
spaced 100 GHz apart. Nodes 1 and 2 generate composite packets destined for other 
nodes using a tunable distributed Bragg reflector (DBR) laser, while nodes 3 and 4 are 
equipped with photodetectors. The output wavelength of this laser could be changed 
by 100 GHz in less than 5 ns. All nodes contained a stacker/unstacker unit in which 
adjacent fiber gratings were separated by 200 m (with a slot duration of 2 s). Nodes 
2 and 3 were equipped with a LiNbO3 switch (with a switching time of 20 ns), whose 
operation was independent of input wavelength or input polarization. In the example 
shown in Figure 10.20, the switch at node 2 either drops packets from a photonic slot 
from node 1 or passes them to node 3. It can also add a composite packet to an empty 
photonic slot. Node 3 provides the same functionality. It was found that 1-Gb/s packets 
could be routed through the ring network while maintaining good performance. 

Although photonic slot routing was originally proposed for access networks [83], 
it can be adopted for core networks by attaching a label to each photonic slot [84] that 
is routed through the core network using the label-swapping technique discussed in 
Section 10.4. The slot label not only contains information about the destination but 
also indicates which wavelengths in the slot are occupied. At each intermediate node, 
individual packets are unstacked from the photonic slot, switched by a wavelength- 
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Figure 10.21: Transmitter configuration for a TDM network designed with the PPM format. 
Insets show an empty slot with 12.5-GHz clock pulses and the filled slot after header and payload 
bits have been inserted. (After Ref. [93]; 02002 IEEE.) 

insensitive core router, and then assembled back into different photonic slots depending 
on their destination. Such networks do not need any WDM components but they need 
to maintain synchronization of photonic slots at each node. For example, the bound- 
aries of all incoming photonic slots from different input fibers are unlikely to coincide 
because of different link lengths. Clearly, adjustable delay lines are needed to ensure 
the synchronization of incoming photonic slots. Another issue is related to fiber dis- 
persion. Different packets in each photonic slot do not take the same time to traverse 
a fiber link because of the wavelength dependence of group velocity in optical fibers. 
As a result, packets of different carrier wavelengths do not remain aligned within the 
photonic slot. This problem can be addressed by making the slot wider than the packet 
size, but this solution reduces the network throughput and efficiency. A better approach 
would be to employ dispersion management. 

10.5.3 High-speed TDM Networks 

Another TDM-based routing scheme combines low-bit-rate packets serially in the same 
slot by compressing them temporally, resulting in a high-speed bit stream at a bit rate 
of 100 Gb/s or more. Similar to the case of a photonic slot, multiple packets are trans- 
ported within one slot, but they all have the same wavelength. Such high-speed TDM 
networks have attracted considerable attention for applications related to LANs and 

Figure 10.21 shows the transmitter configuration for a 100-GHz TDM network de- 
signed with a 100-ns-long time slot [93]. An actively mode-locked fiber laser operating 
near 1,550 nm generates 2-ps pulses at a 12.5-GHz repetition rate. These pulses serve 
as an optical clock for the whole system. A LiNb03 modulator is used to remove one 
of every 1,250 clock pulses; the absence of this clock pulse indicates the beginning of 
each TDM slot. The 80-ps spacing between two neighboring clock pulses is used to 
store 8 data bits (1 byte). The whole slot contains 1,250 bytes, a few of which can be 

MANS [88]-[94]. 
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Figure 10.22: A high-speed slotted ring network in which optical labels at a wavelength different 
from that of packets are used for adding and dropping packets at various nodes. (After Ref. [94]; 
02002 IEEE.) 

used to store the packet header. The header and data-payload bits are inserted into an 
empty TDM slot using pulse-position modulation in combination with delay lines that 
create 8 pulses from each clock pulse. The use of pulse-position modulation helps to 
mitigate pattern-dependent effects occurring in logic gates based on semiconductor op- 
tical amplifiers (see Chapter 10 of LT1). With the addition of 12.5-Gb/s clock pulses, 
the total bit rate is 112.5 Gb/s for this configuration. At the receiver end, the header 
of each packet is processed optically to route the packet using high-speed optical logic 
circuits built with an ultrafast nonlinear interferometer in the Mach-Zehnder or Sagnac 
configuration (see Section 10.3 of LT1). 

Such a high-speed TDM network suffers from several problems related to packet 
synchronization and contention resolution. Most of these problems can be solved if op- 
tical labels are employed for routing. Figure 10.22 shows schematically a ring network 
based on this concept. Packets arriving from access networks at an ingress node are 
stored in an electronic buffer. When an empty time slot is detected, the stored packets 
are used to fill it with bits at the packet wavelength ;lp and the bit rate employed within 
the ring (typically >40 Gb/s). At the same time, an optical label with all the routing 
information is transmitted at a much lower bit rate (say, 2.5 Gb/s) using a different 
wavelength ill. As packets circulate, the label contents are examined at each node by 
converting the label to the electric domain. If the destination address matches with that 
of the node, the packet in that time slot is dropped at the egress node. Otherwise, it is 
passed to the next node on the ring. No label swapping is needed in the ring configura- 
tion. If the same scheme is used for a core network with mesh configuration, each node 
should swap the label for routing purposes. The use of a control label at a wavelength 
different than that used for filling time slots makes this scheme similar to optical burst 
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switching discussed earlier. The main difference is that TDM slots are of fixed duration 
and typically last <1 p s ,  in contrast with the bursts that have variable durations and 
employ statistical multiplexing. Each time slot can still carry multiple packets because 
of compression and decompression of packet bits at the ingress and egress nodes. 

10.6 Distribution and Access Networks 

The preceding three sections dealt mostly with WANs or core networks that transport 
WDM channels operating at relatively high bit rates (10 Gb/s or more) across a wide 
geographical region. In this section, we focus on LANs and MANs that operate in 
a limited geographical area, employ lower bit rates, and may also provide access to 
the core network. We begin with the broadcast-and-select networks and then consider 
passive optical networks useful for providing access to MANs and WANs. 

10.6.1 Broadcast-and-Select Networks 

An example of broadcast-and-select networks is provided by CATV networks. How- 
ever, as discussed in Section 10.1.3, CATV networks employ the SCM technique for 
transmitting multiple video channels over a single optical wavelength. The use of 
WDM permits a novel approach for broadcast-and-select networks. The main idea 
is to employ the wavelength as a marker for routing each channel to its destination, 
resulting in an all-optical network. Since wavelength is used for multiple access, such 
an approach is referred to as wavelength-division multiple access (WDMA). A consid- 
erable amount of research and development work has been done on WDMA networks 
[19]. Broadly speaking, WDMA networks can be classified as single-hop or multihop 
networks [3]. Every node is directly connected to all other nodes in a single-hop net- 
work, resulting in a fully connected network. In contrast, multihop networks are only 
partially connected, and an optical signal sent by one node may require several hops 
through intermediate nodes before reaching its destination. In each category, transmit- 
ters and receivers may have either fixed or tunable operating frequencies. 

Several architectures can be used for all-optical multihop networks [ 3 ] - [ 5 ] .  Hyper- 
cube architecture provides one example: It has been used for interconnecting multiple 
processors in a supercomputer [95]. In general, the number of nodes N must be of the 
form 2"', where m is the dimensionality of the hypercube. Each node is connected to 
m different nodes. The maximum number of hops is limited to m, while the average 
number of hops is about m/2 for large N .  Each node requires m receivers. The number 
of receivers can be reduced by using a variant, known as the deBruijn network, but 
it requires more than m/2 hops on average. Another example of a multihop WDM 
network is provided by the shuffle network, or its bidirectional equivalent called the 
Banyan network. 

Single-hop networks employ star topology for interconnecting all nodes (see Fig- 
ure 10.3). Data transmitted by all nodes are multiplexed within the star coupler, and 
the entire traffic is directed toward each node (broadcasting operation) that selects the 
desired part (selecting operation). Figure 10.23 shows an example of a single-hop net- 
work designed to take advantage of the WDM technique. This network is known as 
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NODE # I 
# - - - - - - - - - - - - - - -  1 

NODE #2 a- 
Figure 10.23: Schematic of the Lambdanet with N nodes. Each node consists of one transmitter 
and N receivers. (After Ref. [96]; 01990 IEEE.) 

the Lambdanet, and its architecture was developed in the late 1980s [96]. Each node in 
the Lambdanet is equipped with one transmitter emitting at a unique wavelength and 
N receivers operating at N distinct wavelengths, where N is the number of nodes. The 
output of all transmitters is combined in a passive star and distributed to all receivers 
equally. Each node receives the entire traffic and employs a bank of receivers. This 
feature creates a nonblocking network whose capacity and connectivity can be recon- 
figured electronically, depending on the application. The network is also transparent 
to the bit rate or the modulation format. Different users can transmit data at different 
bit rates with different modulation formats. This flexibility on the part of the Lamb- 
danet makes it suitable for many applications. Its main drawback is that the number of 
users is limited by the number of available wavelengths. Moreover, each node requires 
many receivers (equal to the number of nodes), resulting in a considerable investment 
in hardware costs. The initial experiment employed 18 wavelengths spaced apart by 
2 nm and carrying data at 1.5 Gb/s. 

A tunable receiver can reduce the cost and complexity of the Lambdanet. This was 
the approach adopted in a 1993 experiment in which 100 nodes were interconnected 
using 100 wavelengths with 10-GHz spacing [97]. Such a small channel spacing was 
possible because of the use of a 622-Mb/s bit rate with coherent detection. A single 
receiver was employed at each node in combination with a Mach-Zehnder filter fabri- 
cated with silica-on-silicon technology (see Section 8.1.2 of LT1). Such a filter can be 
tuned thermally for selecting individual WDM channels. 

Another network, called the Rainbow network, employed a similar channel-selec- 
tion technique through a Fabry-Perot filter that was tuned electrically with the help 
of a piezoelectric transducer [98]. This network can support up to 32 nodes using 32 
wavelengths spaced 1 nm apart. Each node can transmit 1-Gb/s signals over 10 to 
20 km. The Rainbow network has been used for connecting multiple computers with 
a high-performance parallel interface. The main shortcoming of such networks is that 
the tuning of filters is a relatively slow process, making it difficult to employ packet 
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Figure 10.24: Schematic of transmitter design for the Starnet architecture; VCO stands for 
voltage control oscillator. (After Ref. [99]; @ 1997 IEEE.) 

switching. 
An example of a WDM network designed with packet switching is provided by the 

Starnet architecture. It can transmit data at bit rates of up to 2.5 Gb/s per node over a 
10-km diameter while maintaining a signal-to-noise ratio close to 24 dB [99]. Starnet 
differs from other implementations inasmuch as it employs a microwave subcarrier to 
create an FDDI-compatible control subnetwork. In a 1997 experiment, data packets 
assembled in a 1.25-GbIs bit stream were transmitted together with the 125-Mb/s con- 
trol signal multiplexed through SCM over a single optical carrier. Figure 10.24 shows 
the design of such a transmitter schematically. The SCM technique used for Starnet is 
identical to that discussed in Section 10.4.2 in the context of optical label swapping. 
The receiver separates the data packets and the control signal using an approach similar 
to that adopted for SCM labels in Section 10.4.2. 

10.6.2 Passive Optical Networks 

Access networks connect individual homes and businesses in a local area to a central 
office where different bit streams (or packets) are aggregated. The traffic is then moved 
to a MAN and then eventually transported over the core network. Although electronic 
techniques still dominate in access networks, there is considerable interest in bringing 
fiber to the home (or at least to the curb) to provide diverse services at higher bit rates 
(10 Mb/s or more) to individual users [loo]-[104]. The basic idea is to employ a 
scheme that avoids any active switching elements between the central office and the 
user. Such access networks are referred to as passive optical networks (PONS). Figure 
10.25 shows an example of a PON schematically [105]. It makes use of star couplers 
at multiple remote nodes. 

As early as 1988, apassivephotonic loop configuration was proposed that took ad- 
vantage of multiple distinct wavelengths for routing signals from homes and offices to 
the central office [ 1051. Figure 10.26 shows a block diagram of such an access network. 
For a network supporting N users, the central office contains N transmitters emitting 
at wavelengths i l l ,  h2,. . . , AN and N receivers operating at wavelengths h ~ + 1 , .  . . , h2N. 
Two distinct wavelengths, and hN+k, are assigned to the kth user, one for transmit- 
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Figure 10.25: A passive optical network connecting homes and businesses to the central office 
(CO) using star couplers at remote nodes (RNs). (After Ref. [105]; 01989 IEEE.) 

ting and the other for receiving data. A remote node multiplexes data transmitted by 
several users and sends the combined signal to the central office. It also demultiplexes 
signals intended for those users. The remote node is passive and requires little main- 
tenance if passive WDM components are used. A switch at the central office routes 
the WDM signal depending on their wavelengths. In the 1988 demonstration, 16 users 
were connected using 16 wavelengths in the 1,300-nm region for downstream traffic 
and another 16 wavelengths in the 1,550-nm region for upstream traffic. 

The main advantage of the passive photonic-loop configuration is that the optical 
network unit (ONU) at each user’s location is “colorless” as it does not contain any 
laser [103]. It does house a modulator that is used to transpose data on the optical 

TO SWITCH 

RECEIVERS 

TRANSMITTERS 

FROM SWCH 

IN CENTRAL OFFlCE REMOTE N SUBSCRIBERS 
NODE 

Figure 10.26: Schematic of a passive photonic loop. The central office houses all active ele- 
ments. WDM couplers at remote nodes are used to deliver two wavelengths to each user for 
transmitting and receiving data. (After Ref. [ 1051; 01989  IEEE.) 
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Figure 10.27: Setup for a 128-user access network utilizing 128 wavelengths in the C and L 
bands for upstream and downstream traffic; OA, OLT, and OCSM stand for optical amplifier, 
optical line terminal, and optical carrier supply module, respectively. (After Ref. [ 1031; 02004 
IEEE.) 

carrier supplied by the central office at a predetermined wavelength. The colorless 
nature of ONUS makes it possible to reduce their cost through mass production. The 
number of wavelengths required for even a 150-user PON is relatively large. Even 
with 25-GHz channel spacing, it becomes necessary to employ both the C and L bands. 
Figure 10.27 shows the experimental setup employed for a 128-user access network. 
The optical carrier supply module at the central office provides 128 wavelengths with 
25-GHz spacing in the C band for upstream traffic and another set of 128 wavelengths 
in the L band for downstream traffic. Although 256 individual lasers can be used for 
this purpose, the overall cost can be reduced substantially if a broadband source (such 
as a superluminescent diode) whose spectrum covers the entire C and L bands (1,530- 
1,610 nm) is employed. If such a single source is not available, two separate sources 
for the C and L bands can be employed. In both cases, an AWG is used to slice the 
broadband source spectrum into distinct carrier wavelengths. 

The design of access networks for telecommunication applications was still evolv- 
ing in 2004 [loo]-[104]. PONS are often divided into several groups depending on 
the architecture and the protocol employed for them. In all cases, the eventual goal 
is to provide broadband access to each user and to deliver audio, video, and Internet 
traffic on demand, while keeping down the cost. B-PONS (B stands for broadband) 
are at the most advanced stage as their operating features have been standardized by 
the ITU through several recommendations [106]-[ 1081. They are designed to provide 
upstream transmission in the wavelength region near 1.3 pm. The data are transferred 
downstream at two distinct wavelengths. The telephone and Internet services occupy a 
band near 1.5 pm, whereas video is delivered in the wavelength region near 1.55 pm. 
B-PONS are capable of transferring downstream and upstream data at a bit rate of 622 
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and 155 Mb/s, respectively, through the ATM protocol. There is considerable inter- 
est in boosting the downstream bit rate above 1 Gb/s, at least in the form of bursts. 
G-PONS (G stands for Gb/s) are being proposed for this purpose [104]. 

Another category of access networks is referred to as Ethernet PONs, or E-PONS 
[109]-[lll]. As the name suggests, such networks employ a protocol similar to that 
used for the Ethernet and thus can be designed with low-cost Ethernet equipment. With 
the advent of the Gigabit Ethernet, one can increase the underlying bit rate to 1 Gb/s. 
Such PONs are referred to as GE-PONS [ 1041. They are also called full-service access 
networks as they can provide a full array of services with different levels of quality 
of service. Both ITU and IEEE were working in 2004 on the standardization issues 
related to G-PONS and GE-PONS. 

Problems 

10.1 A distribution network uses an optical bus to distribute the signal to 10 users. 
Each optical tap couples 10% of the power to the user and has a 1-dB insertion 
loss. Assuming that 1 mW of power is launched into the optical bus, calculate 
the power received by the stations 8, 9, and 10. 

10.2 A cable-television operator uses an optical bus to distribute video channels to its 
subscribers. Each receiver needs a minimum of 100 nW to operate satisfactorily. 
Optical taps couple 5% of the power to each subscriber. Assuming a 0.5-dB 
insertion loss for each tap and 1-mW transmitter power, estimate the number of 
subscribers that can be added to the optical bus. 

10.3 Describe the three main protocols used in modern optical networks. Compare 
the three and discuss the advantages and disadvantages of each. 

10.4 Describe the seven-layer OSI reference model and explain the function of the 
bottom four layers in detail. 

10.5 What is the role of the optical layer in modern WDM systems? Describe the 
three sections associated with this layer. 

10.6 What is meant by multiprotocol label switching (MPLS)? Explain how this con- 
cept is extended for WDM systems through generalized MPLS. 

10.7 What is meant by the term lightpath? How are lightpaths established? Do they 
have a unique wavelength throughout the network? 

10.8 What is the role of optical cross-connects (OXC) in a WDM network? Sketch 
the design of a wavelength-selective OXC. Describe why such a device can lead 
to wavelength blocking. 

10.9 How do wavelength converters solve the wavelength-blocking problem in a WDM 
network? Describe an all-optical scheme for realizing a wavelength converter. 

10.10 Sketch the two- and three-dimensional configurations for optical cross-connects 
designed with MEMS technology. Compare the two designs and discuss their 
relative merits. 
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10.11 What is meant by an optical label in the context of packet-switched networks? 
Describe the optical label swapping scheme and discuss its advantages. 

10.12 What is subcarrier multiplexing (SCM)? How is this technique used for optical 
labels? Explain how an SCM-coded label is extracted from the packet to which 
it is attached. 

10.13 Packet-switched networks suffer from packet collisions. Describe three tech- 
niques that can be used for contention resolution in such networks. 

10.14 What is the main idea behind optical burst switching? Describe how it can be 
used to transport packets across a core network. 

10.15 Explain the concept of photonic slot routing. Sketch a device design for stacking 
and unstacking packets in a photonic slot. 

10.16 What is meant by a passive optical network? Describe a WDM scheme for con- 
necting multiple users to the central office for bidirectional data transmission 
without requiring any optical sources at the user’s location. 
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Appendix A 

System of Units 

The international system of units (known as the SI, short for Syst2me International) 
is used in this book. The three fundamental units in the SI are meter (m), second (s), 
and kilogram (kg). A prefix can be added to each of them to change its magnitude by a 
multiple of 10. Mass units are rarely required in this book. On the other hand, measures 
of distance required in this text range from nanometers ( lop9 m) to kilometers ( lo3 m), 
depending on whether one is dealing with planar waveguides or silica fibers. Similarly, 
time measures range from picoseconds (1 0-I2 s) to a few minutes. Other common units 
in this book are Watt (W) for optical power and W/m2 for optical intensity. They can 
be related to the fundamental units through energy because optical power represents 
the rate of energy flow (1 W = 1 J/s). The energy can be expressed in several other 
ways using E = hv = ksT = mc2, where h is the Planck constant, ks  is the Boltzmann 
constant, and c is the speed of light. The frequency v is expressed in hertz (1 Hz = 
1 s-I). Of course, because of the large frequencies associated with optical waves, most 
frequencies in this book are expressed in GHz or THz. 

In designing lightwave systems, optical powers can vary over several orders of 
magnitude as the signal travels from the transmitter to the receiver. Such large vari- 
ations are handled most conveniently using decibel units, abbreviated dB. commonly 
used by engineers in many different fields. Any ratio R can be converted into decibels 
by using the general definition 

R (in dB) = 10 logloR. (A.1) 

The logarithmic nature of the decibel allows a large ratio to be expressed as a much 
smaller number. For example, 10’ and correspond to 90 dB and -90 dB, respec- 
tively. Since R = 1 corresponds to 0 dB, ratios smaller than 1 are negative in the decibel 
system. Furthermore, negative ratios cannot be written using decibel units. 

The most common use of the decibel scale occurs for power ratios. For instance, 
the signal-to-noise ratio (SNR) of an optical or electrical signal is given by 

SNR = 10 lOglo(Ps/P,jr). (A.2) 

where PS and PN are the signal and noise powers, respectively. For example, the loss 
of an optical fiber is expressed in decibel units in Section 1.3 because it corresponds 
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to a decrease in the optical power during transmission through the fiber and thus can 
be expressed as a power ratio. For example, if a 1-mW signal reduces to 1 pW after 
transmission over 100 km of fiber, the 30-dB loss over the entire fiber span translates 
into a loss of 0.3 dB/km. The same technique can be used to define the insertion 
loss of any passive optical component. For instance, a 1-dB loss of a fiber connector 
implies that the optical power is reduced by 1 dB (by about 20%) when the signal passes 
through the connector. The bandwidth of an optical filter is defined at the 3-dB point, 
corresponding to a 50% reduction in the signal power. The modulation bandwidth of 
semiconductor lasers in Section 5.3 is also defined at the 3-dB point. 

Since losses of all passive components in a lightwave system are expressed in dB 
units, it is useful to express the transmitted and received powers also by using a decibel 
scale. This is achieved by using a derived unit, denoted as dBm and defined as 

power (in dBm) = 10 logio( E), (A.3) 

where the reference level of 1 mW is chosen simply because typical values of the 
transmitted power are in that range (the letter m in dBm is a reminder of the 1-mW 
reference level). In this decibel scale for the absolute power, 1 mW corresponds to 
0 dBm, whereas powers below 1 mW are expressed as negative numbers. For example, 
a 10-pW power corresponds to -20 dBm. Because of the logarithmic nature of the 
decibel scale, powers ranging over a wide range from 1 pW to 1 GW are expressed in 
dBm units over a much smaller range from -90 to 120 dBm. 



Appendix B 

Software Package 

The back cover of the book contains a software package on a compact disc (CD) pro- 
vided by RSoft Design Group, Inc. (http:Nwww.rsoftdesign.com). This state-of-the art 
software package should prove useful to readers of this book for solving problems pro- 
vided at the end of each chapter. It also contains additional problems for each chapter 
that may help in understanding the difficult material. The CD contains a specially pre- 
pared version of the design software marketed commercially by RSoft under the trade 
name OptSimTM. The latest version of this software available in March 2005 (Opt- 
Sim 4.0) was used to prepare a large number of examples that can be simulated on a 
computer for a better understanding of the material presented in this book. 

The CD should work on any personal computer (PC) and is intended for PCs run- 
ning under Windows 2000 and Windows XP operating systems. The first step is to 
install the software package on the computer. The installation procedure should be 
straightforward for most users: Insert the CD in the CD-ROM drive and follow the 
instructions. If the installer does not start automatically for some reason, one may have 
to click on the “setup” program in the root directory of the CD. After the installation, 
the user can start the program from the Windows Start menu program group for the 
RSoft OptSim Demo. The documentation accompanying the software is also available 
in the same program group from the Start menu. Figure €3.1 shows how the computer 
screen looks when one of the examples has been opened. 

The basic approach used by the OptSim package consists of providing a library of 
modules for various components (such as lasers, modulators, fibers, filters, etc.) that 
are used to form a lightwave system. These modules are first used to construct a layout 
of the actual system whose performance needs to be simulated. Calculations are then 
performed by pressing the “Go” button. The final step consists of analyzing the nu- 
merical data through plots that are generated during simulations. The user should read 
the documentation files that are provided with the software to understand the purpose 
of various tools available in the two toolbars on the top and to the left of this window. 

The examples that can be solved by the OptSim software are stored in a folder under 
thename C:\RSoftDemo\examples\books\lightwave_tec~ology~v2~agrawal 
Within this folder, subfolders are arranged with chapter numbers. Each subfolder con- 
tains several examples that are related to the material presented in that chapter of this 
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Figure B.l: Main window of OptSim simulation software showing various components inter- 
connected to solve a specific problem. It contains two toolbars on the top and to the left of the 
window in addition to the standard menu bar at the top and a status line at the bottom. 

book. For example, the subfolder marked “chapter4” contains four problems related 
to Chapter 4. These four examples illustrate the impact of different nonlinear ef- 
fects on the performance of lightwave systems. All examples are documented in a 
file named “Examples.pdf’ and accessible from the Start menu program group for the 
software. This file is also located in the directory C: \RSoftDemo\examples\books\ 
lightwave-technology-v2-agrawal. It provides a detailed description of the prob- 
lems that are solved by the OptSim software for each of the examples. Readers should 
read this document prior to running the examples included with the software for a better 
understanding of the problems. 



Appendix C 

Acronyms 

Each scientific field has its own jargon, and the field of lightwave technology is not an 
exception. Although an attempt was made to avoid extensive use of acronyms, many 
still appear throughout the text. Each acronym is defined the first time it appears in a 
chapter so that the reader does not have to search the entire text to find its meaning. As 
a further help, we list all the acronyms here, in alphabetical order. 

ADM 
AM 
AM1 
AN 
APD 
ASE 
ASK 
ATM 
AWG 
BER 
CATV 
CDM 
CNR 
CRZ 
CSRZ 
cw 
DBR 
DCF 
DDF 
DFB 
DGD 
DM 
DPSK 
DQPSK 
EDFA 

add-drop multiplexer 
amplitude modulation 
alternate mark inversion 
access node 
avalanche photodiode 
amplified spontaneous emission 
amplitude-shift keying 
asynchronous transfer mode 
arrayed-waveguide grating 
bit-error rate 
common-antenna (cable) television 
code-division multiplexing 
carrier-to-noise ratio 
chirped return-to-zero 
carrier-suppressed return-to-zero 
continuous wave 
distributed Bragg reflector 
dispersion-compensating fiber 
dispersion-decreasing fiber 
distributed feedback 
differential group delay 
dispersion-managed 
differential phase-shift keying 
differential quadrature phase-shift keying 
erbium-doped fiber amplifier 
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EN 
FDDI 
FDM 
FEC 
FM 
FSK 
FWHM 
FWM 
GMPLS 
GT 
GVD 
IP 
ISDN 
ITU 
LAN 
LEAF 
LED 
LT 1 
MAN 
MEMS 
MMI 
MONET 
MPEG 
MPLS 

MTTF 
MZ 
NEP 
NLS 
NOLM 
NRZ 
NSE 
NZDSF 
oc 
OEIC 
ONU 
OOK 
OPC 
OSI 
OTDM 
oxc 
PCD 
PCM 
PDF 
PDL 
PDM 

MQW 

egress node 
fiber distributed data interface 
frequency-division multiplexing 
forward error correction 
frequency modulation 
frequency-shift keying 
full-width at half-maximum 
four-wave mixing 
generalized multiprotocol label switching 
Gires-Tournois 
group-velocity dispersion 
Internet protocol 
integrated services digital network 
International Telecommunication Union 
local-area network 
large effective-area fiber 
light-emitting diode 
Lightwave Technology, Vol. 1 
metropolitan-area network 
micro-electro-mechanical system 
multimode interference 
multiwavelength optical network 
motion-picture entertainment group 
multiprotocol label switching 
multiquantum well 
mean time to failure 
Mach-Zehnder 
noise-equivalent power 
nonlinear Schrodinger 
nonlinear optical-loop mirror 
nonreturn to zero 
nonlinear Schrodinger equation 
nonzero-dispersion-shifted fiber 
optical camer 
optoelectronic integrated circuit 
optical network unit 
on-off keying 
optical phase conjugation 
open systems interconnection 
optical time-division multiplexing 
optical cross-connect 
polarization chromatic dispersion 
pulse-code modulation 
probability density function 
polarization-dependent loss 
polarization-division multiplexing 
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PM 
PMD 
PON 
PSK 
PSP 
QPSK 
RDF 
RF 
RIN 
RMS 
RPU 
RS 
RZ 
SBS 
SCM 
SDH 
SI 
SMF 
SNR 
SOA 
SONET 
SOP 
SPM 
SRS 
STM 
TDM 
TE 
TM 
TOD 
VCSEL 
VSB 
WAN 
WDM 
WDMA 
WGR 
XPM 
YIG 
ZDWL 

phase modulation 
polarization-mode dispersion 
passive optical network 
phase-shift keying 
principal state of polarization 
quadrature phase-shift keying 
reverse-dispersion fiber 
radio frequency 
relative intensity noise 
root-mean-square 
Raman pumping unit 
Reed-Solomon 
return to zero 
stimulated Brillouin scattering 
subcarrier multiplexing 
synchronous digital hierarchy 
S ystkme International 
single-mode fiber 
signal-to-noise ratio 
semiconductor optical amplifier 
synchronized optical network 
state of polarization 
self-phase modulation 
stimulated Raman scattering 
synchronous transport module 
time-division multiplexing 
transverse electric 
transverse magnetic 
third-order dispersion 
vertical-cavity surface-emitting laser 
vestigial sideband 
wide-area network 
wavelength-division multiplexing 
wavelength-division multiple access 
waveguide-grating router 
cross-phase modulation 
yttrium iron garnet 
zero-dispersion wavelength 



Index 

accelerated aging, 56 
acoustic frequency, 137 
acoustic phonon, 131 
acoustic wave, 32 
add-drop multiplexer, 405,413,423 
amplification 

distributed, 68, 69, 131, 189, 191, 196, 

lumped, 69, 186, 190, 213, 215, 297- 

parametric, 335 
Raman, 6, 189,205,215,220 

cascaded, 9,68, 190, 198 
chain of, 190, 198 
electrical, 154 
erbium-doped fiber, 68,349 
fiber, 4, 68 
lumped, 68,286 
noise figure of, 195 
noise in, 185 
parametric, 253,256 
Raman, 133, 192 
semiconductor optical, 54,254,335,416, 

285 

301,327 

amplifier 

430 
amplifier noise, see noise 
amplifier spacing, 191, 198,234,255,286,297 
amplitude fluctuations, 3 16 

amplifier-induced, 188, 190-193 
XPM-induced, 366-368 

amplitude mask, 247 
amplitude-shift keying, 28 
analog to digital conversion, 13 
antireflection coating, 49 
APD 

enhanced shot noise in, 156 
excess noise factor for, 157 
InGaAs, 157 
optimum gain for, 158, 164 

apodization technique, 241,244 

Arrhenius relation, 56 
ASCII code, 11 
Atlantic Ocean, 19 
attenuation constant, 64 
autocorrelation function, 35, 152-154 
avalanche photodiode, see APD 

bandwidth 
amplifier, 218,235, 349 
ASE, 193 
Brillouin-gain, 134, 136 
filter, 188,218,227,235, 384,443 
grating, 240, 243 
noise, 153, 194 
Raman-gain, 13 1 
signal, 11, 15, 193,260 

beat length, 274 
BER floor, 169,242 
Bessel function, 202, 206 
birefringence, 64, 82-98 

constant, 83 
degree of, 85 
fluctuating, 82, 92, 142 
form-induced, 82 
geometric, 82 
random, 84,270 
residual, 142 
stress-induced, 82 

bit rate-distance product, 3,5, 80, 301, 310 
bit slot, 11, 78, 170, 176,262, 333, 375 
bit-error rate, 10, 160-162, 177-180, 199,353, 

362,379 
Boltzmann constant, 153,442 
Bragg condition, 243 
Bragg reflector, 395,428 
Bragg scattering, 32 
Bragg wavelength, 50,52,240,243,263, 272 
Brillouin scattering, 134137 

spontaneous, 134 
stimulated, see SBS 
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Brillouin threshold, 134 
broadening factor, 73,75, 113, 170 
buffer 

electronic, 424, 430 
optical, 424 

burst switching, 431 
bus topology, 407 
butterfly package, 55 

cable television, 407 
catastrophic degradation, 55 
central limit theorem, 93, 354, 361 
channel capacity, 389 
channel spacing, 19,347-350,368,395 
chirp, 28,40,80,304 

amplifier-induced, 260 
dispersion-induced, 73, 141 
fiber-induced, 260 
frequency, 72 
GVD-induced, 138 
linear, 72, 1 1 I ,  248,264 
modulation induced, 257 
power penalty due to, 171 
SPM-induced, 109, 110, 113, 138, 141, 

XPM-induced, 124,316,369 
293 

chirp parameter, 72, 80, 1 13, 17 1, 257 
chromium heater, 237, 239 
circuit switching, see switching 
circulator, 236, 245,268, 269,425,427 
clock 

electrical, 39,42 
optical, 334, 429 
sinusoidal, 39 

clock recovery, 34, 160, 172 
coaxial cable, 1 ,  33,407 
code 

duobinary, 259 
error-correcting, 177 
optimum overhead of, 178 
orthogonal, 2 1 
Reed-Solomon, I77 
spectrum-spreading, 2 1 
turbo, 177 

code-division multiplexing, see multiplexing 
coding gain, 177 
coherent detection, 390 
collision 

asymmetric, 369 
interchannel, 369 

symmetric, 369 
collision length, 370,37 I ,  375,377 
communication channel, 7, 8 
computer-aided design, 21 7, 2 19 
confinement factor, 24 1 
contention resolution, 424,430 
conversion efficiency, 254 
correlation coefficient, 35,41 
correlation function, 77,209, 2 18 
correlation length, 84-86,90,93 
coupled-mode equations, 241, 244, 247 
coupler 

3-dB, 37,45 
asymmetric, 52 
directional, 49,52, 237 
fiber, 68 
grating-assisted, 52 
MMI, 54 
star, 407, 43 1 

coupling coefficient, 24 I ,  242 
coupling efficiency, 48 
cross-connect, 413418 

architecture of, 414 
digital, 415 
switching technology for, 417 
wavelength-blocking, 41 6 
wavelength-selective, 4 16 

cross-correlation, 2 12 
cross-phase modulation, 1 17-125, 144, 205, 

control of, 124,324-332 
demultiplexing with, 334 
dispersive, 119, 121 
interchannel, 366-373 
intrachannel, 3 15-320 

accumulation of, 356 
filter-induced, 35 1-353 
FWM-induced, 125-130,363-365 
heterowavelength, 35 I 
homowavelength, 35 1, 353 
in-band, 353-355 
interchannel, 126 
intersymbol, 33 
linear, 35 1-357 
nonlinear, 357-373 
out-of-band, 35 1-353 
Raman-induced, 133,357-363 
router-induced, 353-355 
XPM-induced, 117-125,366-373 

285,313-320,366-385,416 

crosstalk, 351-373 
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CRZ format, see modulation format 
CSRZ format, see modulation format 
cylindrical symmetry, 83 

dark current, 153, 156, 158 
decision circuit, 10, 13, 160, 170, 175, 204, 

259 
decision threshold, 160, 161, 165, 175, 202, 

262,352 
defect 

dark-line, 56 
dark-spot, 56 

degeneracy factor, 364 
delay line, 424,427 
delta function, 35, 188, 218 
demodulator, 10 
demultiplexer, 347,424 
depolarization, 98 
differential group delay, 84,27 I ,  393 
dispersion, 7 1-82 

accumulated, 212, 229, 232, 285, 361, 
389 

anomalous, 73, 81, 114, 129, 130, 141, 
207,243,255,287,307,367 

birefringence-induced, 84 
chromatic, 9, 81 
compensation of, see dispersion compen- 

sation 
even-order, 250 
fluctuations of, 391-393 
fourth-order, 270,337 
grating, 241,243,245 
group-velocity, 71, 121, 144, 225, 285, 

higher-order, 24 1 
modal, 9 
normal, 73, 114, 129, 141,228,243, 257, 

odd-order, 250 
polarization-dependent, 97 
polarization-mode, see PMD 
postcompensation, 262 
postcompensation of, 230,324,364 
precompensation of, 229,319,324,374 
pulse broadening due to, 71-77 
residual, 214, 229, 254, 262, 314, 324, 

second-order, 65,250,267 
temperature dependence of, 263,391 

293-297,366 

287,297,302,307 

331,361,364,381,396 

third-order, 65, 76, 80, 226, 264, 267, 

trimming of, 262 
tunable, 262-270 
waveguide, 23 1 

basic idea behind, 8 1 
broadband, 228,233,270 
condition for, 228 
dynamic, 262-266 
electronic, 261,262 
module for, 23 1 
perfect, 288 
periodic, 230 
polarization-mode, 270-274 
third-order, 267 
tunable, 262-266 

269,270,335,337 

dispersion compensation 

dispersion length, 72, 142, 257, 286,292, 299, 

dispersion management, 129, 171, 216, 285, 
314,322 

301-308 
broadband, 228,267 
DCF for, 227-234 
dense, 234,305,362 
duobinary technique for, 260 
fiber gratings for, 240-249 
filters for, 235-240 
FSK format for, 259 
higher-order, 267-270 
map for, 229 
need for, 225-227 
periodic, 363 
phase conjugation for, 249-256 
prechirping technique for, 256-258 
short-period, 234 
WDM, 262-274 

dispersion map, 81,229,285, 314, 361 
optimization of, 286, 324,374-377 
periodic, 234, 256, 286, 302-308, 325, 

375 
strength of, 306 
symmetric, 327, 375 
two-section, 289 

dispersion parameter, 65, 219, 226, 228, 232, 

dispersion relation, 115 
dispersion slope, 65, 78, 229, 234, 269, 337, 

compensation of, 238,248,249,262-270 
negative, 229, 231 

255,327,391 

364 
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relative, 229 
tunable, 266, 268,269 

dispersion-compensating fiber, see fiber 
dispersion-decreasing fiber, see fiber 
dispersion-induced limitations, 78-82,225-227 
dispersion-supported transmission, 259 
dispersive waves, 296,299, 3 13 
distributed amplification, 196, 2 14, 300, 304, 

319,324,361,371,378 
distributed Bragg reflector, 52 
DPSK format, 31, 175,328,382-385,422 
duty cycle, 36, 326, 329,331 
dynamic gain equalization, 394 

effective core area, 66, 23 1, 234 
effective mode index, 395 
electro-optic effect, 29, 3 1 
electroabsorption effect, 37 
electronic equalizer, 262 
electrorefraction, 54 
energy enhancement factor, 297, 307 
energy fluctuations, 210 
equalization technique, 262 
equalizing filter, see filter 
erbium ions 

energy levels of, 186 
gain spectrum of, 186 

ergodic theorem, 86 
error correction, 176-180, 378,389 

forward, 350 
error function, 160 
error probability, see bit-error rate 
Ethernet, 436 

Gigabit, 436 
Euler-Lagrange equation, 139 
excess noise factor, 157 
exponential integral function, 322 
extinction ratio, 54, 166,422 
eye closing, 272,352 
eye diagram, 175,202,217,262,367,375,386 
eye opening, 175,327, 352,357,384 

Fabry-Perot ttalon, 50,54,396 
Fabry-Perot interferometer, see interferometer 
fast axis, 83, 272 
FDDI, 407 
feedback 

distributed, 29,225, 349,395 
electrical, 395 

phase of, 52 
ferroelectric material, 272 
fiber 

depressed-cladding, 23 1 
dispersion characteristics of, 65 
dispersion-compensated, 367 
dispersion-compensating, 8 1,227-234,286 

dispersion-decreasing, 252,30 1-302 
dispersion-shifted, 4, 65, 135, 216, 226, 

dispersive effects in, 7 1 
dry, 6,348 
elliptical-core, 232 
erbium-doped, 68 
four-wave mixing in, 252 
fundamental mode of, 63 
highly nonlinear, 335,422 
ispersion-shifted, 256 
large effective area, 66 
lensed, 48 
low-loss, 4 

287,307 

292,363,364,375,378 

low-PMD, 86 
nonlinear effects in, 66, 107-137 
nonzero-dispersion-shifted, 365 
photonic-crystal, 6, 233 
polarization-maintaining, 28, 83, 84, 86, 

precompensation, 3 19,320 
pulse propagation in, 63 
reduced dispersion slope, 380 
reverse-dispersion, 234 
single-mode, 4, 63, 83 
standard, 4,226,228,243,245,257,286, 

telecommunication, 78, 228 
twisted, 272 
two-mode, 232 

272,335 

307,308,331,364,368,375,380 

fiber dispersion, see dispersion 
fiber grating, see grating 
fiber nonlinearity, see nonlinear effects 
filter 

acousto-optic, 32 
add-drop, 396 
all-pass, 239, 272 
bandpass, 3 10 
bandwidth, 35 1 
Butterworth, 351,356,357 
cascaded, 236 

optical, 49 comb-like, 395 
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concatenation of, 356 
dispersion-compensating, 227 
electrical, 175 
equalizing, 235-240,268 
Fabry-Perot, 129, 235,353, 376,432 
gain-flattening, 396 
Gires-Toumois, 235 
in-line, 3 10 
integrate-and-dump, 204 
interferometric, 268 
low-pass, 384 
Mach-Zehnder, 237,432 
microwave, 261 
narrowband, 200 
optical, 47, 188,235-240, 310 
reflection, 240,242 
sliding-frequency, 3 1 I ,  376, 382 
transversal, 272 
tunable, 35 1 

finesse, 353, 376 
fluctuationdissipation theorem, 153, 188 
forward error correction, see error correction 
four-wave mixing, 125-130,205,226,234,253, 

285,313,363-365,416 
control of, 128 
efficiency of, 126, 127,254 
intrachannel, 315, 320 
nondegenerate, 254 
resonance in, 364 

frequency chirp, see chirp 
frequency chirping, 28, 32, 41, 109, 111, 121, 

frequency fluctuations, 21 1 
frequency shift 

225,292 

ASE-induced, 2 12 
collision-induced, 370,376 
XPM-induced, 327,370,375,378,382 

frequency-division multiplexing, see multiplex- 
ing 

frequency-shift keying, 3 1 

gain 
APD, 157 
Brillouin, 135 
distributed, 69 
polarization-dependent, 98, 393,394 
Raman, 13 1 

gain switching, 333 
gain-flattening technique, 349 
Gaussian distribution, 160, 354, 361, 362, 393 

Gaussian pulse, see pulse 
Gaussian statistics, 93, 98, 101, 152-154, 160, 

165, 173, 175, 187,201 
ghost pulse, 315, 320,323, 329 
Gordon-Haus jitter, see timing jitter 
grating 

amplitude-sampled, 248 
apodized, 24 1,244 
arrayed waveguide, 129,269,395 
arrayed-waveguide, 418,425 
birefringent, 272 
Bragg, 240,263,375 
built-in, 50,232, 395 
cascaded, 246 
chirped, 243-249,266 
dispersion of, 243 
fiber, 240-249,254,375,425,427 
insertion loss of, 245 
MoirC, 245 
nonlinear-index, 206 
nonlinearly chirped, 268 
period of, 50 
phase-sampled, 248 
sampled, 52,54,246,269 
superstructure, 52, 246 

grating period, 232,240,248,263 
group delay, 236,249,264,266 

differential, 92,270, 272 
PMD-induced, 272 
slope of, 236 
spectrum of, 244 
wavelength-dependent, 272 

group index, 83 
group velocity, 65, 83,208, 312 
group-velocity dispersion, see dispersion 
group-velocity mismatch, 119, 121, 129, 359, 

guard band, 421 
GVD parameter, 71, 81, 226, 228, 253, 293- 

370 

297 

Hankel function, 206 
Hermite-Gauss function, 303 
heterodyne detection, 4, 30, 32, 261 
homodyne detection, 4, 30,262 
hypercube architecture, 43 1 

impact ionization, 157 
impulse response, 35 
integrated circuits 
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optoelectronic, 53-55 
photonic, 53 

delay-line, 45, 47 
Fabry-Perot, 50, 235 
Gires-Tournois, 235 
Mach-Zehnder, 29, 31, 37-47, 237, 335, 

430 
Michelson, 395 
Sagnac, 334 
ultrafast nonlinear, 430 

interferometer 

intermediate frequency, 261 
International Telecommunication Union, 7, 19, 

Internet, 1, 5,404,405,409 
optical, 411,418 

intersymbol interference, 41, 170 
inverse scattering method, 145, 294, 297 
ionization coefficient ratio, 158, 165 
isolator, 49, 136 
ITU grid, 19,51,54,348, 395,423 

177, 179,348,395,410,435 

Johnson noise, 153 
Jones matrix, 85, 87-89, 142 
Jones vector, 85,88, 143 

label 
bit-serial, 421 
coding of, 420 
DCM, 433 
SCM, 422,424 
swapping of, 419 

label coding, 420-424 
label swapping, 41 9,428,430 
Lagrangian, 139, 142 
Langevin noise, 68 
laser 

color-center, 300 
DBR, 52,53,428 
DFB, 4, 29, 31, 38, 47, 50, 51, 54, 257, 

fiber, 38 
GaAs, 2 
gain-switched, 333 
InGaAsP, 48,56 
linewdith of, 3 1 
mode-locked, 38, 334, 336,429 
sampled-grating DBR, 52 
semiconductor, 4,7,28, 37,48, 168, 186, 

337,349 

225,257 

surface-emitting, 47 
tunable, 51, 53,427,428 
wavelength-selectable, 54 

application, 409 
data link, 409 
network, 409 
optical, 410 
physical, 409 
presentation, 409 
session, 409 
transport, 409 

layer 

light-emitting diode, 7, 8, 28,47,57,76 
lightpath, 410,413,414,426 

permanent, 416 
traffic-dependent, 416 

coherent, 4 
components of, 7-1 1 
design of, 285-293 
disperison-managed, 284-293 
dispersion-limited, 78-82, 225-227 
evolution of, 1-6 
high-capacity, 348 
high-speed, 262-274 
long-haul, 47,67,113, 198,324-332,374- 

loss-managed, 69-71,369 
nonlinearity-limited, 216 
numerical approach for, 2 16 
CYTDM, 332-337 
periodically amplified, 117, 21 6 
pseudo-linear, 293,3 14-332 
soliton-based, 6 
SPM effects in, 284-293 
submarine, 5,47, 55,67, 191 
terrestrial, 2, 8, 191, 221, 231 
transatlantic, 19 
ultra-long-haul, 221 
undersea, 9, 19 
WDM, see WDM systems 

lightwave systems 

396 

LiNb03 technology, 254, 273 
local oscillator, 30, 3 1 
log-normal distribution, 361, 362 
Lorentzian spectrum, 135 
loss 

compensation of, 67-7 1 
coupling, 48,50,240, 260 
DCF, 232 
differential, 100, 102 
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distribution, 407 
fiber, 4, 6, 64, 67, 130, 132, 234, 251, 

insertion, 29, 231, 232, 236, 240, 244, 

polarization-dependent, 98-1 03,393-394 

modulation format, 26-32, I36 
alternate mark inversion, 42 

33 1,348,442 ASK, 27-29 
CRZ, 34,40,292,374 

245,255,408,417,443 CSRZ, 41, 175,329,331 
DPSK, see DPSK format 
DQPSK, 3 1,390 
duobinary, 4 I ,  245,259 
FSK, 27,3 1,259 
nonreturn-to-zero, see NRZ format 

loss management, 285,297-301 
lumped amplification, see amplification 

Mach-Zehnder interferometer, see interferom- 
eter NRZ, see NRZ format 

Manakov equation, 144 NRZ-DPSK, 175 
map period, 81, 234, 288, 305, 362, 364, 375, 

map strength, 306, 377 
Markovian approximation, 98, 101, 187 
Maxwell equations, 143 
Maxwellian distribution, 94, 101 
mean time to failure, 55 
MEMS technology, 236,417 
Michelson interferometer, 395 
microstrip line, 262 
microwaves, 2, 15, 20, 33 
mode noise amplification by, 204 

pseudo-ternary, 42 

QPSK, 31 
return-to-zero, see RZ format 
RZ, see RZ format 
RZ-DPSK, see DPSK format 
single-sideband, 44 

modulation instability, 114, 117, 130, 204 
gain bandwidth of, 206 
gain spectrum of, 1 16 
induced, 205 

377 PSK, 27,30-3 1 

fiber, 71 modulator 
fundamental, 23 1 acousto-optic, 32 
longitudinal, 4,54,225, 236 
LPol ,232 electroabsorption, 29,40,53, 258,337 
LP02, 233 
LPI 1,  232 
polarization, 83 429 
TE, 274 Mach-Zehnder, 54,258 
temporal, 296 phase, 31, 137, 312, 330 
TM, 274 polymeric, 29 

mode converter, 232 pulse-carver, 39,42 
mode hopping, 49 synchronization of, 40 
mode locking, 333 transmission of, 38 
modulation 

amplitude, 257, 312 

external, 8, 18, 29, 225 
LiNb03, 29, 37-47, 312, 334, 337, 422, 

moment method, 137, 208, 289, 317, 370 

monolithic integration, 53-55 
MPEG format, 15 

amplitude, 27 MONET project, 407 
cross-phase, I 17-1 25 
direct, 8, 28, 32 
frequency, 27, 259 MPLS, 410 
phase, 27,41, 137, 258, 270, 375 
polarization, 28 Muller matrix, 90 
pulse-code, 15 multimode interference, 54 
pulse-duration, 15 multiplexing 
pulse-position, 15 channel, 16 
self-phase, 107-1 17 code-division, 20,423 
synchronous, 3 12,3 16,376 
synchronous phase, 312 frequency-division, 18 

generalized, 4 12 

electric-domain, 16 
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polarization-division, 387 
statistical, 419,43 1 
subcarrier, 42 1 
time-division, 16, 267,332-337,419 
wavelength-division, 4, 18,346 

multiprotocol label switching, see MPLS 

network 
access, 404,428,435 
acesss, 43 1 
all-optical, 43 1 
architecture of, 404 
ATM, 409 
automatic-switched, 412,413 
Banyan, 43 1 
broadcast-and-select, 43 1 
CATV, 407,431 
core, 404,426 
deBruijn, 43 1 
distribution, 43 1 
edge, 404 
high-speed, 429 
IP over WDM, 41 1 
layers for, 409 
local-area, 404,407 
mesh, 405 
metropolitan-area, 404,406 
multihop, 405,431 
packet-switched, 41 I ,  418425,427 
passive, 433 
planes for, 412 
protocols for, 409 
regional, 406 
regional-area, 406 
ring, 428, 430 
SDH, 409 
self-healing, 406 
seven-layer model for, 409 
shuffle, 43 1 
single-hop, 431 
slotted, 419, 427 
TDM, 429 
telephone, 404 
topology of, 404 
transport, 404 
wavelength-routing, 413-418 
WDM, see WDM network, 410 
WDMA, 43 1 

NLS equation, 66, 108, 137-145, 217, 285, 
293-297 

coupled, 1 18 
noise term in, 187 
standard, 113 
vector, 142 

amplification of, 204 
amplifier, 11,68, 185,235 

noise 

ASE, 185-199, 205,207,217,220,230, 
23 1 

background, 126 
EDFA, 186 
electrical amplifier, 154 
FWM-induced, 128 
Gaussian, 199, 389 
intensity, 168, 206 
Langevin, 187 
laser, 49 
non-Gaussian, 201 
optical, 185 
quantization, 14 
quantum, 10, 152, 165, 195 
Raman, 189 
receiver, 151-159 
relative intensity, 49 

thermal, 10, 153-155,164,194,195,200 
white, 153 

noise figure, 194, 286 
amplifier-chain, 198 
definition of, 195 
distributed amplification, 196 
effective, 197 
electrical amplifier, 154 

shot, 10, 152-153, 155, 194 

noise-equivalent power, 156 
nonlinear effects, 107-137,204,250,284-332 

cascaded, 255 
control of, 324332,374-385 
DCF-induced, 286 
interchannel, 293,379, 382 
intrachannel, 110,314,335,379 
second-order, 255 

nonlinear length, 108, 144,292, 314 
nonlinear optical loop mirror, 3 13, 334 
nonlinear parameter, 138, 143, 231,252,319 

nonlinear Schrodinger equation, see NLS equa- 
effective, 286 

wide-area, 404 tion 
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NRZ format, 32, 37, 113, 117, 123, 175, 257, 

Nyquist criterion, 14 
Nyquist noise, 153 

271,286,287,368,375,420 

on-off contrast, 29 
on-ff keying, 26,28,388 
optical amplifiers, see amplifier 
optical burst switching, see switching 
optical circulator, 254 
optical communication systems, see lightwave 

systems 
optical cross-connect, see cross-connect 
optical feedback, see feedback 
optical label, see label 
optical networks, see network 
optical phase conjugation, see phase conjuga- 

tion 
optical phonon, 13 1 
optical receiver, see receiver 
optical router, 419 
optical transmitter, see transmitter 
optogalvanic effect, 395 
orthoconjugate mirror, 254 
orthogonal codes, 423 
OSI seven-layer model, 409 
outage probability, 96, 270, 393 

packet switching, see switching 
paraxial wave equation, 7 1 
passive optical network, 433 

broadband, 435 
gigabit, 436 
Gigabit-Ethernet, 436 

passive photonic loop, 433 
pattern effects, 359, 366, 369, 383, 430 
Pauli matrix, 88,90, 143 
PDL vector, 100 
penalty 

chirp-induced, 17 1 
dispersion-induced, 170 
extinction ratio, 167 
eye-closure, 175, 357, 368 
eye-opening, 327 
filter-induced, 351, 352 
FWM-induced, 363 
intensity-noise, 169 
Raman-induced, 359 
RIN-induced, 169 
router-induced, 354 

timing-jitter, 174 
XPM-induced, 369 

periodic boundary condition, 303 
periodic poling, 254 
phase conjugation, 130,249-256, 269,375 

fiber-based, 252 
midspan, 250 
polarization-insensitive, 254 
PPLN based, 255 
principle of, 250 

nonlinear, 108 
SPM-induced, 108,205,25 1 
voltage-induced, 37 
XPM-induced, 117, 119, 121, 335, 366, 

phase shift 

383 
phase velocity, 83 
phase-alternation technique, 328 
phase-matching condition, 125, 130, 253, 363 
phase-shift keying, 30 

differential, 31 
quaternary, 3 1 

avalanche, 155, 156 
photodiode 

p-i-n, 155 
photonic slot, 427 
piezoelectric transducer, 263,432 
pigtail, 8,48 
planar lightwave circuit, 237, 268, 333,424 
Planck constant, 442 
plane 

control, 412,426 
management, 4 12 
transport, 4 12 

compensation of, 96,270-274 
first-order, 86, 274 
higher-order, 96, 274 
pulse broadening induced by, 86, 95 
second-order, 96,274 
statistics of, 92 

PMD compensator 
distributed, 273 
electrical, 271 
grating-based, 272 
LiNbO-,-based, 272 
liquid-crystal, 272 
optical, 272 

PMD parameter, 86, 145,234,27 1,38 1 
PMD vector. 38 1 

PMD, 82-98, 144,368,381,393-394 
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PoincarC sphere, 89-92, 144,381 
Poisson statistics, 152, 165 
polarimeter, 102 
polarization 

elliptical, 86 
principal states of, 86 
state of, 83, 381 

polarization bit interleaving, 330-332, 337 
polarization channel interleaving, 125,380-382 
polarization controller, 102,272 
polarization scrambling, 273, 350 
polarization-dependent gain, see gain 
polarization-dependent loss, see loss 
polarization-mode dispersion, see PMD 
polarization-shift keying, 28 
population inversion, 186 
power penalty, see penalty 
prechirp technique, 256-258 
prechirp technqiue, 374 
prefiltering, 386 
principal axis, 83, 85 
principal states of polarization, 270 
probability density 

current, 160 
Gaussian, 199 
non-Gaussian, 202 

probe-probe configuration, 121 
propagation constant, 64, 83 
Protocil 

protocol 
GMPLS, 412 

ATM, 405,409,413,436 
FDDI, 407 
GMPLS, 412,426 
Internet, 405,410 
IP, 413 
just-enough-time, 426 
MPLS, 420 
SDH, 409 
SONET, 404,409,413 

pseudo-random bit pattern, 218,288,319,321, 

pulse 
358,360,364 

chirped, 71, 138,211,289 
clock, 335,429 
electrical, 28 
Gaussian, 71, 73, 77, 95, 110, 138, 170, 

ghost, see ghost pulse 
hyperbolic secant, 76, 296, 303 

211,261,289,296,303 

rectangular, 75, 1 13 
shadow, 3 15 
super-Gaussian, 80, 110, 1 1 1, 1 14, 257 
transform-limited, 72 

pulse broadening, 73, 170, 225, 262, 285 
pulse-code modulation, see modulation 
pulse-position modulation, 430 
pump depletion, 360 
pump-probe analysis, 366 
pump-station spacing, 69, 19 1 
pumping 

backward, 70, 192, 197, 33 1 ,  378 
bidirectional, 70,71, 197,379 
forward, 192 

Q factor, 161-180, 199-204, 218, 220, 328, 

quantization noise, 14 
quantum efficiency, 10, 152, 15.5, 156 
quantum limit, 165 
quasi-phase matching, 255 

368,376,381,392 

Raman amplification, 70, 300, 349, 358, 378- 

Raman crosstalk, see crosstalk 
Raman gain, 131,215,220,358 
Raman scattering, 130-1 33, 357-363 

spontaneous, 130, 189 
stimulated, 68,69, 130, 189, 3 13 

380 

Raman threshold, 132 
random-access memory, 424 
rare-earth elements, 186 
Rayleigh scattering, 130 
receiver 

APD, 156 
burst-mode, 425 
components of, 9 
DPSK, 46 
noise in, 151-159 
OTDM, 334 

role of, 9 
sensitivity of, 159-166 
tunable, 432 

receiver noise, see noise 
receiver sensitivity, 10, 159-166, 199,200,422 

recirculating loop, 4, 216, 287, 300, 308, 326, 
389 

refractive index 

p-i-n, 155 

degradation of, 166-1 75 
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camer-induced changes in, 52 
effective, 50,64, 7 1 
intensity dependence of, 9 
nonlinear change in, 66 
periodic, 240 

regenerator, 9, 67 
relative intensity noise, 168, 206 
repeater spacing, 3,4, 219, 226 
responsivity, 3 1, 152, 155, 156, 353 
ring resonator, 239 
router 

core, 419 
edge, 419 
egress, 41 1 
electronic, 424 
ingress, 41 1 
label-switching, 41 1 
optical, 424 
transit, 41 1 

adaptive, 414 
defection, 424 
fixed-alternate, 414 
label-based, 423 
photonic slot, 427 
wavelength, 4 13 

routing 

RZ format, 32, 34, 38,40, 175, 271, 286, 
333,368,375,420 

alternate mark inversion, 42, 328 
alternate phase, 328 
carrier-suppressed, 34,41,328 
chirped, 34 
duty cycle of, 34 

Sagnac interferometer, 334,430 
sampling period, 247, 249 
sampling theorem, 14 
saturable absorber, 3 13 
SBS, 134-137,254 

control of, 136 
threshold of, 134 

Brillouin, see Brillouin scattering 
elastic, 130 
inelastic, 13 1 
Raman, see Raman scattering 
Rayleigh, 130 

Schrodinger equation, see NLS equation 

scattering 

self-phase modulation, 107-1 17, 144,205,216, 
250-252, 260, 285, 292-297, 314, 
315,366 

semiconductor lasers 
feedback sensitivity of, 49 
packaging of, 57 
reliability of, 55 
wavelength stability of, 395 

semiconductor optical amplifier, see amplifier 
shot noise, see noise 
sideband instability, 255 
sidemode suppression ratio, 54 
signal 

analog, 11-15 
audio, 11, 15 
binary, 11 
bipolar, 38 
crosstalk, 353 
CSRZ, 331 
differentially encoded, 44,46 
digital, 11-15 
duobinary, 180,260 
electrical, 10, 1 1, 154 
FSK, 32,259 
microwave, 26 1,408 
NRZ, 337 
OTDM, 334,336 

332, phase-conjugated, 250,252,254 
phase-encoded, 45 
phase-modulated, 45 
RZ, 45,337 
time-reversed, 252 
video, 1 1, 15,407 
WDM, 186,239,246,362 

signakrosstalk beating, 353 
signal-to-noise ratio, 14, 68, 117, 133, 136, 

signature sequence, 21 
silica-on-silicon technology, 239,333,416,417, 

silicon micromirror, 49 
silicon optical bench, 49 
slow axis, 83, 272 
SNR 

154-158, 190,285,367,393 

424,432 

APD receiver, 157 
electrical, 10, 14, 154, 162, 193-199 
optical, 190-193,202,393 

soliton period, 294 
soliton systems 

amplifier spacing for, 297-301 
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dispersion management for, 301-308 
jitter control in, 310-313 
timing jitter in, 308-313 

bright, 297 
dispersion-managed, 302-308 
distributed amplification of, 301 
fundamental, 294 
Gaussian shape for, 303 
higher-order, 294 
loss-managed, 297-30 1 
order of, 294 
path-averaged, 297 
periodic amplification of, 297-301 
properties of, 293-297 
third-order, 294 

SONET, 16,176,409 
spatial phase filter, 269 
spectral broadening, 28, 109, 225 

spectral density 

solitons 

SPM-induced, 1 11 

ASE-noise, 188 
NRZ signal, 36 
power, 34-36,43 
RZ signal, 36 
shot noise, I53 
singe-sided, 153 
thermal-noise, 153 
two-sided, 153 

390 
spectral efficiency, 19,3 1, 125, 347-350, 386- 

spectral inversion, 250,362,375 
split-step Fourier method, 218 
spontaneous emission, 11,28,68, 186 

spontaneous-emission factor, 188, 189 
spot-size converter, 49 
spread-spectrum technique, 20 
SRS, 130-133 

gain spectrum of, I3 1 
threshold of, 132 

staircase approximation, 302 
steepest descent method, 133 

amplified, 188, 198, 202,231, 362 

stop band, 240-242,245,246,264,272 
streak camera, 260 
superluminescent diode, 435 
switch 

bubble, 4 17 
electro-optic, 417 
LiNb03,428 
liquid-crystal, 417 
MEMS, 417 
thermo-optic, 417 

burst, 426 
circuit, 405 
electronic, 424 
label, 4 10 
multiprotocol label, see MPLS 
packet, 405 
wavelength, 4 14 

switching fabric, 416-418 
synchronous digital hierarchy, 16 
synchronous optical network, see SONET 
synchronous transport module, 16 
system margin, 380 
Systkme International, 442 

switching 

television 
cable, 12,407 
high-definition, 408 

thermal noise, see noise 
thermoelectric cooler, 50,56, 395 
thin-film heater, 264 

third-order susceptibility, 143 
threshold current, 50 
time-division multiplexing 

electrical, 16 
optical, 332-337 

timing jitter, 207, 308-3 13, 327 
ASE-induced, 207,2 13-2 16 
control of, 3 I 0-3 1 3 
electrical, 172-175 
Gordon-Haus, 207,308,3 I1 
impact of distributed amplification, 214 

segmented, 265,269 

stimulated Brillouin scattering, see Brillouin scat- origin of, 208 

stimulated emission, 186 residual, 327 
stimulated Raman scattering, see Raman scat- 

Stokes parameters, 94 

tering receiver, 172-175 

XPM-induced, 124, 316, 369-373, 375, 
tering 378,382 

tone spacing, 3 1 
Stokes vector, 89-92, 381 topology 
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bus, 408 
hub, 404 
mesh, 405 
ring, 406,407 
star, 407,43 1 

total internal reflection, 417 
transatlantic cable, 19 
transfer function, 38, 39, 188, 227, 235, 237, 

238,241,247,261,356 
transfer matrix, 37,47 
transmitter 

components of, 7 
design of, 47-57 
DPSK, 46 
modified RZ, 40 
modulator-integrated, 53 
monolithic, 53-55 
NRZ, 37 
optical feedback in, 49 
OTDM, 332 
packaging of, 55 
power stability of, 50 
reliability of, 55 
role of, 7 
RZ, 38 
wavelength stability of, 50 
wavelength tunability of, 50 

V parameter, 23 1,232 
vacuum fluctuations, 152, 187 
vacuum permittivity, 143 
variational method, 113, 139, 289, 303, 

370 
VCSEL, 47 
Vernier effect, 52 
vestigial sideband, 386 
virtual circuit, 405 
virtually imaged phased array, 266 

walk-off effects, 119,359,361, 367, 369 
waveguide 

birefringent, 274 

316, 

LiNb03,29,32,254,417 
nonlinear, 296 
passive, 54 
PPLN, 254 
silica, 240,417 
temporal, 296 

waveguide grating router, 353,363 
wavelength blocking, 415 
wavelength conversion, 130, 254 
wavelength converter, 414,416,424,425 
wavelength routing, see routing 
wavelength stability, 5CL52, 349, 395-396 
wavelength switching, see switching 
wavelength tunability, 50-52 
wavelength-division multiplexing, see multiplex- 

WDM network 
ing, WDM systems 

all-optical, 405 
Lambdanet, 432 
opaque, 405 
passive, 433 
Rainbow, 432 
transparent, 405 
transport, 405 

capacity of, 347-350 
coarse, 348 
crosstalk in, 35 1-373 
DCF for, 229 
dense, 348,375,390,395 
dispersion-managed, 262-274, 38 1 
high-capacity, 4 
point-to-point links, 348-350 
pseudo-linear, 377 
spectral efficiency of, 19 
ultradense, 375, 378,395 

Wiener-Khintchine theorem, 35, 153 

WDM systems, 67, 128, 133,346-396 

zero-dispersion wavelength, 65,74,78,79, 128, 
209, 216, 219, 226, 229, 253, 335, 
363,378,391 


