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Preface

Introduction

This book is concerned with recent advances in the use of nonlinear vector network
analyzers (NVNAs) for the characterization, modeling, design, and linearization of
nonlinear RF devices and circuits.

Wireless has experienced an incredible growth; from cellular phones to wireless
local area networks (WLANS), portable radios have become ubiquitous. The trend is
to develop RF radios with wider bandwidth and low power dissipation for support-
ing new broadband services. Of particular importance are the nonlinear RF front-end
circuits in radios, which typically dissipate half the handheld power. Given that this
is a rapidly changing field, students, practicing engineers, and researchers must keep
themselves abreast of new developments in the field. This book presents some of the
emerging paradigms in large-signal measurement techniques, modeling, and nonlinear
circuit design theory with supporting examples.

Brief description of the book

In Chapter 1, we will review the types of modulated RF signals involved in modern
wireless communication, and introduce several measurement metrics used to character-
ize them. We will then discuss, in Chapter 2, novel measurement techniques that have
become available with the introduction of NVNAs such as the large-signal network
analyzer (LSNA) and, more recently, the PNA-X and SWAP. The NVNA permits the
vector measurement of the fundamental and harmonics voltage and currents of devices
or circuits for CW, modulated, and pulsed RF excitations.

Next, in Chapter 3, we will address the direct extraction of device models from the
RF dynamic large-signal loadlines. Then, in Chapter 4, we show how memory effects
(self-heating, traps) can be characterized with pulsed RF measurements.

Alternatively, bypassing modeling, we shall see, in Chapter 5, how to use nonlinear
measurements for the direct interactive design of nonlinear RF circuits such as power
amplifiers of various classes and oscillators, by using a new ultra-fast multi-harmonic
active load-pull approach implemented with the sampler-based NVNA.
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The behavioral modeling of nonlinear circuits using exact Volterra series, and poly-
harmonic distortion (X-parameters') and memory-polynomial approximations for both
constant-wave and modulated signals will then be presented in Chapter 6.

The book will also show, in Chapter 7, how the output power and phase-noise prop-
erties of oscillators can be optimized using the measured device line. The Kurokawa
phase-noise theory will be introduced both for free-running and for injection-locked
oscillators and compared with alternative phase-noise theories.

Then, in Chapter 8, the balancing, poly-harmonic modeling and poly-harmonic
predistortion linearization of RFIC modulators will be presented.

Finally, switching to the system level, we will see, in Chapter 9, how a frequency-
selective predistorter can be developed to linearize PAs. An analytic technique for
linearizing PAs modeled by memory polynomials will also be demonstrated for the
two-tap case using a time-selective predistorter.

In summary, the selected examples presented in this book will provide an in-depth
introduction to new emerging concepts and techniques for the large-signal measure-
ment, modeling, and design of nonlinear RF circuits, while the literature referenced
will allow the reader to further explore each topic as needed.

1 “X-parameters” is a registered trademark of Agilent Technologies. The X-parameter format and underlying
equations are open and documented.



“A great book for gurus as well as apprentices in the field of characterization and net-
work analysis of nonlinear RF circuits. Prof. Patrick Roblin provides an extensive yet
clear overview of this rapidly evolving field. The book enables RF engineers to con-
nect the dots between a wide range of fascinating topics: modern modulation formats,
NVNA and LSNA measurement technology, behavioral modeling, multitone measure-
ments, power transistor memory effects, power amplifier distortion and predistortion,
loadpull techniques, etc. By putting all of these topics together into one comprehensive
book, Prof. Patrick Roblin proves that the whole field of network analysis of nonlinear
RF circuits is much more than simply the sum of its parts.”

Dr. Jan Verspecht, IEEE Fellow and inventor of X-parameters

“Since the advent of the nonlinear microwave CAD, in the 80s, RF nonlinear circuits
were designed either recurring to this virtual lab environment, or to real but poor small-
signal S-parameter measurements associated with incomplete amplitude-only power
and spectrum characterization. It was only very recently that new instruments capable of
large-signal RF characterization opened a new way to nonlinear RF circuit design. So,
this book constitutes a unique and timely volume on the recent advances of nonlinear
microwave circuit design based on these new time-domain waveform measurements
that fills a gap faced by both industry engineers and academic researchers.”

José Carlos Pedro, IEEE Fellow
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1.1

Wireless signals'

Before we embark on a discussion of the characterization and modeling of nonlinear
RF devices and circuits, let us review the attributes of their customers, the RF signals
used in wireless communication. In this chapter, we will briefly discuss the trends of
wireless communication systems and standards for cellular networks, wireless local area
networks (WLANS), and wireless metropolitan networks (WMANSs) and the challenges
they create in the development of low-cost, linear, and power-efficient RF electronics.
Various metrics used to characterize signals and systems will then be introduced.

Modern wireless communications

Wireless communication systems rely on the modulation of radio-frequency signals
to exchange information. In modern wireless communication, digital modulation tech-
niques whereby the digital information is encoded using amplitude (ASK), phase (PSK)
or frequency (FSK) shift keying are used. In the most general case, quadrature ampli-
tude modulation (QAM), whereby the amplitude A(#) and phase ¢ () of the RF waves
are both modulated, is used:

XRE(t) = A(t)cos[wrrt + ¢ (1)]
= I (t)cos(wrgt) — Q(t)sin(wrgt).

In the above equation, 7 (z) and Q(t) represent the in-phase and quadrature components
of the modulation, respectively.

It is to be noted that constant-envelope signals (I 2(r) + Qz(t) = constant) are
advantageous for mobile transmitters because they can then be amplified by nonlinear
power amplifiers, without AM-to-PM distortions degrading the modulation of the sig-
nals transmitted. Such nonlinear amplifiers have the advantage of being both cheaper
and more power-efficient than linear amplifiers.

Phase modulation is then attractive if it can be implemented in such a way that
the phase-modulated signals can maintain their constant envelope A2 =1%(t) + Qz(t)
while being processed by bandpass-limited circuits. One modulation scheme, GMSK
(Gaussian minimum shift keying) [1], achieves this ability via the use of gradual

1 Research collaboration with Jiwoo Kim and Suk Keun Myoung is gratefully acknowledged.




Figure 1.1

Wireless signals

phase transition, which greatly helps maintain the signal envelope constant. The quasi-
constant envelope of GMSK is beneficially used in wireless standards such as the GSM
(Global System for Mobile Communication). The resulting low cost and power effi-
ciency of the mobiles certainly contributed to the widespread success of this protocol
around the world.

Nevertheless, given the needs to increase the wireless network’s capacity to handle
more users and to provide wide-bandwidth data services, digital quadrature amplitude
modulation is becoming more prevalently used in modern standards.

Beside the modulation of the RF signals to encode information, the multiple division
access (MDA) scheme used to handle multiple users or to increase the bandwidth for
a single user is also of great importance. As symbolically represented in Figure 1.1,
frequency (FDMA), time (TDMA), and code (CDMA) division multiple-access tech-
niques are typically used to handle multiple users [1]. In CDMA, each user baseband
signal is further modulated by a pseudonoise code with high chip-rate which spreads
the bandwidth of the original baseband signal. Clearly CDMA calls for mobiles with
front ends operating with wider frequency bandwidth.

Note that often the uplink and downlink between the mobile and the basestations use
different frequencies, therefore relying on frequency-division duplexing. Alternatively,
time-division duplexing (transmit and receive at different times) is used when the same
frequency band is used.

In addition, the concept of the cellular network provides a frequency reuse in
non-adjacent cells, which increases the capacity. Space-division multiplexing access
(SDMA), or the use of antennas with beam-forming techniques, also enables further
increase of the user capacity by adding additional sectors in each cell.

L/

NERESSRRRRTS
.

Comparison of FDMA, TDMA, and CDMA schemes.
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Unlike the mobiles which in TDMA and FDMA handle a single channel, the power
amplifiers at the basestation transmitter must typically operate with much wider band-
width because it is more economical to use a single basestation RF power amplifier
for the various channels for each RF carrier. Furthermore, basestation power amplifiers
typically handle multiple carriers at the same time. This obviously introduces some
critical constraints upon the linearity and bandwidth of these power amplifiers.

One of the motivations for the introduction of CDMA was its improved perfor-
mance in handling fading (signal cancellation arising from multi-path propagation),
owing to its wider bandwidth. CDMA can also make beneficial use of the various
multi-path signals using a “rake receiver” [1] to reduce the signal-to-noise ratio at
the output. Another division multiplexing technique that has gained prevalence in
wireless communication systems due to its high performance in multi-path environ-
ments is OFDMA (orthogonal frequency-division multiplex access). OFDMA is a
multi-user version of OFDM (orthogonal frequency-division multiplexing), which is
used in high-performance WiFi WLANS, and is now being actively implemented in
new WMAN standards such as WiMAX and LTE to provide wide-bandwidth data
services [2] [3] [4]. Given the rapid growth in this field, we will discuss the charac-
teristics of OFDM signals in the next section. The analysis of OFDM signals will also
illustrate the challenges modern modulation schemes place upon the characterization
and design of modern RF circuits.

OFDM primer

In this section we shall give a brief review of the most salient features of OFDM. OFDM
signals typically consist of multiple symbols separated by a guard interval. The general
structure of an idealized OFDM symbol of duration 7symp is shown in Figure 1.2,
where Wr symp (¢) is an ideal shaping window.

The symbol duration is given by Tsyms = Tirrr + Ta1 + Ttr Wwith Ty the guard
interval and TR the transition interval. The guard interval TGy and the associated cyclic
prefix Tcp = Tgr + Ttr are used to remove the intersymbol interference (ISI) from
symbol to symbol as well as to maintain the subcarrier orthogonality in each symbol
as we shall discuss below. The transition interval Ttr, which is not always specified in

W1 syms
Tirer (1 period)

_—

o t

time t

Tep

Structure of an OFDM symbol of duration 7symB.-
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The ISI shown to take place in (a) is suppressed in (b) by the use of a guard interval between
symbols.

the standards, is used to reduce the spectral regrowth associated with the transition from
one to another symbol.

The use of the guard interval is illustrated in Figure 1.3. The intersymbol interference
is suppressed if the guard time is larger than the channel delay spread. However, self-
interference in a given symbol still needs mitigation, and this will be discussed later on.

Let us consider now a single OFDM symbol with index k. The data portion xR i
which is located in the interval kTsyms + [Tcp, Tcp + Tiprr] is of the form

xRrr(f) = Re {ZXk(t - kTSYMB)eXp[jZHfol]} ,

k

t — (Tcp + TiFrr/2)
TiFFT

Nsc
) > Cunexplj2mn Af(t — Tep)).

n=1

xi (1) = rect (

The Fourier transform Xy (f) = F[xx] associated with the symbol x is

S f—nAf
Xk (f) = Tirrr ch,nexp[—ﬂﬂn Af(QTcp + tippr/2)] x sinc <A—f> .

n=1
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The spectrum of the OFDM signal is obtained from the coherent superposition of the
individual spectra of the various subcarriers. As can be seen in Figure 1.4, the spectra of
the various subcarriers overlap in most of the frequency range. However, if we sample
the frequency at n Af = n/Tirpr, the spectra are orthogonal. This frequency sampling
is equivalent to assuming that the signal x;(¢) is a periodic function of time ¢ with
period Tiprr. The orthogonality in OFDM is then achieved by selecting Tiprr = 1/Af.
The coefficients Cy_, can then be recovered by performing a Fourier series over the data
interval kTsyms + [Tcp, Tcp + Tirrr]- For sampled data, a Fourier series is exactly
implemented (up to the scaling factor Nigrr) by a fast Fourier transform (FFT) per-
formed using Nsc data acquired during the data interval. Conversely, the sampled signal
xr(nT;) can be generated by an inverse FFT (IFFT) as indicated in Figure 1.5.

The complex Fourier coefficients Cy are typically generated using BPSK, QPSK,
16-QAM or 64-QAM modulation:

Cin = kn + jOr,n) X KmoOD k>
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Table 1.1. Parameters for WiFi, WiMAX (downlink), and LTE (downlink) for their widest-bandwidth
configuration. Note that different circular prefixes (normal/extended) are used in LTE depending on the

channel delay spread and the environment (urban/rural).

WiFi WiMAX
802.11a 806.16e-2005 LTE
Bandwidth 20 MHz 20 MHz 20 MHz
Number of subcarriers (Ngc) 64 2048 2048
Number of data subcarriers 48 1440 1200
Number of null subcarriers 12 368
Number of pilot subcarriers 4 240
Subcarrier frequency (Af) 0.3125 MHz 10.94kHz 15kHz
IFFT period (TiprT = 1/Af) 32 s 91.41 ps 66.67 s
Circular prefix (Tcp) 0.8 us 11.4 ps 5/16.67 us
Ratio Tcp/ TiFFT 1/4 1/8 1/14-1/4
Symbol interval (TsymB) 4.0 us 102.9 us 71.67/183.34 s
Q bybybsb,
0010 0110 1110 1010
[ J ([ J ([ J (]
0011 0111 1111 1011
(] (] (] [ J
0001 0101 1101 1001 !
([ J ([ J ([ J (]
0000 0100 1100 1000
[ J [ J [ J ([ J

A 16-QAM constellation with Gray coding.

where Kyop is a constant depending on the modulation used and the output power to
be generated. An example of a 16-QAM constellation with Gray digital encoding is
shown in Figure 1.6. Typical values found for the various OFDM parameters in various

standards are shown in Table 1.1.

Let us discuss now how the self-interference in a given symbol is mitigated in the
presence of multi-path signals. Orthogonality between the subcarriers is preserved if the
symbols are periodically extended inside the guard interval time. This is symbolically
represented in Figure 1.7 for the case of the reception of a symbol with three different
propagation delays. In the useful symbol interval of duration Tigpr, the various path
delays only introduce a frequency-dependent phase shift and amplitude rescaling in
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each of the measured subcarriers which can be removed by subsequent processing at
the receiver.

Having presented the fundamentals of the OFDM scheme, let us now discuss its
signal characteristics. OFDM signals exhibit a very high peak-to-average power ratio
(PAPR),

PAPR — Lheik

avg
This is due to the fact that OFDM signals are realized as the superposition of multiple
subcarriers Nsc, and there exists a finite probability that at some times all these sub-
carriers can be in phase. Under such a circumstance the peak power is proportional to
NSZC. Since the average power is proportional to Nsc, assuming all subcarriers have the
same power, it results that at these fleeting times the PAPR reaches Ngc, which can
be very large, e.g. 2048 (33 dB). Such a PAPR would be quite alarming. However, the
probability of such an event is small, since it is proportional to 27Vsc,

Let us introduce an instantaneous PAPR(7) in a time interval [¢, ¢ + At] defined as

maXx(s, 14+ At] [|XRF(f)|2]
E[|xre(1)]?]

with E[ ] the average operator taken over the transmit time interval of interest. It is
possible to estimate the PAPR at the baseband signal level. We call x(n) the complex
baseband signal, which is defined as

x(n) =1(n) +jQOn),

where the signals 7 (n) = I(¢,) and Q(n) = Q(t,) are sampled at discrete time intervals
t, = ntg with g the sampling interval:

PAPR(¢) =

’

¥R (1) = I (1)cos(wrrt) — Q(1)sin(wrr?).
The instantaneous PAPR at the sampling time ¢, is then defined by

PAPR(n) = x> 1’(n)+ Q%) _ P(n)
TE[EmP] T Ewe  Pag
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where the average E[ ] is taken over the transmitted data sequence. Note that E,yg is
the average envelope value, P(n) the discrete-time instantaneous RF power at time #,,,
and P,y the average RF power. Note that the instantaneous RF power P (n) is simply
obtained from the envelope E(n) = |x(n)| using

1 1 1
P@) = sl =3 [P+ 0% = SEXn).

Since the OFDM data can be assumed to be stochastically time-varying, the PAPR is
best represented by its statistical distribution. It is common practice to use the comple-
mentary cumulative distribution function (CCDF = 1 — CDF) of the PAPR to represent
its statistical distribution:

CCDF(PAPR) = Probability[ P (n) > P,y x PAPR].

A simple and useful approximation for the CCDF has been proposed for QPSK
OFDM [5]:

CCDF(PAPR) = 1 — CDF = 1 — [1 — exp(~PAPR)]" "¢,

where the factor § is a fitting parameter used to approximate the oversampling factor.
Note that 8 = 1 corresponds to the case of a Nyquist sampled signal. In such a Nyquist
limit, by virtue of the central limit theorem, the samples x;(n) for each subcarrier can
be assumed, for a large number Ngc of subcarriers, to be zero-mean Gaussian complex
variables N (0, %) with variance o. It results that |xoppm(n)] is a Rayleigh distribution
(Rayleigh[o]) and the instantaneous power IonDM(n)|2 is exponentially distributed
with mean power a(%FDM =2072. In the case of oversampling, the adjacent samples
x(n) are correlated, and a non-unity 8 factor (8 = 2.8) is found to provide a correction
to the correlation [5]. The results obtained for various numbers of subcarriers are
shown in Figure 1.8. The larger the number of subcarriers, the larger the probability of
obtaining a specific PAPR.

100

107"

1072

CCDF

1073 4

1074k

10—5 T 1 1 I
6 7 8 9 10 11 12 13

PAPR (dB)

Approximate CCDF of PAPR for QPSK OFDM signals.
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Note, however, that the discrete-time PAPR may underestimate the continuous-time
PAPR since it is calculated using sampled data, but it nonetheless gives a useful
lower-bound estimate of the analog PAPR which the amplifier must handle.

Impact of clipping on OFDM

As we have seen in the previous section, OFDM signals, just like CDMA signals, exhibit
large PAPR. The question arises as to whether the peaks in the signal envelope carry crit-
ical modulation information and whether we could clip them off without significantly
degrading the information transfered.

In hard clipping, the input signal x(n) = [jn(n) + jQin(n) will have its envelope
lx(n)| =/ Ii% (n) + Qizn (n) rescaled to E;p if the envelope exceeds the clipping
threshold Ejjp. However, this envelope clipping is performed in such a way as to
maintain the phase Z([j, 4+ jQin) information of the input signal. The output signal
y(n) = Iout(n) + j Qout(n) will therefore be given by

Eclip
Tou(n) = Re[x(n)] = ———=Iin(n),
|x(n)]

Eclip
Qout(n) =1Im[x(m)] = ——=Qin(n).
|x ()]

Note that the output phase satisfies Z(Ioyt + jQout) = Z(lin + jQin). Figure 1.9(a)
shows a processing block that conceptually implements this hard-clipping function
using an antipeak generator. The output signal y(n) = x(n) + c(n) is the superposi-
tion of the incident signal xj, and a corrective clipping signal c(n) generated by the
antipeak generator:

c(n) =1Ic+ jOc = (out — Iin) + j(Qout — QOin)-

The clipping ratio y is defined as

Eclip _ Eclip _ P, clip

y= = :
VENIxmP]  Eave Pave

where for OFDM signals the average power is Payg = a(%FDM.

x(n) y(n)  x(n) y(n)

. c(n) .
Antipeak Antipeak Filter
Generator Generator

(a) (b)

System diagrams for implementing hard clipping (a) and soft clipping (b).
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Constellation for the various OFDM subcarriers before (left) and after (right) hard clipping with
a clipping level of 7 dB.

Hard clipping distorts the OFDM signals and generates both out-of-band spec-
tral regrowth and in-band distortion. Let us first consider the in-band distortion. The
distortion of the constellation in 64-QAM OFDM is shown in Figure 1.10. Clipping is
seen to have introduced noise. Although the corrective signal c(n) is clearly correlated
to the input signal xj,, it has been demonstrated [6] [7] that for OFDM signals with a
large number of subcarriers the clipped signal can be well represented by the superpos-
ition of an attenuated version of the input signal ox(n) and an uncorrelated additive
noise d(n):

y(n) = ax(n) +d(n),

with o given by

a=1-— exp(—yz) + %ﬁy erfc[y].

Figure 1.11 shows the variation of the attenuation constant « with the clipping ratio y.
For clipping ratios above 7 dB, the attenuation constant « is close to unity and can safely
be neglected.

The uncorrelated additive noise d(n) has been demonstrated [7] to have a variance
given by

2_ 2 —y2 2

The bit error probability (BEP) for M-QAM OFDM under clipping has been derived
[7] to be given by

BEP 2 1 1 R 3 x SNDR
= — eric | — 9
M log, ) ' T UM 2M—1)

with log, (M) the number of bits in each Mary-QAM subcarrier. In the expression for
the BEP, SNDR is the signal-to-noise-plus-distortion ratio:
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where oy is the variance associated with the thermal noise floor:
1,
kpTo = No = 390 Tsyms,

with kg the Boltzmann constant, 7y the room temperature in degrees Kelvin, Ny/2
the additive white-noise spectral density, and 7symp the symbol duration. For an
Mary-QAM OFDM signal, the ratio Ey,/ Ny of the average energy per bit to N is related
to the average power o(%FDM of the OFDM signal by

Ep o 0('2)FDM
No  logy(M) o'g

The BEP of a clipped OFDM signal is plotted for various clipping levels from
4 to 10dB in Figure 1.12. The OFDM signal consists of Ngc = 2048 subcarriers
using 64-QAM modulation (M = 64). It is seen that for a clipping threshold equal to
or larger than 7dB (above the average power), an acceptable degradation in BEP is
obtained.

Note that various techniques for PAPR reduction without BEP degradation at the
cost of bandwidth efficiency have been proposed. Although these investigations fall
outside the scope of this review, this points to the fact that the characteristics of the
OFDM signals will vary from implementation to implementation even within the same
standard.
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Comparison of the power spectral densities of the original, hard-clipped, and soft-clipped
signals.

Spectral regrowth and clipping

As is to be expected, hard clipping will increase the modulation bandwidth and
introduce spectral regrowth outside the allocated bandwidth. This is illustrated in
Figure 1.13, where the power spectral densities of the original and hard-clipped sig-
nals are compared. Soft clipping can then be used to reduce the spectral regrowth. In
soft clipping, a filter is used after the antipeak generator to remove the sharp varia-
tions in the correction signal c(n), resulting in the implementation shown in Figure
1.9(b). The resulting power spectral density (PSD) of the soft-clipped signal is com-
pared in Figure 1.13 with the PSDs of the original and hard-clipped signals for a clipping
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(10 MHz).

ratio of 7 dB. It is observed that the soft-clipping PSD easily passes the requirement of
one of the proposed spectral masks for the IEEE 806.16e-2005 WiMAX standard. The
associated CCDFs are also compared, in Figure 1.14.

Metrics

To compare the linearity performance of different hardware implementations, or to com-
pare the fidelity of a model in fitting or predicting measured data, several metrics are
commonly used.

For comparing two signals x1(n) and x;(n) available in the discrete time domain, the
root mean square (RMS) is often used. It is defined as

o lxa(m) = x1(n)|?
on lxim?

RMS =

To measure the spectral regrowth generated in adjacent bands (wadjacent) by the signal
in the channel band (@channel), the adjacent-channel power ratio (ACPR) is used. It is
defined from the power spectral density PSD as

fwad'acem PSD(CL))dC()
ACPR = 101log, -

fwchannel PSD(C{))dC{)

For comparing, in symbol-space, two similar OFDM signals xorpm,1 and xorpm,2
with Ngc subcarriers k, the following error vector magnitude (EVM) is used:
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Calculation of EVM error for a given 16-QAM subcarrier k.

&
(9}
8=

1 ad
EVM = AIZ+AQ*| = ,
Smax NS I; k k Smax

with
Al = Dby — Ik,
AQr = Qok — Q-
The square root of the component A/ kz + A Q,% of the EVM error is graphically repre-

sented in Figure 1.15 for a single 16-QAM subcarrier. Other figures of merit will also
be introduced in the subsequent chapters as needed for our analysis.

Multisine

Multisine is an expression used to indicate a superposition of tones, of the following
form [8]:
Nmax

Xms () = Z Ay cos(wot +n Aw + ¢y),
n=0

for single-sided (usually baseband) signals, or

SSB
ms(1) =) Ancos(@ot +n Ao+ ).
n=—SSB
for double-sided RF signals with 2 x SSB + 1. Usually the same amplitude A, is used
and only the phases ¢, are varying for the tones n.
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Approximation of a 1024-carrier WiMAX CCDF using an optimized 64-tone multisine.

The selection of the phases ¢, is of critical importance for shaping the multisine
signal [8] [9]. Using phases that are constant or linearly varying or randomly dis-
tributed leads to pulse-like signals with large PAPR. To approximate communication
signals using multisines, the phase ¢,, can be optimized such that the desired CCDF is
approached [10] [11]. An example of a CCDF approximation is shown in Figure 1.16
for 64 tones. The more tones used by the multisine, the closer the CCDF can be approx-
imated at high PAPR. Nevertheless, a multisine with a reduced number of tones might
provide an acceptable substitute for soft-clipped OFDM signals. Such multisines find
applications in the characterization and modeling of nonlinear devices with memory
effects [12].
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2.1

Large-signal vector measurement
techniques with NVNAs!

In this chapter we shall first review the various measurement techniques which are tra-
ditionally used for the characterization of RF circuits. Next we will introduce several
nonlinear vector network analyzers (NVNAs) that have been developed to characterize
the nonlinear response of circuits at radio frequencies (RF). Having described the oper-
ating principle of the various NVNAs, we will then focus in the rest of this chapter
on the sampler-based NVNA. In particular, its operating principle, calibration, and
extension to broadband modulation and pulsed RF signals will be discussed in detail.
Overall, this chapter will provide some insights into nonlinear measurement techniques,
which should complement the remaining chapters concerned with platform-independent
modeling, design, and linearization techniques.

Measurement of RF signals

Various kinds of equipment are used to acquire and analyze RF signals: power meters,
spectrum analyzers, oscilloscopes, vector signal analyzers. Power meters are used to
accurately measure the RF power. Usually they are used to characterize steady-state RF
signals but some power meters have a wide input bandwidth and can provide a measure-
ment of the instantaneous signal power for modulated RF signals within a prescribed
bandwidth. The accuracy of power meters is usually traceable to world standards and
such equipment can therefore be used for power calibration.

Spectrum analyzers permit the measurement of the power spectral density of RF
signals versus frequency. Typically the data are acquired during a finite-duration
time window and Fourier transformed to the frequency domain for a wide frequency
range. The frequency resolution frgs improves (decreases) with increased measurement
duration ty = 1/fRrgs at the cost of slower frequency sweep. No phase information is
normally provided by spectrum analyzers.

Oscilloscopes permit visualization of the data in the time domain. RF oscilloscopes
need to have a sampling rate of at least twice (Nyquist rate) the signal frequency in
order to acquire the fundamental. For acquiring the 10th harmonic of a 1-GHz signal

1 Research collaboration with Seok Joo Doo, Young Seo Ko, Fabien De Groote, Jean-Pierre Teyssier, and
Chieh Kai Yang is gratefully acknowledged.
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we therefore need a sampling rate of 20 GHz. Oscilloscope measurements are usually
affected by the jitter of the sampling clock, but techniques are available to compensate
for this jitter [1]. Scopes have also a finite frequency response and typically feature a
resolution of 8 bits (48 dB dynamic range).

Vector signal analyzers (VSAs) are used to analyze the modulation of RF sig-
nals. These instruments act as calibrated receivers that demodulate the RF signal
received. Typically they can display the constellation diagram and calculate the error
vector magnitude (EVM) between intended and received signals. Only the fundamental
frequency is characterized by such systems. A rigorous calibration of a VSA requires a
pre-calibrated modulated RF source.

The various types of test equipment described above are intended to measure CW
and modulated RF signals and can be used in turn to characterize circuits, as we shall
discuss below. First let us consider the case of linear circuits, or more accurately the
linear characterization of circuits, since no circuit is ever purely linear. A dedicated
piece of equipment, the network analyzer, is available for this purpose. In a network
analyzer, commonly two-port or four-port circuits are excited by an incident RF wave.
The power level must be selected by the user so that the device response is linear while
remaining above the noise floor both of the device and of the measurement system.
Network analyzers have typically a dedicated RF synthesizer that is capable of rapidly
sweeping the frequency of the RF excitation. Network analyzers do not per se acquire
the incident and reflected or transmitted waves but evaluate their ratios:

L0

a;j (@) |4 —0 with k#j ’

where b;(w) are the reflected or transmitted complex waves and a;(w) the incident
complex waves on the DUT at the radial frequency w. For linear circuits suffi-
cient information is provided by the knowledge of the amplitude and phase of these
S-parameters. Given the characteristic impedance, S-parameters can indeed be con-
verted into other circuit parameters such as z, y, and ABC D parameters. For nonlinear
circuits, care must be taken to use a low enough incident power to measure small-signal
parameters.

To characterize the nonlinear response of circuits testbeds have been developed to
perform nonlinear measurements, such as power gain compression, power efficiency,
AM-AM and AM-PM, intermodulation distortion (IMD), load-pull measurements, and
EVM measurements.

Figure 2.1 shows examples of these various testbeds. A power meter, a spectrum
analyzer, and a vector signal analyzer are required in turn to measure the signal sent
or transmitted to the device/circuits measured. A network analyzer is required in order
to pre-characterize the automatic tuner or measure the source and load impedances in
manual load-pull testbeds. Note that some network analyzers have been configured with
power sweep capability and offset frequency tuning for measuring the amplitude of
higher harmonics.

To the extent that the figures of merit acquired are the very metrics used to meas-
ure the success of the circuits tested, these testbeds have proven invaluable. However,
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Various testbeds used for device and circuit characterization: (a) network analyzer used for
S-parameters parameters, (b) power meter and spectrum analyzer for power-swept measurement
of gain compression and harmonics and spectral regrowth, (c) vector signal analyzer for
constellation acquisition and EVM, and (d) load-pull system for PA development.

comparing measurements acquired from different testbeds may pose a serious chal-
lenge if one attempts to reconcile them for accurate device modeling, since different
calibrations are typically used. In addition, the harmonic termination impedance might
be different. Even different low-frequency impedance termination will affect the device
and circuit RF response. Furthermore, designers are strongly interested in directly visu-
alizing the voltage and current waveforms at the reference planes of the device under
test (DUT), and these traditional methods alone do not provide the required vectorial
(amplitude and phase) multi-harmonic information needed to reconstruct those signals.
In this book on nonlinear circuits we shall be concerned with measurement systems
capable of performing vector multi-harmonic measurements so as to visualize in time,
frequency or envelope domains the full waveforms at the DUT. As we shall see, a family
of instruments is already available, and several novel exciting low-cost solutions are
emerging, which will soon make such nonlinear vector measurements ubiquitous.

Principle of operation of vector large-signal measurements

Several test systems have been conceived to measure the nonlinear vector response
of RF devices and circuits. These test systems can be separated into three categories:
sampling-based, mixer-based, and sub-sampling-based systems. In this book we shall
refer to them all as nonlinear vector network analyzers.

The sampling approach simply relies on high-giga-sample oscilloscopes. Such
testbeds have been developed in the industry and universities by experts [2] in RF
nonlinear measurements, and are being commercialized by companies such as Mesuro.
The prototype for such a system is shown in Figure 2.2. The RF incident and
reflected waves of the DUT are separated by a directional coupler (reflectometer)
and directly measured by a four-channel sampling oscilloscope. A high-bandwidth



20

Figure 2.2

Figure 2.3

Large-signal vector measurement techniques with NVNAs

Real-Time Scope

S bbb

a b, b, a

RF

@ _— o« DUT o E— %

coupler coupler
P Port 1 Port 2 P

NVNA realized with a high-bandwidth high-speed sampling scope.

ADCs & Signal Processing

a by fir b, a aR
) ) oVa\ )
RF 29— QX
fio a by b, a, Phase
RF | | Ref.
A — DUT —
|
coupler Port 1 Port 2 coupler %

Architecture for a mixer-based NVNA realized with a five-channel VNA.

scope (e.g. 67 GHz) with a large sampling rate compared with the fundamental RF
frequency (typically a few GHz) measured is used, in order to achieve a sufficiently
high oversampling to permit the faithful acquisition of higher harmonics. The jitter of
the sampling clock will affect the measurement, but techniques to remove its contribu-
tion are available [1]. However, jitter removal in such testbeds requires a fifth channel
for the acquisition of a pilot sinusoidal tone. Relative calibration and absolute power
calibration should be sufficient to characterize the coupler and bias tee loss and account
for the frequency response of the scope. No phase calibration is conceptually required
when the four channels are fully synchronized. This is certainly verified if we char-
acterize relatively low RF harmonic frequencies compared with the scope bandwidth.
The dynamic range of the system is limited by that of the scope. With an 8-bit vertical
resolution about 48 dBc is obtained. In principle such a system is not limited to peri-
odic signals, but, when measuring periodic signals, averaging can be used to further
increase the dynamic range at the cost of longer measurements and increased memory
storage.

Mixer-based vector nonlinear vector network analyzers (NVNAs) are usually built
on a five-channel network analyzer standard platform (Figure 2.3). Several implemen-
tations have already been developed (by Barataud er al. [3] and Phaser-Quattro [4])
in university labs. Several solutions have been marketed (PNAPlus and ZVxPlus) by
NMDG [5] as extensions of commercially available network analyzers, and a new
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PNA, a mixer-based NVNA, commercialized by Agilent (reproduced with permission from
Agilent Technologies, Inc.).
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Sampler-based NVNA architecture.

system based on the PNA-X architecture is now being commercialized by Agilent [6].
The mixer-based NVNA provides a high-performance solution. Figure 2.4 shows a pro-
totype for such a system. The RF incident and reflected waves ay, by, as, and b, of the
DUT which are separated by the directional coupler (reflectometer) are down converted
by a mixer using the local frequency fio = frr + fir. The resulting IF signals are then
acquired by a sampler (Figure 2.5). A narrow bandwidth can be selected to reduce the
noise at the price of longer acquisition time. Each harmonic (or sideband when the signal
is modulated) is measured in separate individual measurements. The RF signals meas-
ured must therefore be periodic and stable. Correlation between these measurements at
different frequencies is obtained by measuring on the fifth channel a multi-harmonic
signal generated by the synchronizer generator. The phase relationship of the harmonic
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LSNA, a sampling-based NVNA.

tones generated by the synchronizer does not need to be known as long as it is fixed
and stable. The calibration of the mixer-based NVNA relies on a relative calibration
and absolute power and phase calibration of the same type as those we shall describe in
detail for the sub-sampling NVNA. The advantage of the mixer-based NVNA is that it
offers a higher dynamic range (80-90 dB) than that of the sampling and sub-sampling
NVNA. The resolution (100 kHz for the Phaser-Quattro) is maintained across the entire
bandwidth, and the lower frequency limit demonstrated is lower (300 kHz in the Quattro
versus 600 MHz in the Agilent Large Signal Network Analyzer). The mixer-based
approach also benefits from the fast frequency-sweeping capability of modern network
analyzers, although, for the acquisition of modulated RF signals with a large number
of sidebands, the measurement will require a commensurately longer acquisition time
since each tone is acquired in a separate measurement.

The sub-sampling NVNA shown in Figure 2.6 relies on the sampling of the RF signals
at a sampling frequency much lower (typically around 20 MHz) than the RF signal
measured (typically from 0.6 to 50 GHz).

Whereas the sampling-based and mixer-based NVNAs down convert the signal in
the time and frequency domains, respectively, the sub-sampling NVNA works in both
time and frequency domains. Indeed, for this approach to work the RF signals meas-
ured (and their modulation) must be periodic as in the mixer-based NVNA in order
for the sampling to perform an effective down conversion of the signals. The sampling
frequency must be selected such that the down-converted tones do not overlap in the
frequency domain, as will be discussed in the next section. The Large Signal Network
Analyzer (LSNA) [7] is an example of a sub-sampling NVNA. Its hardware is based
on the older Microwave Transition Analyzer (MTA) sampling boards. The reader is
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The SWAP, a new sampling-based NVNA with improved performance. (Reproduced with
permission from VTD sas.)

referred to reference [8] for a historical review of the development of the large-signal
network analysis. Although the MTA and the LSNA have now both been discontinued, a
sampler-based NVNA, the SWAP (see Figure 2.7) is now commercialized by VTD [9].
The SWAP provides a low-cost replacement solution for the LSNA while featuring an
improved performance in terms of speed of acquisition, modulation bandwidth, and
pulsed-RF measurement capabilities.

Clearly our brief overview of various NVNAs available indicates that a diversity of
solutions is available for users interested in large-signal measurements.

Sampler-based principle of operation

Having introduced the major players, we shall now focus on the sampler-based NVNAs
(MTA, LSNA, SWAP) for the rest of this chapter. Note also that a wide variety of
measurement configurations can be explored with the sampler-based NVNA because
the user fully determines the RF and baseband stimuli as long as their modulations are
periodic.

Note that our discussion is intended for instrument users, not test-instrument
developers. The development of instruments entails many considerations that users may
ignore without suffering any practical limitations. However, to use the sampler-based
NVNA with any reasonable success, a basic understanding of the fundamental princi-
ples of the instrument is required. We shall therefore start by reviewing its architecture
and operating principles.

Typically the sampler-based NVNA, which is intended for measuring two-port RF
devices, features four independent channels each equipped with a sampler. The sam-
pling clock driving the four samplers is generated by an extremely precise and stable
source (a so-called FracN source) which is programmable (typically 10-25 MHz).
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The FracN source is phase-locked to a stable (oven-stabilized) 10-MHz reference
signal (typically provided by the highest-frequency RF source). The sampling impulses
are realized with a step recovery diode producing a short pulse of duration a few
picoseconds. The four sampled RF signals which have been effectively down converted
to baseband via sub-sampling are then filtered by a 10-MHz filter (50 MHz for the
SWAP) and acquired by the PC by four analog-to-digital converters (ADCs). The latter
ADC:s are also phase-locked to the 10-MHz reference clock signal for increased signal
stability.

To illustrate the concept of sub-sampling down conversion, let us consider the fol-
lowing example. Let us assume we are to measure a signal with fundamental frequency
fre = 1 GHz and Ny = 10 harmonics:

SREn =nfrRp With — Ny <n < Ny.

The RF signal might be modulated later on, so we need to decide on a resolution fre-
quency for these modulated measurements. Assuming that the modulation frequency
can be as low as 1 kHz, let us select a resolution frequency of frgs = 100 Hz in this
example.? It results that the RF signal frequency is Rrr = 107 times the resolution
frequency:

fRF = RRE fRES,

assuming for simplicity that frgs is an integral divider for frr. Note that, to achieve
such a resolution frequency, we need a measurement time of 1/frgr = 1/(100Hz) =
10 ms. If we were using a sampling scope capable of both sampling and storing the RF
data at high enough speed, we would need, according to the Nyquist criteria, to acquire
2x RRp X Ng=2x 107 x 10 =2 x 108 sampled data during this 10-ms measure-
ment time. To obtain the RF spectrum with the required acquired data we would then
need to perform a fast Fourier transform (FFT) with 2 x 108 data. This would require
tremendous computational resources, even assuming that we can practically store so
much data fast enough. With sub-sampling, fewer data need be acquired to perform the
same task. First we need to find the sampling frequency fio which down converts the
RF signal frr and its harmonics n frr to baseband tones such that their down-converted
frequencies in the sampling frequency interval,

0< fu=nfrr — SufLo < fLO»

with n an integer, do not overlap after down conversion. Using a simple search algo-
rithm, one can easily verify that the smallest sampling frequency possible for our
selected example is given by

fLo = RLo fres = fBW.

2 The resolution frequency is the inverse of the measurement time. Note that in practice, in the sampler-based
NVNA, the minimum resolution frequency is set by the ADC sampling frequency divided by the maximum
number of sampled points acquired during the measurement time.
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with Rp o = 21. One easily verifies that in the general case this corresponds to the mini-
mum positive frequency window required to collect the down-converted tones including
positive and negative (Nyquist image) frequencies:

fBw = 2Nu + 1) frEs.

Let us analyze this process in more detail. We assume that the unmodulated RF signal
is given by the following Fourier series:

N
x(t) = Z Cpelkont

k=0
Let us assume that we can directly sample the RF signal using the following sampling-
function signal:

9]

St)y= Y 8(t—nt).

n=—0oo
We now calculate the pth Fourier coefficient F, of the sampled data x(z) x S(¢):

+

l .
Fy= / S () x S(6)]elPeREst gy
0+

o0

N
- / N [Z cke-/kwof] x [ Z S(t —ms)] e/P@RES! (]
0+ —0

n=—0oQ

N
=> G Z / exp[j (kwo + pores)t]8(t — nts)dt

k=0 n=—oo

N R/ts N
= Z Z exp[j (kwo + pores)nts] = Y CyG(k, p),
k=0  n=I k=0
where we define G as
IR/13
Gk, p) =) _ expljn2x M(k, p)],
n=1
with the function M given by
kawo + pwres
Mk, p) = (—”)
ws

When M is an integer, the phasors are all equal to unity and the G function adds up to
tr/ts. For non-integer values of M the phasors are equally distributed over a circle of
unit radius and cancel each other out. It results that the Fourier coefficients obtained are

weighted by fres/fLo:
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with the function p(k) given by

kwo — fl k R
(k) = o — floor(kwo/ws) fo _ kRo — floor <k—0> Rio.
WRES Rio

where we defined fo = Ro fres and fL.o = RLo fRES-
Let us assume now that each RF harmonic is modulated by a modulation frequency
Jfm with Ngsp single-sideband (SSB) tones. The resulting RF tones are then given by

SREn,p = RfRE + Pfm with —Nyg <n < Ny and —Nssg < p < NssB.

We also assume for simplicity that frgs is an integral divider of fi:

fm = Rm fRES-

The minimum frequency window required to collect these down-converted tones is

fBw = 2Ny + 1)(2Nssg + 1) fREs.

The sampling fio frequency will therefore be larger than, or at best equal to, fpw.
Consider for example the case in which SSB = 20. Let us assume the resolution fre-
quency is frgs = 100 Hz. The smallest sampling frequency leading to non-overlapping
tones after down conversion is

fLo = RLo fres = 103700 Hz.

In theory it is therefore sufficient to sample the RF signal with the sampling frequency
JfLo = 103700 Hz during the time interval of 1/frgs = 10 ms and acquire Ry o = 1037
samples to fully characterize this modulated RF signal. The (2Ny + 1)(2NssB + 1) frRES
Fourier coefficients of this modulated RF signal are then obtained by performing an FFT
with Ry o = 1037 sampled data. This is evidently much more efficient than calculating
the FFT for Ny fo/fres = 10% sampled data. This reduction in required resources orig-
inates from the fact that the signal characterized was assumed to be bandlimited around
each harmonic.

No filter is needed for direct digital sub-sampling in the ideal case in which both the
number of harmonics (Ny) and the number of single sidebands (Nssp) are finite such
that both the RF signal and its modulation are bandlimited. In practice direct digital
sampling of the RF signal is not always possible and an analog sub-sampling circuit as
in Figure 2.5 is used to sample the RF signal. The zero-output signal resulting between
the sampler pulses then induces the generation of Nyquist images much like in digital-
to-analog converters or in interpolation by zero-padding for oversampling. To eliminate
the contribution of these higher Nyquist images an IF lowpass filter (10 MHz in the
LSNA) is used to prevent any aliasing.

The implementation of sub-sampling in a real system is further constrained by a
number of additional practical reasons such as the frequency range of operation of the
harmonic phase reference and the LO source. However, the simplified analysis pro-
vided above has the advantage of introducing the overall sub-sampling down-conversion
principle as well as defining the practical concept of resolution frequency. A more real-
istic analysis of the down-conversion process implemented in the sampler-based NVNA
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together with practical examples will be given in Sections 2.7 and 2.9 when we discuss
broadband and multiple recording measurements.

For reliable and reproducible measurements of modulated RF data with the sampler-
based NVNA it is necessary in practice to use a modulation frequency f;, defined with
an accuracy A fi, of at least a tenth of the resolution frequency frgs (the inverse of the
measurement time). One can also deduce from this criterion that the periodicity require-
ment on the modulated RF signal can be implemented by selecting the RF frequency
and the modulation frequency independently as long as they have a common frequency
divider that is smaller than the resolution frequency. However, no detailed analysis of
the resulting residual phase error in such a case has been reported.

Relative and absolute power and harmonic phase calibrations

The full characterization of the modulated multi-harmonic signals to be measured
by the NVNA includes a baseband component (DC included) and an RF component
(fundamental plus harmonics) including the sideband tones. In this section we will focus
on the RF calibration part of the LSNA.

The initial theory on the RF calibration of the LSNA was reported by Jan Verspecht
in his Ph.D. dissertation [11]. A simplified and alternative presentation that will be
sufficient for our purposes is given here.

It is found necessary to differentiate between two types of calibration (Figure 2.8)
for (1) connectorized DUT and (2) on-wafer measurements. Indeed, for on-wafer meas-
urements, power meters or phase-reference generators calibrated at the probe contacts
are not available.

Calibration for connectorized devices

We shall start with the calibration of the LSNA for connectorized devices. The measure-
ment of the incident and reflected waves a;(t), by (t), a>(t), and b, (¢) at the reference
planes for all the various tones nwy is targeted:

N
ai(t) = Y ai(nwp)exp(jnwot),
n=—N
N
bi(t) = Y bi(nwo)exp(jneot).
n=—N

We limit ourselves for the time being to unmodulated RF signals:

In a conventional vector network analyzer (NA) only a relative calibration is required,
since only the ratio of reflected to incident waves is sought. With a nonlinear vector
network analyzer (NVNA) absolute measurements of the power and phase of multi-
harmonic signals are performed and additional absolute calibration steps are required
for the NVNA.
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Figure 2.8
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Two types of calibration are used: (1) relative calibration: (a) open, short, and load, and (b) thru
calibrations; and (2) absolute calibration: (c) power and (d) harmonic phase calibrations.

The major assumption made for calibrating the NVNA is that it is operating itself in
a linear regime of operation. This assumption certainly holds true for the couplers and
bias tees, assuming that negligible self-heating is taking place. As far as the samplers
are concerned, attenuators need to be engaged as needed to make sure that the signal
remains in the required dynamic range of the NVNA. Under this linear approximation
the waves a; m(nwo) and b; m(nwo) measured by the NVNA are related by a linear
relationship to the waves a;(nwp) and b; (nwo) at the reference plane of port i of the
DUT. Assuming that channels 1 and 2 for port 1 are fully isolated from channels 3 and 4
of port 2, we obtain the relation

ay m(wp) Ay(wn)  Bi(wn) 0 0 ay(wn)
bim(@n) | _ | Ciwp) Di(wy) 0 0 bi(wp) @1
az m(wp) 0 0 Asx(wn)  Ba(wn) a(w,) |7
b2,M(wn) 0 0 Cr(wp)  Da(wy) by (wy)

where we used the notation w, = nwgy forn > 1.
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Since ports 1 and 2 are assumed isolated, let us simply use 2 x 2 matrices:

[ ai m(wn) ] _ [ Ai(wn)  Bi(wy) } [ ai(wn) }
b1, m(wn) Ci(wy) Di(wp) b1 (wy)

_ ai(wn) _ T aj(wy)
=T [ by (@) } = Ailon) Ty [ by (n) } ’

[ aZ,M(a)n) i| _ |: Ax(wp)  Ba(wy) ] |: az(wy) :|
b m(wy) Co(wy)  Da(wy) by (wn)

az(wy) ] T [ az(wy) i|
2 [ by (wn) 22 baon)
The normalized matrices T (wy,) and Ta(w,), given by

1 B,'/(U)n)] [ 1 Bj(wn)/Ai(wp) ]
Ci(wn) Dj(wy) Ci(wn)/Ai(wn) Di(wp)/Ai(nwy) |’

can be extracted by a relative calibration. This relative calibration can be performed, for
example, by using short, open, and load (SOL) standards at ports 1 and 2. Generally
speaking, using three such different loads we obtain the system:

—I'L; (Short) am.i (@n) I'L; (Short) x awm,i (wn)

bwm,i EUM; Short bwm.i Ew"i Short Bl/ (wn) 1
R aMm,i \@n X am,i \@n _
—I'Li (Open) Dt (@n) Open I'Li (Open) x Basi (@n) Open Cl:((l)n) =|1],
) am,i (@n) ) am,i (@n) D (wy) 1
—I'Li(Load) P i @n) | gu I'Li (Load) x Bt @ | oag !

which is readily solved for the harmonics w, = nwy. For ideal loads this system of
equations simplifies as we have I'L (Short) = —1, ', (Open) = 1, and I'L. (Load) = 0.

The ratio between A (w;) and As(w,) can next be extracted using a thru measure-
ment. A thru admits the following transmission matrix:

al(wn) _ 0 1 aZ(wn) _T aZ(U)n)
biwy) |~ L1 0 || batwn) | T ™™ ba(wn) |

We can then extract the ratio of A (w,) and A, (wj,) using the following identity:

[ arm(@n) } _ Ai(@n) azm(@n) }
b],M(wn) Ar(wp) b2,M(wn) '

Ty (n) T Ty | (@n) [

At this point we have one remaining unknown, say Aj(w,), since we can now express
As(wp) in terms of Aj(w,). Additional absolute calibrations now need to be performed
at port 1 to acquire the amplitude and phase of A{(w,) for all harmonics w,. A cali-
brated harmonic generator can be used for this purpose. Because the measurement of
power is a well-established science, and precise and accurate power meters traceable
to world bureaus of standards are readily available, it is common in practice to acquire
the amplitude and phase of A separately. A power meter is used at port 1 to perform a
power calibration for acquiring the amplitude of A{(w,).
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The system of equations describing this measurement is
aim(@n) = Ar(wp)ai(wn) + Bi(wn)bi(@n)
= Aj(wy)ai(wn) [1 + Bi (wn)FP(a)n)] )
bim(wn) = Ci(wp)ai(wn) + Di(wn)bi(wn)
= Aj(wp)ai(wy) [Cl(@n) + D} (@)Tp(wn)],

1 1
Pyi(wn) = 5|a1(wn)|2 - 5|b1(wn)|2

1
= Slai@nl (1= IMu@nP).
with Pj(nwo) the power measured at port 1. From the ratio

al,M(wn) _ 1+ Bi(wn)rp(wn)
bim(wp)  Cl(wn) + D) (w,)Tp(wn)’

we easily extract the reflection coefficient of the power meter for each harmonic:

by m(wy) — Cl(wp)ar m(wy)
Di (wn)al,M(a)n) - Bi(wn)bl,M(wn) ’

The amplitude of A;(w,) is then obtained from

Cp(nawp) =

lar Ml _ la,m(@n)|
ai(wp) + Bl (@n)b1(@n) ()| [1 + Bj(wn)TL(wn)]

_ lai,m(wn)] 1 — [Tp(wy)?
1+ Bi (@n)Tp(wy) 2P (wn)

The next calibration step is then to acquire the phase of each harmonic. Note that
the phase of the fundamental frequency is arbitrary, as the NVNA measurements are
typically started at an arbitrary time. We are therefore interested in the relative phase of
the harmonic tones compared with the fundamental tone.

Various types of calibrated generators are available for the phase calibration. They are
usually referred to as harmonic phase references (HPRs) or harmonic phase standards
(HPSs). They usually consist of a comb generator with wide bandwidth (20 to 50 GHz).
They can be implemented using an impulse generator to generate a large number of
harmonic frequencies (the comb) covering the bandwidth of the NVNA.

A step recovery diode is typically used for generating the impulse (see Figure 2.9).
A nonlinear transmission line can also be used for decreasing the impulse rising time.
Alternatively, a monolithic microwave integrated circuit (MMIC) can be used to gener-
ate the required pulse, such as in the U9391C Agilent module. The key feature of the
HPR is that the phase relationships between all the tones be stable.

Let us now discuss how one can define a phase relationship between the harmonic

|A1(nwo)| =

tone nwy and the fundamental wy. Given that enough padding (attenuation) is added
inside the HPR, a linear model can be used for the signal generated by the HPR at
port 1:

a1 (nwg) = br(nwp) + I'r(nwp)by (nwo). (2.2)
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(b)

(a) Harmonic phase reference/standard from NMDG/Maury (MT4465, 600 MHz to 50 GHz) and
(b) comb generator from Agilent (U9391C, 10 MHz to 26.5 GHz) (reproduced with permission
from Agilent Technologies, Inc.).

The terms br (nwo) = |br nlexplj¢ (n, 1)] are the harmonic components of the periodic
signal br(¢) generated by the HPR,

br(t) = Re {|br.1lexp(jwot)
+ bR 2lexp(j2wot + jba.1)
+ bR 3lexp(j3wot + jb3.1)
+ |br.nlexp(j Nowot + jon.1)} .

in the natural time reference (+ = 0) for which the phase of the fundamental is O
(e.g. ¢1,1 =0). Assume now that we measure the HPR signal br(¢) at a time fy
(unknown to us) relative to the natural time reference of the HPR, defining thus a new
time reference ¢ = ¢ — . The signal measured is then

br(t') = Re {|br,1lexp[jwo(t’ + tv)]
+ 1R 2lexp[ j2w0(1" +tv) + jd2,1]
+ |br 3lexp[ j3wo(t" + tn) + j¢3.1]
+|br, N lexp[ i Nwo(t" + tm) + jon1]} -

So in the new time reference ¢’ the HPR signal measured is

br(') = Re {|br.1lexp(jwot’ + jp])
+ br 2lexp(j2wot’ + j¢))
+ |br 3lexp(j3wot’ + j¢3)
+ |br.nlexp(j Nowot' + joy)}
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with

¢ = wotm,
@5 = ¢2.1 + 2wotm,
®y = ¢3.1 + 3wotm,

dy = ¢n.1 + Napim.

Clearly, from the measurement with a calibrated scope [12] of the HPR output at an
arbitrary and unknown time #\; we can recover the relative phase:

$n1 = @, — nwotm = ¢, —n X @|.

Let us now use this reference HPR signal for extracting the phase ¢4, (nwp) of
Aj(nwp) of the transmission matrix 77. Aj(nwp) is a complex number that can be
expanded in amplitude and phase:

Al (nwo) = |A1(nwp)| x exp[jpa, (nwo)].

We connect the HPR as indicated in Figure 2.8(d). Given the measured a; v and b1 m
waves, we can recover the waves aj (w,) and b (w,) at port 1 using

[ aj(wy) ] T )|: aj m(wy) ]
=T; (s

b1 (wn) by m(wy)
1 =1 ay m(wp) ]
= T n ’
|A1(wn)lexp [jpa, (wn)] L@ )[ b1, m(wn)

— 1 ai’M(wn)
eXp [/¢A1(wn)] b/LM(wn) ’
with

ai,M(w”) _ 1 T_l |: al,M(a)n) i|
[bi,mwn) }_ml(wm VO e |

The HPR harmonic component br , defined in the natural time reference ¢ can then
be expressed using Equation (2.2), in terms of the aj (nwp) and b (nwp) waves measured
at time 7y in the time reference ’, using

br nexp(jnwot) = expljnwo(t — tm)] a1 (nwo) — I'r (nwo)b1 (nawp)],

. . exp[ jnwo(t — tm)
bR | exp(jnwot + jdn1) = [ . ] [a] p(nwo) — TR, y(neo) |
exp[ja, (nwo)]

exp[jnwo(t —tm)] ,
= b ,
exp[jda, (nwo)] R (7o)

with

bﬁ,M(na)o) = ag’M(na)o) — FR(nwo)b’l’M(na)o).
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Note that the HPR harmonic coefficients br(nwo) = |br x| explj¢(n, 1)] are time-
invariant because they are defined in the natural time reference ¢, whereas the complex
coefficients ai’ M (o) and b/l’ M (1wo) of the measured HPR signal which are defined in
the measurement reference time ¢ = t — f; will vary from measurement to measure-
ment as the measurement starting time 1 varies arbitrarily.

According to the above expression, the following phase relation is obtained:

@A, (nwo) = —¢u,1 —n X wotm + phase {bi{,M(nwO)} .

For the fundamental frequencies this reduces to the following relation:

P4, (o) = —woim + phase {by \(wo)} - (2.3)

Since again the LSNA measurement of the HPR starts at a random time #); unknown
to the user, the phase ¢4, (wo) cannot be determined (one equation, two unknowns).
However, the phase ¢4, (wg) should remain constant from measurement to measure-
ment since the phase shift from port 1 to the LSNA samplers via the coupler is not
time-varying. It is now convenient to select ¢4, (wp) to be zero since we know it
is constant and yet we cannot measure it. This assumption is equivalent to defining
a user-defined calibration time reference #y(cal) obtained by setting ¢4, (wp) = 0 in
Equation (2.3):

wotm(cal) = phase {bg y(wo)} -

This time reference fyr(cal) is the correct value #yy (modulo 27 /wp) up to an unknown
but constant delay:

Aty = tm — tm(cal) = —a 1/ wo,

within an RF period.
Using this user-defined calibration time reference fy1(cal) the relative phase calibra-
tion of the remaining harmonics follows:

@4, (nawp) = phase {by \(nwo)} — dn,1 — n x phase {by y(wo)} .

The phase of the harmonics will then be correctly set relative to the fundamental fre-
quency, even though the phase of the fundamental frequency will remain arbitrary. It is
indeed the very intent of the HPR calibration to establish the correct phase relationship
between the harmonics and the fundamental tone.

On-wafer calibration

We have discussed in the previous section the calibration of the LSNA for the meas-
urement of connectorized devices. The absolute calibration steps relied on the use of a
power meter and a harmonic phase reference (HPR) at port 1. However, for on-wafer
measurements, power meters or HPR generators calibrated at the probe contacts are not
available and an alternative approach must be devised. An auxiliary port (port 3) is then
used to access the port-1 reference plane on the wafer as shown on Figure 2.10. This
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Absolute calibration for on-wafer measurements: (a) auxiliary port, (b) power, and (c) HRP
calibrations.

can be done easily via an on-wafer thru between port 1 and port 2, and the coupled port
of the load coupler (port 2).

One can then recover the signal at port 1 if the transmission matrix 753 from port 3 to
port 2 is fully characterized. To extract the transmission matrix 73(w,) between port 3
and the NVNA measurement port 2M, a SOL (short, open, and load) calibration is first
performed. A SOL calibration will characterize only the normalized matrix 73(wy),
leaving A3(w,) to be characterized separately:

a3 (wn) _[ As(wn)  Bi(@n) H as(@n) ]

M(w,) | L C3(@n) Ds(wn) || b3(wn)
_ az(wp) _ T az(wp)
=T; [ bs(wy) :| = A3(wn)T3(wn)[ b3 () ]

It results that the transmission matrix ng (wy) 1s given by

|: Axz(wy)  Baz(wn) } _ [ 0 1 ] Asz(wn)

1 _
Co3(wp)  Daz(wn) 1 0 WTZ (@n) T3(wp).

The ratio Az(w,)/A2(w,), which is unknown, can be obtained using the reciprocity
property

A3 (wn) D23 (wy) — Coz(wpn) Baz(wy) = 1.

The ratio Rﬁ = (Az(wp)/ As(wy))? is then determined, and the ratio R, =
A3z(wy,)/Az(wy) is then known up to an undetermined sign for each frequency wy,.
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The sign for the harmonic tones (n > 1) can be obtained relative to the fundamental
tone by unwrapping the phase (removing 27 phase jump) and selecting the sign such
that there is no 7 phase jump:

R, =+/|R.|?exp [unwrapped_phase {R,zl} /2] .

The HPR measurement can be used for this phase unwrapping. Indeed, the HPR which
is usually set to a subharmonic of the fundamental provides closely spaced frequen-
cies for monitoring the continuity of the unwrapped phase (actually minimizing phase
jumps).

In this procedure the sign used for recovering R; from Rf at the fundamental
frequency is unknown. However, as was indicated in the previous section, the only
information required from the HPR is that the phase of the harmonics relative to the
fundamental be well defined.

We have extracted all of the eight unknown coefficients of matrices T, (w,) and
T, (wy). By taking the inverse of Equation (2.1), we can now calculate the actual waves
a;(w,) and b; (w,) at the reference plane of port i from the signal a; m(w,) and b; m(w;,)
measured at the sampler using

ai(wy) 1 Bi(wy) 0 0 ai m(wp)
D@D | _ ko | 1@ B0 0 biw(wn)
axwy) | " 0 0 aw) Balwn) arm(wp)
ba(wn) 0 0 yawn) S2(wn) by m(wn)

Tuner deembedding with the LSNA

NVNAs are beneficially used in conjunction with tuners to measure the response of a
device under realistic load and source impedance terminations. The ideal configuration
for this purpose is to place the NVNA couplers between the DUT and the tuners as is
indicated in Figure 2.11. This calls for very-low-loss couplers [13]. An example of such
couplers reported by XLIM is the wave probe [14]. The wave probe exhibits a low inser-
tion loss at the price of reduced directivity. Note that the directivity error is corrected in
the calibration. The wave probe also features an increased coupling at high frequency,
which is highly desirable since the harmonics are usually much smaller in amplitude.
This results in an effective increase in dynamic range for the harmonic components.
The wave probes and the alternative current/voltage-probes implementation are now
available in commercial tuners.

In some circumstances it is, however, necessary to place the tuners between the DUT
and the NVNA couplers. This occurs when the couplers exhibit too much loss and/or
are already integrated in the NVNA. Since now the tuners are in the path between the
NVNA couplers and the reference ports 1 and 2, the calibration will be dependent on
the tuners’ setting. It results that when the tuners are adjusted to provide new different
impedances, the calibration of the NVNA is no longer applicable to the new settings.
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A simplified schematic outline of tuner deembedding.

Since the calibration of a network analyzer is a time-consuming process, recalibrat-
ing the NVNA each time the tuner is set to a different impedance would be quite
impractical. To address this issue a two-tier calibration can be performed [15]. This
procedure, described below, relies on the preliminary characterization of the tuner with
a network analyzer for the frequency of operation and its harmonics. The computer-
controlled tuners also need to exhibit highly reproducible microwave characteristics for
this procedure to work.

The two-tier calibration with an NVNA consists of (1) a SOL calibration and (2) a
line—reflect—reflect—-match (LRRM) calibration. These two calibrations are done with
the tuner impedance set to 50 €2 (Zy). The goal of the tuner deembedding is to recover
the correct calibration setup without any extra calibration steps, even if the tuners are
placed on new impedance positions (Z).

Definitions

Figure 2.12 shows a simplified block diagram of the NVNA measurement system for
tuner deembedding. Only one port is considered here.

The SOL calibration is done at the reference plane 3, while the LRRM calibration
is done at the reference plane 4, which is generally at the RF probe tips in on-wafer
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measurements. Between the reference planes 1 and 3, we can write an error coefficient
(ECF) matrix [16] from the NVNA SOL calibration as

el a B0 ]

For clarity of presentation we have dropped the functional dependence on the radial fre-
quency (wjy) for all the terms in this section. Similarly, for the reference planes 1 and 4,
the ECF matrix from the NVNA LRRM calibration can be written as

=m0 ]

by YL oL by

Note that the ECF matrices are sometime stored as the relationship between v and i and
the SOL or LRRM transfer matrices need to be converted for @ and b [17].

In addition, the transfer matrix TT of the tuner can be obtained from the S-parameters
of the tuner [18]:

T T T T ,¢T
TT _ |: Tll T12 ] _ ( 1/521 _SZZ/SZI )
- T T - T ,¢T T T ¢T ,¢T .
T21 T22 Sll/S21 S12 - SIISZZ/SZI

This matrix is used to relate the reference waves at plane 2 to the reference waves at

plane 3:
[“ﬂ:TT[l”]. 2.4)
by as

The T-matrix of the tuner is subsequently assumed to be known for all possible
impedance transformation it provides.

In Figure 2.12 there are two unknown transfer matrices, TC and TY. The matrix TC
represents the combined characteristics of the NVNA coupler and access cable which is
used to connect the NVNA to the tuner (reference plane 2). The matrix TC can therefore
be represented in an ECF matrix form:

TC=KC[ : ﬂc] 2.5)
yc ¢

This matrix is used to relate the waves at reference plane 2 to the waves at reference

plane 1:
[7%) _ qC aq
|:b2:|_T |:b1:|' (2.6)

It is also necessary to account for the connection between the tuner and the DUT. TP
is the T-matrix used to relate the waves at reference plane 3 to the waves at reference

plane 4:
2]+ 2]
b3 as
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Note that TC and T could also include the contribution of any external bias tee located
in the path.

Once T€ and TF in Figure 2.12 are available, the modified NVNA calibration can
be calculated for any new setting of the tuner. The unknown TC and T® matrices need
therefore to be extracted and this is achieved using the two-tier calibration described in
the next section.

Extraction of Ac, yc, and 8¢ in TC

The SOL calibration provides us with the normalized T-matrix SOL(Zy) from the
reference plane 1 to plane 3. The SOL calibration matrix SOL(Z,) can therefore be
expressed in terms of TC and TT(Zy) using:

SOL(Zo) ' =TC ' x TT(Zy). 2.8)

The functional dependence on Zj is used to signify that the calibration is performed
with the tuner in its through position. The overline used for each matrix 7" indicates that
the matrix is normalized by T};. The calibration matrix TC is then

TC = [ I be ] — TT(Zy) x SOL(Zo)

yc dc
T T T
_ I, Ty [ 1 Bs }
L TS ¥s 6s
T T
1 T}, Bs + T35
T T
Ty, +Tivs
- T T T T ’ (2.9)
T, + Tyyvs T, Bs + Thyds
T T T T
L Ty +Tovs Ty +Thys

Extraction of (1/Kc)T"

The LRRM calibration establishes the calibration T-matrix from the reference plane 1 to
the reference plane 4. Using Equations (2.4), (2.6), and (2.7), its T-matrix LRRM(Z))
can therefore be expressed in the form

LRRM(Z) ! = T¢ x TT(Zo) x TF. (2.10)
On renormalizing T by Tﬁ = K¢, we obtain
—1 _C_l T P
LRRM(Zy)" =T x T (Zg) x (1/Kc)T". (2.11)

It results that the product of the normalization factor (1/K¢) and the transfer matrix TP
is given by
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(1/Ko)T? =TT (Zo) ™! x TC x LRRM(Z) . (2.12)

Extraction of LRRM(Z,)

Let TT(Z,) be the new transfer matrix for a new tuner position providing an impedance
Z, at the reference plane 3. Then the new LRRM calibration matrix LRRM(Z,) for
the NVNA accounting for the tuner deembedding can be obtained using the following
formula:

LRRM(Z,) = [(1/1<C)TP]‘l x T (Z,)~! x TC, (2.13)

where TC and 1/ Kc)TP are given in Equations (2.9) and (2.12), respectively.

Modulated measurements and IF calibration

As was mentioned in our discussion of sub-sampling, the sampler-based NVNA is able
to down convert not only the fundamental and harmonics but also their modulation in
the IF bandwidth of the sampler-based NVNA receiver. It is simply necessary to select
the sampling frequency such that no overlap in tones takes place.

However, the issue of what calibration scheme to use for these modulated tones arises.
A full RF calibration as described in the previous section is an option but requires
knowledge of the modulation frequency at calibration. For relatively small bandwidth
it is usually acceptable to rely on the RF calibration which has already been performed
for the fundamental or harmonic tones. However, such a calibration must then be cor-
rected for the IF response of the bandpass filter placed before the ADCs. Indeed, the
modulation tones associated with each harmonic are down converted to different inter-
mediate frequencies than their corresponding harmonics. The frequency dispersion of
the IF filter then must be accounted for.

In the LSNA this is achieved by partitioning the calibration matrix into an RF com-
ponent and an IF component. The RF calibration is assumed to be valid up to the
analog samplers and the IF calibration accounts for the path from the analog samplers
to the ADCs. Various IF calibration procedures can then be used to extract the IF filter
response. A detailed procedure involving the use of a calibrated modulated reference
source for the absolute IF phase calibration is provided in Section 2.7. On the user side
it is desirable to check the relative IF calibration using a modulated RF source with
short and through connections by verifying that the following identities hold:

by(nwo + pwp) = ai(nwy + pwy)

for a through connection,
bi(nwy + pwy) = ax(nwy + pwy) } g

by (nwo + pwm) = —ai(nwo + pwm)

} for a short termination,
by(nwo + pwn) = —azx(nwo + pwm)
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for all tones p and harmonics n. Residual errors observed usually take the form of a
group delay, which can easily be removed as long as the errors are linear and determin-
istic (invariant under successive measurements). Such an example is described in the
next section when synchronizing the RF and baseband measurements.

Absolute time reference calibration for RF modulated measurements

The complete characterization of a device excited by modulated RF signal requires the
acquisition both of the RF and of the baseband signals. Such a measurement system is
shown in Figure 2.13 for the case of an LSNA configured with a trigger and used in
conjunction with an oscilloscope.

For CW-REF signals only the DC voltages and currents are to be acquired at baseband
and no synchronization issue is involved. But when modulation is involved, it becomes
critical to attain a good synchronization of the RF and baseband measurement systems.
Indeed, the sampler-based NVNA used for the RF measurements and the oscilloscope
used for the baseband signal measurements might start their data acquisition at different
times, even though they share the same starting trigger signals. This originates among
other things from the delay produced by the different cable lengths used in the RF path
and the current sensor dispersion in the baseband path.

A timing calibration can be achieved by using a two-tone measurement for a fast
reference transistor operated under class-B biasing conditions. In class-B operation, the
DUT acts as an RF signal detector at port 2. With the testbed calibrated, a two-tone
signal is applied to the gate input of the DUT:

v1(t) = cos(wit) + cos(wat). (2.14)

The transistor output in class B neglecting capacitance and assuming linear amplifica-
tion is then
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i2(t) = Gmu {cos(wit + ¢1) + cos(wat + ¢2)}

1 1
=Gnu {cos [E(wz — )t + §(¢2 - ¢1)}

X COS [%(a)z + o)t + %(tﬁz + ¢1)“ , (2.15)

where u[x] is the step function. Equation (2.15) explicitly shows the amplitude modu-
lation at (wp — w1) induced with the beating of the two-tone excitations. The rectifying
function u#[x] will down convert this amplitude modulation to baseband. However, the
LSNA used in this measurement ignores the signal below 600 MHz, so that the meas-
ured RF signal does not account for the baseband tones. It results that the RF output
current acquired does not appear rectified even though the DC bias gate voltage is set
to the threshold voltage as needed for proper class-B operation. For this reason, the
baseband waveforms must be acquired and added to the RF waveforms. As shown
in Figure 2.13, this is done using current sensors to measure the baseband current
waveforms using an oscilloscope.

The absolute time reference calibration is done by determining the time shift which is
required in order to obtain a rectified drain current output after the baseband intermodu-
lation products Ips(#) of the oscilloscope are added to the RF drain current waveforms
i2(t) of the LSNA.

Figure 2.14 illustrates these IF calibration steps. It is clearly shown in Figure 2.14(a)
that the measured RF drain current i>(#) and the baseband drain current Ips(¢) are not
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Time reference for the IF calibration of the LSNA: (a) measured, (b) synchronized, and
(c) added RF and baseband signals.
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synchronized. In order to synchronize those two signals, it is sufficient to align the time
of zero crossing for the baseband Ipg(¢) and the RF envelope of i>(¢). This is illustrated
in Figure 2.14(b). When i» (¢) coincides with Ipg(¢), the sum of two signals produces the
rectified RF drain current shown in Figure 2.14(c), as expected for class-B operation.

In Figure 2.14, the required time constant (7) is 0.6695 s for the LSNA modulation
frequency (fm) of 303.07 kHz. Since the time constant is a function of the modulation
frequency used, it is necessary to find out the corresponding time constants corres-
ponding to all modulation frequencies interested. The variation of the time constants
extracted is illustrated in Figure 2.15. This dispersion below 20 kHz is associated here
with the current sensor in the baseband path which relies on a transformer optimally
designed for the acquisition of current pulses of microsecond duration.

Another way to achieve accurate time reference calibration could be to use a pulsed-
RF signal instead of a two-tone signal. The rectified drain current will detect the
presence of the RF signal at the port 2.

Broadband measurements with the LSNA

The growing demand for broadband wireless communication services is motivating the
development of power amplifiers (PAs) operating with increasingly wider bandwidth.
Nonlinear vector network analyzers (NVNAs) offer unique possibilities for charac-
terizing the nonlinear behavior of PAs for periodically modulated excitations. As we
have seen, the sampler-based NVNA can acquire multitone periodic signals with wide
RF bandwidth (up to 50 GHz in the LSNA) and effectively remap them under appro-
priate conditions within the bandwidth of the IF receiver (10 MHz in Maury’s LSNA
and S0 MHz in VTD’s SWAP). Once down converted the RF tones are filtered with a
low-pass IF filter and then digitized using analog-to-digital converters (ADCs). In the
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commercialized LSNA, the modulation bandwidth for the RF signals acquired was lim-
ited to twice the IF modulation bandwidth, e.g. 20 MHz in the LSNA. It is, however,
possible under appropriate conditions to further increase the modulation bandwidth, by
choosing the measurements parameters of the LSNA such as the ADC frequency fapc,
the LO frequency f10, and the FFT size Ngpr in such a way that none of the fundamen-
tal and harmonic tones folds down to the same IF frequency during down conversion
[19]. Wideband multitone signals can be acquired that way after the frequencies mea-
sured are descrambled. Note that a technique to avoid the frequency scrambling has been
demonstrated for wideband LSNA measurements [20]. However, it requires adding a
switch between the FracN and the step recovery diode.

Such a broadband measurement system can be realized with a large-signal network
analyzer by adding an additional frequency synthesizer to set the ADC clock and a
counter driven by the ADC clock for triggering the measurements (see Figure 2.16).
Once calibrated, the modulated RF signals are then acquired in a single LSNA measure-
ment. No stitching of measured data from multiple measurements is therefore required
[21] [22] in order to obtain the amplitude and phase of the various tones of the multi-
harmonic wideband periodically modulated signal acquired. However, as we shall see,
the broadband measurement requires a trigger with a frequency set to a sub-harmonic
of the greatest common divisor frequency fgcq of all the down-converted IF tones [23].
In the case of IF tones in an arithmetical progression [ fir, 2fir, 3fir, ..., BfiF],
the triggering frequency reduces to the fundamental IF frequency fir used for cali-
brated broadband measurement [24]. This trigger guarantees that the phase relationship
between the tones remains the same in successive measurements.
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Figure 216  Block diagram of the modified LSNA setup and integrated IF calibration setup. (From [23] with
permission, ©2010 IEEE.)
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Principle of phase calibration

As mentioned above, the bandwidth of the LSNA can be extended beyond the bandwidth
of the IF receiver [19] [24] if a broadband calibration scheme is introduced. Consider
a periodically modulated signal expressed as the superposition of multiple tones with
radial frequency wp:

P
YRF = Z Ap cos(wpt + @p).
p=1

A and ¢, are the amplitudes and phases, respectively, for the tones p. The signal yrr
being periodically modulated, the radial frequencies w), for the tone p can be expressed
in terms of the fundamental frequency wg as

wp = Wy + pwp, (2.16)

where oy, is the modulation frequency corresponding to the tone spacing of the
signal yRrp.

In the frequency domain, the sub-sampling analog down conversion [19] taking place
in the LSNA will down convert each tone of frequency w), into the IF bandwidth of the
LSNA receiver by mixing it with the harmonics of the comb generator fio:

P 0
Ysampler = 2 Z Ap cos[wpt + ¢p] X Z B, cos[gwrot + 6]
p=l1 q=1

P 0O
= Z Z ApBy{cos[(wp + quLo)t + ¢p + 64]
p=1g=1
+ cos[(wp — qwrLo)t + ¢p — 41}, (2.17)

where B, and 6, are the amplitudes and phases of the harmonics of the comb gen-
erator. Note that the signal generator and the local oscillator (comb generator) used
are synchronized with respect to a common external reference source (typically 10 or
100 MHz) so that they share the same time base. It results that the phases ¢, and 6, are
well defined in the time reference selected once the various generators are powered on.
The IF frequency of the tone w, after down conversion is

10)
Awp = wp — kpoLo with &, = floor (w_LIZ)> .

If we use g =k, and g =k, + 1 for the second term in (2.17) for each tone p,
the multisine signal at the output of the IF filter is then in the frequency range
0<wp <wLo:

VIF(t) = Z Ap By, HIF(Awp) cos [Awp r+ X,_:]
p

+ Aka1,+1HIF(Cl)LO — Aw)y) cos [(a)LO — Aa)p) t— Xp_] , (2.18)
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with Hir the IF filter amplitude gain,

Xy =bp — bk, + ol Aw,],
Xp =&p — bk, +1 — girlwro — Awpl, (2.19)

and ¢rr the IF filter-induced phase shift. Note that it is assumed that the LO frequency
w1 o is selected such that we have

— =< OIF,

2

where wrr is the passband bandwidth of the anti-aliasing IF filter following the sampler.
This choice guarantees an LSNA modulation bandwidth of 2wy if we limit the down
conversion to a single k, per harmonic.

Let us assume that the LSNA measurement is now taking place at time ¢ = tp,.
The phases w;t(m) of the tones p measured by the LSNA which are defined in the
measurement time axis ¢’ =t — T, by

() = Z ApBi, HIF(Awp)cos [Awp '+ w;(m)]
p

+ Ap By, +1 Hir(@Lo — Awp)cos|(wro — Awp)t' — ¢~ ™1 (2.20)
are then given by

w;“” = Awp Tm + ¢p — bk, + giE[Awy],

1/,;(m> = —0L0Tm + Awp Tm + ¢p — bk, +1 — ¢IFlwLo — Awpl,

for positive frequencies Aw, and negative (Nyquist image) frequencies Aw, — w0,
respectively.

It results that the measured phases for both positive and negative frequencies
will vary from measurement to measurement since they will take place at different
times ty,. Nevertheless to calibrate the LSNA we need the relative phase between
the tones to remain constant. Using for the fundamental band the center frequency
wo = Awg + kowro as the reference, it can readily be verified that the relative phase
differences between the tones p and 0 both for positive and for negative (Nyquist image)
frequencies are given by

Y — g™ = (Awp — Awo)Tm + ($p — P0) — Ok, — Oy
+ (pir[Awp] — @rr[Awo]),
Y — g™ = (Awp — Awo)tm + (b — P0) — Bk,41 — Okpr1)
— (prrloLo — Awp] — grrlwLo — Awpl).
The relative phases between the tones are seen to be also measurement-dependent. The

measurement-dependent terms are those involving 7y,. Using Equation (2.16) we can
derive the identity

Awp — Awy = poy — (kp — ko)wLo.
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The variation of the relative phase differences wff(’”) - wgﬁ ™) from measurement m =2

to measurement m = 1 is then given by

(pri(z) - 1/f(;_L(2)> - <I/f,jf(1) = WSE(I)) = pomta1 — (kp — ko)wrot21, (2.21)

with o1 = 1) — 17.

It can be seen from Equation (2.21) that the variation of the relative phase between the
p and O tones acquired in successive measurements for a given RF harmonic is affected
by two group delays: wn121 and wpot21. The modulation group delay wpt2; is the
usual signal group delay due to the different measurements occurring at different times
7. However, the LO group delay wy 072 is a new term that arises in broadband measure-
ment when k), is different from k¢. In sampler-based NVNAs that are bandwidth-limited
at the data-processing level to twice the IF bandwidth (2wir), we have k, = kg for each
RF harmonic. On the other hand, as we extend the sampler-based NVNA bandwidth to
a multiple of twice the IF bandwidth, LO phase shifts (k, — ko)wLoT21 are observed.

If one of the LSNA channels is used to measure a known calibrated signal (e.g. at
the PA input) extending over a portion of the spectrum larger than 2wy, it is then
readily possible to extract both wy 121 and wrpt21. This is, however, constraining and
requires additional signal processing. The results for the LO delay extraction are shown
in Figure 2.17 for three successive calibration measurements. Note that the same LO
delay w1 0721 (wL0T31) applies to successive bands of 2wir bandwidth.

An alternative approach (see [24]), which is more elegant and convenient, relies on
the use of a trigger signal to eliminate altogether the LO group delay w o721 and even
the signal group delay wn, 721 (although this is less critical). To synchronize the measure-
ment system, the trigger frequency should be a sub-harmonic of the greatest common
divider frequency fgcq for all the IF tones. The following methodology is used for the
trigger selection. Let Trgs be the LSNA measurement duration during which the ADCs
acquire the IF signal. In our measurements (including the calibration) we select the
measurement start times to be spaced relatively to each other by a multiple P of Trgs:

. 2
with wrgs = 27 fRES = ——.

T, = P X Trgs = P
WRES TRES

where frgs = 1/7TRrgs is the resolution frequency. Given that the LO frequency wy o,
modulation frequency wn,, and IF frequency Awq of the reference center tone are each
selected to be a multiple of the resolution frequency wggs,

wLo = NwRES, ®m = QWRES, Awp = KwREs,
we have for the IF frequencies

Awp = Awpy + pom — (kp — ko)wLo
=[K + pQ — (kp — ko) N]Jwres = M wREs,
wLo — Awp = (N — M)wREs.
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Figure 217  Relative LO group delay extraction in both non-trigger (a) and trigger (b) modes. (From [23]
with permission, ©2010 IEEE.)

The IF frequencies obtained indicate that fRgs iS fgcq Or a sub-harmonic of it. It further
results that

wLoT21 = NwRes P21 =N x Py; x2m,
WRES

wmT21 = QwREs P21 = Q0 x Py x2m,
WRES

Awpty1 = MwRgs P21 =M x Py x2m,

(WRES
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Table 2.1. Signal and LSNA configuration parameters

Parameter Symbol and value
Center frequency fo=2.16GHz
Number of tones 63

PAPR 6dB

Modulation frequency Jfm =1.2477MHz

LO frequency fLo=17.361975 MHz
ADC frequency fapc = 19.6608 MHz
Size of FFT NppT =262 144
Resolution frequency JRES = faDpc/Nrrr =75Hz
Trigger frequency 1Hz

Number of RF harmonics 10

Maximum modulation bandwidth fm=124GHz

with P, = P, — P1. Clearly, with this choice of measurement times the relative phases
between tones extracted by the LSNA are measurement-independent. Indeed, as can
be seen in Figure 2.17, the LO group delay between successive measurements exhibits
only a small fluctuation in phase thanks to triggering.

The broadband calibration of the sampler-based NVNA proceeds as follows. First a
conventional RF calibration including SOLT, power meter, and harmonic phase refer-
ence is used for the RF fundamental and harmonics. Then the IF calibration procedure
described below is performed at each harmonic band of interest. The “through” IF
calibration at each harmonic includes an IF calibration of the incident signal at port
2 and a through calibration between port 1 and port 2. For these IF calibrations a multi-
tone signal with known amplitudes and phases is programmed in a calibrated reference
vector signal generator for each harmonic of interest. For the phase calibration, since the
relative phases w,j'(m) - J ™) measured by the sampler-based NVNA are now invari-
ant under the triggered measurements, the phase correction factor ¢, for the pth tone is
then obtained from the reference calibration phase v/, (CAL) using

[’»”;r(m) - wg_(m)] +&p = [V’p (CAL) — ‘/fO(CAL)] :

Experimental results and discussions

An example of broadband measurement configuration for the LSNA is given in
Table 2.1. It can be verified in this example that no overlap (collision) occurred in the IF
bandwidth, for down-converted w), tones, wy, spaced, which are located within a band
of bandwidth 1.24 GHz centered at each of the 10 RF harmonics. The experimental
verification is, however, done using an 80-MHz vector signal generator.

The phases of a; and b; at the 63 FFT bins of interest for a 63-tone signal of band-
width 80 MHz measured with the broadband testbed are shown in Figure 2.18 for a thru
after the RF and IF calibration corrections have been applied. Thanks to the properly
locked 1-Hz measurement trigger, the phases of a; and b, at the targeted bins remain
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the same in three successive measurements and correspond to the phases programmed
in the vector signal generator. Note that identical phases between a; and b, result from
the fact that a thru is measured. Figure 2.19 illustrates the phase difference observed
among three successive measurements. The maximum error range among measure-
ments at each bin indicates (1) that the generated trigger effectively synchronizes the
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measurement system (LSNA) and (2) that the vector signal generator used generates a
modulated RF signal with stable phases.

Figure 2.20 shows the results obtained for an 80-W GaN HEMT Doherty PA. Dis-
played in Figures 2.20 and 2.21 are the spectra and phases for the periodic signal at the
input (dashed line) and output (plain line) of the PA for three successive measurements.
The output spectra are shifted down (by 37 dB) to more clearly reveal the spectral
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regrowth generated by the PA. The fundamental frequency was set to 2.16 GHz with
a multitone bandwidth of around 15 MHz. The number of tones is 13, and the phases
are selected to yield a peak-to-average power ratio (PAPR) of 6 dB. The bandwidth of
80 MHz used is wide enough to capture the third- and fifth-order intermodulation bands.
As can be seen in Figure 2.20, the spectral regrowth of b; is more pronounced than that
of a;. Also, a good phase reproducibility for a; for three successive measurements is
observed in Figure 2.21 only within the 15-MHz bandwidth of the injected input signal.
However, the phase reproducibility for b, for three successive measurements is seen in
Figure 2.21 to extend over nearly 80 MHz due to the spectral regrowth generated by
the PA nonlinearities. The spectral regrowth in the second harmonic of the PA is also
presented in Figure 2.22 for three successive measurements. The most reproducible
measurements are obtained for tones above —10 dBm.

The error vector magnitude (EVM) is commonly used as a figure of merit for qualify-
ing the in-band linearity performance of a PA for digital communication. For obtaining
a highly reliable EVM, the measurement noise error in phase and amplitude contributed
by the test system must be smaller than those introduced by the PA. The EVM can
also be used to quantify the vector measurement reproducibility error of the test sys-
tem. The reproducibility’s EVM at the fundamental frequency for the broadband testbed
considered was found to be within 0.2%.

Pulsed-RF small- and large-signal measurements
With the trend of increasing power-handling capacity as well as shrinking device

dimensions, the generation of self-heating during the measurements of traditional I-V
characteristics has become an acute problem. In addition, the charging and discharging
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of the traps associated with the device and material imperfections place a common
limitation on such DC measurements. To compensate for the slow memory effects
caused by self-heating and trapping, pulsed /-V measurements provide a very effec-
tive approach because they maintain isothermal and iso-trapping conditions during the
measurements.

Pulsed-RF measurements are also beneficial for the characterization of power ampli-
fiers developed for use in time-domain multiplexing access communication systems
or in radar systems. In addition, such pulsed-RF measurements are valuable for the
characterization of devices under higher-bias conditions for which continuous RF wave
measurements with constant biasing are not possible due to breakdown in devices.

Analysis of pulsed-RF signals

Figure 2.23 shows the square-wave signal (pulse train) which can be obtained by the
convolution of two signals, namely K rect(t/7) and Y n_> 8(t —nT), where T and T
are the width and the period of the pulse signal, respectively. The analytic representation

of the signal x(¢) is

K, when —1t/2 <t —nT < 1/2,

2.22
0, otherwise, ( )

x(1) = {
where n is an integer. Since the signal is periodic, the spectrum of the signal can be
obtained from a Fourier series analysis. The Fourier series coefficient C, [25] is found
to be

c _K‘L’ . nt 2.23)
n = T simc T ) .

where sinc(x) = sin(wx)/(wx). For K =1, r = 1, and T = 10, the magnitude spec-
trum of C,, is represented in Figure 2.24. The frequency-domain spectrum of the pulse
signal is a sampled sinc function with frequency spacing equal to the pulse repeti-
tion frequency (PRF), where PRF = 1/7. The distance of the first null (» = 10 in
Figure 2.24) from the origin in the spectrum (n = 0) corresponds to a frequency 1/7.
The bandwidth of the main (center) lobe is therefore 2/7.

It is clear in Figure 2.24 that the spectrum of the pulses extends from n = —oo to
n = oo and this can cause some aliasing error if the LO frequency is not selected appro-
priately. Note that by definition pulsing a signal leads to a reduction of the average
signal power by
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Pulse Power

Power Reduction = —101og
CW Power

) = —10log(Duty Rate).
The total energy in the spectrum is indeed proportional to the duty rate (or duty cycle),
which is given as the ratio of the on time of the pulse to the period of the pulse:

Duty Rate — % (2.24)

This total energy is spread over all the tones of the spectrum. Consequently pulsing the
RF signal also yields a decrease of the power of the center tone, which is given by the
square of the amplitude of the Fourier series coefficient Cy. The amount of the decrease
in the central spectral line caused by the pulsing compared with the CW excitation is
therefore

C 2
Desensitization = —101og <|K12| > = —20log(Duty Rate). (2.25)

This is called pulse desensitization [26] [27] [28]. The desensitization is 40.0 dB for 1%
duty rate and 49.6 dB for 0.33% duty rate. This is a major concern in the development
of traditional pulsed-RF measurement systems using a normal network analyzer. This is
due to the fact that the narrow IF receiver of a network analyzer only acquires the center
tone in the main lobe, inducing a desensitization that reduces the network analyzer’s
effective dynamic range.

Pulsed -V pulsed-RF measurement system with the LSNA

In general both Vs and Vpg pulsed biases are applied at the gate and the drain of
a transistor in pulsed -V systems. Figure 2.25 shows schematically the pulsed I-V
pulsed-RF measurement system implemented using an LSNA. Port 1 is used for the
gate, and port 2 for the drain. A current sensor consisting of a resistor or a transformer is
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squares with black outlines represent the magnitude and phase of each tone, respectively.

used to measure the drain current with an oscilloscope. The pulsed-RF signal is provided
by a pulsed-RF signal generator. Note that 104 pulses are acquired by the LSNA when
using a resolution bandwidth of 95 Hz and modulation frequency 9.918 kHz.

Figure 2.26 shows a generated RF pulse with a duty rate of 0.33% and pulse duration
0.33 s. The main lobe of the sinc spectrum consists of 601 tones in a bandwidth of
about 6 MHz. In addition to generating an RF pulse, the RF signal generator is also
triggering the gate and drain pulse generators to overlay the RF pulse upon the pulsed
I-V biasing signal at the proper moment. The timing for the pulsed I-V pulsed-RF
signals is shown in Figure 2.27. The drain pulse has a duty rate of 1% and duration
1 ws, which is usually short enough to achieve the targeted isothermal condition.
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Measurement bandwidth

To reduce the problem of desensitization in a conventional pulsed-RF system, it would
theoretically be desirable to use the entire spectrum of the pulse to obtain higher
measurement accuracy. In practice, however, it is not possible to acquire the com-
plete spectrum due to the IF bandwidth limitation of the NVNA used. Nonetheless,
by acquiring the spectrum in a wide enough range one can enhance the measurement
accuracy.

According to Parseval’s theorem, the total average power of the signal x (¢) is the sum
of the average power in each harmonic component:

o]

17 >
7/ xOPdt= Y |Cul* =C5+2) |Gl (2.26)
0

n=—00 n=1

where C,,, the Fourier coefficient for the nth tone, usually has the form of a sinc function
if x () is a pulsed signal. Thus the power included in the bandwidth range m /7 is

2=t Gl
Yty 1Cal?

Figure 2.28 shows that the main lobe of a sinc spectrum (m = 300 in this example)
includes about 90.3% of the total average power of the sinc spectrum, providing enough
power to essentially reduce by half the desensitization experience in the conventional
pulsed-RF system compared with the CW case. It is also preferable to focus only on the
main lobe because of the noise-floor level of the LSNA. In other words, with a resolution
bandwidth of 12 kHz the noise-floor level of the LSNA is typically —70 dB to 20 GHz
when the IF frequency is 10 MHz [16], and the deep nulls of the sinc spectrum are
usually expected to be below the noise floor as shown in Figure 2.26.

Power ratio (%) = x 100. (2.27)
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Power ratio as a function of single-sideband (SSB) tones. For the analysis, an RF pulse duty rate
of 0.33% and a width of 0.33 s are used.

Envelope analysis of pulsed-RF signals

The NVNA measurements for modulated signals will provide the coefficients
X;(nwo + pwny) for the waves x;(¢) (the incident a;(¢) or reflected b;(t) waves)
measured at port i:

N SSB
xi(t) =Re Z Z X;(nwo + pwm)exp [j (nwo + pwm)t] ,
n=1 p=—SSB

with N the total number of harmonics acquired and SSB the number of sideband tones
acquired. Note that we are excluding the baseband in this expansion, since we are focus-
ing on the RF waves. For pulsed signals it is beneficial to rewrite x;(¢) in terms of the
envelope signal x; (nwy, t) of each of the harmonics:

N
xi(1) =Re 1 > xi(newo, 1)exp( jna)ot)} , (2.28)

n=1
where the envelope x; (nwy, t) for the harmonic nwy is defined as

SSB
xXi(nwo, 1) = Y Xi(nwo + pom)exp(jpomt)
p——SSB

= E; (nwo, 1)exp [ j¢; (nao, 1)] . (2.29)

In the above definition E7 (nwo, t) and ¢; (nwy, t) are the time-varying amplitude and
phase of the envelope waves x; (nwy, t).

To recover the effective incident and reflected waves when the pulse is on, it is
sufficient to select the time fpeak When the incident and reflected waves reach their
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peak amplitude. Note that in practice the peaks of the incident and reflected waves
are not perfectly synchronized due to the finite propagation group delays 7;; between
ports i and j associated with the DUT. It is then normally sufficient to select an aver-
age peak time since the DUT group delays are typically much smaller than the pulse
duration.

Using this approach the response of the device within the pulse can be obtained for
both small- and large-signal excitations. As an example let us consider the evaluation of
the S-parameters under small-signal pulsed /-V pulsed-RF excitations. By solving the
system of equations

b1 (@0, fpeak) = S11a1(w0; tpeak) + S12a2(@0, fpeak)s

ba (w0, tpeak) = S21a1(w0, tpeak) + S22a2 (w0, tpeak), (2.30)

for two different measurements with (1) first only port 1 excited by a1 (o, fpeak) and (2)
second only port 2 excited by az(wo, fpeak), We can obtain under small-signal operation
the pulsed-RF S-parameters while accounting for non-ideal matching at the non-excited
port.

The measured pulsed /-V pulsed-RF S-parameters of a GaN HEMT on sapphire are
shown in Figure 2.29. In this experiment, a pulsed /-V signal (pulse width 1 s and duty
rate 1%) was applied to both the gate and the drain of the transistor. A pulsed-RF signal
(pulse width 0.33 s and duty rate 0.33%) was also injected into either the gate or the
drain with a frequency range of 1.0-10.0 GHz in steps of 1 GHz.

Figure 2.30 compares the S-parameters obtained for a GaN HEMT on SiC using a
VNA with CW waves (plain lines) and the LSNA with pulsed I-V pulsed-RF excitations
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Pulsed I-V pulsed-RF S-parameters of a GaN HEMT on sapphire (frequency 1-10 GHz, steps of
1GHz).
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(dots). The frequency ranges from 1.0 to 10.0 GHz with steps of 0.25 GHz. It can be seen
that the CW S measured with the VNA is substantially smaller in amplitude than the
S>1 of the pulsed -V pulsed-RF measurement at low frequencies due to thermal and/or
trapping effects.

Multiple recording of pulsed-RF signals

The broadband measurement method discussed in the previous section for the LSNA, in
which all the tones within the main lobe of the signal (90% of the power) are acquired,
enables one to partially compensate for the loss of dynamic range [29] by approximately
halving the desensitization in dB. However, this method, which requires additional sig-
nal processing, including an IF calibration, is still limited in practice to duty cycles
above 0.3%. Indeed, as the number of tones increases for decreasing duty cycle, the
peak RF power is divided among more tones owing to the lower repetition frequency,
and the power of the individual tone will eventually fall below the minimum detectable
power level of the LSNA if the peak RF power is kept the same.

Recently, an alternative time-domain technique has been developed and demonstrated
at XLIM [30] [31] [32] for the sampler-based NVNA. This allows pulsed-RF meas-
urements with arbitrarily low duty cycles without any reduction in dynamic range.
This time-domain technique makes use of the multiple recording feature in modern
analog-to-digital converters (ADCs) to control the acquisition of the sample data. A ded-
icated pulse control board (see Figure 2.32 later) was developed to control the ADC
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Table 2.2. Example of parameters used for multiple recording measurement

Parameter Symbol and value

Fundamental frequency /RFE=1GHz =50 x fio+ Afi

Sampler LO frequency fLo = 19.998 MHz

IF frequency Af1 =100 kHz = R fRES

ADC frequency fapc = 12.8 MHz

FFT size Nppr = 16384 =214

Resolution frequency JREs = 781.25 Hz = fapc/NFFT

f1-to- fREs ratio Ry =128 = 27

IF-to-ADC period ratio N = Nprr/R; = 16384/128 = 128 = 27

acquisition such that the sampled down-converted RF data of the sampler-based NVNA
are acquired only at times when the RF pulse is applied [30] [31] [32].

Multiple recording for CW signals

The principal parameters for the multiple-recording time-domain measurement are the
ADC frequency fapc, the local oscillator frequency fi o, and the number of FFT points
Nrpr. Let us first consider a CW signal consisting of the tone frr and its harmonics
nfre. The frequencies nfrp are down converted by the sampling down converter to the
IF frequencies Af;;:

Afy = nfrr — Su fLo,

with S, an integer. Let us assume that the IF frequency Af, is a multiple R, of the
resolution frequency frgs:

Ry
Nrrr

Afn = Ry frREs = nR1 fres =n fapc,

where we assume in this example that the number of harmonics considered is such that
we have n A f; smaller than the IF bandwidth. The period for the down-converted IF
tone is then

1 Neer 1 N
Afi Ri fapc  fapc

We need next to select Ry such that the ratio N = Nprr/R) is an integer. Given that
Nrrr is typically a power of two, this can be achieved with a proper selection of the
ADC frequency such that Ry is also a power of two. An example is shown in Table 2.2.

Using multiple recordings, we can then acquire Ny, data and wait for p period T;
(plus N, data) between each acquisition record and the next. As long as Ny, is an
integral fraction Ry, of Np, the full IF signal including the fundamental frequency and
its harmonics will be acquired. Since N was already selected to be a power of two, it
is sufficient to select Ny, to be a power of two. For example, using Nop, = 32 = 25 we
acquire the full IF period in Ry, = Nj/Nop = 4 records while skipping by p period T1

T
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Acquisition of the IF tones in a single record (dots) and in four records (circles).

between each recording. This is illustrated in Figure 2.31, where the multiple recorded
data are represented by circles. A nonlinear IF signal with three harmonics is rendered
in this example to indicate that the harmonics of the RF are also acquired.

The entire operation is fully transparent to the sampler-based NVNA and the same
data are acquired for CW excitations using multiple recordings as for the normal
acquisition in a single record.

This scheme can now be used to acquire signals that are pulsed (both pulsed RF and
pulsed biased). The pulse repetition frequency is then

fapc

fpulse = m-

The duty rate can then be set to an arbitrarily small value using a large value of p:

NOH

Duty Rate = ————.
P X Ni + Noy

Also the data acquired Ny, can be set to a small value 1 or 2 to sample the RF in a
narrow region of the RF -V pulse.

Since the average power of the signal acquired is now the peak power of the
pulsed signal, this modified LSNA data acquisition does not theoretically exhibit any
degradation in dynamic range for decreasing pulse duty cycle:

Desensitization = 0 dB.

This 0-dB desensitization is, however, achieved at the price of a longer measurement
time and requires additional hardware for the synchronization of the data acquisition.
A schematic diagram for the pulsed /-V pulsed-RF measurement setup implemented
at OSU with an LSNA using the pulse control board developed at XLIM is shown
in Figure 2.32. The DC bias and the pulsed bias are combined with a baseband bias
tee. The resulting time-varying bias voltages are then added to the pulsed-RF signal
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generated by the RF sources using an RF bias tee. The combined DC, pulsed, and RF
signal is then fed to the device. The synchronization of the pulsed bias and the pulsed RF
signal is precisely controlled by the delay generator, which can output separate triggers
for different instruments. A trigger is also sent to the oscilloscope for monitoring the
timing of the applied pulsed bias and pulsed RF signal. The reference timing for all
the triggers output from the delay generator is controlled by an external trigger sent by
the pulse control board. At the same time, the pulse control board sends another trigger
to the ADC to control the data acquisition. The pulse control board itself includes a
tunable delay for the trigger sent to the ADC to ensure that the peak of the pulsed
RF signal is measured at the desired time while compensating for the sampler latency.
In addition, the pulse control board, the fracN controlling the samplers, and the fracN
controlling the ADCs, the oscilloscope, and the delay generator are all locked to the
10-MHz reference clock signal generated by the RF source so that all instruments share
the same time base. Note that the clock for the ADC is set by a fracN source that is
separate from the one controlling the LSNA samplers so that the sampling and ADC
frequencies, locked as well on the same 10 MHz, can be set independently.

Beside synchronizing the data acquisition of the LSNA with the pulsed /-V bias
applied, the function of the pulse control board developed by XLIM includes making
sure that the suspended data acquisition is resumed at the correct sampling time to cor-
rectly capture the sampling down-converted RF signal without introducing any spectral
leakage [30]. To verify the functionality of the setup and to select the correct data-
acquisition time of the ADC, the measured incident and reflected waves of a calibration
standard “Through” are compared in Figure 2.33. The peak output power levels of the
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pulsed-RF signal, with two different pulse widths and the same pulse repetition period,
and the CW-RF signal from the RF source are both 0 dBm. It is demonstrated that,
with the change of pulse duty cycle, no significant change in the measured peak power
level and noise floor is observed. This demonstrates that the setup does not exhibit any
degradation in its dynamic range when the pulse duty cycle decreases. Note that the
latency in the LSNA is 550 ns. Much smaller latencies are achievable with more recent
implementations of the sampler-based NVNA such as the SWAP.

Multiple recording for jointly pulsed and modulated signals

The multiple recording developed at XLIM is a very elegant and powerful technique for
acquiring pulsed RF data without any desensitization. The method can be further applied
to signals that are both pulsed and modulated (multitone excitations). When perform-
ing the measurement of multitone excitations, additional considerations are required in
order to handle the modulation [34].

The principle of operation for the multiple recording measurement of modulated
signals is as follows. First, the modulation frequency f, needs to be a multiple Ry,
of the resolution frequency frgs, and the modulation period 1/ fr, needs to consist of an
integral number Ny, of sampling points. This is easily achieved by using a power of two
for Ry, since Ngpr is already a power of two. Second, the number of points Ny, to be
sampled when the pulse is on should be selected such that Ny, is a multiple Rop of Nop:

_ fapc _ Nrrr

N,
"7 fm R

= Ron X Non.



References 63

This is again easily achieved by selecting a power of two for Ny, since N, was selected
to be a power of two. The pulse repetition period can then be set to any integer multiple
of p of the modulation period 1/fy plus Ny, such that the required pulse repetition
frequency can be set to any value given by

_ Japc
f pulse = m,
with p an integer. For example, consider a modulation frequency of 12.5kHz for an
RF signal with a fundamental frequency of 1 GHz. Using the LSNA settings given in
Table 2.2, we have Ry, = 2* and N, = NprT/Rm = 210 which are both integers, as
required. We can then, for example, select Ny, = 24 for the number of points to be
sampled in each record, since this yields an integral number Ry, = Np/Non = 26 of
multiple records needed to acquire a complete period 1/fy of the modulated signal
while skipping p period 1/ fn.

Again it has been verified experimentally [30] that this modified multiple-recording
acquisition technique correctly captures the sampling down-converted RF signals with-
out introducing any spectral leakage even though the RF signals are both jointly pulsed
and modulated. The phase repeatability is within a fraction of a degree. This measure-
ment technique will be applied in Section 5.6 to extend the real-time active load-pull
(RTALP) measurement technique to pulse operation. The resulting pulsed-RF RTALP
scheme permits one to rapidly generate P1dB contour plots for transistors excited by
pulsed-RF signals. Intermodulation tones and spectral regrowth can also be character-
ized for jointly pulsed and modulated RF signals using this extended multiple-recording
technique.
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3.1

Device modeling and verification
with NVNA measurements!

Compact models of active devices that are integrated into circuit simulators are an inte-
gral part of the design process of both RF integrated circuits (RFICs) and monolithic
microwave integrated circuits (MMICs). The accuracy of these device models in cap-
turing the range of behavior of the devices is of critical importance for the successful
design of first-pass RFICs and MMICs. Reliable compact device models have also come
to be expected by microwave engineers for the design of RF/microwave circuits using
discrete components such as power amplifiers, mixers, and oscillators.

This chapter will present some examples of the applications of NVNA measurements
to both device modeling and model verification. The focus will be placed on devices for
which memory effects are not dominant. The characterization and modeling of memory
effects will be discussed in the next chapter.

NVNAs are primarily used for model verification, and an example will be presented.
Various RF excitations can be used to test the devices in normal mode of operation,
in breakdown [1] [2], or to investigate the device symmetry or lack thereof. Finally,
using even more exotic modulated excitations, NVNA measurements can permit one to
rapidly capture, in a single measurement, the operation of the device in a wide range of
voltages for the direct extraction of nonlinear models.

Model verification

NVNASs can be beneficially used for validating compact device models for large-signal
excitations [3]. Compact device models are usually extracted using I-V (DC or pulsed)
characteristics and small-signal (CW or pulsed-RF) S-parameters for a wide range
of biasing conditions (Vgs and Vpg for three-terminal FETs) and temperatures. The
general validity of the model topology and the accuracy of the voltage dependences
of the current sources and charges extracted need to be validated with large-signal
measurements.

Before the availability of NVNAs, mostly scalar figures of merit were used, including
harmonic generation, intermodulation distortion (IMD), and, in the most exacting case,
load-pull data. With the coming of NVNAs, both the amplitude and the phase of the

I Research collaboration with Seok Joo Doo and Venkatesh Balasubramanian is gratefully acknowledged.
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harmonics and IMD are now available for model validation. Also the actual measured
current and voltage waveforms and the dynamic loadlines at RF can now be compared
with the simulation results.

Designers of high-speed integrated circuits are typically provided with several mod-
els that are representative of the statistical variation of the device performance to be
expected from die to die. Typically models for weak, medium, and strong devices are
used to facilitate the evaluation of the performance of the circuits designed using the
so-called “corner” analysis and to optimize the yield using design centering.

To illustrate possible model verifications for integrated-circuit design, we consider
the case of a 65-nm CMOS process for which BSIM4 is used for the device modeling
[4]. The device selected has a gate length of 70 nm, gate (finger) width of 1 pm and
16 fingers [5]. We shall present results for a common-source device operating in classes
A and B. Details on the LSNA testbed used for the class-A and class-B measurements
will be given in Chapter 5. Common gate results will be presented in the next section.
For the class-A verifications, operation in both the saturated and linear regions will
be considered. The focus will be placed on the current and voltage waveforms and
associated dynamic loadlines.

The LSNA measurements were conducted at 4 GHz with four harmonics recorded,
corresponding to 4, 8, 12, and 16 GHz. The current and voltage waveforms are recon-
structed using the amplitude and phase of these four tones. The DC I-V characteristic
for the device measured is shown in Figure 3.1, where it is compared with those of the
weak and normal foundry models.

The harmonic balance simulations were performed using 20 harmonics (order 20).
It was verified that a satisfactory convergence occurred with 15 harmonics. However,
when comparing the measured and simulated waveforms, only the first four harmonics

14 T T T T
- - - weak

12 H—— normal
e Measured

Ips (MA)
(o]

_2 1 1 1 1
0 0.2 0.4 0.6 0.8 1

Vs (V)

Comparison of measured (dots) and modeled (dashed line and plain line) DC /-V characteristics
for a 70-nm MOSFET. Vg is varied from 0 to 1.2V in steps of 0.3 V.
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Class-A amplifier operating in the saturation region. (a) Input voltage waveform: vgg versus
time. (b) Output voltage waveform: vpg versus time.

(calculated using simulations of order 20) were used for reconstructing the waveforms
in order to obtain a more meaningful comparison.

Figure 3.2 shows the gate-to-source voltage waveform vgs(¢) and drain-to-source
voltage waveform vpg(#) for class-A operation in the saturation region. Note that,
although a sinusoidal incident wave a;(¢) is applied, nonlinearities may appear in the
reflected waves b1(¢) and b>(¢) and non-sinusoidal voltage and current waveforms will
result. A small voltage saturation is noticeable in the peak of vpg(¢) in the measured
data (dotted line). Figure 3.3(a) shows the drain-current waveform ip(¢). A small cur-
rent saturation is noticeable at low values of the drain current ip(#) due to the device
approaching pinchoff. Figure 3.3(b) shows the dynamic transfer characteristic: ip(¢)
versus vgs(?). The nonlinearity of the transconductance is observable. Figure 3.3(c)
shows the dynamic output loadline: ip(¢) versus vpg(f). A linear trajectory is obtained
because a resistive load (50 €2) is used. The comparison with the three corner models
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indicates that the device performance is mostly between that of the weak (dashed line)
and the normal (dash—dotted line) models for the particular device measured.

Figure 3.4 shows the gate-to-source voltage waveform vgs(¢) and the drain-to-source
voltage waveform vpg(¢) for class-A operation in the linear region. Figure 3.5(a) shows
the drain-current waveform ip(¢). Despite the sinusoidal input voltage, a small satu-
ration is detected at both low and high values of vpg(¢) and ip(¢) in the measured
data (dotted line). This saturation is due to the device approaching pinchoff at low gate
voltages and to the nonlinearity of the transconductance in the linear region at low
drain voltages and high gate voltages. Figure 3.5(b) shows the dynamic transfer char-
acteristic: ip(¢) versus vgs(t). The nonlinearity of the transconductance is observable
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at both low and high values of the gate voltage. Figure 3.5(c) shows that a linear
trajectory is again obtained for the dynamic drain loadline ip(¢) versus vpg(?) due to the
resistive load at the drain terminal. The comparison with the three corner models indi-
cates that the measured device is again between the weak (dashed line) and the normal
(dash—dotted line) models. However, the drain current is seen to reach slightly below
zero current, whereas the BSIM4 models remain clearly above zero current. This may
arise due to memory effects associated with the charge storage in the drain-to-source
capacitance.

Figures 3.6 and 3.7 report on near-class-B operation in the saturation region. Class-
B operation has been approximated by shorting the second harmonic. As we shall see
in Chapter 5, this can be accurately realized using an active load-pull testbed. Higher
harmonics could also be shorted, but this is usually less critical. Figure 3.6 shows
the gate-to-source voltage waveform vgs(¢) and the drain-to-source voltage waveform
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vps (7). Figure 3.7(a) shows the drain current waveform ip(f). The device is clearly
off for half of its cycle. Some of the ringing in the current toward zero is due to the
limitation to four harmonics. Figure 3.7(b) shows the transfer characteristic: ip(f) ver-
sus vgs (f). Figure 3.7(c) shows the dynamic output loadline: ip(¢) versus vps(?). The
dynamic loadline is no longer linear due to the device turning off during half of the RF
cycle. The comparison with the three corner models indicates that the measured device
is operating closer to the normal (dash—dotted line) model.

The various measurements presented above for class-A and class-B operations give
an example of the verification of a foundry model using waveforms and dynamic load-
lines. More verification tests for device symmetry and MOSFETs with varying gate
width will be presented in the next sections.
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Class-B amplifier operating in the saturation region. (a) Input voltage waveform: vgg versus
time. (b) Output voltage waveform: vpg versus time. (From [6] with permission, ©2009 IEEE.)

Model symmetry

Model symmetry is of importance for a number of circuits such as resistive mixers. To
discuss the model symmetry, we shall first introduce a charge-based model in the vgs
and vpg representation. In the conventional charge-based model for a three-terminal
FET, the total gate, drain, and source currents are given by

IG = Idisp,G»
ip = Ip(vGs, vps) + idisp,D;
is = ip +iG,
where Ip is the DC drain current, and igisp,G and igisp,p are the gate and drain displace-

ment currents, respectively. These displacement currents igisp, x are associated with the
charge element Qx (Qg or Op) and derived from them using
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(b) dynamic transfer characteristic ip versus vgs, and (c) dynamic output loadline ip versus
vps. (From [6] with permission, ©2009 IEEE.)

dQx(vgs, vps) d .
—=—21 = — — [x(vGs, vDs) idisp.x]-

Ldisp,X =
5P dt dt

Note that tx is the non-quasi-static charge-redistribution time-constant associated with
the charge-element Qx.

Figure 3.8(a) shows a circuit topology for implementing this charge-based large-
signal model which relies on two non-quasi-static time-constants (7g and tp). An
alternative and equivalent topology is also shown in Figure 3.8(b). In this alternative
topology, the current I’ and charges Q’ are given by

I5(vGs, vgp) = Ip(vGs, vps),
Op(vGs, vap) = Op(vGs, UDS), (3.1)

Q5(vGs, vgp) = —Qc(vGs, vps) — Op(VGs, UDS)- (3.2)
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In the limit of g = Tp = t5 = 7 these two topologies are equivalent.

Usually the FET model is extracted for positive external drain-to-source voltages
(vps > 0) and the model is extended to negative external drain voltages for a symmetric
device by switching the internal source and drain terminals of the model. It results that
the internal vy and vp,g are remapped as follows when switching from positive to
negative external vpg voltages:

Positive vpg — Negative vpg,

VGs = VUGS —> UGs = UGD = UGS — UDS,

Ups = UDS — Vg = —UDS.

Alternatively, if no switch is used and the current and charge functional representations
of the model are to handle negative drain voltages, then the symmetry assumption places
some constraints on these voltage dependences when expressed in terms of the external
voltages [7]:

Ip(vgs, vps) = —Ip(vGgs — vps, —Ups),
Oc(vGs, vps) = QG(vGs — vps, —UDS),
Op(vgs, vps) = —Op(vgs — vps, —vps) — @G(vgs — vps, —vps).  (3.3)

Note that, following Ref. [8], a simpler extraction and mathematical representation
will result if we switch from common-source state-variables (vgs, vps) to common-gate
state-variables (vgs, vgp) and use the charges Qp, and Q’s defined in Equations (3.1)
and (3.2). Further, this representation facilitates the characterization and modeling of
non-symmetric devices. Note that the non-quasi-static topology shown in Figure 3.8(a)
using the non-quasi-static time-constants g and tp can still be used, since the charges
Op and Qs can be expressed in terms of the modeled charges Qf, and Q’S.

NVNA measurements with a common-gate FET provide a methodology for verifying
the validity of the assumption of symmetry. The common-gate FET topology is shown
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Table 3.1. Possible amplitudes and phases for the applied
excitations at ports 1 and 2

Case Vi %)
1 Vi) £0° V] £0°
2 [Vq] £0° V1] £ 180°
3 V1] £0° V1] £90°
G
O— B —e—)
VG,de
S \7—~+/) D
2 vy
B

J

Common-gate FET for symmetry testing.

in Figure 3.9. An RF ground is established at the gate terminal using a capacitance to
ground. This RF grounding still permits one to change the DC gate voltage. The body
terminal is also grounded. Two RF sources are connected at the source and drain input
terminals. They are both phase-locked to the NVNA via the 10-MHz reference channel.
The source and drain excitations are set to have the same amplitude but with different
phases. The matrix of the measurement conducted is indicated in Table 3.1. Three differ-
ent phases of 0°, 180°, and 90° are used. On-wafer measurements on 70-nm MOSFETs
were conducted using this setup with an LSNA. The resulting waveforms obtained for
these three experiments are shown in Figures 3.10(a), 3.11(a), and 3.12(a). Note that
the incident waveforms a;(t) and a,(¢) applied are sinusoidal in all cases. However,
nonlinear effects are clearly detected in the distorted reflected waveforms b;(f) and
b>(t) shown in Figures 3.11(a), and 3.12(a). Note that, for case 1 in Figure 3.10, the
device does not turn on and thus presents an open. The device trajectory in state-space
(vgs, vps) is shown in Figures 3.10(b), 3.11(b), and 3.12(b) for the three different exci-
tations. Note that the transistor DC drain current is plotted using a contour plot for both
negative and positive drain voltages. The inspection of the state-space trajectory reveals
that despite a small detectable asymmetry the operation for this on-wafer device remains
mostly symmetric, as predicted by the foundry models.

Device parasitics
In Section 3.1 we compared measured and simulated results for a MOSFET with a fixed

gate length, gate width, and number of fingers. In integrated circuits the circuit designer
can change the gate length, gate width, and number of fingers. So the device models
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(a) Incident and reflected waveforms for case 1 (0°). (b) State-space (vgs, vps) trajectory with
the contour plot of the DC drain current (in mA) superposed.

need to be evaluated as a function of these parameters. In this section we present results
for devices with varying gate width.

Given the large quantity of data and waveforms which accumulates as multiple
devices of different geometries and different dies are measured, it becomes desirable
to introduce some simple figures of merit to evaluate the model fidelity and the pro-
cess stability. For simplicity the transconductance and threshold voltage are used for
this comparison. Note that these parameters are bias-dependent, and we elected here to
extract them from the 4-GHz large-signal dynamic transfer characteristic of the device
in class-A operation in the saturation region. These parameters are extracted from a
least-squares fit of the transfer characteristic as shown in Figure 3.13.

The variation of the transconductance gy, with the gate width W, for three different
dies (dots) and three different models (lines) is shown in Figure 3.14. The measured
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(a) Incident and reflected waveforms for case 2 (180°). (b) State-space (vgs, vps) trajectory
with the contour plot of the DC drain current (in mA) superposed.

devices are seen to exhibit a transconductance performance closer to the normal and
strong models. A large spread in the measured transconductance is, however, observed
at large gate widths.

The variation of the threshold voltage Vi, with the gate width W, for three different
dies (dots) and three different models (lines) is shown in Figure 3.15. The measured
devices are seen to exhibit a threshold voltage between those of the weak and normal
models.

The results reported in Figures 3.14 and 3.15 are for the variation of the device per-
formance with the gate width. Similar plots can be generated for the variation of the
transconductance and threshold voltage versus gate length Ly and number of gate fin-
gers Nf. The recent trend in compact device modeling for integrated-circuit design
is to rely on phenomenological equations with empirical parameters to fit the gate
width, gate length, and number of fingers [9]. Alternatively, at high frequencies, the
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(a) Incident and reflected waveforms for case 3 (90°). (b) State-space (vgs, vps) trajectory with
the contour plot of the DC drain current (in mA) superposed. (From [6] with permission, ©2009
IEEE).

physical modeling of the device layout might be desirable in order to optimize the device
performance.

The equivalent circuit shown in Figure 3.16 can be used to model the device depen-
dence on the gate width W, for relatively small gate width [10] [11]. Note the presence
of the negative resistance — Rx /6 and negative inductance —Lx /6, with X standing for
any of the terminals S, D, G or B. These negative resistances and negative inductances
are needed in order to establish a series feedback when the gate-to-source excitation and
the drain-to-source excitations are not applied on the same side of the device; that is,
for example, they are applied on side 1 and side 2, respectively. Note, however, that the
total input resistance and inductance contributed by each distributed parasitic network
remain positive:
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Variation of the transconductance gm with the gate width W for three different dies and three
different models.

The resistance Rx/3 and inductance Lx /3 correspond to the well-known result when
the excitations Vgs and Vpg are on the same side of the device [12]. An exact small-
signal solution is also available for arbitrary gate widths W, in Ref. [10] for the case of
the three-terminal device. However, W, is usually kept small enough to avoid distributed
effects that degrade the power gain. An exception would be if the parasitics were to be
synthesized so as to implement a traveling-wave amplifier. However, in the normal case,
the equivalent circuit shown in Figure 3.16 (or multiple sections of it), can usually be
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Figure 3.15  Variation of the threshold voltage Vi, with the gate width W, for three different dies and three
different models.

Figure 3.16  Equivalent circuit for an eight-terminal MOSFET for short gate width Wy.

used to model a single transistor-finger in complex multifinger layouts including circular
transistors.

Note that the common-gate layout can also facilitate the extraction of the substrate
parasitics, if the DC gate bias is selected such that the device is off for all vsg and
vpg excitations. When the device is expected to be symmetric, any asymmetry in the
measured waveforms could potentially flag a layout error. Indeed, care must be taken,
particularly at high frequencies, to independently ground the common terminals on both
sides, 1 and 2, of the device. Otherwise no well-defined ground return path is provided
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for the return current, and a ground loop is introduced by the layout [6]. In such a case
the device is then effectively excited by the RF sources with one terminal connected
on side 1 and the other terminal connected on side 2, e.g. G1-S2. That is, the device is
then operated in the common mode rather than the differential mode, and the equivalent
circuit shown in Figure 3.16 is no longer applicable.

Model extraction from power-sweep measurements

As mentioned in Section 3.1, the NVNA permits one to acquire both the phase and the
amplitude of the harmonics. Figure 3.17 shows an example of a power sweep at 4 GHz
acquired with an LSNA for a 70-nm MOSFET operated in class A. The dynamic range is
seen to be of about 70 dB, as indicated by the fourth harmonic, which is nearly constant
below —22 dBm input power. Better dynamic ranges are achieved with the more recent
mixer-based NVNAs.

The phases and amplitudes for the various measurements are shown in Figure 3.18.
The current and voltage waveforms and dynamic loadlines reconstructed from the
amplitude and phase of the harmonics are shown in Figure 3.19, together with the device
I-V characteristics.

Following Ref. [13] a physical model of the device can be implemented using a
Volterra expansion. In the example given below, the Volterra expansion is centered on
the DC operating point. A conventional pi FET model topology with intrinsic nonlinear
capacitances Cgs(vgs), Cop(vgp), and Cps(vps) and with a nonlinear current source
ip(vGs, vps) is used. A third-order expansion is used for the intrinsic voltage depen-
dence of the intrinsic drain current and intrinsic charges. The pad parasitics used for
the on-wafer measurement are separately characterized (see the next section for a
schematic outline) and removed from the RF measurements. The series source, drain,

20
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Power sweep for a MOSFET operated in class A.
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Figure 3.18  Phase and amplitude of the first four harmonics of ay, b1, a>, and by for different input power
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Figure 3.19  Current and voltage waveforms, dynamic transfer characteristics, and dynamic loadlines
reconstructed from the measured harmonics in Figure 3.18.

and gate resistances and inductances are also extracted in the analysis. The results for
the Volterra physical model obtained from the simultaneous fit of different input power
levels are shown in Figure 3.20 for the input dynamic loadlines ig(¢) versus vgs(?) and
in Figure 3.21 for the dynamic transfer characteristics ip(¢) versus vgs(?). Clearly a
relatively accurate representation of the data is possible with a Volterra series expansion
and a simple circuit topology. Note that the simultaneous extraction of such a model for
several frequencies is needed in order to extract reliable parasitics.
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Model extraction from dynamic loadline measurements

The modeling described in the previous section is limited to a single operating point
and for a constant drain load. To map a wider range of operating voltages, one could
vary the DC drain voltage as shown in Figure 3.22. This does not, however, account for
the potential contribution of memory effects (thermal effects, traps) to be discussed in
Chapter 5. Indeed, the device temperature and trap occupation may assume different
steady-state values for the various DC drain voltages. When the device is to be operated
at a well-defined operating point, the load impedance at the drain terminal can then be
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Portion of the state-space sweep at 600 MHz acquired in a single RTALP measurement. The
modulation frequency is 200 kHz. Only 80 of the 3000 RF cycles taking place in the baseband
period are actually shown.

changed using a load tuner. An alternative approach was reported in Ref. [14], in which
a multisine (see Chapter 1) is used to map a wide range of drain and gate voltages. This
approach is well suited for devices with short memory effects. Yet another approach
relies on the use of the dynamic loadline obtained in the real-time active load-pull
(RTALP) measurement [15] [16]. The setup for the RTALP measurement will be
presented in Chapter 5. An interesting by-product of this technique is that, in a single
LSNA measurement record, the RTALP measurement generates a dynamic loadline
that sweeps a wide range of gate and drain voltages, as is demonstrated in Figures

3.23 and 3.24.
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Figure 3.23 shows the locus of the gate-to-source and gate-to-drain voltage swept in
a single RTALP measurement (10 ms data acquisition). The frequency of the input sig-
nal is 600 MHz and the frequency of the output signal is 600.2 MHz. The RF dynamic
loadline is periodic and repeats at the modulation frequency of 200 kHz, while slowly
sweeping the voltage space in a single baseband period. Note that only 80 of the
3000 RF cycles taking place in the dynamic loadline period are actually plotted. These
80 RF cycles are selected to be equally spaced on the baseband period. Figure 3.24
shows the resulting dynamic loadline superposed on the extrinsic /-V characteristics.
The gate voltage of the I-V characteristics varies from O to 1.2V in steps of 0.1 V.
A single LSNA measurement is seen to be capable of capturing a wide range of the
I-V characteristics. The availability of such a wealth of data from a single large-signal
RTALP measurement suggests that these data could be used for directly extracting a
large-signal device model. Indeed, the direct extraction of a device model from such
measurements has been reported [17] [18] and offers some exciting possibilities for fur-
ther development. This approach is further explored below for the RTALP reported in
Figure 3.24.

Figure 3.25 shows the extracted intrinsic loadline (plain line) and the DC bias point
(large black dot) after the parasitics have been removed. The equivalent circuit used for
the parasitics is shown in Figure 3.26. It includes the on-wafer pads and the gate, source,
and drain series resistances. Note that in Figure 3.25 only 20 of the 3000 RF cycles in
the dynamic loadline period are now presented to facilitate the comparison between the
modeled (plain line) and measured dynamic loadlines (solid line). The intrinsic device
model relies on the charge topology shown in Figure 3.9, except that a quasi-static
approximation (tg = tp = 0) is used for this low frequency of operation. A B-spline
representation (see [19]) is used to extract the voltage dependence of the current and
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Figure 3.26  Model used to recover the intrinsic FET dynamic loadline and DC [-V characteristics.

charges. The intrinsic I-V characteristic, gate charge, and drain charge are simultan-
eously extracted by fitting the input and output dynamic loadlines. An approximate fit
of the output loadline is obtained with this model. For a wide range of data points, the
extracted intrinsic /-V characteristics (small dots) are consistant with the I~V character-
istic (plain lines) measured at DC, once the resistive parasitics have been accounted for.
However, the extracted intrinsic /-V characteristics depart noticeably from the measured
ones on the edge of the loadline trajectory.
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Characterization and modeling
of memory effects in RF power
transistors'

This chapter discusses memory effects exhibited by transistors and how they affect
their large-signal RF performance. Memory effects include self-heating, traps, and
parasitic bipolar effects in SOI-MOSFETs. Distributed and transient thermal mod-
els will be discussed first. Large-signal measurement techniques for characterizing
memory effects in transistors using pulsed biased and pulsed-RF large-signal measure-
ments will be presented. Results from combined deep-level optical spectroscopy and
large-signal measurement will then be introduced. Finally, the correlation between trap-
ping and noise will be discussed. The chapter will conclude then with a discussion
of the cyclostationary effect, according to which the average trapping population and
device noise characteristics can be altered by the fast RF signals under large-signal RF
operation.

Importance of memory effects in RF devices

GaN HEMTs provide a good example of devices strongly affected by memory
effects. High-electron-mobility transistors (HEMTs) are among the most successful het-
erostructure three-terminal devices to have emerged over the last couple of decades
[1]. GaN-based HEMTs show high transconductance, high cutoff frequencies, and
good thermal management such that they are suitable for high-power and high-speed
applications with minimal cooling [2] [3].

One of the obstacles for GaN HEMTs is current collapse or knee walk-out, which
is known to result from the effects of surface trap states [4] [5] [6]. Many studies con-
cerning the reduction of current collapse using various device processing techniques
such as surface passivation, modified buffer layer designs, and field plates have been
reported [3] [7]. The various memory effects at play depend on the substrate and the
fabrication techniques used. Various thermal and trap measurement techniques will be
discussed in this chapter to characterize these memory effects with a specific emphasis
on large-signal RF characterization techniques.

1 Research collaboration with Wen Hua Dai, Seok Joo Doo, Chieh Kai Yang, Inwon Suh, Aaron Arehart,
Andrew Malonis, and Stephen Ringel is gratefully acknowledged.
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Figure 4.1
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Distributed and transient models for self-heating in power transistors

Steady-state thermal modeling

Transistors, like any other device operated under non-equilibrium conditions, will dis-
sipate power. Non-equilibrium occurs when energy is applied, be it in the form of a DC
bias, RF voltages, a temperature gradient or electromagnetic waves. Owing to the finite
thermal conductivity of materials, the power dissipated, Pyigs, in the device will in turn
increase the device temperature by ATgey. This process is referred to as self-heating and
is measured by determining the thermal resistance:

ATgey

R = .
Pyiss

As a result of self-heating, the device temperature can be quite different from the
substrate temperature Tgyp:

Tgev = Tsup + Rin X Puiss,

and the device characteristics change. For example consider the /-V characteristics of
an LDMOSFET shown in Figure 4.1. The measured [1] average surface temperature of
the LDMOSFET is superposed on the I-V characteristics. The substrate temperature is
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Measured I-V-T (electrothermal characteristics) of an LDMOSFET for a constant substrate
temperature of 29 °C. (Measured by Siraj Akhtar at Ohio State University.)
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maintained at 29 °C. Clearly the surface temperature can depart substantially from the
substrate temperature. At high gate voltages the increase in device temperature is seen
to decrease the drain current due to the reduction of the electron mobility and saturation
velocity at high temperatures. At lower gate voltages, the drain current usually increases
in the LDMOSFET due to the reduction of the threshold voltage.

Obviously, reducing the three-dimensional temperature distribution inside the device
to a single average temperature is an approximation. However, for field-effect tran-
sistors, which are surface devices, monitoring the surface is usually sufficient.
Figure 4.2(b) shows a simplified multi-cell LDMOSFET structure and Figure 4.2(a)
shows a single cell. As shown in Figure 4.2(a) the device structure considered consists
of a silicon layer, with the active areas (modeled as rectangular surface heat source)
sitting on top, and of a copper layer corresponding to the package. Many methods to
calculate the steady-state temperature distribution in such layered structures have been
reported. Numerical methods such as FEM [8] and FDM [9] are powerful techniques
and are often used to analyze complex structures. The image method [10] [11] pro-
vides an alternative and accurate approach for simpler multiple-layer structures. It relies
on the summation of a truncated series of Green functions that are solutions of three-
dimensional (3D) heat-transfer problems of image heat sources in infinite and uniform
media. The steady-state Green function (Equation (4.2)) is obtained from the Poisson
equation (Equation (4.1))

2 1 /
Vil = —zé(r—r), 4.1)
1
T, r') = ——«, 4.2
o) 4rk|r — 1’| “42)

where k is the thermal conductivity, and r and r’ are the locations of the observation
point and the heat source, respectively.

An analytic solution for the temperature increase for a surface heat source of two-
dimensional (2D) heat density g5 located at z = Zg can then be obtained by integrating
the Green function from (X1, Y1) to (X», Y32) (see Ref. [11]). The half-space solution
for the two-layer system shown in Figure 4.2 is then obtained using the image method
described in Ref. [11]. The image method enforces the adiabatic boundary condition (no
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Two-dimensional distribution of the surface temperature at the surface of an eight-cell
LDMOSFET, P = 1 W per element. (From [12] with permission, ©2003 IEEE.)

convection) at the surface and the boundary conditions at the interface of layers 1 and 2,
which are given by

Tz=z)=T(z=1z]), (4.3)
e K 2L (4.4)
—K| — = —K2 — . .
9z =z 9z 2=z

Using this model the surface temperature distribution was calculated for an eight-cell
transistor (see Figure 4.3). One can see that the temperature peaks at the center of each
cell and that the fingers on the edge are cooler due to the lateral heat flow. A qualitative
comparison of the predicted 2D surface temperature with the measured infrared thermal
imaging is given in [12].

Implementation of the distributed thermal model

To account for distributed effects in an LDMOS transistor the temperature of each tran-

sistor cell can be computed and fed back to the electrical FET model. This strategy

is shown in Figure 4.4, where the primary device consists of N parallel cells. All cells

have the same electrical model, and their temperatures vary depending on their locations

within the chip. The mutual thermal resistances R;; account for the heat transferring

horizontally between cells. The image method can be used to find the self and mutual
Ry of Equation (4.5):

ATy Ri1 Riz ... R P

AT Ry Ry ... Ry, P

. : : . : (4.5

AT, Ry Ry ... Run P,



Figure 4.4

4.2 Distributed and transient models for self-heating in power transistors 93

Table 4.1. Averaged Ry, calculated using the image method

Gate width (mm) Number of subsets Ry, (°C/W)

3 1 6.17
12 4 2.79
48 16 1.07
83.4 26 0.74

©

D] D] D]
G A G A G
o ﬁ Tdev 1 ﬁ Tdev 2 % Tdevs
Electrical Model S S S
p— Ri3 — —
VvV
R R.
Thermal Model 12 23
VvV
(o C, C;
R1 Rz R3
Tsub
(e

The electrothermal equivalent circuit for a multi-cell LDMOSFET.

Although the distributed model is attractive for modeling each cell of the transis-
tor and predicting possible runaway situations, in most RF simulations reducing the
device to a single average temperature and a single thermal resistance is usually suffi-
cient for accurately predicting the collective response of multifinger devices to CW and
modulated RF excitations [12].

The average thermal resistance can be expected to reduce with increasing device
area. A simplified scaling rule might assume that the average thermal resistance Ry, is
inversely proportional to the device active area. However, this is not accurate because
the lateral heat flow is not accounted for. This is demonstrated in Table 4.1 which gives
the average Ry, of devices of various areas calculated with the image model discussed
in the next section. Another consequence of the vertical and horizontal heat flow is
the presence of a temperature gradient between the center and edge cells. The electrical
characteristics are in turn affected by the temperature distribution and therefore the cells
in the transistor behave non-uniformly.

The average Ry, value for a 12-mm device [13] was measured to be 2.80 °C/W in
an amplifier testbed, which is consistent with the image-method calculation reported in
Table 4.1. Note that the thermal resistance Ry, obtained in the experimental setup [14]
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is an average value that depends on the size of the measured area under the infrared
thermometer (see Figure 6 in Ref. [12]).

The distributed model can be extended by adding the thermal capacitance of each
cell. However, the thermal transient response of the distributed model closely follows
that of a single R—C time-constant response whereas, as we shall see in the next section,
the device exhibits a multiple-time-constant thermal-transient response. The distributed
model shown in Figure 4.4 is therefore not the best suited to model the broadband
thermal response of the device and an alternative approach is pursued in the next section.

Transient thermal response

We shall now investigate the transient thermal response of a transistor when a step power
dissipation is generated. We start again with the problem of an infinite and uniform
medium. Its associated Green function is the solution of the time-dependent heat-flow
equation:

% —DV?Tg = L8(? -1t —1), 4.6)

ot pCp

where D = k/(pC)) is the thermal diffusivity, C}, the thermal capacity, and o the den-
sity. The Green-function solution of Equation (4.6) is a three-dimensional Gaussian,
which is given in Ref. [15]. Integrating the Green function over time and over the
rectangular surface heat source yields the temperature step-response solution (see
Ref. [16])

2L® z2 X, —x X1 —x
Tstep(x, y, 2, 1) = 4]:1\5/5 A exp <_u_2) [erf( - )—erf( - )]

X |:erf(Y2 — y) - erf(Y1 — y>i| du, “@.7
u u

where X1, X2, Y1, and Y> are the coordinates of the corners of the rectangular source,
L(t) = +/D 1 is the thermal diffusion length, and erf(x) is the error function.

One can account for multiple fingers by using the superposition principle. Figure 4.5
plots the change in temperature distribution with time in an eight-cell transistor along
the dashed line in Figure 4.2(b).

Equation (4.7) is the step-response solution for a rectangular heat source in a half-
space uniform medium when the heat source is at the surface (Z; = 0 is not a necessary
assumption). We now need to extend this transient solution to layered structures. Unlike
for the steady-state case, an exact transient solution cannot be obtained by the image
method for the general case. Indeed, because of the difference in heat diffusion between
each layer and the next, the boundary conditions involved (see Equations (4.3) and
(4.4)) cannot be satisfied by the image solution at all times and all positions across the
various interface planes. The image method can, however, be approximately applied to
the calculation of the transient response in the two-layer system [17].

Two approximate approaches are first considered in order to obtain a solution sat-
isfying the boundary conditions of Equations (4.3) and (4.4). In the first approach all
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layers are assumed to have the same diffusivity D (but with different values of the ther-
mal conductivity k). In the second approach, which is applicable to a two-layer system,
the thermal conductivity k in the second layer is assumed to be infinite. The solutions
obtained for both approaches satisfy exactly the boundary conditions but yield different
results because they are based on different system assumptions.

We now compare the applicability of these system assumptions to the device under
study. In the case considered the first layer (silicon) has a thickness of 300 wm with
ki = 148 W/(mK) and D; = 8.47 x 107> m?/s, and the second layer (copper) has
infinite thickness with k; = 390 W/(mK) and D, = 1.12 x 10~7 m?/s. The transistor
chip sits on an 80-mm-thick Cu—W flange, and the amplifier built in this experiment
has a copper heat sinker of thickness 12.5 mm. Its thermal time constant is above 20
minutes. Therefore it is modeled as a half-space medium. These values indicate that the
second approach should give the most realistic results.

Figure 4.6 compares the transient temperature rises at the middle of the device calcu-
lated with the finite-element method (FEM, exact solution) and the extended image
method (approximate solution). The curve of D = D; gives the fastest temperature
response, and the curve of D = D, gives the slowest response. Note that they both
reach the same steady-state temperature, which depends solely on k1, k3, and the silicon
layer thickness. When assuming k> = oo, the temperature follows the D = D curve
for a short time and then deviates when the heat wave reaches the copper layer. The 3D
FEM heat-transfer analysis conducted for this structure yields a similar shape in temper-
ature rise. The FEM curve exhibits a knee at approximately r = 1073 s, corresponding
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Transient temperature rise in a two-layer structure (silicon on copper). The thickness of silicon is
300 pm and the input power is 1 W. (From [12] with permission, ©2003 IEEE.)

to the time required for the heat wave to hit the silicon—copper interface, estimated
ast = L2 /D = 1.06 x 10~3s. The k» = oo (dotted) curve when shifted in logarith-
mic time scale (time multiplied by (D1/D»)'/?(k1 / k2)?) overlaps with the FEM (plain)
curve from time zero up to 1s. This shows that the shifted k» = oo curve provides a
reasonable approximation that can be used in models for circuit simulations.

Modeling of the transient thermal response

The shape of the transient thermal response in Figure 4.6 suggests that it can be mod-
eled by R—C circuits like the ones in Figures 4.7 and 4.8, where the instantaneous
power is represented by a current source and the temperatures are represented by node
voltages. The thermal resistances and capacitances can be extracted by fitting the step
response. Figures 4.7 and 4.8 show three fitted curves against the FEM calculation for
a 1-W and a 60-W LDMOSFET, respectively. Among the one-stage (RC1), three-stage
(RC3), and five-stage (RC5) multi-stage R—C circuits, the best fit is achieved with
RC5 for both the 1-W and the 60-W device. The values used for the various ther-
mal models for the 60-W LDMOSFET are given in Table 4.2. Similar results have
been obtained for SOI-MOSFETs [18] [19], for which the modeling of the thermal
response was found to require multiple time-constants. In Chapter 9 we shall make use
of these multiple-time-constant thermal models together with a temperature-dependent
device model [20] to discuss the impact of thermal memory effects on predistortion
linearization.
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(From [12] with permission, ©2003 IEEE.)
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Figure 4.8 Fit of the thermal step response by the RC1, RC3, and RCS5 networks for a 60-W LDMOSFET.
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Table 4.2. Fitted multi-stage R—C thermal parameters for the 60-W LDMOSFET

Rin1 (2) Rinp () Rinz (S2) Rina (2) Rins (S2)
RCI  1.10
RC3 1846 x 1071 6.020 x 107! 3.135 x 10!
RC5 3.176x 1072 1456 x 1071 4791 x 107! 3223x 1071 1213 x 107!
Cin1 (F) Cin2 (F) Cinz (F) Cina (F) Cins (F)

RCI  1.180 x 1072
RC3  4229x 1075 1377x1072 8523 x 107!
RC5 7.742x107% 5811 x 1075 1.072x 1072  1.636x 10~!  1.237 x 10!

The results reported here are for the LDMOSFETSs. Note that very fast thermal pro-
cesses have been reported in AIGaN/GaN HEMTs. Time-constants as small as 15ns
[21] have been used to fit their transient response. Temperature rises of 65°C and
30°C in 200 ns have been measured using time-resolved Raman thermography [22].
Clearly, thermal effects could potentially contribute to broadband memory effects. Note
that measurements on the variation in time of the large-signal RF gain of AlGaN/GaN
HEMTs have detected time variations (memory effects) on the order of microsec-
onds [23]. Multiple recording (see Section 2.9) with an LSNA was used for these
measurements.

Identification of self-heating using pulsed /-V pulsed-RF measurements

In this section we shall examine /-V knee walk-out in a GaN HEMT fabricated on a
sapphire substrate and use NVNA measurements to demonstrate that, for this partic-
ular device technology, the /-V knee walk-out is of thermal origin. To do so we will
use the dynamic loadlines acquired with a large-signal network analyzer (LSNA) to
demonstrate how, in pulsed /-V pulsed-RF operation, the undesirable /-V knee walk-out
can be effectively suppressed when keeping the same substrate temperature and then
reintroduced when setting the substrate temperature to the surface temperature of the
device in CW operation.

The device under consideration is a 0.35 wm AlGaN/GaN HEMT 2 x 150 wm wide,
fabricated on a sapphire substrate with Ir/Au Schottky contacts and Ti/Al/Ni/Au ohmic
contacts [24]. Figure 4.9 shows the DC -V characteristics of the DUT (plain line)
and pulsed I-V characteristics (dash—dot line) for vgs = 0 V. The large negative drain
conductance in the DC [-V characteristics (plain line) for vgs = 0 V compared with
the small positive drain conductance in the pulsed I~V characteristics (dash—dot line)
for vgs = 0 V is typically indicative of a substantial build up of temperature in the
DUT.
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line) for vgg = 0 V. The ideal RF dynamic loadlines for different load impedances are shown
for class-A operation (dotted lines). (From [24] with permission, ©2006 IEEE.)

CW dynamic loadline measurement system

CW dynamic loadlines and pulsed /-V characteristics for various DC-bias drain volt-
ages are compared in Figure 4.10. As shown in Figure 4.10, the CW-RF loadlines
measured for CW-RF signals at 2 GHz suffer from I-V knee walk-out. As the DC drain
bias Vpg increases, the CW-RF loadlines fail to reach Iygs. As predicted in [6], they reach
instead the pulsed I-V characteristics at vgs of 0 V obtained using the same quiescent
bias points (Vps and Vgs = —2.5 V) as in the CW-RF loadlines.

Pulsed I-V pulsed-RF loadline measurement system

We have seen in the previous section that the thermal transient response is typically
longer than a microsecond; the higher the thermal conductivity the slower the transient
response. Since low-frequency memory effects have a slow time response, fast pulsed
I-V pulsed-RF small-signal measurements will maintain the device temperature and
traps at their quiescent state [25] [26]. This should hold also for large-signal pulsed-
RF excitations, potentially allowing improved isothermal and iso-trapping RF device
response in pulsed-bias operation if the device suffers from memory effects [24].

Both gate and drain pulses are now applied to the DUT with a pulse width of 1 s,
and a duty rate of 1%. The pulsed-RF signal, which is synchronized with the drain
pulse, has a duration of 0.33 ws and duty rate of 0.33%. RF dynamic loadlines are then
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Dynamic loadline CW measurements at a constant substrate temperature Tgyp, of 30 °C. The
2-GHz loadlines are superposed on the vgg = 0 V pulsed /-V characteristics, which are pulsed
from the specified Vpg and Vgs.

reconstructed inside the pulse on the basis of frequency-domain data measured up to
the fourth harmonics by the LSNA. It was verified that the pulsed-RF measurements
give the same RF dynamic loadlines as those obtained by CW-RF measurements when
constant DC biasing is used in both cases.

Figure 4.11 compares the RF dynamic loadlines obtained from CW-RF and pulsed
I-V pulsed-RF measurements. In contrast to the CW-RF loadlines featuring a reduced
current swing, the pulsed /-V pulsed-RF dynamic loadlines exhibit a much larger cur-
rent swing. Using the current swing as a metric, the -V knee walk-out is actually
effectively suppressed. This is mainly due to the fact that the pulsed /-V pulsed-RF
loadline measurements bypass the thermal and trap effects. Note that the nega-
tive currents in the pulsed I~V pulsed-RF dynamic loadlines result from both the
energy storage in the drain capacitance and the self-biasing associated with the device
nonlinearity.

It should be noted that the RF input power is precisely controlled to achieve the same
gate-voltage swings of 5.0 V such that the device operates in all cases with a gate voltage
ranging from —5 V, off state, to 0 V as shown in Figure 4.11(b).

Origin of the I~V knee walk-out in the CW-RF loadlines

Since the pulsed I-V pulsed-RF dynamic loadlines are free from the thermal and trap
effects, it is natural to infer that the /-V knee walk-out in the CW-RF dynamic loadlines
originates from the thermal and/or trap effects. By controlling the substrate temperature
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in the pulsed /-V pulsed-RF measurements, we shall now attempt to differentiate
between the thermal and trap contributions.

Let us first determine the value of the device temperature resulting for a substrate
temperature T, pc When the device is biased with Vgs and Vpgs. The DC drain cur-
rent observed at the bias points of interest can be expressed in terms of an isothermal
current—voltage relation [1]:

Ip.pc = Ip.iso(VGs, Vbs, Tdev,DC),

using the device temperature

Taev,pC = Tsub,pC + Reih (Tsub,DC) X Payg

with Ry, the effective thermal resistance and Py, the average power dissipated by
the device. The drain current under pulsed biasing from the off-state quiescent point
(Vgs = — 5V and Vps = 0 V) is given by

iD,Pulsed = ID,Pulsed(UGSv ups, =95, 0, Tdev,Pulsed)-

The self-heating effect which is present in CW operation can now be reproduced
in the pulsed /-V biasing measurements by increasing the substrate temperature
(Tsub,Pulsea) until the pulsed bias drain current (/p pused) €quals the DC bias drain
current (Ip,pc), for vps = Vps and vgs = Vgs,

ip,pulsed (VGs, Vbs, =5, 0, Tsub,Puised) = ID,DC>

such that we have Tgyb puised = Tdev,Pulsed = Tdev,Dc- The resulting device temperatures
T4ev.pc are found to be 58, 72, 100, and 112 °C for Vps of 5.0, 7.5, 10.0, and 12.5V,
respectively. The Ry, of the DUT is then determined to be 130°C/W in the wafer
measurement setup.

The CW temperatures obtained from the pulsed /-V measurements are now also used
in the pulsed /-V pulsed-RF measurement of the RF dynamic loadlines as shown in
Figure 4.12. The comparison of the RF dynamic loadlines obtained from the CW-RF
and the pulsed I~V pulsed-RF measurements under the above temperature of operation
should then yield the trap contribution, since this should be the only remaining differ-
ence between these two measurements. However, the two loadlines are fairly similar for
this passivated device. Table 4.3 shows the ratio of Al /I, where Al is the RF current
swing and Igs (0.105 A in Figure 4.11) is the maximum current at vgs = 0 V which
can be achieved from the knee region when the DUT is pulsed from the off state. As
Vps increases, it is observed that the RF dynamic loadlines of the pulsed /-V pulsed-RF
measurements at the device temperature T4ey, pc are indeed very similar to those of the
CW-RF measurements at high bias.

This implies that the /-V knee walk-out at high bias results mostly from thermal
effects rather than trap effects in this device. Table 4.3 also shows that the DUT pro-
vides around 100% RF performance for all terminations for pulsed /-V biasing at room
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Table 4.3. Comparison of A7/I44s between CW-RF and pulsed /-V pulsed-RF
measurements at different temperatures

Vps (V)
5.0 7.5 10.0 12.5
CW-RF (Tgey.pe) (%) 91 85 81 78
Pulsed I~V pulsed-RF (Tyey.pc) (%) 98 91 85 81
Pulsed I-V pulsed-RF (30 °C) (%) 105 100 98 96
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Dynamic loadlines (square and bold plain lines) for pulsed /-V pulsed-RF measurements with
the substrate set to the normal CW device temperature Tgyp = Tgey, pc of 58, 72, 100, and

112 °C for Vpg of 5.0, 7.5, 10.0, and 12.5V, respectively [27]. The CW loadlines (dashed lines)
are also included for reference.

temperature. Note that the 5% excess current swing for Vpg of 5.0 V originates in part
from the increase of the forward gain at 2 GHz due to the large series feedback of the
DUT source resistance.

The thermal origin of the knee walk-out demonstrated in the above GaN HEMT is
due to the use of sapphire as a substrate. As we shall see for an unpassivated GaN HEMT
fabricated on SiC substrate, the knee walk-out originates instead from traps. However,
some residual self-heating still needs to be accounted for.

Trapping in GaN HEMTs

Beside self-heating effects, trapping is a major source of memory effects in some
devices. In this section we shall consider passivated and unpassivated GaN HEMTs on
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Figure 4.13
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which add to the spontaneous polarization in the AlGaN region.

SiC substrate. Figure 4.13 shows various trapping mechanisms potentially taking place
in these devices. They include (1) trapping at the AlGaN surface and (2) trapping in the
buffer [28], which affect, respectively, the source and drain resistance and the threshold
voltage.

The surface states on top of the AIGaN layer are believed to act as donors that sustain
the two-dimensional electron gas (2DEG) in the gate—drain and gate—source regions
[30]. A possible charge-balanced mechanism accounting for both the 2DEG and also
the screening in the wide GaN region is shown in Figure 4.14. As the gate potential
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relative to the source and drain potential becomes more negative, the electron population
of the AlGaN surface donor traps increases (reduced ionization), which induces in turn
a depletion of the 2DEG concentration. This is the so-called virtual gate effect [31].
The resulting increase in the source and drain parasitic resistances at high bias can then
profoundly affect the DC and RF performance of the GaN HEMT devices [32]. In the
subsequent sections, we present various RF measurements realized with an LSNA to
investigate these memory effects.

Characterization with a combined LSNA/DLQOS system

The illumination of a microwave device with a monochromatic photon beam provides an
additional probe for studying the trapping processes affecting its RF and DC operation.
There are several physical contributions induced by illumination. First, by absorbing
a photon of sufficiently large energy, a trapped electron can be emitted to the conduc-
tion band from a full trap level or a hole can be emitted in the valance band from an
empty trap level. Second, an electron—hole pair can be generated once the photon energy
exceeds the bandgap of AlGaN or GaN. The generated electron can directly contribute
to the free electrons in the conduction band and the generated hole to free holes in
the valence band. Hence, the interaction between illumination and trapped electrons is
determined by the photon energy of the illumination and the energy level of the trap-
ping states. These processes take place in addition to the normal thermal processes of
emission and capture of electrons and holes from the conduction and valance bands,
respectively.

The experimental setup of an LSNA/DLOS combined system [33] is depicted in
Figure 4.15. Port 1 is used for the gate and port 2 for the drain of the device under test
(DUT). The quiescent operating point of the DUT is set by the two external bias tees
and DC power supplies. The voltage and current sensors detect the low-frequency time
variations of the device bias voltage/current which are displayed on an oscilloscope. In
the DLOS system, a 1000-W xenon lamp is used as a light source. The photon energy of
the incident light tunable in the range 1.5-4.2 eV is generated through a monochroma-
tor. A shutter is placed between the focusing optics and the DUT to control the duration
of the illumination.

Large-signal microwave measurements were performed under CW and pulsed
monochromatic illumination conditions. The monochromatic illumination in unpassi-
vated devices affects the large-signal RF response as demonstrated by the increase of
the RF current and voltage swings in the device loadline in Figure 4.16.

Figure 4.17 shows the variation in drain-current swing of the RF loadline relative
to the dark case as a function of the photon energy for both unpassivated and SiN-
passivated HEMTs. The 4.0-eV level corresponds to the AlGaN bandgag (4.05eV)
and the 3.4-eV level corresponds to the GaN bandgap (3.44eV). A sub-bandgap
level is detected at 2.2eV. This energy level is below the half bandgap of AlGaN.
Time constants of 2 and 10s are found to provide a good fit to the relaxation in
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Figure 415 Experimental setup of LSNA-DLOS combined system: (a) a schematic diagram of the system
and (b) and its implementation at Ohio State University.

time of the current swing when the illumination is turned off for 3.10eV photon
energy [33]. It is to be noted that the passivated device is less sensitive to the illu-
mination. This desensitization can be interpreted, in view of the follow-up analysis,
by invoking the fact that the drain resistance is already very low in the passivated
device and cannot be decreased much by illumination (unlike in the unpassivated
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Large-signal RF loadline at 2 GHz measured under monochromatic illumination and in the dark.
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device). Note also that the threshold voltage extracted from the dynamic loadline
Ip(t) — Vgs(t) exhibits a relatively small shift with illumination in the unpassivated
devices investigated, suggesting that bulk traps are not the dominant mechanism in these

devices.
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Quasi-static device parasitics

On the basis of the RF characterization results in the previous section, it was found that
the device is sensitive to illumination, suggesting trap activity. Similar results are also
found using S-parameter measurements under illumination [33]. The magnitude of Sy
is found to increase with illumination from low to high photon energies. The real part
of S7; is found to decrease from 27 €2 to 15 2 from low to high photon energies in the
unpassivated device whereas it remains approximately constant in the passivated device.
This suggests that the drain resistance Rp varies under illumination, since this is one of
the dominant device parasitics located in the access region. Hence, it is reasonable to
assume a relationship between the device performance and the device parasitics since
the parasitics are known to have an important influence on the device characteristics.

The parasitics under various biases (Vgs, Vps) can be extracted with the cold FET
technique (vps = 0) by performing pulsed I-V pulsed-RF measurement at low duty
rate [29]. The measurement setup used was presented in Section 2.9. The acquisition is
done using multiple recording. The cold FET measurement proceeds as follows: (1) a
quiescent bias point is selected, (2) the voltages of the gate and drain pulsed bias are
tuned to achieve vpg = 0 and vgs = 0 during the short pulse duration, and (3) the pulsed
RF signal is applied during that period for measuring the corresponding S-parameters.
A nonlinear least-squares fitting method is utilized for fitting the measured S-parameters
versus frequency from 0.7 to 13.2 GHz using the wave-equation-based equivalent circuit
reported in [1] [29]. The same measurement procedure is used to determine the parasitic
capacitances except that the transient bias conditions are now vps = 0 and vgs < Vr.

Table 4.4 lists the extracted parasitic source and drain resistances measured at the qui-
escent bias of Vgs = 0 Vand Vps = 0 V. A deviation of the source and drain resistances
from the reference values at Vpg = 0 and Vgs = 0 is observed when a different bias
point is selected. Comparisons of the deviations of drain resistances for unpassivated
and passivated devices are shown in Figure 4.18.

The deviation in source/drain resistance for the passivated device can be approxi-
mately described by the following equation:

—aAT/ T,
ARs/p = Rs/po ,

1+aAT/Ty

where Rg/po is the reference parasitic resistance, Ty the reference temperature for (g,
T the channel temperature, o the power of the temperature dependence, and AT the
temperature deviation.

For the unpassivated device, the parasitics can be modeled as composed of two con-
tributions: (1) near the gate contact, where both the surface states and the thermal effect
influence the variation of the resistance, and (2) far from the gate contact, where the
thermal effect dominates as in the passivated counterpart. Hence the deviation of the
parasitic resistance can be expressed as

R AT AL 1
ARS/DZiI:—OZ—— S/D <1— >i|,
1+aAT/Ty Ty £s/p 1+ Bs/p
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Table 4.4. Reference parasitic resistances at the source and drain
sides measured at the quiescent bias of Vgg =0Vand Vpg =0V

Unpassivated DUT  Passivated DUT

Source side Rgq (£2) 6.27 5.77
Drain side Rpg (£2) 22.36 22.88

ARp (Q)

5 10 15 5 10 15
Vos (V) Vos (V)

Deviation of drain resistance ARp = Rp — Rpg: measured (circle line for the unpassivated
device and square line for the passivated device) and fitting (dash—dot line for the unpassivated
device and dotted line for the passivated device) deviations of parasitic resistances on the drain
side. (From [29] with permission, ©2010 IEEE.)

where £s/p is the length of the gate-to-source/drain spacer and Afg;p the width of
the depleted region in the spacers. The factor Bs/p = (ns — n5,0)/ 75,0 is the modulation
index of the 2DEG concentration in the depleted region, which varies between 0 and —1.
Empirical functional dependences are introduced for fitting the bias dependences of
and A{/£ both on the source side and on the drain side:

ng — Nns,0
B = —— =tanh(C1Vgs + C2Vgp),
ns.0
AL
7 = C3 tanh(C4Vgs),

where C1, Cp, C3, and Cy4 are fitting parameters. Theoretical justification for these
expressions will be derived in the next section. A typical plot of the device /-V charac-
teristics together with a contour plot of the 2DEG concentration modulation index S is
shown in Figure 4.19 for an unpassivated device.

The change of the parasitic resistance A Rp with the gate bias is also accompanied
by a change of the channel temperature AT, which is plotted in Figure 4.20 for the
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unpassivated (squares) and passivated (circles) devices. A large self-heating is predicted
for both types of devices.

Rate equation for physical modeling of trapping effects

In the previous section a phenomenological model was introduced to model the depen-
dence of the 2DEG channel modulation index § upon the gate and drain voltages. A
simple non-equilibrium model is presented now to bring more insights into the physical
process taking place.

In the absence of illumination, when the device is biased with non-zero Vgs and Vpg
(non-equilibrium), a rate equation for a single-energy electron trap level located at the
AlGaN surface can be defined using the quasi-Fermi level of the trap Er 1(Vgs, Vbs)
as follows:

di’lT NT nr

dr e T
I 1

1
T T Te

’

)

nt = Nt fr,
s 1
T = b
1 +exp[(Er — Eg1)/(kgT)]
1- d
o in steady-state ar _ 0],
Te fT dt

where Nt is the total trap concentration, nt is the concentration of occupied trap levels,
Tc = T, 1S the capture time, Te = Te 1 i the emission time, ET is the trap energy level,
kg is the Boltzmann constant, and 7T is the absolute temperature.

In A1GaN/GaN HEMT structures, the existence of donor-like surface states has been
proposed as the principal source of the formation of the 2DEG [30]. It is assumed that
the unoccupied (ionized) donor-like electron traps with a concentration are imaging the
2DEG with concentration ng in the conducting channel of the AIGaN/GaN HEMT:

ni = Nr—nr = (1 — fr)Nt = n,.

For a single-trap model, this holds in steady state for any bias condition with or without
illumination. In equilibrium, when Vgs = 0 V and Vps = 0 V, and no illumination is
applied, ng relaxes to the equilibrium 2DEG concentration ng o and the quasi-Fermi
level at the traps is the same as the 2DEG Fermi level Eg1 = EF,¢ as shown in
Figure 4.21. Under such equilibrium conditions, the capture/emission time 7/ is the
thermal capture/emission time Tc/e = Tc/e,h, Satisfying

Te  Teth Egr— ET
— = =exp| —— | .
Tc Tc,th kg T

When a bias is applied, the traps are no longer in equilibrium with the 2DEG due to
the injection of electrons from the surface. Under such non-equilibrium conditions, the
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Ero  Er Ey

St distribution at temperature T as a function of the trap energy level ET. Eg 1 = EE g is the
device Fermi level when no DC bias is applied. The trap quasi-Fermi level moves to Ep 7 = Ef
when a bias is applied to the AlIGaN/GaN device due to the injection of electrons from the
AlGaN surface. ET represents the single-trap energy level, which can be either lower or higher
than the quasi-Fermi level.

capture time t. is reduced due to the mobility of the electrons at the AlGaN surface of
the unpassivated device:

1 1 1
— = + ’
Tc Tc,th Tc,tunnel

where ¢ tunnel 1S the surface tunneling/hopping time. This process is assumed to be
essentially non-reversible (e > 7. ) due to the Fermi exclusion factor (1 — fr gate) 0N
the gate supply side. The trap population can then be described using a bias-dependent
quasi-Fermi level for the traps Er 1(VGs, Vbs) as shown in Figure 4.21. The relative
position between the quasi-Fermi level and the trap energy level ET then determines the
corresponding change in the 2DEG charge ns when a bias is applied. It results that we
have the following relation in steady state:

B0y~ fr(Erg). (4.8)
Nt

ng _ _

N o 1 — fr(Eg1), 4.9)

and the ratio of the capture to emission time y = t./7. for the trap level is then given
by the trap occupation ft. From Equation 4.9, the deviation of ng with respect to ng ¢ in
steady state when a bias is applied can be expressed as

ns — M50 _ Sfr(EF,0) — fr(EgT)
Ns,0 1 — fr(EE,0)

exp <EF,0 - EF) ~exp (EF - EF,O)
_ 2k T 2kgT
N exp <ﬂ _ Epo+ EF) +exp (EF - EF,O) '
kgT 2kgT 2kgT
exp(x) —exp(—x)

= , (4.10)
exp [(Etr — Er,0)/(ksT) + x] + exp(—x)

,3=
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using

_ Epo— EF
© 2kgT
Note that 8 = (ns — ns,0)/ns,0 varies from 0 to —1 as x varies from 0 (equilibrium) to
—o00.
In the previous section, we have introduced a phenomenological expression for
the bias dependence of B = (ns — ng0)/ns,0, the modulation index of the 2DEG
concentration:

B = tanh(Cy Vis + C2Vgp).
Note that in the specific case of ET = Ef ¢ (trap half occupied) Equation (4.10) yields
B = tanh(x) and we can then identify x to be given by
_ Epo—EF
~ 2kgT
Thus, this simple non-equilibrium single-trap-level model which relies on the concept

of the quasi-Fermi level brings some physical justification for the phenomenological
expressions which were needed to fit the experimental data.

= C1Vgs + C2Vip.

Two-trap-level model

In the previous section a model with a single deep donor level was presented. However,
a very large emission and capture time constant (days) is usually associated with the
deep energy levels, whereas faster processes have also been observed when the system
relaxes toward equilibrium. More complex models can be developed to account for such
processes.

The next level of complexity consists in a two-trap-level model involving a deep
donor trap (E; — 1.65 eV in this example) and a shallower acceptor trap (E; — 0.35eV
in this example). The 2DEG charge is then supported by

ns= (1 — fro)Nt.p — fr.ANT A

In equilibrium the shallower acceptor levels are not populated and the 2DEG is
given by ng >~ (1 — frplEr,0]) Nr,p. The resulting equilibrium band diagram is
shown in Figure 4.22 for Nt =2 x 107 m~2. The 2DEG charge concentration of
8.7 x 10'® m~2 is obtained with a self-consistent solution of the Schrédinger equation.

Under non-equilibrium conditions (Vgp and Vgg non-zero), electrons are transferred
from the gate to the acceptor states while the donor states are assumed to remain
frozen due to their long time constants. Enforcing current conservation from the elec-
tron moving on the AlGaN surface, transferring to the AIGaN conduction band via
the acceptor traps at the surface, and moving across the entire AIGaN layer enables
one to calculate the acceptor trap occupation fr o and therefore ng as a function of
the tunneling/hopping time constant T tunnel- The resulting band diagram under non-
equilibrium conditions is shown in Figure 4.23. The quasi-Fermi level of the electrons
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non-equilibrium conditions. The deep energy level (gray circle) is a donor surface state. The
shallower energy level (black circle) is an acceptor surface state.
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F, is now closer to the conduction band, inducing a larger non-equilibrium electron
charge supporting the collection by the 2DEG of the electrons emitted by the trap. A
larger tunneling current can then be handled in steady state by the shallower acceptor
states than could be by the deeper donor states.

The resulting relation between the 2DEG concentration ng and the tunneling time
constant Tc tunnel 18 given in Figure 4.24. This two-trap-level model will be used in the
next section to describe the cyclostationary effect which may be observed under large-
signal RF excitations.

Cyclostationary effect

Theory

Emission and capture of electrons by traps typically have long time constants. Yet it has
been observed that under large-signal high-frequency periodic excitation the average
trap population responds to the high-frequency periodic signal applied, yielding in some
cases a dramatic increase or decrease of the occupation and noise generated by the traps.
This is the so-called cyclostationary effect [34].

Strong cyclostationary effects will normally be observed under periodic excitations
when the emission and capture rate have a nonlinear dependence upon the instantaneous
gate and drain voltages. Consider the following single-trap cyclostationary process
where the emission 7(#) and capture 7.(#) time constants are modulated by the RF
signals [35]:

dfT,A(l)+< 1 n 1 )fT,A 1

di ) | ) T ()
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It has been theoretically established [35] that, for the periodic (RF) excitation of such a
system, the time average of the capture and emission rates should be used for evaluating
the average trap population (fr,A(#)) and the noise spectral density Sw,arpny, (burst
or popcorn noise) for nt o = fr a(t) Nt A:

(8c) (&c)

V) = e e~ o)

2{\
Swyatomn = Nralfra) (1= (fr.a) ——20)

mwg AKD, (411)

where we have (Lg) = (gc) + (ge) using the definitions

( )—lfT ! dt and ( )—l/T ! dt
8T Jo welvas (), vps ()] 8T Jo Telvas (), vps ()]

with T the RF period, W, the gate width, and A£p the width of the pinchoff region in the
gate-to-drain spacer. Under large-signal excitations, the averages (gc/e[vGs(t), vps(?)])
will differ from gc/e[VGs,dc, VDs,dcl, due to the nonlinear dependence of g/ upon vgs
and vpg, thus yielding the cyclostationary effect.

In the two-trap-level models we have presented in the previous section, only the tun-
neling time constant can be physically modulated by the RF applied bias. Field-assisted
hopping of the electron at the AlGaN surface is modulated by the RF voltage and so
is consequently the tunneling time constant T tunnel Of the acceptor levels. On the other
hand, we assume that the thermal capture rate, which is a function of the electron and
hole concentrations in AlGaN, is negligibly modulated by the instantaneous RF gate-
to-drain voltage due to the slow emission rate. Note that the thermal emission remains
time-independent as long as the device temperature does not change. Thus the tunneling
capture rate should be the dominant rate instantaneously modulated by the RF bias via
the modulation of the gate-to-drain potential barrier at the AlGaN surface.

Experimental investigations

Using a source and a load tuner, the impact of the load resistance Ry on the device
characteristic can be investigated to reveal the cyclostationary effect.

The measured RF drain loadlines of the unpassivated GaN HEMT are shown in
Figure 4.25 for various external loads Ry, from 50 to 170 €2 together with the DC (solid
lines) and pulsed (dashed lines) /-V characteristics from Vgs = —3V, Vps =10V and
a contour plot of the modulation index § in the drain spacer region next to the gate. The
gate voltage in the I-V characteristics is swept from —5V to O V in steps of 1 V.

In the previous chapter the modulation index 8 = (ns — nsp)/ns,0 was defined as the
deviation in channel concentration from the equilibrium channel concentration g o [29].
Note that B varies from 0 to —1 as ng varies from the equilibrium 2DEG concentration
ng,o to O (fully depleted 2DEG).

As shown in the contour plot in Figure 4.25, 8 decreases as both the gate voltage
and the drain voltage deviate from O V. In Figure 4.25, circles represent the DC biasing
points while squares indicate the effective DC operating points for the traps due to
the cyclostationary process (see the detailed discussion below). It is observed that the
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RF drain loadlines of the unpassivated GaN HEMT with DC (solid lines) and pulsed (dashed
lines) I~V characteristics from Vgg = —3 V, Vpg = 10V, and a contour plot of 8. For both I-V
characteristics, Vgg is swept from —5V (bottom) to 0 V (top) in steps of 1 V. The solid lines,
from top to bottom, are for external loads from 50 2 to 170 2 as indicated. (From [36] with
permission, ©2009 IEEE.)
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RF drain loadlines of the passivated GaN HEMT with DC (solid lines) and pulsed (dashed lines)
I-V characteristics from Vgg = —3 V, Vpg = 10V, and a contour plot of 8. For both I-V
characteristics, Vgg is swept from —5 V (bottom) to O V (top) in steps of 1 V. The solid lines,
from top to bottom, are for external loads from 50 2 to 170 €2 as indicated. (From [36] with
permission, ©2009 IEEE.)

drain-voltage swing is approximately proportional to the load impedance. The loadlines
are seen to bend at low drain voltages with increasing load resistance Ry . This is due to
the increased knee walk-out induced by the shifting of the effective DC operating point
of the traps.

Similar measurements with the passivated GaN HEMT are shown in Figure 4.26. g
decreases now only to a minimum value of —0.26 such that there is no appreciable knee
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unpassivated device.

walk-out. Thus, the loadlines are not distorted (straight lines) since the device remains
operating in the saturation region. The overall range of § for passivated devices is higher
than that of the unpassivated devices.

The variation of the tunneling capture rate (thick plain line) versus time for the unpas-
sivated device is shown in Figure 4.27. The time-averaged capture rate (1/7c tunnel)
(dashed line) is seen to be larger than its DC value 1/7¢ twunnel(VGs.dc, Vbs,dc) (thin
plain line) at the operating point for the unpassivated device. The nonlinear variation of
1/7¢ tunnel(t) = 1/7¢ tunnel[vGs (¢), vps(¢)] versus time for the unpassivated device orig-
inates from the rapid decrease in Figure 4.24 of the tunneling capture time T, tunnel (71s)
for low 2DEG concentrations. Note that the relation ¢ tunne1(725) in Figure 4.24 and the
bias dependence of B(vgs, vps) are used to establish the dependence of the tunneling
capture time T nnel Upon the bias voltage:

Tc,tunnel(ns) = Tc,tunnel [ns0{l + B(vgs, ups)}].

The increase of the time-averaged capture rate (1/7c tunnel) over its DC value aug-
ments the population of the shallow acceptor surface states, yielding a reduced 2DEG
concentration. In the slower one-trap-level model this would be equivalent to the AlIGaN
surface current providing charges compensating the donor surface states.

The effective trap operating points for each of the loadlines (shown in Figures 4.25
and 4.26 using squares) correspond to the smallest drain voltage on the loadline which
would generate the same average acceptor trap occupation (same S value) under DC
conditions (no RF applied). These effective DC operating points for the traps indicate
an average § ranging from —0.86 to —0.91 for Ry, varying from 50 Q2 to 170 Q. Clearly
the cyclostationary effect modifies the DC trap occupation, yielding in turn increased
degradation in the /-V characteristics compared with the pulsed /-V characteristics from
the DC bias points. The increased I-V knee walk-out in turn degrades the RF response of
the device, as indicated by the distorted loadlines measured for the unpassivated device
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in Figure 4.25. In contrast, for the passivated device in Figure 4.26, the dynamic RF
loadlines are in good agreement with the pulsed /-V characteristics due to the negligible
fluctuation in trapping at the AlGaN surface.

It also interesting to measure the RF noise presumably induced by the trapping activ-
ity. The setup used for the additive noise measurement [37] is shown in Figure 4.28.
This setup is integrated with the NVNA such that the additive noise can be measured at
the same time as the loadlines are acquired. With a variation of the phase shifter by 90°,
either the additive amplitude (AM) or the additive phase noise (PM) can be measured
in the RF signal [37].

The additive phase noise results obtained as a function of the output impedance ter-
mination are shown in Figure 4.29 for both unpassivated and passivated devices. The
additive phase noise shown in Figure 4.29 does not exhibit a Lorentzian dependence as
in Equation (4.11) but varies instead approximately as 1/Af (with Af the RF offset fre-
quency) for both passivated and unpassivated devices. The additive amplitude noise is
also found to vary as 1/Af (1/f noise) in the unpassivated device but is typically 10 dB
higher than the phase noise. This is to be expected since the fluctuating excess drain
resistance A Rp acts as a gain modulator in the unpassivated device. The occurrence of
1/f noise is usually assumed to be indicative of the presence of a network of traps hav-
ing a continuum of energy levels or distributed in space over a continuum of distances
from the surface/interface [38]; but other mechanisms have been proposed [39].

As is shown in Figure 4.29, the additive RF phase noise measured in the drain cur-
rent noise is found to increase with increasing load resistance Ry, in both passivated and
unpassivated devices [36]. A conventional 1/f-noise model [38] can indeed be devel-
oped for the unpassivated device. This links the increase in additive RF noise to the
increase of the excess drain resistance AR%. When the load resistance Ry increases, the
additive noise will then increase as the acceptor trap occupation and A Rp increase as a
consequence of the cyclostationary effect.
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The additive phase RF drain-current noise for the passivated device is also found to
be 10 dB smaller than for the unpassivated device as a result of the stabilization of the
source and drain resistance by the passivation. The drain resistance is then no longer the
dominant contribution for the 1/f noise observed in passivated devices since A Rp has
vanished.

Thus, the proposed two-trap-level model for the AlGaN surface offers a plausible
picture for the complex physical processes taking place in unpassivated AlGaN/GaN
HEMTs. In passivated AlGaN/GaN HEMTs, thermal memory effects (mobility and sat-
uration velocity degradation) and possibly bulk traps (threshold shift) are expected to
play a more active role. The drain-to-source capacitance can also be responsible for
inducing a large current drain lag and effective knee walk-out at high frequencies for
large DC drain biases.
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5.1

Interactive loadline-based design
of RF power amplifiers!

The design of high-efficiency RF power amplifiers is of critical importance for wireless
mobile devices and basestations. Design techniques that rely on circuit simulators are
limited by the accuracy of the nonlinear large-signal models and by device package par-
asitics. Designing amplifiers using load-pull measurements is an alternative approach
that bypasses the need for accurate device models. This chapter is concerned with the
NVNA-assisted load-pull design of RF power amplifiers.

In this chapter, we will first compare the ideal and measured current and voltage
waveforms, dynamic loadlines, and dynamic transfer characteristics for transistors oper-
ating in various fundamental amplifier classes (A—F). A multi-harmonic real-time active
load-pull (RTALP) technique for the interactive design of the output-matching network
will also be introduced and applied to the optimization of the amplifier power efficiency.
The aim is to demonstrate how NVNAs can facilitate the design of power amplifiers by
providing designers with greater insights into the actual mode of operation of the active
devices.

Review of power amplifiers of various classes (A-F)

Class-A amplifiers provide a tradeoff between linearity and power efficiency. Specif-
ically, they offer an excellent linearity at the price of poor efficiency because the device
is on even when no RF signal is applied. The conceptual class-A circuit is shown in
Figure 5.1 (a). An RFC is used to provide the supply voltage Vpp to the transistor while
blocking the RF from the DC supply circuit. The RF signal is directly applied to the
gate of the transistor (here an FET). The output RF signal is delivered to the load Ry
via a large DC-blocking capacitor of capacitance C.

Shown in the various quadrants of Figure 5.2 are, starting from the top center and
going counterclockwise, (a) the ideal I-V characteristics Ip versus Vpg for various Vgs
and the dynamic loadline ip(¢) versus vps(?), (b) the I-V characteristic Ip versus Vgs
and the dynamic transfer characteristic ip(¢) versus vgs(?), (c) the vgs(¢#) waveform,
(d) the vpg(¢) waveform, and (e) the ip(¢) waveform.

I Research collaboration with Xian Cui, Seok Joo Doo, Young Seo Ko, and Wan Rone Liou is gratefully
acknowledged.
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Figure 5.1 Conceptual circuits for class-A (a) and class-B (b) amplifiers.
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Figure 5.2 Ideal voltage and current waveforms, /-V characteristics, dynamic loadline, and transfer
characteristic for an FET in class-A operation (see the text).
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The voltage at the drain swings between the knee voltage Vk and the maximum drain
voltage Vps.max, Which is up to twice the DC voltage supply Vpp. Note that a knee
voltage Vx is accounted for in the idealized /-V characteristics. The optimal load Ry,

for maximum output power for this ideal transistor is then given by

Vi -V
RL _ Dmax K ’
IDmax

with Ipmax and Vpmax the maximum current and voltage with which the device and
circuits can be safely operated. This simple model obviously neglects the capacitances

exhibited by the devices, and we will revisit this topic in the next section.
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Measured voltage and current waveforms, I-V characteristics, dynamic loadline, and transfer
characteristic for an FET (MOSFET) in class-A operation.

Measurement results acquired with an LSNA and an /-V tracer on an n-channel
MOSFET operating in class A for a signal at 4 GHz and a load resistance of about
50 €2 are shown in Figure 5.3. The various quadrants again show the -V characteristics,
dynamic loadlines, dynamic transfer characteristic, and current and voltage waveforms.
The device performance is similar to that of the ideal device except for the ip (¢)-vgs (¢)
dynamic transfer characteristic, which reveals a lag between the gate voltage and the
drain current. This lag results, among other things, from the drain-to-source capaci-
tances and associated R—C charging time constants. Note that the drain current and
drain voltage are in phase since a broadband resistance Ry for the fundamental and
harmonics was used as a load for this class-A measurement.

The power efficiency in the case of an ideal transistor with Vx = 0 is graphically
analyzed in Figure 5.4. For class A the RF output power is

PRrp

_ I3@0)RL _ Ry (Ipmax\* _ IaRL
T2 T2 2 8

where Ip(wp) is the fundamental component of the drain current. This corresponds to
the top triangle shown in Figure 5.4. The DC power dissipation is itself given by the
product of the average (DC) current and the average (DC) drain voltage:

I RLI, 2 R
Ppc(Class A) = Inc X Vpp = Dzmax x ~k '23““"‘ = Dm:" L

This leads to a drain efficiency for an ideal transistor with Vx = 0 in class A of

1
7(Class A) = % =5 = 50%.
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Graphical comparison of power dissipation in class-A (a) and class-B (b) amplifiers

Under power-backoff operation the DC power is the same for class A but the RF power
is reduced because the fundamental RF current Ip(wg) is now smaller than Ipmax /2.
The efficiency under power backoff scales therefore as

In(wo) \*
]Dmax/2 .

n(Class A) = 50% x (

The knee voltage will also reduce the efficiency of the PA since it is equivalent to an
effective power backoff. The RF voltage swing is indeed limited to Vps max — Vk and
thus the current amplitude by Ip(wp) = (Vbs.max — Vk)/(2RL) if we assume that the
same load Ry, is applicable. In real devices the knee voltage increases with increas-
ing gate voltages, leading to further decrease in the efficiency. An improved efficiency
is therefore usually observed at lower RF frequencies when operating with a lower
maximum drain current Ipmax.

The class-B amplifier provides an enhanced efficiency compared with class A but is in
practice substantially more nonlinear. In class B, the transistor is biased so that it is con-
ducting during only half of the RF cycle (see Figure 5.5). As shown in Figure 5.1(b) the
transistor is loaded with a resonator, which ideally shorts all the harmonics so that
the drain voltage is purely sinusoidal despite the rectified drain current. It results that
the dynamic loadline is piecewise linear. The resistance at the fundamental is, however,
still given by R, = (Vbmax — VK)/Ipmax- The advantage of the class-B amplifier is that
the drain current is zero when no RF power is applied such that the amplifier does not
ideally dissipate power. When a sufficiently large RF power is applied at the gate for
rail-to-rail operation, the DC drain current rises to Ipmax /7. The DC power dissipated
in class B for an ideal transistor with Vx = 0 is therefore given by

2
IDmax % IpmaxRL _ IDmaxRL

2 2

Ppc(Class B) = Ipc x Vpp =
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Figure 5.5
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Ideal voltage and current waveforms, /-V characteristics, dynamic loadline, and dynamic
transfer characteristic, for an FET in class-B operation.

The DC power provided is indicated in Figure 5.4(b) by a cross-hatched square. The
output RF power provided by the transistor is still given by Prp(Class B) = I]%max RyL/8
as in class A, as indicated by the top triangle in Figure 5.4(b). It results that the drain
efficiency for an ideal transistor is given by

Prr 2 T
ClassB) = — = — = — =78.5%.
n(Class B) Poc A 2 o

This corresponds to an important efficiency improvement over class A. Under power-
backoff operation both the DC power and the RF power are reduced since the funda-
mental RF current /p(wp) is now smaller than Ipmax/2. The efficiency under power
backoff scales therefore as

7T IDmax Ip(wo) Ip(wop)
n(Class B) = — _—
4 2Ip(wo) \ IDmax/2 Ipmax/2

Thus the efficiency in class B derates under power backoff at a slower rate than for class
A. Measurements performed with an LSNA and /-V tracer for an n-channel MOSFET
operating in class B are shown in Figure 5.6 for a signal at 4 GHz and a load resis-
tance of about 50 €2. The second harmonic was shorted by injecting an 8-GHz signal
at the output. The various quadrants again show the /-V characteristics, dynamic load-
line, dynamic transfer characteristic, and current and voltage waveforms. The device
performance is similar to that of the ideal device but again a small lag of ip(¢)—vgs(¢)
is observed in the dynamic loadline due to the drain-to-source capacitance. Also, due to
the finite number of harmonics measured, ringing in the drain current is observed when
the device turns off.

2
) =78.5% x
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Measured voltage and current waveforms, /-V characteristics and dynamic loadline, and transfer
characteristics for an FET (MOSFET) in class-B operation.

Class-A and class-B operation correspond to drain-current duty cycles of 100% and
50%, respectively. Note that the drain-current duty cycle is defined as the fraction of the
RF period for which the drain current is non-zero (transistor on).

The ideal class-B amplifier is linear. In practice, however, for gate voltages near the
threshold (pinchoff) voltage the transconductance reduces (subthreshold region) and
the device operates nonlinearly. As a consequence, amplifiers are operated in class AB
rather than class B, where the duty cycle is between 50% and 100% but usually close to
50%. Class C is associated with duty cycles smaller than 50%.

The variation of the output power relative to class-A operation and the efficiency are
both plotted as a function of the duty cycle in Figure 5.7 for an ideal transistor with
Vk = 0. The reader is referred to Ref. [1] for the derivation. An efficiency of 100% is
theoretically achievable in class C for vanishing duty cycles, but at the price of reduced
output power for a given Vps max and Ipmax. The DC current /pc and fundamental
components of the drain current Ip(wp) are also plotted as a function of the duty cycle
in Figure 5.8 [1].

Class-F amplifiers provide further improvements over class B in terms of efficiency.
The general circuit is shown in Figure 5.9(a). The circuit makes use of the load network
to shape the voltage waveform so as to increase the power efficiency. In its ultimate
conceptual realization (class D), the drain-to-source voltage waveform is shaped by
the load circuit to generate a square wave in response to the half sine wave of the drain
current as is shown in Figure 5.10. The power efficiency then reaches 100% for the ideal
transistor with Vkx = 0 since the drain-to-source voltage is zero when the drain current
rises. For class-F operation the load network must provide an open circuit for the odd
harmonics and a short circuit for the even harmonics. The load resistance required at
the fundamental frequency is itself given by
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Ip (wg) T IDmax T

Ry (Class F) =

NVNA measurements for real transistors operating in class F will be presented in
Sections 5.3-5.5.

Class E amplifiers also theoretically achieve 100% efficiency by using a transistor as
a switch, to charge and discharge (when the switch is off) a capacitance Cp placed in
parallel between drain and source as shown in Figure 5.9(b). A series resonator is used
to maintain the current purely sinusoidal by providing an open circuit for the harmonics.
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The resulting current and voltage waveforms are shown in Figure 5.11. It is critical that
the capacitor be fully discharged (Vps = 0) when the switch turns on in order to achieve
maximum efficiency. For a design with a duty cycle of 50% this leads to the following
design parameters [2] [3]:

Vop — Vk)?
R = 0.577P0 = VK)©
RF
0.1837
Cp = ,
wo Ry,
X1, = 1.152Ry,

beside the resonant condition wy = 1/(LRCR). Experimental measurements with an
NVNA are presented in Section 5.7.
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Figure 5.11
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Table 5.1. Impedance termination of the fundamental and harmonics in various classes. The definition
R1.(A) = VDmax/Dmax is used for reference.

Impedance

Classes Fundamental Odd harmonics Even harmonics
A Ri.(A) None None
AB-B-C Ri.(A) Short Short
F (D) 4/m)RL(A) Open Short
Inverted F (D) (r/4)RL(A) Short Open
E 0.464Ry1.(A) Open Open

DC operating

auy|peo

DC operating poinf\

o
S

Loadline

P
(@]
=

Off

' Voo

Ideal voltage and current waveforms, /-V characteristics, dynamic loadline, and dynamic
transfer characteristic for an FET in class-E operation.

The fundamental and harmonic impedance terminations needed for the various
classes discussed are summarized in Table 5.1 for the case of a perfect transistor. Clearly
the impedance termination of the harmonics has an important impact on the device

operation.

To further unify the analysis of amplifiers of various classes Ref. [4] introduced a set
of four factors that establish the proportionality between the DC current and voltage and
(1) the amplitude and (2) the maximum value of the fundamental voltage and current

waveforms:
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Table 5.2. Values of the y and § parameters for various classes. Also shown are the
efficiency and power-output capability figures of merit. For class E the two sets of
values E(1) and E(2) are for switching with a duty cycle of 50% without and with
second-harmonic peaking [3] [4].

Class Yv VI Sy 81 n n/@ydr)
A 1 1 2 2 172 0.125
B 1 /2 2 P /4 0.125
F 4/ /2 2 n 1 0.159
i-F /2 4/ T 2 1 0.159
E(1) 1.638 1.847 3.56 2.84 1 0.098
EQ2) 1.414 1.414 2912 2.912 1 0.118

Vp(wo) = yv Vb,
Vbmax = dv Vi,
Ip(wo) = yiIpc,
Ipmax = 01 Ipc.

These factors are given in Table 5.2 for the various classes. For a general complex load
Z1, = Ry + jX1, the output RF power in the real load then reduces to

1 Vp(o)? V5 z
P Lre[R@P] VR 12
2 71, 2p2RL Ry
and the drain efficiency is
_ PR yvyi
Poc  2p

When the drain current and the drain-to-source voltage are 180° out of phase as in
classes A, B, C, and F, the output RF power in the resistive load Z; = Ry, reduces
simply to

1 1
Prp = EVVVIIDCVD) =Yy Ppc.
For classes A, B, C, and F the drain efficiency is then simply
YvVI
5

Another figure of merit is the power-output capability introduced in Ref. [4] as

PRrp PRrp Ppc n

VDmax IDmax B PDC VDmax IDmax B (SV 81 ’

As shown in Table 5.2, the class-F amplifier slightly outperforms class-A-B and class-
E amplifiers, by 27% and 35%, respectively, using this technology-oriented figure of
merit.
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Amplifier classes have been presented in this section for the case of an ideal transistor
with constant transconductance and no device capacitances, no parasitics, no knee volt-
age, and no on (drain) resistance. The impedance terminations derived for the various
classes of operation in the ideal-transistor case will therefore need to be modified when
applied to real transistors. Given the complexity of real transistors, a common design
approach relies on the systematic sweep of the fundamental and harmonic impedances
to establish the optimal performance. However, as we shall see, for the real transistor
just as for the ideal transistor, lossless impedance terminations for the harmonics do
yield the best performance for the power efficiency in each of the classes considered.

In addition it was noted that maximum efficiency in classes E and F was obtained for
the perfect transistor by achieving non-overlapping drain current and drain-to-source
voltage waveforms such that we have

vps(#)ip(t) =0  for all time ¢ in the RF cycle. 6.1

In real devices this target can be difficult to approach since more complex waveforms
may arise due to the device parasitics and nonlinear capacitances. In such a case, we
shall see that a more effective goal to maximize the efficiency for a given Ppc is to
minimize the average power dissipated by the transistor over the RF cycle of duration 7":

1 T
Pyiss = T /0 vps ()ip()dt. (5.2)

This is exemplified by the ideal class-E amplifier, where the parallel capacitance Cp is
storing energy during a fraction of the off-cycle and releasing energy during another
fraction of the off-cycle. It is therefore beneficial if the instantaneous power vps (¢)ip (¢)
can be negative (generation) for a substantial fraction of the RF cycle to compensate
for the region of positive (dissipation) instantaneous power. Maximum efficiency will
therefore be obtained when the current and voltage waveforms are orthogonal to each
other as specified by Equation (5.2) rather than enforcing the zero cross product of
Equation (5.1).

To be rigorous, we should also include the power dissipated in the gate, and the total
dissipated power is generalized to

1 T
Pyiss = T /0 [ves(Dig(t) + vps(®)ip(2)]dt.

Similar relations can be written for a bipolar transistor.

Note also that, in real transistors, the impedance termination provided by the input
matching network for the harmonics or the waveform (sinusoidal or non-sinusoidal)
used for the input RF excitation can also impact the performance of the amplifier.

Output termination with load-pull measurements

Load-pull is a measurement and a simulation technique that consists of varying the
load impedance seen by a transistor at the fundamental or harmonics while measuring
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the performance of the transistor. Load-pull can be used to measure a transistor under
realistic operating conditions, and it helps the designer determine the optimum load
impedance Z1, which delivers the maximum power or maximum efficiency. Further-
more, a load-pull system used jointly with an NVNA enables the designer to visualize
the voltage and current waveforms at the DUT planes and plot the dynamic loadline and
transfer characteristic of the transistor.

Traditionally load-pull and source-pull have been realized using passive tuners. In the
simplest case these tuners are manually operated, whereas in the most sophisticated case
they are computer-controlled. Multi-harmonic tuners allowing one to set simultaneously
the impedances at the fundamental and second and third harmonic frequencies are now
available.

With the advent of NVNAs, new types of load-pulls have also emerged. Two different
load-pull techniques will be considered in this section: active load-pull and real-time
active load-pull measurements.

Active load-pull measurements

The systematic design of RF power amplifiers has been limited because of a general
lack of impedance data under actual operating conditions. To overcome this limita-
tion encountered in passive load-pull measurements, an active load-pull technique was
introduced by Y. Takayama in [5]. Several active load-pull measurement schemes have
since been developed. Active load-pull systems relying on the closed-loop architec-
ture [6] [7] improve on the reflection-coefficient range, but are subject to potential
stability problems. The open-loop active load-pull system [8] overcomes the stability
issue. Since active load-pull measurements use an active loop or rely on the injec-
tion of RF power from additional external signal sources, active load-pull systems
can easily overcome the loss problem in passive tuners. Indeed, they permit one
to generate a reflection coefficient with an amplitude equal to or even larger than
unity.

Figure 5.12 shows a harmonic active load-pull system (ALP) using three RF signal
generators. The harmonic reflection coefficients are defined as

az(nwo)

IL(nwo) = by (100)”

(5.3)

where n = 1, 2, and 3. Each phase shifter and amplifier changes the phase and
amplitude of the corresponding harmonic signal a; (nwyp), so that the targeted reflection-
coefficients I'L(nwg) are produced. Actually, with modern synthesized RF signal
sources, the phase of the RF signal generated can be easily tuned. The various RF
sources need then to be locked to the same time-base reference (typically 10 or
100 MHz) so that the phase drift is negligible. In such a case no external phase shifter
is needed. Isolators are, however, required in practice in ALP to protect the various RF
sources and their amplifiers from the power generated by the DUT.
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Comparison of several active load-pull schemes at wg: (a) traditional active load-pull, (b)
real-time active load-pull, and (c) ultra-fast real-time active load-pull. In (¢c), m =n + 1.

Real-time active load-pull measurements

In general, load-pull (passive or active) measurements are very time-consuming, since
a lot of information is needed for the determination of the optimum load termination.

A real-time active load-pull (RTALP) technique using the LSNA that has the poten-
tial for drastically reducing the PA design cycle was recently introduced [9]. RTALP,
which was first demonstrated for the fundamental frequency, can also be extended to
second- and third-harmonic load-pull measurements for the interactive design of class-
F nonlinear power amplifiers [10], leading to the testbed implementation shown in
Figure 5.12.

Figure 5.13 compares three different active load-pull methods in the frequency
domain. In a departure from the traditional active load-pull measurements shown in
Figure 5.13(a), in the real-time active load-pull methods shown in Figure 5.13(b) an
incident signal as(wp + Aw) is injected at port 2 (drain) with a slightly different fre-
quency wo+ Aw from the frequency wq injected at port 1 (gate). The resulting frequency
offset Aw is equivalent to a phase sweeping ¢ = Awt of the reflected wave a>(wo, 1) at
the frequency wg. As the phase of a (wo, ) is effectively swept, the reflection coefficient
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(b)

Comparison of 'l (wq, t) obtained from (a) real-time active load-pull and (b) ultra-fast real-time
active load-pull.

I'L(wo, t) = az(wo, t)/ba(wy, t) takes a continuum of values along a closed-loop trajec-
tory in the extended Smith chart. Effectively in a single LSNA measurement a large set
of load reflection values are simultaneously acquired this way.

The time-dependent reflection coefficient I'L (nwq, ¢) for the nth harmonic can be
extracted from the following equation based on the RTALP measurements:

M M

I'L(nwg, t) = Z a2(”wo+mAw)eij‘”t/ Z bz(nwo—l—mAw)ej’"A“”,
m=—M m=—M

where M indicates the number of SSB modulation tones acquired by the LSNA. An
example of 'L (nwy, t) from the RTALP method is shown in Figure 5.14(a). In order to
cover the entire I'L, plane on the Smith chart, the RTALP method requires the variation
of the amplitude of the injected signal a>(wp + Aw).

The time-varying output power can be obtained from multitones by using

M M
1 0 i
Pa(wo. 1) = =5 7 3 (v xig) e/ Pm08er, (5.4)
p=—M qg=—M

where v} = v2(wp + p Aw) and i = i3 (wo + g Aw). The time-varying PAE is then
obtained using
P 1) — P 1
PAE(wo, 1) = out (W0, 1) in (@0 ) (5.5)
Ppc(?)

Having presented the multitone definition of the reflection coefficient, output power,
and efficiency, further insights can be gained by limiting the analysis to the two domi-
nant tones, namely nwg and nwo+ Aw. The incident and reflected waves at port 2 can
be written as

Ap (1) = ax(nwo)exp(jnwot) + az(nwo+ Aw)exp| j (nwy+ Aw)t ],
By (1) = by(nwp)exp(jnwot) + by (nwo+ Aw)exp| j (nwo+Aw)t].
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The instantaneous reflection coefficient I'r (nwyq, t) can then be verified to be rewritten
after some algebra:
Az n(t) 1 — I'Lo(nwo) lout(nwo+ Aw)
———— = T'Lo(nwo) +
By u (1) FCouc(nwy + Aw)
1
X )
14+ Rp(nwp, Aw)exp(—jAwt)

CL(nwo, 1) =

(5.6)

where the following time-independent terms were defined:

az(nwo)
FLoteo) =3 Gon)
by(nwo+Aw)
[out(nwo+Aw) = m,
b b
Ry(nwgy, Aw) = 2(nao) _ p-1 2 (nwop)

= = X —
br(nwo+ Aw) Ut s (nwp+ Aw)

I'Lo(nwy), is the reflection coefficient of the load at nwy, which can be changed using
a passive tuner. oy (nwp+ Aw) is the output reflection of the device under large-signal
operation. Some more insights into the ratio R, (nwp, Aw) can be obtained if we first
consider small-signal excitations. The device being linear for small-signal excitations,
the superposition principle holds and the reflected waves by (wp) and b (wp+ Aw) at
port 2 are independent. Similarly, "oy is also independent of b>(wp) and the ratio R
can then be controlled by adjusting the amplitude of a;(wp+ Aw) at port 2 for a given
amplitude of the incident wave by (wp) at port 2. In the limit of vanishing a;(wp+ Aw)
the ratio Rp becomes infinite, and the instantaneous reflection coefficient I'y (nwy, t)
reduces to the load reflection coefficient I' o (nwy). For large-signal excitations b2 (wq)
is no longer independent of the incident power b (wo+ Aw) at port 2. For example,
consider an excitation applied both at port 1 and at port 2 at the fundamental frequen-
cies wg and wo+ Aw with no harmonic injected at port 1 and port 2 (ports perfectly
matched). In such a case, using the techniques introduced in Chapter 6, the transmitted
wave by (wg + p Aw) at port 2 (with p an integer) is of the form

ba(wo — Aw) = V_3(x2) - a7 (w0)a} (wo + Aw),
by (wg) = V21(x2) - aj(wop),
by(wo + Aw) = Var(x2) - ax(wo + Aw),
ba(wo + 2 Aw) = V3(x2) - af (wo)a3 (wo + Aw),

where the Volterra functions V_3(x3), V21(Xx2), V22(x2), and V3(xp) are analytic
functions of the multivariable vector x; defined (in the absence of input harmonics) as

x2 = [0, 00+ Ao, lai @), |ax(@o+Aw) .
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Note that the Volterra functions V21 and V;; reduce to the scattering parameters S>1 (wg)
and S22 (wp + Aw), respectively, in the limit of low input power at port 1 and port 2.
These results indicate that b>(wg) and b2 (wp+ Aw) are no longer independent, since
they are, among other things, both affected by the input power levels |aj(wp)|> and
laz (wo+ Aw)|?. Nevertheless, sufficient degrees of freedom are still available in practice
from the transistor, so the ratio R can be varied by adjusting the amplitude of as(wo+
Aw) at port 2 for a given amplitude of a; (wp).

The trajectory of I'L (nwy, t) defined by the two-tone Equation (5.6) inscribes a circle
with center I"'aLp, » and radius Rarp,, given by

ITL(nwo, 1) — TaLp.n| = RaLP.n
with
5 1/2
RavLp.n = 80| X (Fb - Fb) ,

Carp,n = FLo(nwo) + Sy x T,
1

Tp= ———,
PTIIRP
S — 1 — I'Lo(nwo) lout(nwo+ Aw)
" Fou(nwo+ Aw) '

Examples of such circle trajectories obtained from the two-tone theory using measured
data acquired with a real-time active load-pull system are shown in Figure 5.15.

The circle trajectories hold both for small- and for large-signal excitations in the
limit where only two tones are considered to reconstruct the incident A ,(f) and
reflected B; ,(t) waves at port 2. However, under large-signal excitations, intermod-
ulation products are also generated by the nonlinear device, which introduces further
modulation in the envelope of the reflected waves at port 2. When accounting for these
additional tones in the calculation of the incident A ,(¢) and reflected B ,(f) waves
at port 2, the closed-loop trajectory inscribed by I'L(nwo, t) will depart from a cir-
cle. Indeed, the multitone theory (dashed line) is seen to depart from the two-tone
theory (plain line) for high input power levels injected at the output (port 2). Never-
theless, valuable insights into the principle of RTALP are gained from the two-tone
theory.

Figure 5.13 (c) introduces a more advanced RTALP method that uses two-tone injec-
tion at port 2 instead of a single-tone excitation [11]. As illustrated in Figure 5.14(b),
the effect of the two-tone excitation is to modulate the envelope of the applied active
signal to effectively sweep the power in order to characterize the entire I'r. plane in
a single measurement. The total required time for this single measurement is approx-
imately 10ms as set by the inverse of the 95-Hz resolution bandwidth used for the
LSNA.

It is important to note that the accuracy of the load optimization in the design of
power amplifiers could be affected by memory effects in the transistor due to the tone
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-1 -0.5

Loci of 't (wg) obtained from RTALP measurements for various injected power levels at port 2
and displayed using the leading two tones (plain lines) or using all the tones (dashed lines).
Excellent agreement is obtained for low injected power levels at port 2.

spacing Aw used for conducting the real-time active load-pull measurements. However,
the accuracy of the optimal loads extracted using RTALP measurement results can be
verified by using the constant-phase active-load method. In addition, the modulation
with Aw normally generates low-frequency intermodulation products, and this results in
the beating of the DC bias. Synchronized baseband and RF measurements are therefore
required. Compensation for the triggering delay between the baseband and RF data
acquisition is thus needed in RTALP measurements for accurate PAE measurements.
For this purpose a reference time calibration can be first performed as explained in
Chapter 2.

Class-F design with RTALP

In this section we shall consider the example of the design of a class-F device oper-
ating at 2 GHz using RTALP [10]. The device is a GaN HEMT biased in class B-F
with Vpg = 4.25V and Vgs = —2.77 V. First R-TALP measurements are conducted for
the fundamental frequency for 14 power levels injected at the output while keeping
port 2 matched for the second and third harmonics. The input power level at the fun-
damental frequency is maintained constant throughout the measurements. It is selected
to insure a gate voltage swing of 3.55V peak to peak. The modulation frequency (tone
spacing) selected is 200 kHz and the resolution frequency is 95 Hz, corresponding to
about 10 ms of acquisition time. Four harmonics are acquired. The results are shown in
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Figure 516  Output power contour obtained from RTALP at the fundamental frequency.
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Figure 517  PAE contour obtained from RTALP at the fundamental frequency.

Figures 5.16 and 5.17. Various optimal load impedances can be selected in Figure 5.17
for achieving high PAE while keeping a large output power for this device. The optimal
impedance corresponding to the case Z (marked by a black dot in Figure 5.17) achieves
an efficiency of 80%. Other load impedances with higher PAE than that of case Z are
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Table 5.3. Comparison of the ALP and RTALP at the fundamental
frequency for the load impedance I't (wg) at X, Y, and Z. (From [10]
with permission, (©2006 IEEE.)

PAE (%)  Output power (mW)

I'L(wp) RTALP ALP RTALP ALP

Case X: 0 479 49.1 69.9 72.8

Case Y: 0.220° 55.4 576 67.1 72.4

Case Z: 0.53/19.3°  80.0 70.6 53.0 56.2
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|Tin(wg)| contour plot at the fundamental. (From [10] with permission, ©2006 IEEE.)

observed in Figure 5.17. However, on referring to Figure 5.18, one can identify these
termination impedances as potentially unstable because the corresponding I'jp(wp) is
greater than unity, indicating a negative impedance at the input of the transistor.

For each of the three load-impedance cases X, Y, and Z, the PAE and output
power data extracted from RTALP and ALP correlate well, the largest difference being
observed for the case Z when the efficiency is the largest. The differences observed in
Table 5.3 are brought about by the memory effects excited by the modulation in RTALP.

On account of its high PAE and stability considerations, the load impedance located
at Z is selected as the optimum choice for the rest of the class-F design.

Next RTALP measurements are conducted for the second-harmonic frequency for
18 power levels injected at the output, while maintaining at port 2 the same optimal
reflection coefficient (case Z) at the fundamental frequency and a match termination for
the third harmonic.
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Output power contour obtained from RTALP at the second harmonic. (From [10] with
permission, ©2006 IEEE.)

Both PAE and output power contours are shown in Figures 5.19 and 5.20. In
agreement with both class-B and class-F PA design theory, the terminations corres-
ponding to the highest PAE (case A in Figure 5.19) and the highest output power in
Figure 5.20 are observed to be on the edge of the Smith chart and to approach an ideal
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Table 5.4. Comparison of second-harmonic ALP and RTALP results
for the load impedance ', (2wq) at A, B, and C. (From [10] with
permission, (©2006 IEEE.)

PAE (%)  Output power (mW)

'L Qwg) RTALP ALP RTALP ALP
Case A: 1/ —156° 74.95 72.03 61.15 57.7
Case B: 1/ —180° 74.18 71.82  59.79 57.6
Case C: 0 67.13 66.47 54.6 534

Table 5.5. Comparison of ALP results for the four dynamic loadlines
considered in Figure 5.21 for a load impedance at X, Y, and Z. (From [10]
with permission, (©2006 IEEE.)

Loadline I'L(wq) 'L Cwop) PAE (%) Output power (mW)

CaseL1 0.53/19° 1/ —156° 72.0 57.7
Case L2 0.2/0° 1/ —127° 65.7 88.9
Case L3 0 1/ —156° 58.1 96.5
CaselL4 O 0 51.3 76.8

short. The highest PAE of 75% measured with RTALP is verified using ALP to be actu-
ally 72% when memory effects are eliminated, e.g. CW self-heating. The corresponding
output power is 58 mW and the gain 17 dB.

Given that transistors are not perfect, a reactive impedance termination is indeed typ-
ically needed for the second harmonic. This situation has been analyzed in detail in the
literature [1] [12], and a new class of circuits (class J) [1] has been proposed in order to
address this practical situation. We shall see in the next section that the type of reactance
needed depends on the device measured (packaged or on wafer) and the biasing circuit.

Note also that it is necessary to simultaneously optimize the fundamental and second-
harmonic impedance terminations, but it is usually sufficient in practice to do a few
iterative steps between the fundamental and the second-harmonic RTALP measurements
to find the joint optimal terminations.

In Table 5.4, the PAE and output power for three typical cases A, B, and C cor-
responding, respectively, to the optimal, short-circuit, and match in Figure 5.19 are
compared. The difference between RTALP and ALP is much less than that in Table 5.3,
indicating that memory effects are more prominent at the fundamental frequency than
at the second harmonic.

Further insight into the role of the second-harmonic termination is revealed in
Table 5.5, which compares the PAE and output power obtained for different combina-
tions of the fundamental and second-harmonic load conditions. Case L1 corresponds
to the maximum PAE (the same as case A in Table 5.4). Case L3 corresponds to
the maximum output power. Case L2 is a compromise between L1 and L3. Case L4
corresponds to the reference 50-2 load condition.
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(matched load) impedance termination for the second harmonic. (From [13] with permission,
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Figure 5.21 shows the dynamic loadlines corresponding to cases L1, L2, L3, and L4.
In case L4 a 50-2 termination is used, and the device does not operate in class B, as
indicated by the reduced drain-voltage swing. Cases L1, L2, and L3 feature about the
same drain-voltage swing. They rely on a lossless reactive termination, which, like the
shunt resonator in the ideal class-B device, allows the drain voltage to reach nearly twice
the supply voltage Vpp. Case L3, for which the drain current in the dynamic loadline
reaches the highest values, delivers the most output power. Case L1, for which the drain
current remains small, achieves the highest PAE. The reason is that the knee voltage
is reduced at lower drain currents. However, a further reduction in drain current will
not improve the PAE, since the device gain drops when the device operates more in the
threshold region.

Finally, RTALP measurements are conducted for the third-harmonic frequency for
21 power levels injected at the output, while maintaining at port 2 the optimal reflec-
tion coefficients of case Z at the fundamental frequency and case A-L1 at the second
harmonic.

Both PAE and output power contours are shown in Figures 5.22 and 5.23. In agree-
ment with class-F PA design theory, the terminations corresponding to the highest PAE
(case A in Figure 5.19) and the high output power in Figure 5.20 are observed to be
close to an open circuit and are on the edge of the Smith chart. The highest PAE of
80.96% is verified using ALP. This corresponds to an improvement of 8.9% over case
A (best second-harmonic tuning). The corresponding output power and gain are 65 mW
and 16.33 dB.
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IEEE.)

Output power contour obtained from RTALP at the third harmonic. (From [10] with permission,
©2006 IEEE.)

Despite the departure from an ideal open termination for the third harmonic, the
RTALP experimental results obtained for an on-wafer GaN HEMT are consistent with
the class-F PA theory, which indicates that highly reactive terminations for the transistor
enable one to maximize the power efficiency.
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Complete design cycle for a pHEMT amplifier

In the previous section we presented multi-harmonic RTALP results conducted on an
on-wafer GaN HEMT. In this section we turn our attention toward the characterization
of a packaged pHEMT device with RTALP for the subsequent design of a power-
efficient amplifier at 2 GHz [13]. The device is biased around cutoff (Vps = 3V and
Vgs = 0.31V).

The amplifier layout shown in Figure 5.24 is modular so that the input-matching,
transistor, and output-matching circuits can be tested individually, and also can mate
directly with one another. This is ideal for metrology purposes, but obviously the PAE
will be degraded by the loss of the four additional female and male SMA connectors
used in the modular amplifier in addition to the input and output connectors. The bias
tees are included with the transistor for convenience. Note, however, that this is not an
optimal choice, insofar as the bias tees provide a fixed impedance termination for each
of the harmonics, which constrains the PA optimization. It would have been preferable
to use external broadband bias tees to allow optimization of the bias-tee location in the
input- and output-matching networks.

The PAE contour plots obtained from the RTALP for the second harmonics are shown
in Figure 5.25. A maximum PAE of 72% with an output power of 61 mW is obtained
for the second-harmonic termination labeled A in Figure 5.25. As indicated in Table 5.6
this corresponds to a 6.6% increase in efficiency.

Various dynamic loadlines obtained from RTALP are shown (gray lines) in
Figure 5.26, together with the optimal loadline (black line) retained. Maximum PAE
is obtained when the drain currents achieve a large excursion in the region of nega-
tive current. This corresponds to the packaged pHEMT releasing stored reactive energy.
The corresponding drain current and voltage waveforms are shown in Figure 5.27(a),
together with the instantaneous power dissipated vps(#) X ips(¢) in Figure 5.27(b).
The PAE is maximized when the difference between the positive and negative areas
is the smallest possible fraction of the dissipated DC power. This results directly from
the definition of PAE,

Prr — P, Pai
PAE — RF in _ 1 — dlSS’ (5.7)
Ppc Ppc
Vbs
RF
output
RF : :
input Plane A Plane B

Simplified schematic diagram of the designed pHEMT amplifier including bias tees. The genders
for the SMA connectors are specified. (From [13] with permission, ©2008 IEEE.)
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Table 5.6. Comparison of ALP and RTALP for the load impedance at A, B, and
C for the pHEMT. (From [13] with permission, (©2008 IEEE.)

PAE (%)  Output power (mW)

T'L (o) RTALP ALP RTALP ALP
Case A: 0.6 + j0.7 77.0 719 60.3 60.8
Case B: short-circuit 1/180° 62.7 63.5 52.1 51.4
Case C: 0 60.4 619 46.9 47.1

. . . . . . . . =48, .
-1 -08-06-04-02 0 02 04 06 08 1

PAE contour obtained from RTALP at the second harmonic. (From [13] with permission, ©2008
1IEEE.)

expressed in terms of the total power dissipated Pyiss:

1 T
Pass = = /O [vas (DG (1) + vps (Dip()d1,

using the total power conservation Ppc + P, = Prr + Puiss-

The fabricated amplifier with bias tees (Figure 5.24) is measured with the reference
planes deembedded to planes A and B to obtain the voltage and current waveforms near
the transistor terminals. From the power-sweep measurement shown in Figure 5.28 we
can observe a PAE of 68.5% with output power 18 dBm and gain 16 dB at 2 GHz. The
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Figure 526  Dynamic loadlines for a pHEMT obtained from RTALP (gray lines) with the optimal loadline
(black line) selected for maximum PAE. (From [13] with permission, ©)2008 IEEE.)
(a) s 2
3 01 3
() S —
2 10.05 &
S S
(8]
i 0 =
© RLPPIL I 1 1 1 et 1 1 o
0 9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 e
Time(ns)
(b) 02 T T T T T T T T T
Coal /__\/\
5, 0 — \—
N 4' Power “
-0.1 generation
-0.2 R ! I I I R v I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time(ns)
Figure 527  Drain current and voltage waveforms (top) and instantaneous power dissipation at the drain

(bottom). (From [13] with permission, ©2008 IEEE.)

PAE and output-power results are very close to the RTALP findings in Table 5.6. Below
the 1-dB compression point, this PA achieves a PAE of up to 74.6% with output power
18.6 dBm. These results indicate the usefulness of RTALP to facilitate the design of PAs
while greatly shortening the design cycle.
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Output power, gain, and PAE versus input power for the pHEMT amplifier fabricated. (From
[13] with permission, ©2008 IEEE.)

RTALP of PAs for pulsed /-V pulsed-RF class-B operation

The ALP and RTALP techniques described in the previous section can also be applied to
the design of PAs optimized for pulsed /-V pulsed-RF operation. In such a case the ALP
testbed shown in Figure 5.29 is simply modified by (1) adding multi-harmonic pulsed
RF sources at the output port and (2) combining the pulsed biasing with the pulsed RF
signal using broadband bias tees.

Two modes of data recording are possible when using NVNAs for pulsed RF sig-
nals. For sampler-based NVNAs (LSNA, SWAP) multiple recordings can be used to
record the pulsed RF signal while performing the RTALP measurements. Indeed, while
using the multiple-recording mode, it is possible to acquire modulated signals by sam-
pling the signal at the time of interest within the pulse duration. The theory for this
mode of operation was presented in Section 2.9.2 [14]. Successful RTALP has been
demonstrated using this approach. Alternatively, a sampler-based NVNA can be used to
acquire the full spectra of the pulsed signals (see Section 2.8). In such a case, only ALP
measurements have been attempted [15], and some of the results obtained are reported
below.

The validity of the pulsed I-V pulsed-RF technique for class-B operation is veri-
fied with the measurement of a device that does not suffer much from memory effects.
A 65-nm MOSFET is used as such a reference device. As shown in Figure 5.30, the
quasi-orthogonal voltage and current waveforms measured under DC -V and CW-RF
excitation (dashed lines) are seen to compare very well with the ones obtained using
pulsed I-V biasing and pulsed-RF excitations (plain lines). The pulsed I~V duration
is 1 s with a duty rate of 1%. The pulsed-RF duration is 0.33 s with a duty rate of
0.33%. Note that class-B operation was achieved using an adaptive technique for the
second harmonic [16].



5.5 RTALP of PAs for pulsed /-V pulsed-RF class-B operation 151

Large Signal Network Analyzer

Nl
Port1 <——| Bias Tee |—->| Tuner |—-—| DUT
'Wr Oscilloscope
sensor

Port2 [«

Bias Tee
Current
sensor

(o)

i Il T Synchronization
TG i} JL SR

Pulse

@ L\(/})/X) % 5 genfitor Jw‘r
}W\‘ ( ) - Pulse
®(§Y°\lo) % e

modulator
Pulsed-RF signal generator for active load-pull

Figure 529  Modified active load-pull testbed for pulsed I-V pulsed-RF measurements. (From [15] with
permission, ©2009 IEEE.)
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Figure 5.30  Optimized output voltage (a) and current (b) waveforms for the pulsed /-V pulsed-RF operation
of a 65-nm MOSFET. (From [15] with permission, ©2009 IEEE.)
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Output power, total power gain, and PAE measured for three different load terminations at the
second harmonic. (From [15] with permission, ©2009 IEEE.)

The pulsed I~V pulsed-RF ALP system described above is then applied to a
passivated GaN HEMT device exhibiting some residual memory effects. The goal
is to compare the pulsed /-V pulsed-RF performance of the transistor operated in
class B while using the optimal second-harmonic termination obtained from (1) CW
signal load-pull and (2) pulsed -V pulsed-RF load-pull. Both the terminations yielding
optimal PAE and optimal output power for the CW load-pull are considered.

The output power, total power gain, and PAE are shown in Figure 5.31. It is verified
in this design example that only the optimal termination obtained from the pulsed I-V
pulsed-RF load-pull is able to simultaneously achieve a high PAE with a high gain and
output power. This suggests that memory effects, e.g. self-heating, contribute to the
segregation of the loading conditions for optimal output power and PAE. Note also that
the gain of this class-B/C amplifier is strongly nonlinear. Figure 5.32 shows the output
voltage and current under pulsed /-V pulsed-RF operation for increasing input power
levels, and Figure 5.33 shows the associated dynamic loadlines. Clearly the optimal
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Figure 532  Output voltage and current waveforms of the AIGaN/GaN HEMT on SiC in the pulsed /-V
pulsed-RF measurements for increasing input power. (From [15] with permission, ©2009
IEEE.)
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operation (orthogonal current and voltage waveforms) yielding 80% PAE is achieved
only at maximum input power. Also the optimal PAE obtained again corresponds to
operation at low maximum drain currents so as to keep the knee voltage small. As is
characteristic of class-C amplifiers, the amplifier requires a minimum input power to
turn on. This type of efficient but nonlinear amplifier is typically used in radar systems
or as the peaking amplifier in Doherty amplifiers.

P1dB contour plot

Note that, in the RTALP discussed in this chapter, the gate-voltage swing was set to
an appropriately large value and kept the same in all subsequent measurements. Linear
operation is also of great importance in amplifier design. P1dB contour plots then pro-
vide a useful figure of merit for maximizing the output power while retaining a linear
operation.

P1dB contour plots can be generated also using RTALP by sweeping the input power
in addition to the output power sweep. For a given input power level, only the RTALP
data (PAE, gain, output power) occurring at load impedances at which the gain drops
by 1dB relative to the small-signal gain are then retained for each input power. The
accumulated P1dB RTALP data retained for all input power levels can then be used to
generate a P1dB power contour plot as well as P1dB gain and P1dB PAE contour plots.
An example of a P1dB power contour plot obtained is shown in Figure 5.34 for a GaN

1 T —

0.8}

0.6

0.4}
<5

0.2 LT T /=

-1 . 1

-1 -0.5 0 0.5 1

A P1dB output power contour plot for pulsed-RF excitation of duty rate 0.33% and duration
0.33 ps. The dashed line separates the stable (bottom) and potentially unstable (top) regions. The
unit of the label is mW. (Measured by Youngseo Ko at Ohio State University.)
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HEMT operated in class A with pulsed-RF excitation of duty rate 0.33% and duration
0.33 ps. The P1dB power contour plot was generated on the basis of data acquired with
pulsed-RF RTALP using a modulation of Af = 200 kHz. Pulsed-RF RTALP relies on
the method of multiple recording modified as described in Section 2.9.2 to work with
signals that are both pulsed and modulated.

Class-E PA operation

To conclude this chapter, results obtained on a class-E amplifier design with a TSMC
0.18 pm CMOS transistor are presented. The operating frequency is 3.5 GHz. Five har-
monics are acquired. The device is biased with Vgg = 0.4 V and Vps = 0.6 V. The
drain current is 0.5 mA. A larger DC drain voltage would have been preferred, but
the measurement setup used was limited by the RF power available from the out-
put amplifier of the signal source. The transistor features a shunt capacitor of 5.1 pF.
A corporate tree is used for the device layout for a total chip area of 0.55mm x
0.60 mm.

Real-time active load-pull (RTALP) measurements are first conducted at the fun-
damental using an open circuit for the second harmonic (I'L (2wg) = 1). The higher
harmonics are terminated by a matched load. The maximum PAE and output power
are predicted by RTALP to be 55.8% and 8.85 mW, respectively, at the optimal load
impedance I'y (wp) = 0.922/167°. Since the RTALP results may suffer from memory
effects, the actual performance of the device is verified using active load-pull (ALP).
A PAE of 60.4% and an output power of 89 mW (9.5dBm) are obtained using the
optimal termination determined by RTALP. Optimization of the second harmonic using
RTALP was also performed. It was found that for this device the impedance termina-
tion I'L (2wp) had only a small impact on the PAE and gain, and the ideal open-circuit
termination was retained.

The drain current and voltage waveforms are shown in Figures 5.35(a) and (b) for
different input power levels. The total current (plain line) is quasi-sinusoidal due to the
second-harmonic open termination. Since the added capacitance is known, the capacitor
current can be reconstituted (dotted lines) from the drain voltage and subtracted from the
measured current to yield the drain current of the transistor (dashed line). As expected,
the drain current and voltage waveforms are found to exhibit reduced overlap after the
capacitor current has been accounted for. However, it is seen that the switching action of
the transistor is imperfect but the capacitor current does take over once the drain current
has decreased.

Figure 5.35 reveals that the drain voltage waveforms do not turn off completely. This
is due to the knee voltage. This is further revealed by the dynamic loadlines plotted ver-
sus gate voltage and drain voltage in Figures 5.36(a) and (b). The large negative current
observed in part of the cycle is associated with the shunt capacitor placed across the
drain. The small residual negative drain current observed is associated with the transis-
tor drain-to-source capacitance. According to the dynamic loadline of Figure 5.36(b) the
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Waveforms for the measured, transistor, and capacitor output currents (a) and drain voltage
(b) for different input power levels.

knee of the CMOS transistor is about 0.2 V when the transistor is on. This is relatively
large compared with the DC drain bias voltage of 0.6 V. The associated on resistance
is larger than 2 Q2. The non-ideal switching behavior of the transistor is thus respon-
sible for the reduced PAE (60.4%) compared with that predicted by the ideal class-E
theory.

An improved performance could also have been obtained by driving the input with
a square-wave signal, instead of a sinusoidal input. Alternatively, the input power was
swept and the resulting output power Py and PAE versus input power are shown in
Figure 5.37. A maximum PAE of 66.5% is obtained for an input power of 0.5 mW,
yielding an output power of 6.5mW (8.13dBm) and a gain of 13.4dB at 3.5 GHz.
For comparison, a class-F amplifier realized with the same transistor without the shunt
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capacitor yielded a PAE of 71%, an output power of 6.4 dBm, and a gain of 14dB at
3.5 GHz while using the same low drain voltage of 0.6 V.

These measurements clearly indicate that the performance and waveforms predicted
for class-E amplifier operation are difficult to achieve at low bias drain voltages from
a real transistor exhibiting a large on resistance and knee voltage. The use of a larger
drain voltage will improve the PAE performance of the circuit tested. Much better per-
formance can be achieved using a technology sustaining large drain voltages without
device breakdown, such as the GaN HEMT technology.

Overall in this section our intention was to demonstrate that, as for class F, the use of
RTALP with an NVNA can help search for the optimal class-E performance which can
be achieved with a specific technology.
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Behavioral model for SISO and MIMO systems

In this chapter we will discuss various new techniques for the behavioral modeling
of devices characterized by NVNA and VSA measurements. The reader is referred to
the companion series book [1] for a comprehensive review of the field of behavioral
modeling.

In our presentation we will focus on the development of single-input single-output
(SISO) models. As shown in Figure 6.1(a) SISO models can be directly applied to
single-port (two terminals) nonlinear loads or diodes. An example is the nonlinear
negative resistance of an oscillator, which will be discussed in Chapter 7.

For the modeling of power amplifiers that are two-port devices (four terminals) a
SISO model as shown in Figure 6.1(a) can be applied if we assume that the input and
output ports are matched. That way, none of the reflected waves at the input b; (pw)
from the device is converted into incident waves a;(pw) at port 1 and similarly none
of the transmitted waves b (pw) is converted into incident waves ap(pw) at port 2.
A SISO model can also be applied to three-port modulator systems under similar
approximations, as we shall see in Chapter 8.

The matching of the generator impedance and output load impedance to the charac-
teristic impedance (typically 50 €2) can be improved in practical systems by inserting
attenuators or isolators at the input and output ports. Obviously, in the real world no
device is perfect and some small reflections will still take place. This does not, how-
ever, invalidate the SISO model but limits it to work with the particular source and load
impedances for which it was extracted. This points to the fact that modeling the PA com-
bined with its filters, isolators, attenuators or driver will improve the portability of the
model. Note also that if the amplifier can be assumed, to a high accuracy, to be unilateral
(all b1(pwo) independent of all ar(pwy)) then we can use a different SISO system to
model separately both the reflected waves b1 (pwg) and the transmitted waves b> (pwp)
(see Figure 6.1(b)) and handle generators with arbitrary input impedances ['g(pwy).
For harmonic excitations of such a two-port circuit we then have the following set of
transcendental equations:

ai(pwo) = I'gb1(pwo) + bg(pwo),
bi(pwo) = F1 plai(wo), a1 2wo), . . .1,
by(pwo) = F2 plai(wo), a1 Cwo), - - .1,

I Research collaboration with Dominique Chaillot, Xi Yang, and Inwon Suh is gratefully acknowledged.
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Figure 6.1 SISO (a) and MIMO (b) models for 1-port and 2-port circuits.

where the functions F7 , and F; , are the describing functions [2] for the reflected
waves at port 1 and port 2, respectively. The modeling is now that of a single-input
multiple-outputs (SIMO) system, with the single input being the generator signals
bg(pwo).

In the general bilateral case, however, the describing functions for a two-port device
will be dependent on both a; (pwo) and az (pwo):

bi(pwo) = F1 plai(wo), a1(2wo), . .., az(wo), a2 (2wo), . . . 1, ©.1)
by(pwo) = F2 plai(wo), a1 (2wo), . . ., az(wo), a2 (2wyp), - - . 1. '
6.2 Volterra modeling

The most rigorous theory for including memory effects in nonlinear systems is the
Volterra formalism [3] [4] [5] [6]. In that formalism the system is described by Volterra
kernels of various orders. For example, for a SISO system/circuit, a third-order system
is represented by three kernels i1, />, and A3 (multidimensional impulsed response),
with an expansion of the form

y(t) = y1(t) + y2(t) + »3(2),

ni) =/ hi (et — T)de,

oo (6.2)
»@) = // ha(t1, ©2)x(t — 11)x(t — 2)dT1 d12,

() = /// h3(t1, 12, 13)x(t — 11)x(t — ©2)x(t — 13)dT1 dT2 d73.

The extension of the Volterra third-order model to higher order is easily guessed. The
problem with the Volterra series representation is that the modeling of hard nonlineari-
ties calls for the inclusion of very-high-order terms and the convergence of such a series
is usually slow. Further, the Volterra model does not degrade graciously outside its range
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of extraction. However, in some circumstances we can find a remedy to this problem,
since, as we shall see, the functional representations are not necessarily limited to power
series.

The Volterra expansion for high-order nonlinear systems becomes rather complex.
The extension of the Volterra formalism to multiple inputs and multiple outputs, which
is described in [3] [5], also increases the model complexity. However, as we shall discuss
in the next section, a simpler picture emerges for the Volterra series if we limit our
analysis to periodic input signals with a finite number of harmonics, and we switch to
the frequency domain.

Limiting oneself to discrete tones might appear to be a severe limitation in today’s
world of digital modulation. However, it is possible to generalize the discrete-tone
results obtained if the signals are assumed to be modulated with a sufficiently small
bandwidth. Memory polynomials [7] [8] can then be used to handle wider modulation
bandwidth. The resulting model is then both time- and frequency-selective.

Volterra algorithm

The Volterra series is a well-known approach to represent nonlinear circuits in the time
and frequency domains. In the frequency domain we shall see that it admits a simple
representation for a finite number of harmonic tones that is valid up to infinite order.
For clarity we start by presenting the results obtained for from one up to four harmonic
excitations before describing the general methodology used to derive these Volterra
expansions.

Let us first consider injecting a signal consisting of a single incident harmonic wave
a(wg) on a nonlinear SISO circuit with infinite order. All other incident harmonics
a(nwp) with n > 1 are assumed to be negligible and are set to zero. The system being
of infinite order, we expect that an infinite number of harmonics will be generated for
the reflected waves. Let us consider only the first five reflected waves, b(wg), b(2wo),
b(Bwy), b(4wp), and b(Swp). It can be verified that they can then be represented up to
infinite order using the following Volterra series expansion:

b(0) = Vo, 1(x1), (6.3)
b(wo) = a(wo) - V1,1(x1), (6.4)
bQwy) = a*(wp) - Va,1(x1), (6.5)
b(3wo) = a*(wp) - V3,1(x1), (6.6)
b(4wp) = a*(wo) - Va1 (x1), (6.7)
b(5w0) = @’ (wo) - Vs,1(X1). (6.8)

For a one-port device we will generally define b(0) to be the DC-operation current
b(0) = Iy. The functions V; 1 (x;) in Equations (6.3)—(6.6) are found to be functionally
dependent on x| = [x1,0, x1,1], which features two DC terms: the supply voltage xo,1 =
Vo = a(0) and x1,; = |a(wo) |2. Note that multiple voltages or current supplies could be
introduced if needed to describe the biasing of the nonlinear device under consideration.
Also self-biasing and any other dependent internal node voltages or temperatures that
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affect the device operation are automatically accounted for by all the functions V; 1 (X1).
An example of self-biasing will be given in Section 6.2.3.

Further, note that the selection of the independent variable a(nw) and the control
variable b(nw) is really up to the user. In Section 6.2.3 we will find it easier to select
voltages and currents for a(nw) and b(nw) in the derivation of an analytic model of an
ideal diode. However, in the RF measurement context such as in Section 6.2.5, finite-
impedance (e.g. 50 2) generators are used in practice at RF. It is then preferable to use
incident wave and reflected wave for a and b while keeping voltage(s) Vp for the DC
bias which is usually provided by a very-low-impedance power supply.

Let us now consider injecting a signal consisting of two incident harmonic waves
a(wo) and a(2wg) on the nonlinear impedance of a SISO circuit with infinite order.
All other incident harmonics a(nwgp) with n > 2 are assumed to be negligible and are
set to zero. The system being of infinite order, an infinite number of harmonics is also
generated for the reflected waves. The first five reflected waves can then be represented
using the following Volterra series expansion:

b(0) = Vp,1(x2), (6.9)
b(wo) = a(wo) - V1,1(x2) + a*(wp)aRwp) - Vi 2(X2), (6.10)
bQ2wp) = aawy) - Va.1(x2) + a*(wp) - Vaa(x2), (6.11)
bBwo) = a’(wp) - V3.1(x2) + a(wp)awo) - V3 2(x2)
+ a*(wo)a® Q) - V33(x2), (6.12)
b(dwo) = a*(wo) - Va1(x2) + a*(2wp) - Vaa(x2)
+a*(wo)a2wo) - Vaz(x2), (6.13)
b(5wp) = @’ (wo) - Vs.1(x2) + a(wo)a®(2wp) - Vs 2(x2)
+ a*(wo)a’ 2wp) - Vs 3(x2) + a’ (wp)awo) - Vs 4(x2). (6.14)

The functions V), ;(xz) in Equations (6.10)—(6.12) are found to be functionally depen-
dent on five DC terms xp ;:

Vi (x2) = Vi,i(x2,0, %2,1, X2,2, X2,3, X2.4), (6.15)
where these DC terms are given by

x2,0 = a(0) = Vo,

x2,1 = a*(wp)a(wo),

x2,2 = a*(2wp)a2wo),

x2,3 = a*(2wo)a*(w),

Xo4 = x;3 = aQwo)a**(wy).

Finally, let us consider injecting a signal consisting of three incident harmonic waves
a(wo), a(2wp), and a(3wp) on the nonlinear impedance of a SISO circuit with infinite
order. All other incident harmonics a(nwg) with n > 3 are assumed to be negligible and
are set to zero. The first five reflected waves are represented using the following Volterra
series expansion:
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b(0) = Vo, 1(x3), (6.16)
b(wo) = a(wo) - V1,1(x3) + a*(wo)awo) - V1,2(x3)
+ a*(2wo)aBwp) - Vi,3(x3) + a**(wo)aBwo) - V1 .4(x3)
+ a*Bwo)a*2wo) - Vi,5(x3), (6.17)
b2wy) = a*(wo) - V2,1(x3) + awp) - Va,2(x3)
+ a* wo)a(wo)aBwo) - V2,3(x3) + a*(wo)aBwo) - V2,.4(x3)
+a*? 2wp)a® Bwp) - V2 5(x3), (6.18)
b(Bwo) = a’(wp) - V3,1(x3) + a(wo)awp) - V32(x3)
+ a*(@o)a’ 2wo) - V3 3(x3) + aBewo) - V3 4(x3)
+a*(Bwp)a® Qwo) - V3 5(x3), (6.19)
b(4wp) = a*(wo) - Vi 1(x3) + a*Qay) - Va2(x3)
+a’(@o)a(2wo) - Va 3(x3) + a(wo)aBao) - Vi a(x3)
+a*Qwo)a*(Bwo) - Va5(x3) + a*(wo)awo)aBwo) - Va,e(X3)
+a*(wo)a® Bwp) - Va7(x3), (6.20)
b(5wo) = a’ (o) - V5,1(x3) + a(wo)a” (2wo) - Vs 2(x3)
+a*(@)a’ 2wp) - Vs 3(x3) + @’ (wo)a2wp) - Vs 4(x3)
+ aQwo)aB3wp) - Vs 5(x3) + a*(wp)a” Bwp) - Vs 6(x3)
+ a*(@o)aBwo) - V5 7(x3) + a* (2wp)a(@o)a® Bwo) - Vs 5(x3)
+a*Bwp)a* 2wo) - Vs 9(x3) + a** 2wp)a® Bwo) - Vs 10(x3).  (6.21)
The functions V), ; (x3) in Equations (6.16)—(6.21) for the first five harmonics and all
other harmonics p are found to be functionally dependent on 14 DC terms x3 ;:
Vpi(x3) = Vp,i(x3,0, X3,1, X322, . . ., X3,13), (6.22)
where these DC terms are given by

x3,0 = a(0) = Vo,

x3,1 = a*(wp)a(wp), x32 = a*(2wp)a2wy),
x33 = a*(Qwo)a*(wo), X34 = X33,

x3,5 = a*(3wo)a(3wo),

x3,6 = a*(3wop)a(wo)awy), X377 = X3¢,

x3,8 = a*(Bwo)a’ (wo), X3,9 = X3g,

2

x3,10 = a*Bwo)a™(wo)a”(2wo), X311 = X3 19,
2

x3.12 = a*?(3wp)a® Qwy), X313 = X3 1,-

This expansion for three harmonic excitations holds up to infinite order in non-
linearity but obviously requires that the V), ; (x3) functions be identified.

The expansion for four harmonic excitations is presented in Section 6.5. Generally
speaking the harmonic pwq for n incident harmonic tones can be expressed in terms of
a finite series expansion of length M), ,:
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b(0) = Vo,1(Xn),

Mn,p (623)
b(pwo) = Z xn,m(p)vp,m(xn) for p>0.

m=1
In the next section we discuss the method used to derive the above compact results for
a system with infinite order excited by a finite number n of harmonic excitations.

Model derivation

All the fundamental and DC terms in Equations (6.3) and (6.21) from one up to three
harmonics and in Equations (6.68) and (6.70) for four harmonics in Section 6.5 can
be obtained from an exhaustive search using a simple MATLAB algorithm. Let us first
briefly explain the guiding principle for the algorithm used to find the DC terms in
Equations (6.15), (6.22), and (6.72).

For an infinite-order nonlinear system excited by n incident harmonic tones, a matrix
D, , for the pth harmonic can be introduced to record the power (exponent) D, ,(n +
1 + k, i) of each tone a(kwp) contributing to term i of the p™-harmonic term. It results
that we have, using a(—kwgy) = a*(kwy),

n
%ni(p) = [ latkwp))PrrtH1+60,
k=—n
where we define x; ,,,(0) = x, , for the DC terms (p = 0). The frequency of each tone
k is given by the element F;, (k) of the companion vector F,,:

Fo=[-n ... =k ... =2 =1 0 1 2 ... k ... n].

The matrix D, , for the p™ harmonic satisfies therefore

F,xD,,=[p ... p p P P P ... Pl=0bu,,

The total order for a term x, ;(p) is then given by the sum of the exponent of its
components:

2n+1
Onp(i) =Y Dy plk.i).
k=1
For example, for n = 3 controlled harmonics according to the definitions given in
Equation (6.21), the following 7 x 14 exponent matrix D3 ¢ is obtained to define the
DC terms:

0000O0O11O01O0T1O02020
00110O0O0OT1O0O0OO0O?2@03
010020O01°U031°0°O00
D;op=|1 0 0 0O 0O OO OOOOO0O0 (6.24)
01 02001O0300T1O00O0
001 0101O0O0O0Z22030
00000101 O0T1TO0T1 0 2]
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In the exponent matrix D3 o, each column represents a DC term and each row repre-
sents a harmonic frequency from —3wq (top) to +3wg (bottom), with the center row
associated with the DC component (frequency 0 x wg). Note that all the coefficients in
the exponent matrix D3 ¢ are positive or null integers. Negative integers would be con-
ceptually associated with dividers, but sub-harmonic generation is outside the class of
systems considered here.

Let F3 be the harmonic frequency vector:

Fs=[-3 -2 -1 0 1 2 3].

The x3,; columns retained in the exponent matrix D3 o are those which generate DC
contributions by verifying the condition

F3xD3o=[0 000 00000 O0O0O0O0 0]=04

and which cannot be generated from the superposition of other lower-order x3; expo-
nent columns. Indeed, infinitely many other x3 ; featuring higher orders are possible but
can be factorized in terms of the previously extracted lower-order DC terms x3 ;. For
example, consider the following randomly generated high-order DC term:

y(0) = aBw)*"" - aw)*® - a(@)*'? - a(0w)° - a(@)® - aRw)"® - aBw)"!,
represented by its power-exponent vector Yy,
Yo=[77 80 19 0 45 76 71]'.
Since Y is a DC term, it satisfies
F3 x Yo =0.
Y can be uniquely expressed in the D3 o basis,
Yo = D30 x Xo,
using the following Xgo:
Xo=[01976407100600000]T.

It results that the higher-order DC term y can be rewritten in the x3 basis as

YO = x3% - xS gy s x s
and is therefore not a new independent DC term.

Using a similar methodology, an exponent matrix D3 1 is used to represent the expo-
nent (power) of the five fundamental terms x3,1(1) = a(wo), x3,2(1) = a*(wo)a2wy),
x3,3(1) = a*Qwo)aBwo), x34(1) = a**(wo)aBwy), and x3 5(1) = a*Bwo)a* (2wp)
involved in the definition of b(wg) in Equation (6.17) for the fundamental frequency
1 x wo:
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Ds; = (6.25)

S O = O O O O
S = O O = O O
—_ o O O O = O
— O O O N O O
=l S el ellole S

The y3; columns retained in the exponent matrix D3| are those which generate
fundamental frequency contributions by satisfying the condition

FixD3;=[1 1 1 1 1]=1s,

and which cannot be further reduced by the factorization of DC terms x3; from the
exponent matrix D3 ¢.

For example, consider the following randomly generated high-order fundamental
term (wo):

(o) = aBwo)*™" - aQwo)*" - a(wo)*" - a(0wo) - a(wo)® - a2w)'* - aBwo)™.
Its exponent vector Y satisfies
F3 X Y] =1.

The exponent vector Y can then be uniquely expanded in the D3 ¢ and D3 | bases using

81
91
13
Yi=| 0 | =
63
146
28

+ D3 x X,

SN O OO O -

using the following vector X:
X;=[0 13 91 0 0 28 5 00 000 1 0].

It results that the higher-order DC term y(wp) can be rewritten in terms of x3 5(1) (the
fifth column of D3 1) and the x3 DC basis (D3 ) as

y@) = x35(1) x [+830) - 1350) - F50) - x50 - 5} 0]

and is therefore not a new independent fundamental (wg) term.

The methodology given above for the case of three tones can be implemented for a
system with an arbitrary number n of controlled incident harmonic tones. The MATLAB
script used to obtain the DC, fundamental, and higher-harmonic coefficients will be
posted on the webpage for this book. These results indicate that for a finite number 7 of
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controlled harmonic excitations applied to an infinite-order nonlinear system exhibiting
arbitrary nonlinearities of the form y(pwy) defined by

y(p) = [ latken)»®

k=—n

with power exponents given by a (2n + 1) x 1 vector Y, for the p'" harmonic, thus
satisfying the frequency constraint F,, x Y, = p, there exists a vector X, of positive
integers and a column index i such that we have

Y, =D, (i) +Duo x X,,,

where the finite (2n + 1) x M, o exponent matrix D,, o and (2n + 1) x M, ; exponent
matrix D;, , are finite and invariant bases for the DC and p harmonic terms, respectively.
Using this asserted number-theory result, the validity of the finite expansion postulated
in Equation (6.23) for an infinite-order system can then be established to the extent that
the Volterra functions V), »,(x,) thus defined admit a converging Maclaurin expansion
(entire functions) relative to the complex variables x;,.

Analytic example

As indicated above, the model derived holds up to infinite order, assuming that the
nonlinearity can be represented by an infinite power series. As an example of a SISO
system with infinite-order nonlinearity, let us consider an ideal diode:

ip(vp) = Ip[exp (@vp) — 1],
with o = 1/(kT). We assume for the sake of simplicity that the applied voltage consists
of the fundamental tone plus the second harmonic (case n = 2):

vp(t) = Vo + Vi cos(wot + ¢1) + Vo cosQwpt + ¢2)
= Vo + 2Re {a(wo)exp(jwot) + a(2wp)exp(j2wot)} ,

using

V V.
a(@o) = — exp(j¢r)  and  a(wp) = = exp(jp2).

The diode current is then

o
in(t) = Z b(kwo) exp (jkwot) -
k=—00
Using the relation

o0

exp [@Ap cos(pwot + ¢)] = Z In[aAplexp[jn(pwot + ¢p)],

n=—oo
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where I, (x) are the modified Bessel functions of the first kind,

[n| oo 2

X (x/2)°P
Lixl= L= (%) Y
=l <2> 2 Pl + p)!

2
=T, [(%) } , (6.26)

the functions V,, ; (x2) introduced in Equations (6.10)—(6.12) for the first three harmon-
ics can now be derived to be

-1
Voi(x2) =Co > o)l T [0%x1 2] Tl xa2]

n=—oo

o0
+Co Y Qa)lx, T gplexi 2] TulePxa 0],

n=0

0
Vi) = Co Y )"l oulexi 2] Talo*x2 21,

n=—oo

oo
Via(a) = Co Y Qe S T gla?xi 2l Talex2 0],

n=1

o0
Vai(xa) = Co Y 2a)> " o la?xi 2l Talex2 0],
n=1
0
V2a(x2) = Co Y o)l Ty oulexs 2] Tulexz 0],

n=—0o

0
Vai(x) = Co Y )Pl T3 g loPxy 21 Tala*x2 21,

n=—oo

Via(x2) = Co (2)*T1[a*x1 211 1[0 x22],

o
V3a(x2) = Co Y (200" 2 Ts pulex 2] Tala?xa o,
n=2

with Cy = I exp(a Vp). Note that in practice an infinite summation over 7 is not needed
since convergence occurs rapidly. A summation for n from —10 to 10 is sufficient for
the range of the diode voltage used (0.5 V). Figure 6.2 shows the Volterra function
Vn.m (X2) parametrically plotted versus the amplitude V;. The Volterra functions are
complex nonlinear functions of their variables x .

Figure 6.3 shows the error for the fundamental harmonic versus V,/V; for various
orders of the Volterra expansion for the second harmonics while using an infinite order
for the fundamental. For a V,/ V] ratio larger than 20 dB, the error becomes large for
this exponentional nonlinearity. The Volterra function expansion (squares) yields no
distinguishable error.
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The amplitudes of the Volterra functions | Vy, » (X2)| versus the parametric variable V; for
Vo =Vi/10and ¢ = /7.
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Error for the fundamental harmonic versus V5 /V; for a DC bias of Vj = 0.3 V. The fundamental
amplitude Vi = 0.3 V and ¢ = 7/7. It can be verified that a similar error is obtained for the
first five harmonics (not shown).

Figure 6.4 shows the waveforms obtained for driving voltages V| of 0.03 V and 0.3V
while keeping the second-to-first-harmonic ratio at —10 dBc. A first-order power series
of the second harmonic is seen to be acceptable under the small-signal excitation 0.03 V
but not for the large-signal excitation 0.3 V. The Volterra function expansion (squares)
is in agreement with the exact waveform.

The model presented above is memoryless. A simple model with memory can be
constructed simply by adding in shunt to the diode current the displacement current
obtained from the storage capacitance of the ideal diode:
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Current waveform normalized with respect to its peak for a DC bias Vj = 0.3 V and fundamental
amplitudes V| of 0.03 V and 0.3 V. The harmonic ratio V,/ V] is kept equal to 0.316 = —10dBc.

_ dQp(v) _ 1dip(vp) _ 1dip(vp) dvp
CT g T T dt T dwp dr

The formula derived above for ip holds now for the charge Qp = ip/t. Similar
results for the displacement current are therefore readily demonstrated with this model
exhibiting memory with infinite-order nonlinearity.

Model extraction

The theory developed in the previous section holds up to infinite order for a finite
number of harmonics n but requires the identification of the Volterra V), ;(x;). This
identification can be performed conceptually using modern nonlinear vector network
analyzers, which acquire the phase and amplitude of the fundamental and harmon-
ics of the incident and reflected waves and can therefore map the dependence of the
reflected waves on the amplitude and phase of the incident waves. However, as indi-
cated by the theory, as the number of incident harmonics p increases both the number
of Volterra functions V), ; (x,,) and the size of x,, increase. The exhaustive identification
of the resulting multidimensional nonlinear response then quickly becomes laborious
for a large number of incident harmonics.

For the case of mild nonlinearities it is possible to expand the Volterra V), ; (x,) in a
truncated Maclaurin series around the DC operating point [x, o]

Vp,i(xn) = Vp,i(xn,O’ ce X P) = Vp,i(xn,Oa 0...,0

01 Op 11 rp
xx orittrey
n,l n,P n,i
4 J % "~ (X,.0,0...,0). (6.27
Z Z ni!...np! szll ax'r G, )

=0  rp=0 © %P




172

6.2.5

Figure 6.5

Behavioral modeling

In the case of a mild nonlinear regime, higher-order nonlinearities can then be accounted
for by properly selecting the expansion order [O1, ..., Op] and pruning out the terms
which are not contributing substantially to the power series. An example is given in the
next section.

Experimental model extraction and validation

In this section we shall apply the extraction methodology presented in the previous
section to the modeling of a stable nonlinear negative resistance (a one-port device).
A specific target is the extraction of the Volterra model parameters needed to accu-
rately represent the dependence of the fundamental power %(|b(a)o)|2 — |a(a)o)|2) on
the second-harmonic impedance termination acquired in a real-time active load-pull
(RTALP) experiment.

We will first apply the two-harmonic analysis since only incident signals at the fun-
damental and second harmonic are applied, and the RF generators are expected to
provide a reasonable match impedance termination at the higher frequencies. Both
the fundamental b(wgp) and the second-harmonic wave b(2wq) are used for the model
extraction along the contour lines of the RTALP experiment shown in Figure 6.5. A good
prediction of b(2wq) is obtained.

A contour plot of the device output power at the fundamental frequency as a function
of the second-harmonic impedance is shown in Figure 6.6. The minimum power located
at the cross is —16.2 dBm and the maximum power located at the plus is —13.7 dBm.

-1 -0.8-06-04-02 0 0.2 04 06 08 1

Comparison of the measured and extracted (crosses) loci of the b(2wq) /a(2wp)
second-harmonic reflection coefficient as a function of the incident waves a(wg) and a(2wg) in
the RTALP experiment.
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Contour plot with 0.1-dB steps of the device output power at the fundamental frequency as a
function of the second-harmonic impedance. Measured and simulated data are represented by
plain and dashed lines, respectively.

The tuning of the second harmonic is seen to provide a 2.5-dB increase in output
power for the negative resistance. The model is found to be able to accurately render
the RTALP contour plot even though the model was extracted over a relatively sparse
mapping of the Smith chart given by 15 RTALP locus lines in Figure 6.5.

A high-order Volterra expansion was needed in order to obtain the results reported.
The fundamental harmonic Volterra functions were expanded up to order 12 and the
second-harmonic Volterra functions were expanded up to order 9. The device is there-
fore exhibiting a substantial nonlinearity in the RTALP testbed used when it is analyzed
using two-harmonic tones.

To further test the model capability in predicting the device behavior, various power
contour plots (dashed lines) are generated when a single locus line is skipped at a time
in the measurement database shown in Figure 6.5. The resulting contour plots are super-
posed in Figure 6.7 and seen to depart only slighly from the one (plain lines) calculated
directly from the measured data using the full database (all loci in Figure 6.5). Also,
consistant values are verified to be extracted for most of the dominant model parameters.

It is equally important to note that, in the RTALP measurements, the effective
impedance of the testbed generator at the fundamental frequency departs from an ideal
match. The generator impedance is simply extracted from the RTALP data using

a(wo, P, 1) = T'g(wo) - b(wo, P, 1) + bg(wo, P),

where ¢ is the RTALP sweep-time parameter. The amplitude of the generator reflec-
tion coefficient is found to be |[I'g(wp)| = 0.081. Having a non-zero |I'g(wp)| is quite
significant because the modulation of b(wy, t) is reflected back into the device meas-
ured. Note that, as the second-harmonic incident wave a(2wy) is swept in phase versus
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Verification of the stability of the extraction.

time ¢ and the power P is stepped to different values, the reflected wave b(wp) at the
fundamental is modulated owing, among other things, to the Volterra function V; 2(X2).
The non-zero reflection coefficent |I'g(wg)| thus contributes an external feedback that
increases the apparent nonlinearity of the device compared with the situation of an
ideally matched generator. Because a(wp) is not held constant but bg(wp, P) is for a
given preselected input power P, we have elected to use the latter as the input variable
in the above Volterra modeling. In this way somewhat smoother power contours result
for the measured data shown in Figure 6.5.

To use this model for circuit simulations, the Volterra model has been imple-
mented? in the Agilent Advanced Design System (ADS) using the built-in two-port
frequency-domain-defined device (FDD) component. Owing to the automated MAT-
LAB extraction developed, all the Volterra coefficients and associated theoretical
expressions required for the nonlinear mixing terms are easily embedded into the sim-
ulator. The number of nonlinear coefficients was reduced in the ADS simulations to
prevent the occurrence of any convergence problems.

Phase reference

As was discussed in Chapter 2, the nonlinear frequency-domain data are acquired
by the NVNA up to an arbitrary phase due to the arbitrary time reference ¢’ of the
measurement:

2 Unpublished work with Inwon Suh.
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a(t’) =Re {Za/(pwo)exp [j (pa)ot/ + ¢;,)]} .

p
For example, for a SIMO system, consider the various harmonics measured with their
time dependence:
a'(wo)exp (jaot') = |a' (wo)lexp [j (wot’ + ¢7)],
a' Qwo)exp (j2wot’) = |a’ Qwo)lexp [j (2wot’ + ¢5)]
a' Bap)exp (j3wot’) = la’'Bwo)lexp [j (3wor’ + ¢3)],

a'(nwo)exp (jnwot’) = |a’ (nwo)lexp [ j (nwot” + ¢;,)] -

By moving the time origin from ¢’ to t = ¢’ + t using the time shift T = ¢ /wg such
that we have wo(t — ) + ¢1 = wot we obtain the following phasors:

a(wo) = |la(wo)l,
a2wp) = |aRwo)lexp(j$2),
aBwo) = laBwo)|exp(jd3),

a(nwo) = la(nwo)|exp(jén),

with the same amplitude |a(nwp)| = |a’(nwp)| and the new phases:
¢ =0,
$2 = by — 20T = dy — 29,
¢3 = 3 — 3woT = P — 3], (6.28)

/ / !
¢l’l = ¢n — nwoT = ¢n _n(pl'

We shall assume in the rest of this work that such a trivial operation was performed
on the measured data such that we now have, as needed,

a(@) = |a(w)|

at the excitation port of the SIMO system. In a MIMO situation the above identity can
be verified only at a single input port r selected to be port 1 for simplicity so that we
have a, (w) = |a,(w)| only for r = 1.

Poly-harmonic distortion model (PHD)

The poly-harmonic distortion (PHD) [9] approximation retains only the harmonic
(p > 1) terms a(pwyp) and a*(pwy) with a first-order power while using a high-order (as
large as needed) expansion for the fundamental frequency. This approximation is readily
applied to the exact Volterra function derived above. We first present the two-harmonic
excitation derivation:
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A% aV
b(0) = | Vo1 (xg‘”) Al (xg») X253+ —2t (x;°>) x4, (6.29)
0x2.3 0x2.4
Vi1 Vi1
b(wo) = a(wo) - |:V1 1 ( (0)) +— (Xéo)) 03+ — ( (0)> X2 4]
0x23 0x2.4
+a*(@o)aCao) - Vi (), (6.30)

bQ2wg) = aawo) - Va1 ()
IV A%
+ a2 (wp) [Vz 5 ( <o>) LAY (Xgn) X3+ ﬁ (Xém) x2,4i| ,

0x2,3 0
(6.31)
i A% V- T
bGan) =a o) | Vo (x7) + 220 (50 ) oz + 50 () s
L 9x2.3 0x2,4 |
+ a(wo)d(Zwo) V3o ( ¢ )) , (6.32)
Vs 1 Va1 i
b(4wp) = a*(wp) - V4 1 ( (O)) + — (xg))) X3+ — (x§0)> X2,4
0x23 0x2.4 ]
Va2 Va2
+a*(wo) - | Vi ( (0)) ( §O)> X3+ — ( (0)> X2.4
8x2 3 0x2.4
+ aX(eaon) - Vas (<), (6.33)
aV: aV:
b(5wp) = a’(wo) | V5.1 (Xéo)) - (X(20)> X254 —2t ( (0)) X2.4
0x2.3 0x2.4
+a}@)aao) - Vs.a (), (6.34)

where we have defined the new following operating point X(ZO) to be
(O) = (x2,0,%2,1, 0,0, 0).
Note that the only DC terms needed in this expansion are

x2,0 = W, x2,1 = a*(wo)a(wo),
x23 = a*Qwo)a*(wo) x24 = aRwo)a**(wp).

The expansion derived above for two-harmonic excitation can easily be extended to
more harmonics. For example, the reflected wave b(wq) for four incident harmonics can
be represented using the following Volterra series expansion:

blwo) = a(wo) - Vi1 (%)

Vl 1 8V1,1 a‘/l,l 0
+ a(wo) - [ (X4 )> X43+ —— (Xgo)) X4,8 + (XZ )) X4,23
9x4,3 9x4.8

9x4,23
Vii /. © Vi1 [/ © Vi /o
+ a(wo) - [ ( i )> X444+ —— (Xf‘ )) X4.9 + (Xi )) X4,24
0x4.4 0x4.9 0x4,24

+a*@aon) - Vi (x) +a@aGon - Vi ()

+ a* (wo)a(4wp) - V18( (0)), (6.35)



6.2 Volterra modeling 177

where the operating point (x£0)> for this perturbative analysis is

xy) = (x40, %41, 0,0,0) = (Vo. lawo)[*, 0, ...).

Note that, of the original 34 DC terms x4, the only ones contributing in this first-order
pertubative analysis are the following 7 DC terms x4 ;:

x4,1 = a*(wo)a(wp),

x43 = a*Qwo)a*(wo),  x44 = aRwo)a**(wp),
xa8 = a*(Bwo)a (o), x4.9 = aBwp)a* (wp),
X423 = a*(dwp)at(wo), x4.24 = a(dwp)a** (wp).

On generalizing these results to an arbitrary number n of harmonic excitations we
can recast this pertubative result in the traditional PHD form [9]:

n
br(pwo) = Y Sr.1:p.q (Vo lar@o)Dai(qwo) + Tr.1:p.q (Vo. lai (@) aj (ga).
p=1

Note that no phasor appears in this derivation as in [9] since we have taken the trivial
step described in the previous section of changing the time reference so that we have
ay(wo) = |ai(wo)| at port 1. The indices 1 and r were also added to indicate the input
port 1 and the output port r, respectively, for the SIMO system considered. For a MIMO
system with S input ports, this equation is generalized to

S n

br(pwo) = D> Srsipg(Vo. lar(@o))ag(qao) + Trs:p.qg (Vo lar (o) a (ge).
s=1 p=1

For the four-tone SISO system analyzed perturbatively we have derived the following
results for the PHD parameters: S;. 1. 4 (Vo, lai (wo)]) and T} 1, 5 4 (Vo, |ai (wo)|), where
we have

Sra1 Vo, lar@o)) = ar(@o) - Vit ()
111 (Yo, lar(@0)]) =0,

Vi1 (o 0
Se:1.20V0, lar o)) = ar(@o)af? o) - 5o () +af o) - Via (x”).
Vit ¢ ©
11,2V, lay@o)]) = af (o) - = (%),
9x4,3
aVia
113V, lar (00)) = an@0)a*@o) - 5o () + af o) - Vi ().

Vi1 ¢ ©
11,3 0Vo lar @o)) = af (o) - ==+ (x),
dx4,8

Vi1
Se:1.40Vo, lar o)) = ar(@o)af (o) - oL (x) +aP(0) - Vi ()

Vi1
1514V, la @o)]) = af (o) - —L ().
0x4,23
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Power contour results for the two-tone PHD model.

Having rederived the PHD model from the Volterra expansion, we shall now test
its performance for the negative resistance modeled in Section 6.2.5. We first extract
a two-tone PHD model since the RTALP experiment considered is only exciting the
first and second harmonics. The results shown in Figure 6.8 exhibit a substantial dif-
ference between the contour plots obtained from the measured and extracted data
compared with Figure 6.6, even though the difference between contour lines is only
0.1dB.

Next we extract a four-tone PHD model using the measured first, second, third, and
fourth harmonics. Much closer results are now obtained in Figure 6.9 for the con-
tour plots obtained for the extracted and measured data. The results obtained with
a first-order Volterra expansion for the second, third, and fourth harmonics are now
comparable to those obtained in Figure 6.6 using two harmonics but with a Volterra
expansion of order eight for the second harmonic. It is as if using more tones has enabled
us to reduce the order of the nonlinearity in the model. The source of this effect is related
to the impedances provided by the RTALP testbed.

The reflection coefficients exhibited by the RTALP testbed at the third and fourth
harmonic have amplitudes on average of 0.019 and 0.075, respectively; thus the testbed
is not perfectly matched. As a result the reflected waves b(3wg) and b(4wg) are par-
tially reflected back to the device as incident waves a(3wg) and a(4wp). Further, at high
power levels of the second-harmonic signal injected into the device, the fourth-harmonic
reflection coefficient is found to briefly increase up to almost unity in a narrow portion
of the phase locus. This results from a quasi-resonant nonlinear interaction between the
device and the generators. The non-ideal match observed at the third and fourth har-
monics increases the apparent nonlinearity of the device-plus-generator system when it
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Power contour results for the four-tone PHD model.

is modeled using only two harmonics. Indeed, in the two-harmonic model any non-zero
incident waves a(3wp) and a(4wq) are absorbed in the device nonlinearity just like any
other hidden dependent variables. On the other hand, in the four-harmonic model, these
independent variables are simply treated as excitations applied to the device.

This example illustrates (1) the importance of accounting for the non-ideal matching
characteristics of the load-pull testbed at all harmonics and (2) the interplay between
the nonlinearity order of the behavioral model and the number of tones included in the
device model. An effective decrease in the model nonlinearity order can be achieved
by accounting for more harmonic tones. This is the strategy of choice since it reduces
the model complexity. In mildly nonlinear circuits a linear treatment for the harmonics
(PHD approximation) is then sufficient, provided that enough of them are accounted for.
Further, the model can then handle different impedance terminations for the harmonic
considered.

Single-band multi-harmonic envelope PA model

Having discussed the case of a SISO system driven by multiple harmonics, let us now
consider the case in which the higher harmonics of the input signal are all filtered out
and a single tone of radial frequency wgr is incident on the device. In such a case the
multi-harmonic response of the system reduces to

Pout(@rF) = fi1(lain(@rE)?) - a1 (wRF),

boutQwrr) = fo(|ain(wrF)|?) - a7 (wrF),
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bout(3wrr) = f3(ain(@rp)|) - @3 (wRF),
bout(4wrF) = f1(|ain(wrp)|?) - af (0RF),

bout(Swrr) = f5(|ain(@rp)|?) - a3 (0RF),

bou(pwrr) = fp(|ain(wrp)|?) - ! (wR).

Up to now we have only considered a CW incident RF signal with no modulation. We
shall now discuss the extension to modulated incident signals.

Input signal

Let us assume now that the input RF tone aj, (¢) is modulated both in amplitude and in
phase:

ain(t) = E(t)cos[wrpt + 6(1)]
= E(t)cos[6(t)]cos(wrrt) — E(t)sin[0 (¢t)]sin(wRrE?)
= I(t)cos(wrrt) — Q(t)sin(wRrF?),

with

1(t) = E(t)cos[0(1)], Q) = E(1)sin[0(1)],
E*()=1*() + Q* (1), 00 =L[I()+jO®)],

where E(t), 0(t), and wgrF are the time-varying envelope, time-varying phase, and center
frequency, respectively, of the input signal aip (t).

We still assume that no harmonic of wgrF is injected at the input. This is a good
assumption if the source driving the input is filtered to remove the higher harmon-
ics and the source is matched so that the harmonics generated by the amplifier at the
input are absorbed by the source. The amplifier device considered being nonlinear,
multiple harmonics will, however, be generated at the output. For a memoryless non-
linear amplifier we can express the output signal by in terms of a power series. In
the following derivation we will consider an amplifier with nonlinearities up to seventh
order:

BME(1) = ag + arain(t) + azal (1) + a3ai (1) + asaih (1)
+ asag, (1) + asa, (1) + araj, (). (6.36)

Orthogonal Chaillot expansion

Before proceeding with the evaluation of bgﬁlt“(t) let us define the functions /; (¢) and
Q;(r) with i a positive integer to be used for the orthogonal Chaillot expansion in the

frequency domain of I/ (¢) and Q' (¢):
I;(t) = E'(t)cos[i0 (1)), Qi (1) = E'(1)sin[i0 (1)). (6.37)
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The even and odd powers of /() and Q(¢) are then expressed in terms of /;(¢) and
Q; (¢) as follows:

1(1) = I (1),
2 1 2 1 2
P20 = SE*(1) + 5 E*(1)cos[20(1)]

—1E2(t)+11(t)
—2 22 s

13 = E1'53(z)cos[9(t)] + lE3(t)cos[39(t)]
T4 4
3 1
= ZEz(t)h (1) + 710,
1*() = %E“(t) + %E4(t)cos[29(t)] + %E4(t)cos[49(t)]
34, Lo 1
= 8E ) + 2E O L) + 814(t),
() = §ES(z)cos[e O]+ i155(z)cos[39(t)]
8 16
1 5
+ BE (t)cos[56(1)]
_ g G iEz(t)I (1) 1, (1)
=3 ( 1()-1-16 3 +165 ,
19() = DS (1) + 2 ES(1)cosl20(0)] + — ES(1)cos[46(1)]
kY 3 OO8 30 OO8
1 6
+ 3—2E (t)cos[60(1)]
—1OE6I +15E4t1 1)+ 6E2t1 1+ 11 t
=% (3] e () Ix( e (1) 14(1) 3_26()s
Ty — 59 17 2l g
I'(t) = 64E (t)cos[O(1)] + 64E (t)cos[30(1)]

+ L E7(1)cos[50(1)] + — E7 (1)cos[76(0)]
64 COS 64 COS

My Y, 2L s T Ew1 Ly
=L OhO+ S EEOBLO + 2 EXOIs(0) + 1),
and
Q) = Q1(),
3y 3 g2 1
Q') = JE°()Q1(1) — 7 03(0),
5 5 1
Q1) = SEY Q1) = T EX(D03(1) + 1 05(0),
(1) = 22 g6 p— 2L T B2 L oo
Q1) =S EQ1(1) — 2 ET0Q3(1) + Z EX(1)Q5(1) — - 07(1).

The Chaillot orthogonal components /;(¢) and Q;(¢) can then be directly calculated in
terms of 7(¢) and Q(t) using
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Xo@) =1,
I (1) = 1(2),
L(t) =2I*(t) — E*(1),
L(t) = 41°(t) — 3E*(1)1 (1),
Is(t) = 81%(1) — 4E>(1) (1) — 3E* (1)
= 8I*(t) — 8EX()I*(t) + E* (1),
Is(t) = 161°(t) — 5E2(t) I3(1) — 10E* (1) I, (1)
= 161°(t) = 20EX() I (t) + SE* ()1 (1),
Is(t) = 321%(r) — 6E* (1) I4(1) — 15E*(t) I (1) — 10E®(r)
= 321%(r) —48E%(1)I*(r) + 18E* (1) I*(t) — E®(1),
(1) =6417 (1) — TE* (1) Is(1) — 21E*(t) I5(t) — 35ES (1)1, (1)
=641"(1) — 112E>(t)I°(t) + 56 E* (1) I (t) — TES (1)1 (1),
and
Qo) =0,
01() = 0@),
Qx(t) = E*(t)sin[20(1)] = 21, (1) Q1 (1),
Q3(t) = —4Q° (1) + 3E2 () Q(1),
04(t) = E*(1)sin[46(1)] = 21, (1) Q2 (1),
0s(1) = 160°(t) + SE*(1) Q3() — 10E*(1) 01 (1)
=160°(t) — 20E*(1) Q° (1) + SE* (1) Q(1),
Q6(t) = E®(1)sin[66(1)] = 215(1) Q3(1),
07(t) =—64Q7 (t) + TE*(1) Qs5(1) — 21E* (1) Q3(t) + 35E° (1) Q1 (1)
=—6407(1) 4+ 112E%(1) Q°(t) — 56 E*(1) Q° (1) + TES (1) O (1).
Note that, in the limit E2(s) = 1, the Chaillot functions /;(¢) reduce to the Cheby-
shev polynomials of the first kind, and Q; (¢) reduce to (—1)f1°°"1i/2] of the Chebyshev
polynomials of the first kind, for i odd.

Similarly, for time-varying envelope E2(r) the Chaillot functions /;(¢) of arbitrary
order can be obtained using the following recurrence equation:

1, fori =0
L) =1 1(@), fori=1 } =T [11)], (6.38)
2011 (1) — E2() [i—2(t), i > 1

where 7;[I] are generalized Chebyshev functions of the first kind. The Chaillot
functions Q;(¢) are calculated as

0, fori =0
o), fori =1
(=Dl [Q@)],  fori odd
21 p2(8) Qif2(0), for i even.

Qi(t) = (6.39)
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To analyze up to the seventh order a memoryless nonlinear system described by

Equation (6.36), we need to evaluate the following powers of a;,:

ain(t) = E(t)cos[wrrt + 0(1)]
= I (¢)cos(wrr?t) — Q1(t)sin(wrFt),
ag (t) = {E(t)cos[wrpt + 0(1)]}

2
a (1) = {E(t)cos[wrrt + 0(1)])

3
= ZE%){II (t)cos(wrpt) — Q1 (t)sin(wrt)}

1
+ 7 (3()cosBurrt) — 03(1)sinGeren)),
ai (1) = {E(t)cos[wrr (1) + 0(1)]}*

= %E“(t)

+ %Ez(t){lz(t)COS(ZwRFf) — 02()sin(2wrrt))
1
+ 3 {14(t)cos(4wrrt) — Q4(t)sin(4wrrt)},
a3 (t) = {E(t)cos[wrp(t) + 01}

5
= §E4(t){11 (t)cos(wrrt) — Q1 (t)sin(wrrt)}

+ %E2(t){13(t)005(30)RFt) — Q3(t)sin(3wrr?)}

1
+ Te {I5(t)cos(Swrpt) — Qs(t)sin(Swrr?)},

al (1) = {E(t)cos[wrr (1) + 6()]}°

=5, E°®
15
+ 3—2E4(r>{12<r>cos(2wRFr> — Qa(t)sin2wgrrt)}
6
+ 5Ezm{u(r)cos<4wm:r> — Qu(t)sin(4wrpt)}

1
+ o {Ze(t)cos(6wrrt) — Qe(t)sin(6wrr?)},
al (t) = {E(t)cos[wrr(t) + (1)1}

35
= aE%) {11 (t)cos(wrrt) — Q1 (1)sin(wrpt)}

+ %E4(l){13(l‘)005(30)RFt) — Q3()sin(3wrr)}

= lEz(t) + % {I2(1)cosCwrpt) — Q2(1)sin(2wgrt)},
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+ 67—4E2(t){15(t)008(5wRFl) — Qs(t)sin(Swrrt)}

1
+ a{h (t)cos(Twrpt) — Q7(t)sin(7wrpt)}.

To infer the form of the modeling equations needed for such a nonlinear system,
it is very useful to sort the nonlinear terms generated in terms of frequencies rather
than in terms of the order of the nonlinearity generating them. The final output of the
seventh-order memoryless nonlinear system is

ML) = ag + arain(t) + axad (1) + aza (1) + asa (1) + asad, (t) + aeal (1)

+ azal (1)
= fo(E?)

+ AIED (H)cos(wrrt) — Q1 (1)sin(wrpt)]

+ fo(ED(t)cos Qwrrt) — Q2(1)sin(wgrt)]
+ ED[(1)cosBurpt) — Q3()sin(3wgrt)]
+ fa(E®)[L4(t)cos(4wrpt) — Q4(t)sin(dwrt)]
+ fs(EP)[I5(t)cos(Swrpt) — Qs(1)sin(Swrrt)]
+ fo(E®)[I6(t)cos(6wrrt) — Qe(t)sin(6wrr?)]
+ f1(ED)I7(t)cos(Twret) — Q7()sin(Twrrt)],

with the function f;(E?) given by

1 3 10
fo(ED) = ap + ~aE* + ~asE* + —ag ES,

2 8 D)
3 5 35
FU(E?) =a) + Za3E2 + gaSE“ + 6—4a7E6,
1 1 15
E?) = - —asE* + —agE*,
S (E7) 592 + > 94 + 35
f(E?) = la3 + i615E2 + 26171‘34,
4 16 64
FAED = Sy + S,
8 32
FSED = Las + LarE?,
16 64
1
fo(E?) = —a,
32
1
EY = —ar.
f1(E?) i

From the preceding derivation we infer that the output of a memoryless nonlinear
system represented by an nth-order power series can be modeled in general as follows:

b (1) =Y fi (D) (t)cos(iwrrt) — Qi (1)sin(iwret)], (6.40)
i=0
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[n—i+even(i)]/2

fEHY = Y aimyEY, (6.41)
k=0
where n is the highest order of the nonlinear terms, i =0, 1,2, ..., n, k is an integer,

and even(i) is 1 for i even and O otherwise; o 2k gives the contribution weight of the
(2k + i)th-order nonlinearities to the ith-harmonic band (i X wgp).

Quasi-memoryless nonlinear system modeling

The models expressed by Equation (6.40) are applicable only to memoryless systems
because the functions f; (E?) are dependent only on the instantaneous value of the enve-
lope square E2 of the baseband input pair [ (¢), Q(¢)] and no phase shift is used to
account for the system group delay. To account for quasi-memoryless effects [10] it
is necessary to introduce an independent phase shift ¢; for each harmonic i X wgF.
In the general case these phase shifts ¢; are also functions of the instantaneous value
of the envelope square E2 (the AM/PM effect). By adding this phase contribution to
Equation (6.40) of the memoryless nonlinear system considered so far, we obtain the
following modeling equations for a quasi-memoryless (QML) nonlinear amplifier:

b0 = 37 fiED {1i(t)cos [ioret + 91 ()]
i=0

— 0;(t)sin [inFt n ¢,-(E2)]} . (6.42)

On expanding cos [ia)RFt +¢,'(E2)] and sin [ia)Rpt —+—¢,~(E2)] and factorizing the
terms cos(iwrpt) and sin(iwrpt), respectively, the modeling equations for the QML
nonlinear system can be rewritten as

b (1) = Y {costioren) [ 108 (E?) — 0i(0hi (E?)]

i=0
= sinGoren) [Oh(E) + 008 (EY]]. (643)

where we introduced the functions g; (E?) and h; (E?):
gi(E?) = fi(EYcos [¢i(EY), (6.44)
hi(E) = fi(E)sin [¢(E%). (6.45)
Now, by defining the nonlinearly scaled and phase-shifted /! and Q) modulation terms
I (1) 2, [ cosdi(E?)  —singi (E?) I;(1)
/ = fi(E7) : 2 2 x
;) sin ¢; (E<) cos ¢ (E<) Qi)

gi(E?) —hi(E2>] [ L:(t) ]
— , 6.46
[ mE)  wE) |7 00 (6.46)
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we obtain the following compact equation:
n

b ()= [I} (t)cos(iwrrt) — Q} (1)sin(iwgt) ] - (6.47)
i=0

Power-series expansion

From Equations (6.44) and (6.45), it is seen that the nonlinearities of the system orig-
inate from two nonlinear sources: (1) the amplitude-distortion nonlinearity represented
by the functions f;(E?) and (2) the phase-distortion nonlinearity represented by the
functions ¢; (E2). For hard nonlinearity these functions are best represented by splines
such as the B-spline representation mentioned in Chapter 3.

On the other hand, for low enough input signal power, the functions g;(E?) and
hi(E?) can be expanded in a Taylor series like in Equation (6.41):

[n—i+even(i)]/2

g(E> = Y dizkri-cosgiongi- EX, (6.48)
k=0
[n—i+even(i)]/2
hi(E?) = > imkrisingioky - EX (6.49)
k=0

So, according to Equations (6.48) and (6.49), for a seventh-odd-order QML system
in the weakly nonlinear regime, we have

g0(E?) = 0,0 cos 90,0 + @02 cos 9o, 2 E* + a4 c0s go.4 E* + g6 cos ¢ 6 E,

g1(E?) = a1 1cosgr 1 +ar3cosgrs EX +arscos g s E* +ay7cos g7 ES,

§2(E?) = azacos¢ap +aracosgaa EX + a6 008 026 EX,

g3(E?) = a33c0s 933 +a35cos 35 E2 + a3 7 cos g3 7 EX,

g4(E?) = a4 4cos 9a.4 + as6cos pa6 E2,

g5(E?) = as5cos g5 5 + s 7 cos s 7 E2,

g6(E?) = a6 c0s 96,6,

g7(E?) = a7.7cos 7.7,

and

ho(E?) = a0 sin @0 + a0,2 sin g2 E* + g4 5in g4 E® + g 6 5in 90,6 E°,
M (E?) = a1 singr 1 + a1 3singr3 EX + a1 ssingrs E* + a1 7singy 7 EC,
ha(E?) = anpsings s + an asinga s E* + an 6 singa 6 E*,

h3(E?) = a33sing3 3 +a3ssingys E* + a3 7singy 7 EX,

ha(E?) = a4.48in @44 + o4 6 5in s 6 EZ,

hs(E?) = as s sings s + as 7 sings 7 E2,

he(E?) = a6 sin ¢g 6,

h7(E?) = a7,7sin¢7.7.
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Multi-path model partitioning

A more complex nonlinear model can sometimes advantageously be obtained by
superposing several models in parallel, which can then be represented by different
power-series expansions. Let us motivate the physical origin for such multi-path
modeling.

As we can infer from our derivations in Section 6.3.3, a memoryless nonlinear
term X" contributes 2"~ nonlinear sub-paths. For example, for n = 5 the coefficients
10/16, 5/16 and 1/16 weighting cos(8), cos(36) and cos(56), respectively, which sum
to 16/16 = 1, are associated with 16 paths. But, more importantly, several paths can
contribute to the same nonlinearity at the harmonic i x 6. In the QML case, each path
contributing to the same nonlinearity is associated with not only a different amplitude
but also a different phase, so that the final coefficient for a specific nonlinearity is the
summation of the phasor of each path.

In some modeling situations these paths can be approximately independent and
the behavioral model can be beneficially presented using a summation over multiple
paths P:

P P
gi(EH) = g(E) and  hi(EH =Y n"(E?).
p=1 p=1

In Chapter 8 we shall give an example of a nonlinear modulator switching from the
weak nonlinear regime to the hard nonlinear regime and demonstrate the benefit from
such multiple-path modeling.

Time-selective single-band multi-harmonic envelope PA model

The multi-harmonic model presented in the previous section is a piecewise QML
model; that is, only AM/AM and AM/PM effects have been accounted for each har-
monic. To account for dynamic memory effects, a combined frequency-selective and
time-selective model can be realized by using the memory polynomial approximation
[7] [8]. This approximation is equivalent to setting all the delays equal to the same
values t throughout the Volterra expansion, effectively retaining only the diagonal
terms. For example, in the case of the third-order Volterra kernel, in Equation (6.2)
the three-dimensional integration collapses into a one-dimensional integration with
71 = 1 = 13 = t. For the sake of discrete time processing, the integration can be
replaced by a summation of the delay 7, yielding at the fundamental frequency, for
a system of order n,

n P
ym) =" "ag, - x(m = p)lx(m — p)I¥,
k=0 p=0
with x (k) = I1(k) + j Q1 (k) the input signal, y(k) = I{(k) + j Q' (k) the output sig-
nal, P the memory depth, and ay, complex coefficients. The output is then the sum of
different nonlinear models driven by different delayed input signals.
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To generalize this memory polynomial model to multi-harmonic output signals we
switch back to the matrix I-Q representation. The output /] and Q; modulation terms
for each harmonic i are now the summations of different components that are not only
nonlinearly scaled and phase-shifted but also time-shifted:

[ HO) }=Z{[ giplE2(t = Tp)]  —hi plE>(t = 7p)] }X[ Ii(t = 7p) ”
0;(0) | S L hiplE> @ —7p)]  giplE(t = )] 0it =) ]
(6.50)

Note that the different delays 7, used need not necessarily be equally distributed. But in
practice we usually have T, = pts with 1/7s = fs the sampling frequency required to
address memory of a specific order O. For example, if the baseband bandwidth is B and
the intermodulation nonlinearity order is O, the minimum sampling frequency required
is fs =2x O x B.

Note that the RF output accounting for the memory effect (ME) is still given by the
equations

n
bME) = Z (1] ()cos(iwrpt) — Q) ()sin(iwrpt) ] - (6.51)
i=0

This constitutes a generalization of the memory-polynomial approximation to multiple
harmonics. This multi-harmonic theory will find application in Chapter 8 for the lin-
earization of a single-sideband modulator by removing the spurious harmonics of the

digital IF.
An example of this envelope modeling is given in Figures 6.10 and 6.11 for the fun-
damental frequency for an 80-W GaN Doherty PA operating at average output power

Normalized Output Envelope

01l . . 1[5 R S A S | oo S

Time (us)

The output envelope for an 80-W GaN Doherty amplifier excited by a two-carrier WiMAX
signal. Superposed are the measured (circles) and predicted (crosses and line) data.
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The output phase for an 80-W GaN Doherty amplifier excited by a two-carrier WiMAX signal.
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Input Envelope

The AM/AM conversion characteristic of an 80-W GaN Doherty amplifier for a two-carrier
WiMAX signal. Superposed are the measured (circles) and predicted (crosses) data.

48.5dBm. The model was extracted for one WiMAX symbol and used to predict
a different WiMAX symbol. B-spline representation of order 5 with eight intervals
together with a memory depth of 5 was used.

Although the agreement between measured and predicted data appears reasonable, a
more revealing inspection is provided by the AM/AM and AM/PM results shown in
Figures 6.12 and 6.13. The non-zero thickness of the AM/AM and AM/PM curves
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Input Envelope

The AM/PM conversion characteristic of an 80-W GaN Doherty amplifier for a two-carrier
WiMAX signal. Superposed are the measured (circles) and predicted (crosses) data.

constitutes a direct observation of memory effects. It would be highly desirable if
the predicted data (crosses) were tracking the measured data (circles). However, the
model is seen to yield a large phase error for weak input power levels while yielding
more accurate phase at high input power levels. This most probably originates from
the weaker output signal being more sensitive to memory effects induced by previous
stronger excitations. The RMS error between measured and predicted data is typically
found to be 1% when using this B-spline model and the B-spline parameters used here.
The spectrum of the data is found to be semi-quantatively predicted by the model as is
shown in Figure 6.14. Improved fitting of the data can be obtained in the extraction by
accounting for non-diagonal elements. However, the predicted data (reported above) for
different symbols were found to degrade for the particular PA considered. The memory-
polynomial approximation is therefore a preferable choice for this PA even though the
model performance is not fully satisfactory. A more complex model topology featur-
ing additional hidden variables/layers is then necessary for an improved modeling of
the memory effects associated with the multistage system. In general, the wider the
modulation bandwidth the more challenging the modeling of the memory effects.

Two-band fundamental envelope PA model

Let us consider now the case when a two-tone excitation aj(w;) and aj(wy) of
frequencies w; and w;, respectively, is applied at port 1 of an amplifier.

Let us initially assume the nonlinearities of the amplifier to be well represented by
a third-order Volterra system. For the two-tone excitation the output by at port 2 of the
amplifier can be verified to be of the following form (see Figure 6.15):
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Figure 6.14  The output spectrum of an 80-W GaN Doherty amplifier for a two-carrier WiMAX signal.
Superposed are the measured (circles) and predicted (crosses) data.
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Figure 6.15  Third-order intermodulation for two-tone excitation. (From [11] with permission, ©2005 IEEE.)

byQwi — w2) = Hzmai(w1)aj (),
by(@1) = Himai(@1) + Hzmmai (w1)lar (@) > + Hzmpai (@1)lar (@),
ba(w2) = Hipai (@) + Hzpmay(@2)lai(@1)|* + Happar (@2)la) (@),
bywy — w1) = Hzpai(wr)af(wr).

This output features the two desired tones w; and w, plus two intermodulation tones,
2w1 — wz and 2wy — w1. The complex coefficients Hyy,, Hip, Hapm, H3p, H3mm, Hamp,
H3pm, and H3pp which are calculated from third-order Volterra series can be meas-
ured using a nonlinear network analyzer (NVNA). For a memoryless PA with y(¢) =
Tix(t) + T3x3(t) we have Hy,, = Hyp = T1 and H3y,, = H3p = Hym = Hzpp = 313
and H3yp = H3pm = 615.
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Behavioral modeling

The Volterra series has been extended to larger input power for stochastic input sig-
nals with constant average power levels by Wiener [4]. Alternatively, for deterministic
signals with large input power, one can also generalize the Volterra formalism by mak-
ing the H coefficients introduced above power dependent, as discussed in the following
sections.

Nonlinear power-amplifier characterization with NVNA

The nonlinear characterization of the PA can be performed using an NVNA as shown
in Figure 6.16. With an NVNA we can measure the amplitude and phase of the incident
and transmitted, periodically modulated waves at the fundamental and harmonics [12].

In Figure 6.16, an LSNA was used to characterize the third-order intermodulation
response of a class-AB LDMOSFET 10-W PA at 895 MHz for a two-tone excitation
[11]. The LSNA is used to measure both the amplitude and the phase of the two-
tone RF excitation a1(w;) and aj(w;) incident on port 1, as well as the amplitude
and phase of the transmitted intermodulation RF signals by (2w; — @2), b2 (w1), ba(w2),
and by 2wy — wy) transmitted to port 2. Using these intermodulation signals, we next
calculated the generalized Volterra coefficients H3,, and H3, defined as

by Qw; —

Ham (@1, 02, lay (@), a1 (@2)]?) = 22— @2, 6.52)
aj(wy)aj(w2)
by Qwy —

Hap(@1, 00, a1 @), lay(@)?) = 22220, (6.53)
a (a)l)al (w2)

Note that these coefficients are found to be reproducible measurement after measure-
ment [11].

The amplitude and phase of these coefficients are plotted in Figure 6.17 respectively
as a function of tone spacing w,, = w2 — w1 and input power | a1 (w) |2 = | aj(w?) |2
from —4 to 6 dBm. As shown in Figure 6.17, the variation of H3,, and H3, as a function

10 MHz reference
LSNA
Port 1 Port 2
RF source 07 ®
aq b2
modulation — —
7 o 20—, 20,— 04

A large-signal testbed used for nonlinear characterization. (From [11] with permission, ©2005
IEEE.)



6.4 Two-band fundamental envelope PA model 193

(a) (b)

104 10° 108 104 10° 108

Tone spacing (Hz) Tone spacing (Hz)
(c) (d)
360 |- - L A 360
340 |- 340 |-
—~ 320 — 320
5 &
I 300 [ o— I 300"
© o :
@ 280} 2 980} -
ey < .
[} Q :
260 - 260 -
240 [V 240
220 - 220 - -
104 10° 108 104 10° 108
Tone spacing (Hz) Tone spacing (Hz)

Figure 6.17  Comparison of amplitude and phase of H3,, and H3) versus the tone spacing wy, for different
power levels (—4 to 6 dBm). (From [11] with permission, ©2005 IEEE.)

|H3m| = [Hapl

104 108 108 104 10° 108

Tone spacing (Hz) Tone spacing (Hz)

Figure 6.18  Amplitude (a) and phase (b) difference between Hz,;, and H3p, versus wy, = @y — ) reveals a
strong differential memory effect above 1 MHz. (From [11] with permission, ©2005 IEEE.)
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of tone spacing w,, reveals the presence of memory effects (frequency-dependent
non-linearity) in the PA. Above 0.3 MHz the differences in amplitude and phase plot-
ted in Figure 6.18 increase rapidly with tone spacing. This is referred to as differential
memory. These generalized Volterra coefficients indicate that a QML model will not be
optimal for this PA for bandwidths above 0.3 MHz [11]. Note that the power dependence
originates from the contribution of higher-order nonlinearities (fifth, seventh, . . . orders)
in the PA. A higher-order extension of the two-band model is given in the next section.

Extension to higher-order nonlinearities

We are again considering a power amplifier with a two-tone excitation aj(w;) and
a1 (w2) injected at the input port 1. The resulting seventh-order intermodulation terms
of the output boy (@) at port 2 can be described with a Volterra system as follows [13]:

p+1 p—1 /2 2
bout( Sl cuz)=fp-a§”+ 2 (w))af P (@),

bout(dw1 — 3wn) = f-7 - aj(w1)a}> (@),

bout(Bw1 — 2w) = f_s - aj (@1)a}’ (@), (6.54)
bouw(Qwi — @) = f_3 - ai(w))a} (@), (6.55)
bout(@1) = f-1 - ai(w), (6.56)
bout(@2) = f1 - a1(wy), (6.57)

bout 2wy — w1) = f3 - aj (w2)af (@), (6.58)

bou 3wz — 2w1) = fs - @i (w2)a} (wy),

bout(dwy — 3w1) = f7 - af(@2)ai (@),

p+1 p—1 /2 -2
bOUt( > wy — ) wl) = fp .a§p+ )/ (a)z)a;k(p )/ (w1).

where the Volterra functions f_, and f), can be represented as

bout ([(p + 1) /2]w1 — [(p — 1)/2]w2)

_p(lai(@n?, laj (@)%, w1, wn) = . (6.59)
f-plar(@Dl”, lar(@2)|”, @1, w2 T T
bout ([(p + 1)/2]wz — [(p — 1)/2]w1)
(lar (@)%, a1 (@), w1, w2) = . (6.60)
Tr(lan@l% @)l e, @2 af(pfl)/z(a)l)afpﬂw(wz)

Note that this Volterra expansion is not valid up to infinite order (p) since, for increas-
ing order, the intermodulation terms of the fundamental will eventually overlap with
those of the higher harmonics. Let us find the maximum nonlinearity order Omax, up
to which the Volterra equations (6.54)—(6.58) provide the only contribution occuring
at these frequencies. When higher-order nonlinearities are considered for the two-tone
excitation at wg and wp + Aw, the frequencies of the adjacent intermodulation products
are of the form
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Smn = mao 4+ n(wy + Aw)
=m+n)wy+nAw, (6.61)

with m +n = 1 for the fundamental band and m 4+ n = 2 for the second harmonic.
Let us consider a nonlinear system of order O such that we have |n| + |m| < O. The
intermodulation frequencies between the adjacent fundamental and second-harmonic
bands will not overlap when the highest-order upper-sideband intermodulation term for
the fundamental is lower than the highest-order lower-sideband intermodulation term
for the second harmonic:

1 1
wo + 5(0 + DAw < 2wy — E(O —-2)Aw.

Omax 1s then the highest even-order integer satisfying this inequality. The maximum
order Opx of the Volterra system before the sideband tones of the adjacent harmonic
start overlapping is thus given by

1 wo

Omax < E + E (662)

The maximum order Op,ax obtained from Equation (6.62) is 10 and 100 for a com-
munication system with 10% and 1% fractional bandwidth, respectively. The two-band
Volterra expansion is seen to hold in practice for a relatively wide bandwidth since inter-
modulation terms of higher than tenth order are usually negligible in PAs intended for
communication systems.

Modulated two-band model

We shall now discuss the extension of this Volterra model to the case of narrow-
bandwidth modulated signals. Again we focus on the fundamental frequency. When
the baseband signal (I, Q) consists of two narrow sub-bands, say a lower sideband
(LSB) (IL, Q1) and upper sideband (USB) (Iy, Qu) with center frequencies that are
far enough apart, it becomes advantageous to model the baseband signal as consisting
of two distinct baseband signals rather than to keep increasing the number of delays in
the time-selective model or memory polynomials to account for the wide modulation
bandwidth memory effects associated with their respective memory effects. The easiest
way to perform this two-band filtering is to partition the input / and Q in terms of their
USB and LSB components as follows:

I(t) = Iu@) + IL@),
Q) = Qu(®) + OL(),
Qu = Iv,
OL=-1I.
Note that we use the notation I/(\t) = H[I(t)] to denote the Hilbert transform of I (¢).

One can readily verify that Iy, I, ITJ, and iI: are obtained from 7 and Q and their
Hilbert transforms by using
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I+0 ~_1-0 1-0  ~ 1+0
2 2 2 o2
Consider a nonlinearity of order p with p odd and positive (p = |p|). Given two
frequencies fi and f> with Af = f, — f; > 0, this odd nonlinearity will generate
intermodulation products around the fundamental frequencies fo = (f2 + f1)/2 at the
frequencies

I =

1
fp=(np+1)f2—npf1=f2+npAf=f0+<np+§>Af=fo+Afp,

1
ffp = (”p + 1 fi —npfz = fi —np Af = fo— <np + E) Af = fo+ Affp’
(6.63)
with

_lpl—1
2

1
np and Afipzzlz<np+§) Af.

Let us assume the two tones are amplitude- and phase-modulated such that we can
write

IL.(1) = Ey(1)cos (% Awi+ ¢L(r)> ,
0L() = —ELwysin (3 Awr+41.0)),

(6.64)
Io(t) = Eu(cos (3 Aw 1+ gum)
Qu(H = Eu®sin (Aot +9u(),
with Aw = 2m Af. The intermodulation terms generated will be of the form
1, = El"Elr cos[Awp + (n) + Doy — npeL]
0, = E{"EY " sin[Awp + (n) + Doy — npér], 665
I, =ErE"" cos[Awp + (n, + DL — npéu], '

1.
0, = E%”Elri’+ sin|Awp, + (np + D, — npfl)U].

It is quite impractical (costly and less accurate) in a digital signal processing
implementation to calculate the instantaneous phases ¢y(#) and ¢p(f). An alterna-
tive approach is to calculate these intermodulation terms directly from (/r,, Q1) and
(Iy, Qu). The following identities can be established:

I = Iy,
01 = Qu,
I =1,

0-1=0L,

I3 = I3+ 2Iu QuOL — Q3 1L,
Q3 = —I3 QL +2lyQulL + 0} 01,
I-3 = Iyl — v Qi +2QulLOL,
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03 =2IylLQL — Qul} + Qv 0},
Is = IjIE — I{QF + 615 QulLOL — 3Iy Oy 1Y + 31y QH OF — 203 1L 0L
Qs = —2I51L QL + 315 Qulf — 315 QuQf + 6Iu QG ILOL — QU I} + O 01
I_s =I5} = 3IG1L0F + 61uQulf QL — 2IuQu Qi — OFl} + 3041 0F
0_s =3I3I2 QL — I3 0} — 2IyQul} + 61y QuILOf — 30812 0L + 0 01,
I = G = 3I51L0F 4+ 1213 QuIt QL — 413 Qu Q3 — 613041
+ 181203102 — 12y QY 12 0L + 4lu Q3 05 + Q4 IF — 304102,
Q7 = 3IIEQL 4 I 03 + 413 QuIt — 1213 QuIL O} + 181203 12 OL
— 6150407 — 4lu QL L} + 12Iu QU 1L OF — 3041 QL + Q1 0,
7= -6 1F 0% + IR0} + 121500 QL — 1215 Qu .0} — 31y O I
+ 18U QLI Of — 3IuQH0F — 4001 QL + 400107,
07 =431} 0L — 413 1.0} — 313 0ul} + 1813 QuI 0} — 3I30u 0}
— 2Iy QY 0L + 121V QB 1L} + QY1 — 60412 0F + 07,01
Iy = 31 — 61312 0} + 15,01 + 2013 Qu I 01 — 2013 Qu I 0} — 1013, 0} 1
+ 6015 OGIE O — 10150401 — 4015 Q3 17 Q1 + 4013 03 1. 07,
+ 51 QE I — 301y Q12 QF + 51y Q0 + 40317 0L — 403103
Qo = —4I3 I} Q1 + 415 ILQ7 + SIS Qul — 3015 QUi OF + 515 Qu0f
+40I5 001 O — 4015 QG107 — 10150 1 + 601503 I OF
— 101303 0f — 20l Q4 I Q1 + 201y Q1L Q3 + 0L I — 603 12 0F
+ 0301
I_g = IGI) — 10151 0F + SIILOF 4 2015 Qu I Q1 — 4013 Qu I 03
+4I50u Q] — 6IG QYT + 6015 QY 17 Of — 3015 0L 1.0
—20Iy QY I QL 4+ 401y Q3 12 Q3 — 41y 0305 + QLI — 1004 17 0}
+5041.07.
Q-9 =5I5IF 0L — 10I5 1203 + I30) — 413 0ul} + 401 Qul} 0F
— 2013 QuIL QO — 3013 QY I Q1. + 6015 OF I 0F — 615007
+4Iy QY I — 401y Q3 I 0} + 201y 03 1L O + 500 I 0L — 10041203
+ 0307
Similarly to the harmonic terms in the Chaillot expansion introduced in the previous

sections, these intermodulation terms will be nonlinearly scaled and phase-shifted as we
account for higher-order nonlinearities.
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The new intermodulation terms ;, and Q;, become then
Ill)(t) — |: 8p (Elé7 Elij) _hP (EZI%’ EZIQJ) i| % |: IP(t) :| (6 66)
) . .
0,1 hy (EL.E})  gp (Ef, Ef) 0p()

The output of the amplifier in the fundamental band for a two-band excitation is then
given by

p
Luw() = Y 1),
p=—P
P
Qo) = Y 0,0, (6.67)
p=—P

P
bon (1) =Y Uou(t)cos(@ot) — Qou(t)sin(eor)].
p=—P

Note that now the functions g, and 4, are functions of both the time-varying envelopes
Ey(t) and Ep (¢) since both of these terms bring high-order DC corrections. Again the
functions g, and h, are conceptually accounting for infinite-order correction. How-
ever, this is rigorous only in the limit of constant upper- and lower-sideband envelopes.
Indeed, the memory effects associated with the time-varying (Ir, Q1) and (Iy, Qu)
components in each of the intermodulation sub-bands have not been accounted for
in non-zero modulation bandwidths. The model is therefore only piecewise quasi-
memoryless and only the AM/AM and AM/PM effects have been accounted for in each
of the intermodulation bands. Again memory effects can then be accounted for using
memory polynomials as was demonstrated for the single-band case.

Note that the intermodulation band of index p exhibits a bandwidth of (2n, + 1)B,
with B the individual bandwidth of the desired bands centered at f; and f>. Since the
bandwith of each intermodulation band increases with the intermodulation index p and
the data bandwidth B, the various intermodulation bands will start overlapping for large
enough index p and wide enough bandwidth B. This points to the interplay between
bandwidth and nonlinearity in nonlinear devices. To benefit from the frequency selec-
tivity in modeling and linearization, the two-band model is therefore most beneficially
applied to two-band communication PA systems rather than two-carrier PA systems
owing to their larger frequency separation.

Appendix: Volterra series expansion for a four-tone excitation

The reflected waves b(wgy), b(2wg), and b(Bwg) for four incident tones can be
represented using the following Volterra series expansion:

b(wo) = a(wp) - Vi.1(x4) + a™(wo)aRwo) - V1 ,2(X4)
+ a*2wo)aBwo) - Vi 3(x4) + a**(wo)aBwo) - Vi 4(x4)
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+ a*(Bwp)a’ 2wo) - V1,5(x4) + a* Bwo)a(dwo) - Vi,6(x4)

+ a*? (4wo)a® Bwo) - Vi 7(x4) + a™ (@o)a(dwp) - Vi 3(x4)

+ a*Qwo)a™ (wo)a(dwo) - V1,9(x4) + a* (4wo)aRwo)a(3wo) - V1,10(X4)

+ a*(dwg)a* (wo)a® Bwo) - V1,11 (X4), (6.68)

bQuwo) = a*(wp) - Va,1(x4) + a(2wp) - V2 2(xs)
+ a* Qwo)a(wo)aBwo) - V2,3(X4) + a*(wo)a(Bwo) - V2,4(X4)
+a*?Qwo)a*Bwo) - Va,5(x4) + a* (2wo)a(dwo) - Va6(X4)
+ a*(4wp)a® Bwo) - Va,7(x4) + a**(wo)a(dwp) - Va,g(x4)
+ a* (3wp)a’ (4wy) - Va,0(x4) + a*(Bwo)a(wo)adwp) - Va,10(x4), (6.69)

b(Bwp) = a’(wo) - V3,1(x4) + a(wp)a2wp) - V32(x4)
+ a*(wo)a 2wo) - V3,3(x4) + a(Bwp) - V3,4(x4)
+ a*(Bwo)a’ 2wo) - V3.5(x4) + a*(wo)a(dwp) - V3,6(x4)
+a* Bwo)a® (4wo) - V3,7(x4) + a* (Bwo)a* (2wo)a* (4wp) - V3 8(X4)
+ a*(Bwp)a’ (wo)a(dwo) - V3.0(x4) + a* Bwo)a(2wo)a(dwp) - V3,10(x4)
+ a*(2wo)a(wo)a(dwp) - V3,11(x4) + a** Bwo)alwo)a® (4wp) - V3,12(xs),

(6.70)

where each of the 32 functions Vj ;(X4, nwp) in (6.68)—(6.70) was found to be

functionally dependent on 34 DC terms x4 ;:

Vi,i(x4) = Vi i(x4,1, X425 . ., X4.34). (6.71)

These DC terms are given by

x4,1 = a*(wo)a(wo),
x43 = a*(2wo)a*(w),
x4,5 = a*(3wo)aBwy),
x4,6 = a* (3wo)a(wo)a(2wp),
x4, = a*(3wo)a’ (w),
x4,10 = a*(3wo)a* (wo)a’ (2wo),
x4,12 = a**(3wp)a’ 2wy),
X4,14 = a* (4wo)a(4wp),
x4,15 = a*? (4owp)a* (wo)a® (3wo),
x4,19 = a*(4wp)a’ (2wo),
X423 = a*(dwp)a* (o),
x4,27 = a* (4wp)a* Bwp),
x431 = a* (4wp)a(2w)a* (3wy),

X4, = X3 s

for 16 < i (even)< 34.

x40 = a*(2wo)a(2wo),

X4.4= X} 3,
X47= X} ¢,
X4,9= X} g,
X4,11= XJ 105
X4,13 = XJ 155

x4,17 = a*(4wo)a(wo)a(3wp),

X421 = a*(dwp)a* 2wo)a* (3wo),
X425 = a*(4wp)a** (wo)a(2wp),

X429 = a*(dwp)a** (wo)a* (3wo),
x4,33 = a*(4wo)a* (wo)a(2wp)a(3wo),
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Kurokawa theory of oscillator design
and phase-noise theory!

Oscillators are essential components of radio-frequency (RF) transceivers in wireless
communication systems. Together with mixers, they are used for frequency transla-
tion. Oscillators are nonlinear autonomous circuits that establish their own operating
frequency and amplitude of oscillation. In this chapter we will review the nonlinear
Kurokawa theory developed for the design of oscillators. The Kurokawa theory is able to
account for the device nonlinearity to predict the oscillator operating point (frequency,
amplitude) and establish the stability of the operating point. Experimental vector meas-
urements of the nonlinear device line with an NVNA will then be presented. Next the
Kurokawa theory will be used to derive the oscillator phase noise and amplitude noise
for both white and flicker noise while accounting for amplitude and phase-noise correla-
tion. A comparison with other theories and simulation results will be presented. Finally,
the application of the Kurokawa theory to injection locking will be reviewed and a setup
for simultaneous large-signal RF measurements and additive noise measurements of an
injection-locked oscillator will be introduced.

Oscillator operating point

Consider an oscillator with a shunt resonator represented by the admittance circuit
shown in Figure 7.1. The impedance Y1 is the admittance of the resonator circuit
(load). Y1n is the admittance of the active device which provides a nonlinear negative
conductance at the resonance frequency.

The voltage across the load and the active device can be represented in terms of its
harmonics by

N

() =Re{ Y Vyexp[jn(wor + )]t
n=—N

where N is the number considered in the analysis. Note that ¢ is the phase for the first
harmonic wg; V, are complex numbers except for the fundamental frequency, where V;
is real and positive and therefore equal to its amplitude V; = |V;| = A. The current in
the load is then given by

1 Research collaboration with Inwon Suh and J ayanta Mukherjee is gratefully acknowledged.
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I TN
IL | | U\
O
| ; |
Passive circuit Active device
(resonator) | YL®) v(t) Yin(A) (negative resistance)
| 5 |

Admittance equivalent circuit for an oscillator at the fundamental frequency in steady state.

N
i.(t) =Re { Z I, exp[jn(a)ot + ¢)]}

n=—N
N
=Re { > Yi(rwo) Vi expljn(aot + ¢)]} .
n=—N

The current in the active device is given by

N
iNn(f) = Re { > Iyexp[jn(wot + ¢>)]}

n=—N
N
=Re { Z YIn(Ao, Vo, ..., VN, nwo) V, exp[jn(a)ot + ¢)]} .
n=—N

Note that the admittance YN (Ao, Va, ..., Vy, nwg) of the nonlinear device is a function
of the amplitude A and the complex harmonic coefficients V), for n larger than one.

In steady-state operation the current satisfies ijy + i, = 0, and it results that we have
for each harmonic

YIN(Ao, V2, ..., VN, hap) + YL(nwp) = 0.
Expressed in terms of reflection coefficients, we can rewrite this equation as
I'Nv(Aog, Vo, ..., Vv, nap) x I'L(nwp) = 1.

In harmonic-balance circuit simulations, the circuit shown in Figure 7.2 is used to obtain
the solution of these equations. The frequency-dependent S-matrix S(wo) is given by

S(wo) =

and S(nwy) =

It results that the harmonics nw (with n > 1) are terminated by the passive circuit
so that the circuit operates in closed loop for them. However, an open-loop circuit
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I TN
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Yi(®) 3 S(w) 4 Yin(A)
b3 a4
Passive circuit Active device
(resonator) (negative resistance)

Oscillator circuit used for harmonic-balance analysis.

is generated for the fundamental frequency. The loop gain is then obtained from the
measurement

b3(w)

as(w)

=TI'NA TLQw), ..., TL(Nw), v] x I'L(w),

where the dependence of 'y on the harmonic impedance terminations I'p (nw) is
indicated. The condition for sustained oscillation reduces then to

I'm[Ao, T'LQwo), ..., TL(Nwop), wo]l x I'L(wp) = 1.

The explicit dependence on the harmonic impedance terminations I'L (nw) reminds us
that the device line and the operating point can be modified by changing the harmonic
impedance terminations. This invites the optimization of the oscillator performance
using a load-pull, as will be considered in Section 7.3.

Kurokawa theory of oscillators

The steady-state nonlinear analysis reported in the previous section enables one to
obtain the various operating points possible but does not verify whether these operating
points are stable or unstable.

Following the Kurokawa analysis, the stability of an operating point can be studied
with the help of a perturbation analysis around the operating point. The perturba-
tion is to be conducted up to the first order in terms of the currents ify and ip; that
is, equivalently up to the first order relative to the device admittance YNy and Y1,
respectively.

Let us again consider the admittance model of an oscillator as shown in Figure 7.3.
The basic oscillator is still divided into a linear frequency-sensitive admittance Y ()
and a nonlinear or device admittance YIN(A, w), which is both frequency- and
amplitude-sensitive. A perturbative (noise) current iN(¢#) with frequency around the
fundamental frequency is now placed in parallel with the circuit to disrupt the ideal
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Figure 7.3
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N I

\/lN YL iN C/T\) v(t)

An admittance model of an oscillator.

steady-state operation. Perturbation from higher harmonics can also be considered (see
Section 7.4). However, in conventional oscillators, the linear part usually represents a
tank or resonator. The tank circuit behaves as an open at resonance and as a short for
the harmonics, such that the dominant perturbations are usually around the fundamental
frequency.?

The perturbed voltage v(¢) of the oscillator is then

v(f) = Re {A(t)ej [w0’+¢<’)]} + harmonics, (1.1)

where A(#) and ¢ (¢) are the instantaneous amplitude and phase, respectively, of the
oscillation, which are now assumed to be slowly varying in time. This is the so-called
envelope approximation. Note that wy will be taken as the operating frequency in steady
state.

To perform the stability and noise analysis, the Kurokawa theory introduces the
concept of the instantaneous frequency w; (#) defined from the eigenvalue of the time
derivative operator:

% I:A(t)ej[wol+¢(l)]:| = jo; () [A(t)ej(w0t+¢(t)):| ’

where the instantaneous frequency wj; is given by

dp(t) . 1 dAG@)
dar TAw) dr = @0 + S0 ().

wi(t) = wo +
The current i1N(¢) in the nonlinear device can still be expressed as
in(t) = Re {A(t)ef[w01+¢<f)]YIN[A(r), o (r)]} ++ harmonics. (1.2)

Note that, instead of wp and Ay, the instantaneous amplitude A (#) and instantaneous fre-
quency w; () are now used in the functional dependence of Y1n. Similarly, the current i,
flowing through the linear part is still given by

iL(t) = Re {A(t)ej (w0t O]y, [0 (r)]} + harmonics, (1.3)

where we use wj; (t) instead of wg in Y1..

2 The assumption that Y1, represents a tank is not necessary. The test circuit in Figure 7.2 can handle
large voltage harmonics. Ring oscillators can also be analyzed with a modified test circuit (to be reported
elsewhere).
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Owing to the current conservation, the perturbation current iy = iL + 1N satisfies

in(f) = Re {A(t)ej[w0’+¢(’)] (YL[w;i ()] + YIN[A®), wi (t)])} + harmonics.
(7.4)

We shall now assume that the quantities d¢/dt and (1/A)dA/dt in w; are much
smaller than wg. By performing a Taylor series expansion in both Yp and Yin in
terms of dw(¢), multiplying then both sides of Equation (7.4) by cos(wot + ¢(¢)) and
—sin(wot + ¢(¢)) and finally integrating each of those equations in time over one
period of oscillation 7', we obtain the following relations:

t
iN1(t) = ;/ . iN cos[wot + ¢ (t)]dt
e

d B:(Ao, dA
= 4) (GLien) + GIAW, 0] + G a0 + PR ER),

(7.5)

2 t
(1) = —= / ix sinlof + ¢ (1)1dr
T Ji—r

t
d¢ G/T(Ao,wo)d_A>
dt A(t) dt )’
(7.6)

= A1) (BL(wo) + BIN[A(2), wo] + B (Ao, wo)

where we define

, , , 0GL IGIN
GT(AO, wp) = GL(CUO) + GIN(AO, wy) = —— ,
GICHPN GION Y
0B, 0BIN
B1(Ag, w0) = Bj (wo) + Biy(Ag, wp) = — —
GICIPN 00 | 44w

Note that under steady-state conditions (dA/dt = d¢/dt =0, w; = wg, A = Ag, and
iN = 0) we have

GL(wg) + GIn(Ag, wp) =0,
By (wo) + Bin(Ag, wp) = 0.

Equations (7.5) and (7.6) can be further simplified by noting that, for small § A relative
to Ag, we have the following perturbative expansion:

9dGIN(Ag, wp)
GIN[A(1), wol = Gin(Ag, wo) + a—A(S

= GIN(Ag, @) + G (Ao, )8 A,

dBIN(Ag, wo)
BIN[A(?), wo] = Bin(Ag, wo) + By E— d

= BIN(Ao, wo) + Bin(Ao, wp)SA.

A

A
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Hence Equations (7.5) and (7.6) can be simplified as

int(®) 09GN (Ao, wo) , d¢ B(Ag, wp) dSA
= 3A + G (Ag, wg)— + —m———,
Ao 9A +Orldo- @) g+ = T
lNz(l) dBIN(Ag, wo) , d¢> G/ (Ao, wo) dSA
8A + Br(Ag, wp) — — ———
Ao 9A + Br(Ao. w0) 5 Ay dr
The above two equations can be rewritten into the following final master equations:
, 2 d8A(1)
Y1 (w0)|* T+ A0B BAM) = Br(Ao, @0)ini (1) + G (Ao, w0)ina (1),
(7.7)
¢( ) / : / -
Ao([YH(@o)|? === + @ 844 ) = Gi(Ao. wo)ini (1) — Bi(Ao, wp)ina (1),
(7.8)
where we define Y as
. . YL N
Yt = G o+ jBro = Gr(Ao, wo) + jBr(Ag, wp) = — -— )
' ' LICH P 00 {4, w0

and the correlation factor o and stability factor 8 for shunt resonance as

o = G1(Ag, wo)GN (Ao, o) + Br(Ag, wo) Biy (Ao, @),
B = Br(Ag, wo)Gin (Ao, o) — G1(Ag, wo) Biy (Ao, @0).

These equations are the same as those originally derived by Kurokawa [1] except for the
inclusion of the frequency dependence of Yin(A, w) in the coefficient Y7, replacing Y; .

It results from the master equation (7.7) that, for the operation point (Ag, wp) to be
stable, the perturbation § A(#) must decay, and therefore the stability factor must be
positive:

B > 0.

Note that the factor S can be expressed in terms of the following generalized scalar
cross product:

B =Yino x Yro=|Y10| [Yino[sing,

where we define the vectors Y’T’0 = [G/T,o B%,o] and YIN 0= [GIN 0 BI’N 0]

[GiN(Ao, wo) Biy(Ao, a)o)]. The angle 6 is defined, for consistency with the Kurokawa
theory [1] [2], as the angle clockwise from the device line direction —YiN o to the load
line direction Y/ as shown in Figure 7.4. The stability coefficient g is then positive if
we have

sinf > 0.

It results that the angle 6 must be between 0° and 180° in order for the operating point
to be stable. Graphical examples for a stable and an unstable operating point are shown
in Figures 7.4(a) and (b), respectively.
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(a) Y (0) Loadline (b) Y (0) Loadline

Stable Unstable

Oo<e< 1800 ’|800<9<360O _YlN(u)O' A)

1 (09, Ag)
_ Device line

=Yin(wg, A)
Device line

Stable (a) and unstable (b) operating points using Kurokawa graphical analysis.

Vector measurement of device line with real-time active load-pull

Oscillators are usually designed using circuit simulations. In harmonic-balance simula-
tors, joint power sweep (A) and frequency sweep (w) are used to determine the operating
point (Ag, wp) which enforces the unity loop gain I', (w)['in(A, @) = 1. However, the
reliability of the simulation results obtained for predicting the performance of a phys-
ical circuit realization will depend on the fidelity of the device and circuit models. It
results that in many situations it would be desirable to be able to measure the device
line YN to assist with the design of the oscillator circuit. The device line can also be
used in turn to optimize the output power and the phase-noise characteristics of the
oscillator [1] [3]. By finding the optimal load network of the oscillator at the fundamen-
tal frequency, the output power can be maximized [4] [5] [6]. In addition, the impedance
termination for the harmonics can be used to optimize the output power, phase noise,
and output harmonic content of the oscillator. Results from a previous study using active
load-pull measurements [7] indicate that the second-harmonic load impedance is of
importance for optimizing the oscillator’s output power and efficiency. In this section
we shall discuss the use of power sweep and real-time active load-pull (RTALP) for the
rapid prototyping of a 2.5-GHz discrete oscillator.

Test oscillator circuit

The oscillator circuit used for our analysis is shown in Figure 7.5. It is realized with
an ATF54143 pHEMT. A series feedback network and a terminating network are used
to induce a stable input reflection coefficient I'iN(|ay |, wp) with magnitude larger than
unity at the targeted frequency of 2.5 GHz [8]. For the associated negative resistance not
to break into self-oscillation during the measurements, the Nyquist stability condition
needs to be satisfied. That is, care must be taken that the loadline does not circle the
device line. As we shall see, this is readily achieved for a source impedance of 50 €2 if
the device line stays clear of the region neighboring the center of the Smith chart.

A drain voltage of 2.0 V and a gate voltage of 0.55 V yielding a drain current of 27
mA are applied to the device for its DC biasing. Both a broadband bias tee and a A /4
bias line are used for the drain biasing.
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A schematic diagram of the resonant negative-resistance circuit tested.
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RTALP system used for the multi-harmonic characterization of the nonlinear negative resistance
of an oscillator designed to operate at the frequency f.

The terminating network is implemented with a transmission-line resonator. Series
feedback is implemented using a shorted stub with a capacitor tap for tuning the negative
resistance.

Real-time multi-harmonic active load-pull system

The diagram of the testbed used for the RF measurements is shown in Figure 7.6. This
test system which is configured with an LSNA is used to perform the frequency sweep,
power sweep, active load-pull, and real-time multi-harmonic active load-pull.

As shown, the RF sources (nwg) are connected to the oscillator via port 1 of the
LSNA. The incident wave a (nwq) injected from the RF source (nwp) and the reflected
wave bi(nwg) from the oscillator are then measured with the LSNA.

To determine the optimal impedance termination for the second and third harmon-
ics, we adopt the the multi-harmonic RTALP technique introduced in Chapter 5. For
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this measurement, a frequency offset Aw of about 200 kHz is used. In this method an
incident wave (see Figure 7.6) at nwo + Aw is injected into the oscillator network. The
time-varying reflection coefficient obtained for a given incident power,

1
Pine = (nog + Aw) = Slai (neg + Aw)*, (7.9)
can be calculated using

nys:stSB aj(nwg + p Aw)e/PAe!

ZiS:stSB by (nwy + p Aw)eirdor’

I'L(nwo, t) =

In addition to the reflection coefficient, the total output power can be represented by

N
Pout,total = Z Pout(nao, ),

n=1
where we defined Poy(nwy, t) as

SSB SSB

Pow(nag, )= =2 3 D vy + p Aw)if(nwo +g Aw)el TTOA,
p=—SSB g=—SSB
(7.10)

Experimental results

The amplitude of the small-signal input reflection coefficient |I';n(0, wg)| versus fre-
quency measured from 2 GHz to 3 GHz with the LSNA in its network-analyzer mode
is shown in Figure 7.7. The tuning capacitor and the length of the stubs were adjusted
such that the negative resistance peaked within the desired frequency range. As a result,
a magnitude of 3.7 is observed at 2.5 GHz in Figure 7.7.

4 T T T T T T T T T

0-5 1 1 1 1 1 1 1 1 1
2 2.1 2.2 23 24 25 26 27 28 29 3

frequency (GHz)

Measured magnitude of I'1\ (0, w) versus frequency. (From [8] with permission, ©2007 IEEE.)
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Comparison of output power versus incident power for various biasing configurations and
second-harmonic impedance termination. A maximum output power (P, max) of 23.8 mW
(dotted line) is obtained with the A /4 drain bias tee. With a broadband drain bias tee, P, max
increases to 31.0 mW (gray line). Using both recursive RTALP and power sweep, a maximum
output power of 38.8 mW is obtained with 9.1 dBm ay (black line). (From [8] with permission,
©2007 IEEE.)

Large-signal measurements are performed next. The nonlinear input reflection coeffi-
cient can be obtained from both the incident wave a; and the reflected wave b; measured
by the LSNA, using

bi(w)
I'iNn(lai], @) = . (7.1D
ai(w)
The output power delivered to the load can be then calculated using
1 2 1 2
Pr(wo) = Elbl(wo)l - Elal(wo)l (7.12)

To increase the maximum output power from the oscillator, the incident power on the
negative resistance is swept. A comparison of the output power obtained versus inci-
dent power for two different biasing configurations is shown in Figure 7.8. The output
power at the fundamental frequency obtained by using a A /4 high-impedance bias line
connected to the drain is shown (dotted line). A maximum output power of 23.8 mW
is obtained. For this measurement, a 50-Q2 termination is used for the second-harmonic
load impedance. Since the A /4 bias line provides an open termination at the funda-
mental frequency, it also implements a short at the second harmonic, preventing any
further second-harmonic optimization from the load circuit. To circumvent this prob-
lem, a broadband bias tee can be used so that the second harmonic can be productively
tuned. As can be seen in Figure 7.8, the impact of the bias tee is quite significant as
the output power is increased to 31.0 mW. The load impedance at the fundamental
frequency which provides the maximum output power Pr max can then be identified
using
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Loci of 'L (2w, t) obtained from the RTALP measurement with the LSNA. A frequency offset
of about 200 kHz is used. (From [8] with permission, (©)2007 IEEE.)

1

- (7.13)
I'iNn(lai1,opt]s @0)

IL(wo) =

While keeping this optimum I'L(wg), the RTALP technique is applied next to find
the optimum I't (2wg) which provides maximum output power. For this measurement, a
2w + Aw signal is injected from the RF source (2wp) and a 2.5-GHz signal is injected
from the RF source (wp). Figure 7.9 shows the loci of I't (2w, t) obtained from the
RTALP measurements.

The output power contour plot in the I't, (2wp) plane is depicted in Figure 7.10. This
output power contour plot is generated on the basis of Equation (7.10) with the loci of
I'L(2wp). As can be seen, the maximum output power of 39.5 mW is obtained. However,
this is slightly affected by memory effects due to the phase sweeping. For the same
conditions an output power of 38.3 mW has been verified to be actually obtained using
active load-pull.

By fixing the second-harmonic load impedance to its optimal value, we can remeasure
anew output power versus incident power, which now accounts for the second-harmonic
termination. As shown in Figure 7.8, the maximum output power of the oscillator is
increased in the end from 31.0 mW to 38.8 mW. A new optimum value of 't (wg) that
provides this maximum output power is also obtained from this measurement. A com-
parison of the output powers obtained for active load-pull and constant phase under
various measurement conditions is given in Table 7.1.

The optimum third-harmonic load impedance was also determined using RTALP
measurement. However, the third harmonic was found to have a negligible impact on the
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Table 7.1. Comparison of the measured output powers. (From [8] with permission, (©2007 IEEE.)

Method Termination Method Termination Output power
wo I'L(wo) 2w I'L(2wo) (mW)

Power sweep 0.415/177.8° Load 0£0.0° 31.0

CW power 0.415/177.8° RTALP 1/168.0° 39.5

CW power 0.415/177.8° ALP 1/168.0° 38.3

Power sweep 0.416/171.0° ALP 1/168.0° 38.8

Power contour

0.04

0.035

0.03

0.025

0.02

Output power contour plot in the I'r (2wq) plane, obtained from the RTALP measurement
by the LSNA. The black dot indicates the optimum second-harmonic load impedance
(I'L,opt Qwp) = 1/168°) which maximizes the output power (39.5 mW). (From [8] with
permission, (©2007 IEEE.)

maximum oscillator output power. Other oscillator results with third-harmonic output
results are presented in Ref. [9].

A trajectory plot of the device line Fﬁ\} (Jay (wo)|, wop) for increasing incident power
|ai(wp)|, obtained with (black top line) and without (gray bottom line) the optimum
I'L,opt(2wo) termination, is shown in Figure 7.11. The black arrow indicates the direc-
tion of increased incident power levels. The power is swept from —15dBm to 14 dBm
in steps of 1 dBm. The bottom gray line is initially obtained from the power sweep using
a load termination of 50 2 for the second harmonic. The bottom gray dot gives the opti-
mum load I'L opt1 (wp) = 0.415 £ 177.84° which provides the maximum output power
of 31.0 mW for 8.1 dBm of incident power. The top black line is measured after applying
the optimum second-harmonic termination I'L opt(2ewp) obtained from the RTALP meas-
urements. The black dot locates the optimum load I' ope2 (wp) = 0.416 £ 171.0° which
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Device line l"ﬁ\ll (lay], wp) versus the incident power Pipe = (1/2)]a; (wp)|? for two different
measurement conditions. (From [8] with permission, ©2007 IEEE.)

provides the maximum output power of 38.8 mW with the incident power of 9.1 dBm.
As can be seen, the trajectory of the device loadline is slightly modified when using the
optimum load termination I'L opt(2wp) for the second harmonic.

Self-oscillation test

To verify the accuracy of the device line FH\II (Jai], wp) for realizing an oscillator
using the Kurokawa theory, a self-oscillating circuit was tested [8]. A schematic dia-
gram of the experimental testbed used for the self-oscillation measurement is shown in
Figure 7.12. The broadband bias tee of the LSNA is used for the drain bias in this test.
The total loss including tuner (0.8 dB) and bias tee plus LSNA coupler plus cable (6.9
dB) losses adds up to 7.7 dB.

A load tuner is used to set the targeted reflection coefficient at 2.5 GHz. However, the
impedance of the second harmonic could not be controlled in this self-oscillating testbed
but was verified to be around I'. 2wg) = 0.43 Z 100°. The device line F&l(ml [, wp) is
therefore measured for this constant second-harmonic termination.

Both the loadline I' (wg) and the device line Fﬁ\ll (la1|, wp) are plotted in Figure 7.13.
In this measurement, 't (wg) is swept from 2 GHz to 3 GHz (gray arrow). The device
line is measured with the LSNA at 2.5 GHz with incident power from —15dBm to 14
dBm (black line) while keeping I't, (2wg) = 0.43 / 100°, which is the approximately 2w



214

Figure 7.12

Figure 7.13

Kurokawa theory of oscillator design and phase-noise theory

Tuner ﬂ%%

[Fermination |°

= 7.7dB
g ﬁ ﬁ Testbed Spectrum

Q 5 Attenuation Analyzer
= PC

A schematic diagram of the testbed used for verifying the self-oscillation. (From [8] with
permission, ©2007 IEEE.)
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Loci of the device line Fﬁ\Il (lay|, wp) and the loadline I't,(wq) of the tuner used to realize the
self-oscillating oscillator. (From [8] with permission, ©2007 IEEE.)

termination provided by the tuner. The black dot indicates the expected operating point
at I'L(wg) = F&l(lal |, wp) = 0.56 £ 175° of the oscillator at 2.5 GHz. This operating
point yields a power of 28.3 mW (14.5 dBm) as shown in Figure 7.14. The operating
point satisfied the graphical stability criteria (0° < 6 < 180°). Note that the Smith chart
provides a conformal mapping of the admittance (Y) plane in the reflection-coefficient
(") plane, such that the angle between any two direction vectors is conserved in the
Y-to-I' mapping. The same Kurokawa rules as those derived in the Y plane can there-
fore also be applied for the analysis of the stability of the operating point in the I'
plane.

Finally, note that the Nyquist requirement at |a;| = O for starting the oscillation with
the load tuner forces the selection of an operating point below the maximum-power
point in Figure 7.14.

Self-oscillation was verified using the load tuner and a spectrum analyzer. A com-
parison of predicted results from Kurokawa theory using LSNA measurements and
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Table 7.2. Comparison of predicted and measured oscillation frequency and
harmonic power. (From [8] with permission, ©2007 IEEE.)

Kurokawa theory Measured
Fundamental frequency (GHz) 2.5 2.515
Fundamental power (dBm) 14.5 14.1
Second-harmonic power (dBm) 1.22 —-3.19
Third-harmonic power (dBm) —29.08 —36.8

35 T T T T T T

30

20

P (mW)

15

10

0 I 1 1
-20 -15 -10 -5 0 5 10 15

a; (dBm)

Output power versus a; calculated from LSNA measurements. The dot gives the predicted
output power of 28.3 mW (14.5 dBm) at the operating point |a;| of 11.2 dBm obtained in
Figure 7.13 at 2.5 GHz. (From [8] with permission, ©2007 IEEE.)

spectrum-analyzer measurements of the self-oscillating oscillator circuit is summarized
in Table 7.2. The observed frequency of self-oscillation is 2.515 GHz. Accounting for
the losses from the testbed (6.9 dB) and tuner (0.8 dB), an oscillator output power of
14.075 dBm is obtained. This output power is in reasonable agreement with the pre-
dicted output power of 14.5 dBm in Figure 7.14, considering that the second-harmonic
load impedance is controlled only approximately in this simple self-oscillating testbed.
A complete circuit realization of the oscillator circuit with a multi-harmonic load cir-
cuit for optimal output power is reported in Ref. [9]. Note that, as we shall see in the
next sections, an optimal output power is an important criterion for reducing the output
phase noise of an oscillator in the case of white noise. In the case of 1/f noise only the
amplitude noise will be reduced with increasing output power.

Impact of white noise on an oscillator

In this section we shall discuss the application of the Kurokawa theory to the deriva-
tion of amplitude and phase noise in an oscillator in the presence of white noise. The
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Kurokawa theory provides valuable circuit insights that complement the computational
noise-analysis techniques implemented in modern harmonic-balance simulators.

The advantage of the circuit-based Kurokawa theory over more recently devel-
oped phase-noise theories such as the impulse sensitivity function (ISF) approach
[14] is its ability to account for the correlation between amplitude and phase
noise (AM-to-PM conversion). Yet in the uncorrelated case (AM-to-PM conversion
neglected) the generalized Kurokawa theory yields similar results to the ISF approach
and harmonic-balance simulations. For the correlated case (strong AM-to-PM conver-
sion) the generalized Kurokawa theory yields similar results to harmonic-balance-based
simulations that use the conversion-matrix method [15] [16] and the perturbation
projection vector (PPV) technique [10] [11] [12] [13].

However, unlike other approaches [10] [11] [12] that rely on numerical computations,
the Kurokawa theory yields analytic circuit-based results that can be easily used by
circuit designers. In the generalized Kurokawa model presented here, the noise sources
can be either stationary (white noise) or cyclostationary (up-converted 1/f noise;
down-converted white noise or shot noise associated with an RF current). Note that
a cyclostationary noise can be decomposed as the product of a stationary noise source
and a deterministic periodic RF oscillation. Additional cyclostationary effects such as
the impact of large-signal RF oscillations on noise sources can also be accounted for, as
was discussed in Chapter 5, for the Lorentzian (popcorn) and 1/f noises generated by
traps [17].

The master equations (7.7) and (7.8) derived in Section 7.1 are still applicable except
that now the perturbing current iy applied across the oscillator is a white-noise source.
Flicker noise will be discussed in the next section.

Following Kurokawa [1], we have the following spectral densities:>

Sn(H) =lel’,  Sig (f) = Siga (f) = 2lel*.

If we assume that Equations (7.7) and (7.8) hold for all time (oscillator on for a long
time) and iNj(¢) and ino(2) are stationary processes then A(¢) and ¢ (¢) are also them-
selves stationary [18]. On taking the Fourier transform of Equations (7.7) and (7.8),
we get

A(A
Aa)—a (Aw)

2 I . .
yy |Yi|"+B 8A(Aa)):A—0[le(Aw)B/T’O—l—zNz(Aw)G’T,O], (7.14)

1
Jj Ao |V ¢(Aw)+a sA(Aw) = o [N1(A0)Gr — ixa(8w) By ] (7.15)
0

Note that in this Fourier transform we use the frequency Aw to emphasize that we are
dealing with a small (usually below 10 MHz) offset frequency compared with the RF
frequency wg. From Equation (7.14) we get the amplitude-variation spectral density

3 This is equivalent to the so-called narrowband representation of noise: iN = iy cos(wgt + @)+
iN2 sin(wqt + ¢). Since the RF noise iN has twice the bandwidth B of the baseband noises in and iNo,
we have (i%) =2BS; = BSiy, = BSiy, = (ig) = (i%y)-
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2| Y (w0)| lel?

Soa(Aw) = ——ITE0
AOIB + Aw |YT((UO)’

using |ini (Aw)|? = |ina(Aw)|? = 2Je|? [1]. Then Ssa(Aw) is normalized by A3 to
obtain the following final analytic expression for the white amplitude noise:

2| Y (w0)| fel?

Sa,white(Aw) = 4 (7.16)
AYB? + Aw? A} |Yi(w0)]
The autocorrelation Rs4(7) is obtained from a Fourier transform of S54 (Aw):
R = T expte (7.17)
5A(T) = exp(—niti), .
Aop
where we introduced the corner frequency :
Aop
n=--—
‘YT(C‘)O)‘
From Equation (7.15), we get the following expression for Sp white:
2
2le)? o? Y1 (o) 2|e|?a?
S¢,white (Aw) = _ _ 1 7)) |/T 4| T X g
A Y (wo)|” Aw Aw? |Yi(wo)|" + AZB of
(7.18)

The phase double-sided spectral density obtained in Equation (7.18) is in agreement
with [2] for the uncorrelated § A and ¢ case (o/8 = 0). Note that the general solution
of Equation (7.15) is valid up to an arbitrary impulse:

21,12
a’le
S¢.WHITE(A®) = Sg white (Aw) + 27 (02 + FAl ) §(w). (7.19)
0
The impulse weight is selected so as to satisfy the non-zero boundary condition of
Ry(0) = o2. By taking the inverse Fourier transform of Equation (7.19) we obtain for
the correlated case
2

(1+°‘_> |f|—°‘2|e|2[ex (—nlzl) —1]. (7.20)
B2 g3l P Y

le|?

A% V(o)

Ry(t) = 0? —

Here we have used the relation o> + g2 = |YI’N(A0, o) |2 |Y+ (wo) |2. These results have
been computed using the following inverse Fourier transform pairs:

1 1 1 1 1
F |:a7:|=—§|1'| and F |:—E2+Aw2:|:EeXp(_é|t|)'

In accordance with IEEE definitions [19], Equations (7.16) and (7.18) provide
the amplitude noise S, white(Aw) and phase noise £ = Sy white(Aw), for white noise
injected across an oscillator with a shunt resonator. A phase detector is required to mea-
sure them. However, the amplitude and phase noises are sometimes evaluated from the
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spectral analysis of the voltage noise using a spectrum analyzer, and it is useful to derive
the voltage spectral density.
If the voltage across the tank is given by

v(t) = A(t)cos[wpt + ¢ ()] + harmonics,

then the autocorrelation of the voltage for stationary Gaussian noise processes is given
by (see Appendix II in [3]),

1
Ry (1) = z[A%, + RgA(r)]cos(wor)exp[R¢(7:) — Ry(0)]. (7.21)

Rsa(t) and Ry (7) represent the autocorrelation functions of the amplitude deviation
8 A and the phase ¢, respectively, derived in Equations (7.17) and (7.20).

The first term in Equation (7.21) which is proportional to A% is the PM noise. The sec-
ond term involving Rs4(7) is the AM noise term. Equation (7.21) is derived neglecting
a third contribution arising from the correlation between phase and amplitude noises.
This is justified since the PM noise will be verified below to be dominant over AM noise
so that it can be assumed to be dominant also over this third contribution.

The autocorrelation function for the tank voltage is then

le|?

1
Ry (7)) = 5 [A% + A_O,B exp(—n|r|)i| cos(woT)

lel® ( “2> | }
xexp|————= |1+ —=)Izl(e""=1) .
[ oo ) )

According to the Wiener—Khintchine theorem, the power spectral density of the
voltage across the tank can now be obtained by taking the Fourier transform of Ry (7):

Sy (Aw) = F{Ry (1)}.

For @ = 0 (no correlation), a closed-form solution in the form of a Lorentzian (defined
below) is obtained for Sy. No exact analytic solution is available for the Fourier trans-
form of Ry (7) when we account for the correlation between the amplitude and phase
(o non-zero). However, an approximate analytic Lorentzian solution can be obtained
for two practical limit conditions [3]:

Sv,ssb(Aw):Ag[ . ]+c[ m1t 0 ] (7.22)
[ ——

m% + Aw? (mi +n)? + Aw?

PM Noise AM Noise

where Sy b (Aw) is the single-sideband voltage spectral density. In Equation (7.22) we
use ¢ = |e|?/(AoB) and define m as

mo1 for Aw > norfore = 0 and all Aw,

_ 2
"= mo1 |:1 + (%) :| for n > mo1 and Aw < 1,
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approximations for an L-C differential oscillator. (From [3] with permission, (©2007 IEEE.)

with
le|?

my=———->.
A% V(o)

These asymptotic results therefore hold for large and small values of 7. For inter-
mediate value of 1 the Fourier transform of Ry (t) can readily be calculated numerically.
This is illustrated in Figure 7.15 for n/(2w) = 3.5 MHz. As is shown in Figure 7.15,
Sy .ssh(Aw)/ (A(z) /2) is seen to relax for Aw > 7 to the limiting Lorentzian with o« = 0.
The voltage noise spectrum is no longer strictly a Lorentzian, and an inflexion point is
introduced in the PM voltage noise density at the frequency n/(2x).

Figure 7.16 compares the AM, PM, and AM-plus-PM white-noise components of
Sv.ssb/ (A% /2) for a differential oscillator [3]. On a logarithmic graph the approximate
PM/AM Lorentzian spectra have corner frequencies given by m1/(2w) >~ 0.6 MHz and
(my1+n)/(2m) ~ 4.2 MHz, respectively. Since Ag (PM noise) exceeds ¢ (AM noise)
(by 20 dB in Figure 7.16), m1/(2m) is the corner frequency of the total AM-plus-PM
white-noise spectrum.

The inflexion point at n observed in the PM noise spectrum is not easily observable
in the total AM-plus-PM noise spectrum due to the AM noise contribution. A close
agreement of the theory with a circuit simulator (ADS) using the conversion-matrix
method [15] [16] is verified at high offset frequencies (Aw > m) for the circuit con-
sidered. Note that the ADS simulator calculates only the IEEE phase noise, which grows
indefinitely as the offset frequency vanishes.
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Note that both m and m 4 n are proportional to 1/ |Y§ (w0) |2. For a parallel tank,
|Y% (a)o)| 2~ 2C and is proportional to the tank Q. This shows that, at large offset fre-
quencies, Sy (Aw) is proportional to 1/Q? [20]. Note that the equation derived above
presents the voltage noise in terms of measurable parameters Y{ (wp) and YI’N(AO, wg).

The presence of the additional terms («/8) in m provides greater accuracy in the
expression for the phase and voltage noise density. The ratio «/8 should be as low as
possible for reducing phase noise,

o« _ Yiy-Yp _ Y] [Yiy|cost

B Vi< Yr (Y] [tpfsing %

where 6 is the clockwise angle from —Yjy to Y7. It results that when 6 is 90° the
noise correlation is minimized: «/8 = 0. When 6 is 0° or 180° the noise correlation
is maximized: /B8 = oo [1]. In the circuit considered above, the correlation term is
verified in Figure 7.15 to bring a shift on the order of £3.8 dB for frequencies below
n/Q2m).

The comparison of the Kurokawa theory presented above with the ISF theory [14]
is also of interest. As suggested in Ref. [21], the ISF differential equation describing
the phase evolution with time when a small perturbation signal e(¢) is applied can be
defined as

dp) _ .

7 [wot + ¢ ()]e(?), (7.23)
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where ' (9) is the impulse sensitivity function which describes the response of the oscil-
lation phase to a perturbation. The impulse sensitivity is periodic in 6 with period 27
and can be expanded in a Fourier series:

I'(®) =Re {Z T exp(jke)} )

k=0

The ISF equation (7.23) presents some similarities to the Kurokawa equation (7.8)
except that the correlation of the phase to the amplitude fluctuation (AM to PM) is
not accounted for.

Note that only the baseband frequency components of I'[wof + ¢ (¢)]e(r) impact the
slow phase evolution of ¢ (¢), the higher RF oscillations of I'[wot + ¢ (¢)]e(?) being
averaged out. Therefore, in the ISF theory, the component of the white noise e(#) at the
fundamental frequency wy is down converted to baseband frequencies by the Fourier
coefficient I'y of the fundamental frequency (k = 1 for oscillations at wg). Inspection of
Equation (7.15) thus indicates that the coefficients G/T,o / |Y+ (wp) |2 and B’T,0 / |Y+ (wp) |2
are defining I'; such that we simply have

= ol

The ISF theory also predicts that other noise processes can be up converted or down
converted by the remaining 'y Fourier coefficients of the ISE. In the next section we
will discuss 1/f noise and develop a generalized Kurokawa theory that will enable us
to effectively calculate, from circuit considerations, the coefficient I'g reponsible for the
1/f-noise up conversion. Similarly the contribution of the higher Fourier coefficients
I’y can be accounted for in the generalized Kurokawa formalism if the dependence
of the nonlinear device current upon the higher harmonics of the device voltage is
included. For this purpose, the nonlinear device current YiN(A, wp) X A can be replaced
by the multitone Volterra expansions introduced in the previous chapter (Section 6.2)
on behavioral modeling. In the limit of weak harmonic noise, the PHD approximation
can then be used to linearize the dependence of the nonlinear device current at the fun-
damental frequency upon the perturbating noise voltage 6V and 6 V,* at the harmonic
frequency kwq for a noise perturbation ey (r) = Re[8§ Vi (t)exp(ikwot)] located anywhere
inside the circuit,

IN(A, w,8Vi) = YIN(A, 0,0) A

o
1 2
+y [YI(N?,((AO, @0, 0)8Vi (1) + Y13 (Ao, wo, 0) v,j(t)] .
k=1
The resulting noise sensitivity coefficient |I'x| for k > 1 is then

> = ———
A3 Yo’

| [¥rcon - (¥ + ¥R)] + [Yatom x (v - Y[ ]
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Note that in accordance with the PHD theory we have YI(I\ZI?I =0 for k = 1 since no
down conversion is involved for noise at wg. In devices with dominant cyclostationary
noise such as shot noise (white noise proportional to the instantaneous device current)
the down conversion of the noise at higher RF harmonics can be expected to play an
important role. But, once the 'y for all the white-noise processes e, have been eval-
uated, it is sufficient to replace 4|e|?/ (A% |Y{(a)o)|2> = lel2|T11> by Y52, lexl*ITl?
in the Kurokawa white-noise spectral densities derived above. The advantage of the
generalized Kurokawa formalism remains that the correlation between amplitude and
phase noise (AM-to-PM conversion) is also accounted for via the factor ?/B% in
Equation (7.18).

Impact of 1/f noise on an oscillator

In this section we proceed with the extension of the Kurokawa analysis to 1/f noise. As
we have seen, the operation of an oscillator can be linearized around a stable operating
point. On the basis of this fact the Kurokawa analysis can be extended to account for 1/f
noise by accounting for the variation of any DC current (or voltage) biasing [IN(?) =
Ino + §In(2)] [22]. A single DC bias dependence is assumed in this work for the sake
of simplicity, but an arbitrary number of DC bias dependences could be accounted for if
needed. Using the above assumption, the admittance of the nonlinear part YiN(A, @, IN)
can be represented as [3], defining Yin,0 = Yin(Ao, o, INo),

Y Y] Y]
INO ¢4 4 OTINO o oy 9FINO

d
Y] A, ,I =Y A 5 aI
IN(A, w, IN) IN (Ao, wo, INo) + 34 "o T

81N,
(7.24)

where the operating point (Ao, wg, INg) represents the steady-state operating point
without noise and other perturbing signals (Figure 7.17).

The amplitude (§A) and phase (¢) deviation can be represented by the following
differential equations given by [3]:

aYrol|* 1 dSA®D) _
‘ o | 1 di + B 8A(t) = BSIn(), (7.25)
2
‘ Mo 7AW o 5at) = —AsInG). (7.26)
ow dt

+ lin

i
v(t) Y. Yin
In

An admittance model of an oscillator with low-frequency modulation of the nonlinear device
impedance at the fundamental frequency.
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where Y0 = Y1(Ao, wo, INo) and where the two constants .4 and 3 are defined as

_0GT,09GINo | 9BT,09BINO

A - )
Jw LI Jdo 0JIn

B— 9GT,0 9BiNo  9Br,0 IGINO
dw  J0IN dw  OIN

with

9Yino 09GN + dBIN,0
0IN dIN NS

The derivative terms dYN,0/dA, dYIN,0/0IN, and 9YT,0/dw represent the variation of
the admittances with perturbations, where G and B represent conductance and suscep-
tance, respectively. The correlation factor o accounts for the correlation between the
amplitude and phase deviations. §IN(?) is the low-frequency 1/f-noise current which
will be defined by its power spectral density Ssyy, 1/ (Aw) = S/|Aw| in the following
subsection.

Derivation of S, 1,7 (Aw)

As was discussed in Chapter 4, the spectral density for a single trap is given by a
Lorentzian spectrum

21k

— . 7.27
Aw? + A2 (7.27)

SBIN,ltrap(Aw) =

A noise process with a 1/f distribution can then be obtained by a superposition of
many of these Lorentzian distributions with time constants Tp(y) = 1/A = t5exp(py)
that are spatially varying with position y in the oxide (MOS) or wide-bandgap region
(HFET):

dmax
Ssi.1/f (Aw) = / Ssin. 1trap (Aw)dy
0

1 M (—dA)
=— Ssin, 1trap (Aw)
P I
2k A A
=— |tan”! 20 - tan”~! 2
o Aw Aw Aw
km S
~——=— fori < Aw < Ay,
pAw  Aw

where Ag = 1/75 =~ 00, A1 = 1/Tyap(dmax) = 0 and § = k7 /p. It is assumed that each
of the traps captures electrons independently. This is usually justified since the traps are
spatially distributed.

By taking the Fourier transform of (7.25) and (7.26), the following frequency-domain
representations are obtained:

2
Aij Aw SA(A®) + B SA(Aw) = B §In(Aw), (7.28)
0

Yt
ow
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oarrol” .
‘ Ba; JAw ¢p(Aw) + o A(Aw) = —ASIN(Aw). (7.29)
By solving (7.28), § A(Aw) is calculated to be
SA(Aw) = B;YI:(()A;? — (7.30)
o]

Then the expression for the amplitude-noise spectral density for a single trap can be
obtained using (7.27):

28% 0k
SSA,ltrap(Aw) = 1 5 , (7.31)
Y A
(Ae? +22) [ g2+ | 220 22
do | A2
where 0 < Aw < wp. This equation can be rewritten compactly as
1
S an(Aw) = K , 7.32
54, lwap(Aw) = K5 [(Aw2 T (AaE § k3)} (7.32)

where K54 = (2B2kA2) /|3 Yr 00|, ka = 22, and ks = (A282) /|0 Y1 0/de]*.
By taking a summation over all traps in the limit of A = oo and A; = 0, the amplitude-
noise spectral density Ssa,1/7(Aw) is derived to be

1 (M —d\
Ssa.1/f(Aw) = — SsA,1trap(Aw) | ——
1Y Ao A
Ksa 1 1 _1{ %o 1 M
=————— —|tan — ) —tan —
oA Aw? + k3 Aw Aw Aw
SB2AZ 1 1
- |8YT)0/8a)|4 Aw Aw? + k3

for A < Aw < Ay, (7.33)

Finally S5a,1/f (Aw) is normalized by A% to obtain the final analytic expression for the
1/f amplitude noise [23] [24]:
sB? 1 1

Sa.1/f(Aw) = — .
a.1/f |8YT,0/360|4 Aw (Aw? + k3)

(7.34)

Derivation of Sy 1,7 (Aw)

To derive an expression for Sy 1yap(Aw), Equation (7.29) is solved in terms of ¢ (w),
yielding

_ASIN(A®) + a SA(Aw)

¢ (Aw) = 3
jAw|dYr0/00|

(7.35)

Squaring Equation (7.35) yields the 1/f phase-noise spectral density for a single trap:

Aw? + k1
Aw2(Aw? + k) (Aw? 4+ k3) |’

Sgb,]trap(Aw) = qu |: (7.36)
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where Ky = 2hkic?, k= A/|8YT,0/8a) 2, ky = A2, and k; and k3 given by

ki = [ A3BA+aB?| (Al Yro/d0l),
ks = (4387) 10¥ro 00"

By summing over all the traps as in Equation (7.33), the final analytic expression for
the 1/f phase-noise spectral density Sy 1,7 (Aw) is obtained:

e (—dn)
S¢’s1/f(Aw) = ;/ S¢,ltrap(Aw) .

Ao

2kt (Aw? + k) 1 N s
= — | tan — ] —tan -—

0 A2 (Aw? +k3) Aw Aw Aw

Sk2(Aw? + k

Ao (Aw? + k3)
Sk? k; _ Sk? l+aB 2
AP k3 Awd BA

for .1 < Aw < min {V/k1, Vk3, Ao} (7.37)

[

The phase noise is seen to vary as 1/Aw? for 1/f noise due to the frequency shaping
resulting from the resonator. Here we have derived expressions for the amplitude and
phase spectral density for 1/f noise that hold in the presence of correlation between
amplitude and phase noise.

Expressions for the amplitude (AM) and phase (PM) components for the oscillator
voltage spectral density Sy 1/ (Aw) are given in Ref. [3]. Note that closed-form expres-
sions are obtained for the autocorrelation Ry 1/¢(7) and Rsa,1/¢(7) (not reported). For
the uncorrelated case (k3 = k1) the phase autocorrelation Ry, 1,7 (7) reduces to

k2 [ e=Holtl e—Mltl 1 e—oltl 1 e~ Mt
Ry.yp(m ==~ - +<—————+ >|T|

223 222 Ao 2X0 A 201
. . |l
+ (Bi(=haleh — Ei(=aolt)) S5- |, (7.38)

with Ei(x) the exponential integral.

Substituting the analytic expressions for Ry 1,7 (t) into Equation (7.21) while option-
ally neglecting Rsa,1/7(7) yields a closed-form expression for Ry 1,7 (7). The voltage
noise density Sy 1,7 (Aw) can then be obtained by calculating numerically the Fourier
transform of Ry 1,7 (7). Unlike the IEEE phase noise Sy 1,7 (Aw)/2, which diverges at
zero Aw, the voltage spectral density Sy 1,7 (Aw) (observable with a spectrum analyzer
but not calculated by current commercial harmonic-balance simulators) is found to satu-
rate at low offset frequencies (see the free-running oscillator phase noise in Figure 7.24
later for an experimental example and Ref. [3] for Kurokawa modeling results). This
saturation is a requirement of power conservation, since the integration over frequency
of the voltage spectral density Sy 1, f,ssb (Aw) yields the oscillator output power (A% / 2).
An approximate estimate of the ceiling voltage noise density Sy 1, (ceiling) and corner
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frequency Afi,y(ceiling) can indeed be obtained from power conservation alone by
assuming that the 1/Af3 spectrum holds up to the ceiling corner frequency:

A} AZSKk*k

20 with F=20" L

JF 212

1

1 F 3
A ili = — - .
Sy (ceiling) 21 (S V/f (ceiling))

Sv.1/ f.ssb(ceiling) = 0.6 x

It is of interest to compare the Kurokawa result for 1/f noise with the result of
the perturbation projection vector (PPV) [11] [12] for the nonlinear time-dependent
techniques developed by Kaertner [10]. An analytic expression for Ry, 1/¢(Aw) that is
valid for small offset frequencies Aw has recently been reported for the PPV method
[13]. One can verify after numerical integration* that, for large measurement times,
the PPV Ry 1/7(Aw) (Equation (73) in Ref. [13]) yields essentially the same volt-
age spectral density Sy 1/r(Aw) as that obtained from the Kurokawa Ry 1/¢(Aw) of
Equation (7.38) independently of the strength S used for the 1/f noise. In particular,
the same ceiling Sy 1,7 (ceiling) is obtained from both numerical calculations for large
measurement times. Furthermore, no nonlinear dependence on the 1/f-noise strength
S of the 1/Aw? offset-frequency dependence of Sy /f (Aw) is observed at high offset
frequencies (away from saturation) for the PPV method, in agreement with the linear
Kurokawa theory. Note that this close agreement in Sy 1,7 (Aw) for the two theories is
obtained despite the fact that the autocorrelation Ry 1/¢ in Ref. [13] is derived using
the Keshner model for 1/f noise, whereas a sum of Ornstein—Uhlenbeck processes
is used for modeling the 1/f noise in the above generalized Kurokawa derivation.
The advantage of the generalized Kurokawa treatment remains that the correlation
between amplitude and phase noise (AM to PM) is accounted for via the factor k1 /k3
in the general expression for Ry 1/¢ given by Equation (24) in Ref. [3] as well as in
the IEEE phase noise £ = Sy 1,7 (Aw) given by Equation (7.37). The importance of the
AM-to-PM conversion and the accuracy of the Kurokawa phase-noise results obtained
for non-negligible correlation is further investigated in the next section.

Note that, in the presence of both white and 1/f noise, the correct approach for
calculating the total voltage spectral density Sy 1/r(Aw) from Ry 1,¢(T) is to first
sum their respective phase and amplitude autocorrelations Ry 1/7(t) + Ry white(T) and
Rsa,1/7(T) + Rsa, white(t). Summing instead Sy 1/ (Aw) and Sy white (Aw) can yield
incorrect results for strong white noise. Indeed, the saturation of the voltage spectral
density Sy, 1,7 (Aw) for vanishing offset frequencies occurs only once, due to whichever
noise process (white or 1/f) induces it first (see Figure 12 in Ref. [3] for an example).
No such issue arises for the IEEE phase noises Sg ; (Aw)/2 (and S, ; (Aw)) of different
uncorrelated processes i, which can just be added like Ry ; (7) (and Rsa,; (7)) owing to
the linearity of Equation (7.8).

Application of the white- and 1/f-noise theory to the analysis of an L—-C RFIC oscil-
lator has been reported in Ref. [3]. A mode theory is used to calculate the effective noise

4 Comparison to be reported elsewhere by Inwon Suh and the author.
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source across the tank contributed by the four transistors involved in the two CMOS
differential pairs. The contribution of the tail current is also accounted for.

Range of validity of the Kurokawa equations

Note that these analytic results for the Kurokawa theory were derived using a first-
order perturbation of the nonlinear admittance Y1, and Yin. The validity of the first-order
perturbation could be questioned for 1/f noise due to the diverging amplitude of the
noise for low offset frequency. However, in practice the offset frequency assumed in
the 1/f model is usually physically limited to a finite frequency range from Awpjy to
Awmax- The validity of the Kurokawa approximation can then be verified by using a
second-order perturbation (defining Y1 = YL + YINv):

YN0 19%YNo . o
Yin(A, w0, Ino) = Y, 054 + = 0 542,
IN(A, wo, Ino) = YN0 + = +2 12

Y- 192y
Yr(Ao, @, Ino) = Y10+ =2 8w + 5 —5 0”,

ow 2 dw

and verifying that the second-order terms are smaller than the first-order terms:

2

)

0A 0A2

dYro /[ 3*Yro
Szt) 4 A AL
OIS ' aw/ L

‘SAz(t)) <<4‘ 8YIN,O/ 32YN.0

2

One can then determine whether these criteria are statistically met by using the average
values |8A2| = Rs4(0) and |8a)2| = R;4,(0), where their respective autocorrelations
Rs4(0) and Rs,,(0) at DC are obtained by integrating over frequency the spectral den-
sities: Sy, 1/7(Aw) and S5a,1/7(Aw). These criteria are usually easily verified for fiin
of 10™2 Hz or larger, for the 1/f-noise strength S and correlation factor aB/(8.A)
exhibited by common devices.

The circuit-based 1/f-noise theory reported above can also be evaluated by com-
paring its results with those obtained from harmonic-balance simulators using the
conversion-matrix methodology [15] [16]. For this purpose, a modified Van der Pol
oscillator with nonlinear capacitances was developed to provide direct AM 1/f-noise
and PM 1/ f-noise generation for the uncorrelated case as well as AM-to-PM 1/ f-noise
conversion for the correlated case [25].

Comparisons between the theoretical results and simulations obtained using the ADS
harmonic-balance simulator are shown in Figures 7.18 and 7.19 for the amplitude and
phase noise, respectively. Normalized correlation factors aB/(8.A) of —10, 0, and
10 dB are used for the three comparisons shown. A very close agreement is observed
for the 1/f amplitude and 1/f phase noise between the analytic model and the circuit
simulator for weak-to-medium AM-to-PM conversion. The phase noise calculated from
Sv.1/f.ss0/ (A§/2) (old IEEE definition) is also shown in Figure 7.19.
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+
v(t) Yi iN C/T\ |Is |cos (ogt)

Equivalent circuit for the one-port injection-locked oscillator.

Injection locking and additive phase-noise measurements

The Kurokawa stability and noise theories reported in the previous sections were devel-
oped for a free-running one-port oscillator. The Kurokawa envelope analysis can also
be applied to analyze injection-locked oscillators for both one-port [1] [2] and two-port
[26] oscillator circuits. The equivalent circuit for the case of the one-port oscillator is
shown in Figure 7.20. Under injection-locking conditions, the oscillator oscillates at the
same frequency as that of the injected signal. Also, the phase of the oscillator is no
longer slowly drifting due to the noise but is instead locked (with a constant offset) to
the phase of the injected external signal.

Theory

The Kurokawa analysis of injection locking proceeds using Equations (7.5) and (7.6),
where now the injected signal iN(¢) is replaced by

iN(t) = |Is|cos(wst) + in(1),

with |Is| and ws the amplitude and frequency of the locking signal. Note that wg
is selected to be close to the oscillating frequency wg of the free-running oscillator.
The oscillator noise current source iN(#) shown in Figure 7.20 is also included for
completeness. The Kurokawa equations then reduce to

d$ | By(As.ws) dA
GL(@s) + GINIAD), 5]+ Gi(As, ) S 4“1 00

_ s ini (1)
= A—Scosqb(t)-i- A5 (7.39)

dp Gir(As,ws)dA
B B 4 t , B’ 4 , T
L(wS) IN[ ( ) a)S] T( S, WS dt ! dt

1 NG
= Il gy - 20
As As
Note that, under steady-state injection-locking conditions (dA/dt=d¢/dt =0,
w; =ws, A = Ag, and ¢ = ¢g), the operating point is obtained from the following
system of transcendental equations:

(7.40)

[Is]
GL(ws) + GIN(As, ws) = As cos ¢s, (7.41)

IIs| .
By.(ws) + Bin(As, ws) = T A sin ¢s, (7.42)
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Kurokawa graphical analysis for injection-locking. The device line is assumed to be weakly
frequency-dependent for simplicity.

where ¢s and Ag are the phase and amplitude, respectively, of the injection-locked
oscillator voltage at the fundamental frequency. Given the input variables |Is| and ws,
we can solve Equations (7.41) and (7.42) for the output variables ¢s and As.

A graphical analysis is constructed in Figure 7.21 from the vector
addition Yp = —Yin+Ys, where we introduced the injection vector Ys =
(|Is|/As)[cos(—¢s) sin(—¢s)] [1] with a phase —¢g relative to the oscillator
fundamental voltage taken as a reference. For a small injected signal Is, the locked
operating point (ws, Ag) is close to the free-running operating point (wp, Ap) and a
perturbative analysis can be used for calculating the steady-state injection-locking
operating point. Equations (7.41) and (7.42) then reduce to the following approximate
linear system of equations:

I
G:F(a)())SQS + G;N(A(), wo)dAs = |A_S| cos ¢s, (7.43)
0
I
Bfr(wo)SQS + BI/N(A(), wo)SAs = —|A—S| sin ¢s, (7.44)
0

which is readily solved for §As = As — Ap and §Q2s = ws — wy in terms of |Is| and ¢s.

The stability and noise analysis for arbitrary injection power levels proceeds by
assuming that the injection-locked operating point is slightly perturbed by fluctua-
tions §A(¢) and 8¢ (¢) of the oscillator voltage amplitude and phase at the fundamental
frequency:

A(t) = As +8A(1) and ¢ (1) = ¢s + 84 (1).

Subtracting the steady-state injection-locked solution from Equations (7.39) and (7.40)
yields the following state equations for small time-varying amplitude § A (#) and phase
8¢ (t) components:

0GIN(As, ws)
0A

dso(t) n B (As, ws) dSA(t)
dt Asg dt

_Is| iN1(?)
= —A—S sin ¢ps 8¢ (¢) + A—S’ (7.45)

SA(t) + G&-(As, ws)
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0BIN(As, ws)
0A

dsp(t)  Gip(As, ws) dSA(1)
dt Ag dt

_ sl N2 ()
= A cos ¢s 8¢ (1) As

8A(1) + Br(As, ws)

(7.46)

2
The locking stability is then obtained by solving the characteristic equation ‘st‘ s+

bs + a = 0 for the above system of equations with a and b as defined below. A stable
lock is obtained when we have positive coefficients b and a:

s
As
a = |Is|[Gix(As, ws)cos ¢s — Biy(As, ws)sings | > 0. (7.48)

b= BAs + [G-,F(As, ws)sin ¢s + B-/F(As, ws)Cos (]55] > 0, (7.47)

For low-power injected signals Is, the first equation is usually satisfied, since as 8 is
positive at the operating point (Ag, wp) 7# (As, ws). The stability coefficient is then
regulated by the second condition, which is graphically equivalent to the condition
—Y%N’S -Ys < 0 with YiN,S = Y|\ (As, ws). This stability condition can be written as

_YiN,S -Yg = ‘YiN,S‘ |Ys|cos & < 0, where we define & as the angle from the device-

line direction —Y{N) g to the injection vector Ys. It results that the angle & must be
between 90° and 270° for a stable phase and frequency locking. Of the two possible
solutions for Ys shown in Figure 7.21 for a given |/s| and Sws, only the left one leads
to a stable injection-locked oscillation.

For a weak injected signal |Is|, the locking phases ¢s+ at the edge of stability are
obtained by setting a = 0 in Equation (7.48). This is equivalent to the phase condition
tan ¢s4+ = GiN,O / BI/N,O‘ Note that the oscillator phases ¢s4+ correspond, respectively, to
the angles £+ of 90° or 270° shown in Figure 7.22.

Y (®) Loadline

Ys ls

- Yalx

| Sl AO
-Yin(A) Yo
Device line /

Graphical analysis for the locking-frequency range for a constant input power. The device line is
assumed to be weakly frequency-dependent for simplicity.
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Substituting the edge locking phases ¢s4 into the solution of §Q2s obtained from
Equations (7.43) and (7.44) yields the locking frequency range AQg:

2Is| | Y{n(Ao, @0)| 2|Is| 1
X = X

AQs = dws+ — Sws— = —,
Ao 18] Ao Y%o‘ sin

(7.49)

with B the stability factor. The smaller the stability factor g8, the wider the locking
frequency range in the limit of small injection power levels. The locking-frequency
range derived reduces to Adler’s equation [27], if we set BI’N 0=0:

_ 2] L sl

AQg X — = X —,
Ao B1(Ag, w0) Ap  OGryo

with Q the oscillator quality factor given by Q = woB}’O /2GT,0).

The output noise of the injection-locked oscillator [2] for a white-noise source in(?)
placed in shunt across the oscillator can also be analyzed using Equations (7.45) and
(7.46). Limiting our analysis to the case of a weak correlation (« negligible), the additive
phase noise is obtained by eliminating d§A/dt from Equations (7.45) and (7.46) and
using o = 0. Note that the additive or residual phase noise denoted (+) is the phase
noise contributed by the oscillator when the external injection signal is taken as the
phase reference. It results that the additive phase-noise spectral density is

2
(4),locking 2le] 1
SL (Aw) = X
¢, white 2 2 2
2 Aw” + Q
Aj Y%,o‘ C

(7.50)

where the corner frequency Q¢ is defined as

/ / :
_ sl )BT,O cos¢s + Gy Sm¢5‘ ~ Ysox Yt _ |Is|sin x

2 2 ’
Ag ‘Y{‘O} Y%O‘ AO’Y{*’()‘

with x the anti-clockwise angle from Ys o to Y’T’O. It is to be noted that the corner
frequency is proportional to the locking bandwidth [26] given by Equation (7.49).

It results from Equation (7.50) that for offset frequencies Aw larger than Q¢ the
additive phase-noise spectral density of the injection-locked oscillator is given by

2
(+),locking ~ 2le|
S5t edking (A ) = —— =L

Azl ‘ZA 2
0%T,0 w

which is the white phase-noise spectral density (with o = 0) already derived in
Equation (7.18) in the absence of injection locking. For offset frequencies Aw larger
than Qc, the additive phase noise of the injection-locked oscillator has therefore reduced
to the phase noise of the free-running oscillator

On the other hand, it results from Equation (7.50) that, for offset frequencies Aw
smaller than Qc, the additive phase-noise spectral density of the injection-locked
oscillator reduces to a constant white noise given by
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2lel?|Yr,0l? _20e)* 1
2 IIs]? sin%y

(+),locking M
S¢,White (Aw =0) =

|Is]? | By o cos ¢s + G sin s

This residual additive white noise S;fv)vﬁftzking (Aw = 0) is minimized for x close to 90°

and |Is| large compared with the white-noise spectral density |e|?. For offset frequencies
smaller than Qg, the residual additive white-noise spectral density S;ti’hlﬁzkmg(Aw =0)
is smaller than the phase-noise spectral density of the free-running oscillator, which is
proportional to 1/Aw?. Clearly the injection locking has prevented the generation of
1/ Aw? noise normally induced by the oscillator white noise in(f). Using the model
introduced in Section 7.5, one can verify that this result holds also for 1/f noise:> the
injection lock prevents the generation of 1/Aw? noise from the 1/ Aw modulation noise
of the device admittance Y1n. Thus injection locking can be used to reduce the noise of
a high-power oscillator by locking it to a less-noisy and lower-power oscillator.

An extension of this noise theory to two-port injection-locked oscillators has been
reported in Ref. [26]. In the two-port injection-locked oscillator circuit, one port is used
for the injection signal and the other port for the oscillator output. As in the case of 1/f
noise, the nonlinear device impedance is perturbatively modulated by the injected exter-
nal signal assuming low injected power levels. Closed-form expressions are derived for
the phase noise, which exhibits the same trend as that for the one-port injection-locked
oscillator [2]. Namely, the phase noise of the injection-locked oscillator follows that
of the external source for small offset frequencies or that of the free-running oscillator
for large offset frequencies. A relationship between the locking bandwidth and the cor-
ner frequency at which the phase noise switches from that of the external source to the
free-running oscillator has also been established [26].

Experimental measurements

In the real-time active load-pull discussed in Section 7.3 a stable negative resistance was
characterized. It is also possible to test an oscillator (unstable circuit) with an NVNA if
the oscillator frequency is locked to an external RF signal source. In the case of a single-
port oscillator, this can be achieved with the testbed shown in Figure 7.23. In this testbed
a circulator is used for the signal injection. As a result the injection-locked oscillator
behaves much like a nonlinear unstable amplifier between port 1 and port 2. A specific
frequency range and power range is required at port 1 for locking of the oscillator. The
Kurokawa stability analysis [1] for the one-port injection-locked oscillator presented in
the previous section is directly applicable to the testbed shown in Figure 7.23.

The additive phase noise contributed by the locked oscillator can also be charac-
terized using the injection-locking testbed equipped with a phase detector as shown
in Figure 7.23. The merit of the additive phase-noise scheme is to remove the noise
contributed by the signal source used for locking the oscillator. Experimental results

5 Derivation to be reported elsewhere by Inwon Suh and the author.
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and additive phase noise for a locked oscillator (dark gray lines). (Measured by Inwon Suh at
Ohio State University.)

are shown in Figure 7.24 for a pHEMT oscillator. The black lines represent succes-
sive measurements of the phase noise for the free-running oscillator. The dark gray
lines represent additive phase-noise measurements (limited to offset frequencies below
0.1 MHz) for the noise contributed by the oscillator circuit under injection locking. The
light gray lines are phase-noise measurements above 0.1 MHz of the injection-locked
oscillator.

The free-running oscillator (black lines) is exhibiting phase noise with a 1/Af>
dependence from 1kHz to 1 MHz. The additive phase noise measured below 0.1 MHz
(dark gray lines) is seen to have an approximate 1/Af dependence. The additive



References 235

phase-noise curves (dark gray lines) of the locked oscillator are seen to intercept
the phase-noise curves (black lines) of the free-running oscillator at the noise cor-
ner frequency (2c/(2m) of 0.1 MHz. Given the relationship established in Ref. [26]
between the noise corner frequency and the locking bandwidth, the phase-noise data can
be interpreted as follows. Below 0.1 MHz, the offset frequency of the noise is below the
locking bandwidth AQg/(27) of the injection-locked oscillator, and the up conversion
of the 1/Af noise of the negative resistance to 1/Af3 is rejected by the phase-locking
mechanism. Conversely, above 0.1 MHz, the offset frequency of the noise is above the
locking bandwidth AQg/(2m) of the injection-locked oscillator, and the phase-locking
mechanism is no longer able to prevent the up conversion of the 1 /A f noise of the neg-
ative resistance to 1/A f3 phase noise. Indeed, the comparison of the dark and light gray
lines indicates that the phase noises measured for the free-running and locked oscillators
exhibit the same magnitude and 1/A f3 dependence above 0.1 MHz.

The testbed shown in Figure 7.23 can also be used to characterize a two-port oscillator
as in Ref. [26] by connecting it between port 1 and port 2 in Figure 7.23. As for the
one-port oscillator, the output voltage amplitude Ag, phase ¢s, and noise of the two-
port oscillator can then be characterized as functions of both the frequency wg and the
amplitude of the injected signal at port 1.
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8.1

Design, modeling, and linearization of
mixers, modulators, and
demodulators!

This chapter is concerned with the system design, behavioral modeling, experimen-
tal characterization, balancing, and linearization of /-Q modulators and mixers. The
K-parameters are first introduced for the purpose of linear modeling and balancing. The
extraction of the K-matrix from LSNA measurements and a modulator—demodulator
chain is discussed. The polyphase up-converter topology which permits the realiza-
tion of linear single-sideband mixers is introduced next. The nonlinear modeling
of the single-sideband mixer is then discussed. Finally the linearization of single-
sideband mixers using the poly-harmonic predistortion technique is presented. These
techniques offer some interesting options for the filterless implementation of wideband
software-defined radio (SDR).

Vector characterization of an /I-Q modulator

Balancing of an /-Q modulator

The balancing of I-Q modulators and demodulators is of critical importance in wireless
systems, especially for modern multi-carrier techniques (OFDM) employing higher-
order modulations such as QAM-64. This problem has been approached from the
receiver side using adaptive equalization techniques using known preambles [1] [2].
Balancing is also of importance in multi-band predistortion linearization of the trans-
mitter power amplifiers. As we shall see in Chapter 9 when introducing a frequency-
selective predistortion linearization algorithm that differentially linearizes the signal
in different bands [3], a balanced modulator is required in order for this linearization
scheme to be effective.

An effective technique has been developed for balancing modulators [4]. This
approach relies on the initial K-matrix modeling of /-Q modulators [5]. The extrac-
tion of the K-matrix of modulators using large-signal network analyzer measurements
[6] [7] will be discussed in the next section.

I Research collaboration with Xi Yang, Dominique Chaillot, Suk Keun Myoung, and Shashank Mutha is
gratefully acknowledged.
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Figure 8.1
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LO Cz f——>0
A y(t)=
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Ideal I-Q modulator used for up conversion.

K modeling

Consider the ideal /-Q modulator shown in Figure 8.1. The output of this I-Q
modulator is

xrF = I cos(wpt) — Q sin(wpt).

A non-ideal /-Q modulator can contribute a gain and phase error, for example, due
to imperfect in-phase and quadrature LO signals:

0
XLog = <1 + %) cos (W + 5) , 8.1)
0
xoo=(1=5)sin(wr—=). (8.2)
)Q 2 2

where € and 6 are the amplitude and phase errors, respectively.
The resulting Irr and Orp baseband components after /-Q modulation are then

XRF = IxLo,;1 — OxL0,0
= Irr cos(wot) — ORE sin(wopt),

where we have

|: Irg(?) ]=|: K1 K2 :|[ 1(t) :|=K |: 1(r) ]
Orr(1) K> K»n o) "L ow |

with Ky, given by

K :[ (1+¢€/2)cos(0/2) (1 —e€/2)sin(0/2) }

(14+¢€/2)sin(0/2) (1 —€/2)cos(8/2) (8.3)

The notation K is used since this is sometimes referred to as the K-matrix [5].

To measure the impact of the /-Q imbalance, consider for example the transmitted
constellation of an OFDM signal (see Figure 8.2) which is distorted by the imbalances
in the modulator and the demodulator (see Figure 8.3).
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Effect of I-Q mismatch (7% amplitude error and 3° phase error) on OFDM signal constellation.

Note that the K model is a quasi-memoryless linear model as far the 7 and Q signals
are concerned. In practice the K-matrix is found to be dependent on the spectral charac-
teristics of 7(¢) and Q(¢). If 1(¢) and Q(¢) are band-limited in a band centered around
®m, the matrix Ky, can be made dependent on the modulation frequency wp:

[ Irg(?) ]=|: Kii(om) Kiz2(wm) i||: 1(t) ]
ORre(1) Ko (wom) Koo(wm) om |

This piecewise quasi-memoryless approximation finds application in the up conversion
of multi-band signals.

To correct for the non-ideal effect introduced by a non-diagonal K-matrix, it is
common practice to predistort the I and Q input signals [4]:
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[ I'(t) i|=|: My (wm) Mi2(®m) H: 1(t) ]:M[ 1(t) }
o'(t) Mo (om) Mz (wm) o) ow |’
such that Mpp x K = U, with U the identity matrix. So Mpp is the inverse of K:
1 1 1
Mpp =K™' =

1 —€2/4cos2(6/2) — sin2(9/2)

(1—€/2)cos(@/2) —(1 —€/2)sin(@/2)
1 —(1+€/2)sin6/2) (1 +€/2)cos(0/2)

] .84

8.1.3 I-Q modulator characterization with LSNA

An LSNA equipped with a hardware trigger can be used to characterize /I-Q modulators.
Either an input trigger or an output trigger can be accepted by the ADCs of the LSNA
to start the measurement. The input trigger is favored because it enables one to lock
the trigger to the modulation frequency. As shown in Figure 8.4, the I and Q signals
are generated by a baseband generator that shares the same time base (10 MHz) as the
LSNA. The clock of the baseband generator is locked to the time base via a PLL. The
impedance of the baseband and RF generators is 50 2. The / and Q waveform can
be measured with a scope as well. In such a case the trigger used to start the LSNA
measurements can also be used to initiate the scope measurements.

As indicated in Figure 8.4 the LO signal is measured at port 1 and the RF modulator
output at port 2. This setup permits us to acquire the phase both of the LO signal and of
the RF signal.

As we have seen above, the simplest model we can use to represent the /-Q imbalance
of an /I-Q modulator is the linear K model. Simple 7 and Q excitations can then be used
to evaluate K11, K12, K21, and K»>. Consider the experiment shown in Figure 8.4,
where we inject I = cos(wpt) and Q = sin(wpt) into the modulator to generate the
upper sideband of amplitude M, and phase ¢; at the frequency wy = wg + wy. Owing
to the modulator imbalance, a parasitic lower sideband tone of amplitude M and phase
¢1 at the frequency w1 = wy — wp, is also generated.

10 MHz time base

Baseband
generator Time reference LSNA
Trigger Trigger in
out
IQ | Port 1 Port 2
RF source WWWW Ire
LO
Orr

/\_/\/-\/ (t) =cos(w,t) * T

NN\ N\ alt)=sin(og)

Figure 8.4 Setup for the characterization of an /-Q modulator for a given modulation frequency wy,.
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The K-matrix of the modulator can then be extracted from the phases and amplitudes
¢0, M1, ¢1, M2, and ¢> measured by the LSNA (see Figure 8.5) using the following

expression:

Ky = [ K11 K2 } - M [ cos(¢pr — o) sin(¢1 — ¢o) }
Ky K» sin(¢1 — ¢o)  — cos(p1 — Po)
M |: cos(¢o — ¢o) —sin(¢ — ¢o) ]
sin(¢ — ¢o)  cos(¢ — ¢o)
= M P + M,P;.

Figure 8.6 shows the phases ®; = ¢ — ¢pp and ®y = ¢ — ¢ obtained in 10 suc-
cessive measurements. The standard deviations obtained for the trigger-in configuration

(Mo, 6o) (Ms, 02)
(M, 07)
LO RF T *
o 0 ®y 0
I(t) =cos(®t) Q(t)=sin(o,1)

The I and Q signals are selected to generate the upper sideband (M»,¢1). The lower sideband
(M1,¢1) arises from the imbalance of the /-Q modulator.

21.0
20.8
H
o 20.6
=2 : : : : : :
320_4 ....... o R e o T L R N
® ool o
20 SRR SR R SR SRR R 4
20.0 ; ; ; ; ; ; ; ;
1 2 3 4 5 6 7 8 9 10

Measurement times

114'5!!!!!!!!

N AU T A S A

@ (degrees)

113.5 1
Measurement times
Variation of ®| = ¢; — ¢g and & = ¢y — ¢ in successive measurements when using the
trigger-in configuration for center frequency 895 MHz and modulation frequency 1 MHz. (From
[7] with permission, ©2005 IEEE.)
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Cascading the I-Q correction Kpp and Kpp » yields a 46-dBc /-Q imbalance suppression at
896 MHz relative to 894 MHz for a lower-sideband excitation for the /-Q modulator tested.
(From [7] with permission, ©2005 IEEE.)

are oy, = 0.1° and oy, = 0.03°, respectively. The fluctuation of the phase is linked in
part to the rise time of the trigger, which is around 2 ns in this experiment.

To balance the /-Q modulator the matrix Mpp derived in Equation (8.4) can be
used to predistort the /-Q data in the baseband generator. The results obtained are
shown in Figure 8.7 using squares. Alternatively, the K-matrix measurement suggests
the following inverse to predistort the I-Q data:

Mpp 2 = MaPy(Ky) ™'

This I-Q conversion minimizes the change in phase by restoring the original group-
phase shift of the I-Q modulator while removing its imbalance. Note that implementing
a zero phase shift is unnecessary and could actually be undesirable. Indeed, the linear
K model used is a simplification of the /-Q modulator response and it is best to use
it only for relatively small amplitude and phase corrections. In fact, the best balancing
results are obtained by cascading of the two predistortion methods. In other words, the
predistortion using Mppy is applied after the modulator has been pre-balanced using
Mpp (PD1) in Equation (8.4). An I-Q imbalance suppression of 46 dBc and 43 dBc
for the lower and upper sides, respectively, was achieved by cascading these two I-Q
imbalance correction techniques as shown in Figure 8.7. Note that the balancing of
the K-matrix needs be checked for both lower- and upper-sideband excitations using
I = cos(wmt) and Q = £sin(wpt) if both excitations are to be used.

Better balancing obtained with a different /-Q modulator (see results in Section 8.3.2)
reaches 60 to 70 dBc for a modulation frequency of 20 MHz. Note that in Figure 8.7 the
nonlinear intermodulation products are of the same magnitude as the unwanted upper-
sideband component. This indicates that the K model is an oversimplification of the
modulator response and that nonlinear effects must be modeled as well.
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Cascaded I-Q modulator and /-Q demodulator with a shared LO. The channel used consists of
various lossy or non-lossy delay lines.

K modeling of an /-Q modulator and an /-Q demodulator chain

This section presents a technique to balance an /-Q modulator and an /-Q demodulator
cascaded together in a wireless transmitter receiver. The setup is shown in Figure 8.8.
Since the I-Q modulator and /-Q demodulator are located in the same transmitter sys-
tem, they can use the same LO signal for both up conversion and down conversion. Such
a chain is typically used for the adaptive linearization of the power amplifier in wireless
basestations.

It is possible to simultaneously extract the amplitude and phase errors in these two
cascaded RF devices by inserting between them one or two calibrated delay lines in
addition to the thru connection [8]. The actual number of delay lines needed depends
on whether the delay-line losses can be neglected or not. An analytic equation can be
derived for the extraction of the parameters of the K-matrices of the modulator and
demodulator in terms of the measured K-matrices.

The signal path for the system shown in Figure 8.8 is as follows. The I and Q signals
pass through the modulator, the channel, and the demodulator. Each of these modifies
the I-Q signal according to its K-matrix.

We obtained the total K-matrix Ky; of the modulator from the K-matrix Ky, pre-
viously derived in Equation (8.3) by adding the modulator group delay ¢\ and
gain Gy:

Kut = GKp (6n) X [ (1 +em/2)cos(Bm/2) (1 — enm/2)sin(Bpm/2) } ’

(1 +em/2)sin(Om/2) (1 — em/2) cos(Om/2)

with ey the amplitude error and 6y the phase error in the modulator.
The modulator K-matrix makes uses of the delay-line K-matrix K (¢b) defined as

Kq(¢) = |: cos¢ —sing ]

singg  cos¢

which transforms an input signal xj,(#) = I cos(wt) — Q sin(wt) into an output signal
Xout = I cos(wt + ¢) — O sin(wt + ¢).
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The channel consists of switchable lossy delay lines. The K matrix K¢, for the
various delay lines used is therefore given by:

KC,n = Gc,n Kg (¢c,n),

where r is the index for the delay lines A, B, and C, G, the delay-line gains (usually
smaller than unity), and ¢, , the delay-line group phases.
The demodulator K-matrix Kp is given by

(1 +ep/2)cos(Op/2) (1 + ep/2)sin(0p/2)

Ko =Gp [ (I —ep/2)sin(Bp/2) (1 —ep/2)cos(6p/2)

] x Kg(¢p),

with Gp the gain, ¢p the group delay phase, ep the amplitude error, and 0p the phase
error in the demodulator. The I and Q signals are indeed obtained as follows:

Lout(t) = LP[2x{, (1) x x{ ;(D)].
Qou(r) = LP[<2x},(1) x x{0 o (1.

where LP indicates lowpass filtering. Note that xj, = I cos(wt) — Q sin(wt) in the input
signal on the demodulator, and x/ (f) = Gp [/ cos(wt + ¢p) — Q sin(wt + ¢p)] is the
input signal phase-shifted by the demodulator group delay phase ¢p and amplified
by the demodulator gain Gp. The variables x10,; and xp0,p stand for the imper-
fect in-phase and quadrature LO signals (see Equations (8.1) and (8.2)) used by the
demodulator, which features an amplitude error ep and a phase error 6p.

The following definitions are made for notational convenience:

Gt =Gm X Gep X Gp,
Ocn = dM + e + db,

Vi = (OM/2+0cn —6p/2),
Von = (Om/2 —0cn +6p/2),
VY3 = (OMm/2+6cn +6p/2),
Van = (Om/2 —bcn —Op/2).

The system K-matrix for each delay # is then

M1, Mo
Ksystem,n = Kp x KC,n x Km = |: ,

M, M,

where M11,,, M12,,, M21,,,, and Mpp ,, are given by

€p eM
Mll,n = GT,n <1 + 7) (1 + 7) COS(Wl,n),

€D eM .
M12,n = GT,n (1 + 7) (1 - 7) Sln(lpln)»
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e€p eM .
MZl,n = GT,n (1 - 7) (1 + 7) Sln(l/f3,n),

(4)) M
M22,n = GT,n (1 - 7) (1 - 7) COS(W4’n).

Three Kgystem,» are obtained from the measurement of the A, B, and C delay lines. First
the phases 1, A and 3 a are extracted from the following system of equations:
tan(¥1,4) + P11),21),(B,A) €Ot(Y3 )
= cot(Ade,.4)) (Pan,en.@.a) — 1),
tan(¥r1,4) + P11).21).(C.A) €OL(Y3,A)
= COt(A¢c,(C,A)) (P(ll),(ZI),(C,A) - 1) .
Next the phases ¥ a and ¥4 4 are extracted from the following system of equations:
tan(¥4 A) + P(22),(12),B,A) COt(¥2,A)
= —cot(A¢e.B.4) (P2).02.3B.4) — 1)
tan(¥4,A) + P(22),(12),(C,A) COt(¥2,A)
= —cot(A¢e c.a)) (Pr2).02.c0) — 1) -
The following definitions are used in the above systems of equations:
Ade.m.n)y = Pe,m = Pens
Rij),ie.tyn = Mijyn/ M1y .ns
Paij), o0, ommy = Ry, te.y,m/ R, (k,0,n-

The final amplitude and phase errors are then obtained from

S1—1 Sy —1
eM=2Sl+1 and ep = m,
oM =2(V1a+V2a) and  ¢p=2(¥34 —V1A),
sin(¥2,4) sin(¥3.a)

S1 = Ran,a2).a and S2 = Ran,en.a

cos(¥1,a) cos(y1,4)°

Given the indeterminacy of the phase extraction using an arctangent function, four
solutions are actually obtained and the unphysical ones need to be eliminated. For the
case in which the delay-line losses are negligible, a single delay line beside a thru is
required and the solution reduces to

Y1, = tan~ " {[cos(Buetay) — M11,8/M11,4]/sin(Ogelay) }

Y24 = cot™ {[cos(Bactay) — M12,8/M12,A] Sin(Baetay) }.

3,4 = cot”{[— cos(Baetay) + Ma1 B/ Mo1,a]/5in(Oelay) }

Y = tan” ' {[— cos(Bgelay) + M2z, B/ M2z, A Sin(Oeray) }
Op = Y1.A + Y24,

1
M = 3 (—V1a+ Y24+ V34 —VaA),
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_ 2M11,A/Mlz,A — cos(Y¥r1,a)/sin(2,A)
My A/ Mi2.a + cos(¥y a)/sin(¥aa)°

_ 2M11‘A/M21,A —cos(Y1,A)/sin(¥3 A)
My A/ Moy A + cos(Yri a)/sin(¥3.4)

with edelay defined as GC,B = Gc,A + 9delay~

An alternative approach relies on two different LO frequencies for the modulator and
demodulator as shown in Figure 8.9 and the use of Fourier analysis. In such a case
it is no longer necessary to rely on extra delay lines to characterize the modulator—
demodulator chain. However, the modulator and demodulator K-matrices must be
weakly frequency-dependent (memoryless). This can be approximated by using a small
enough offset LO frequency at the cost of a larger Fourier analysis.

The use of a different LO frequency wgem for the demodulator from the modulator
frequency wmoeq effectively changes the time reference for the I and Q definition such
that the insertion of an extra K-matrix is required. Consider a signal x (¢) present at the
demodulator input:

x(t) = I cos(@modt) — O sin(@mod?) = I’ cos(wdgemt) — Q' sin(@demt?)-

The following K-matrix Ka(¢) relating the input I and Q to the output I’ and Q' is
obtained:

K (1) = |: cos(Awt) —sin(Awt) ]

sin(Awt) cos(Awt)

using the offset LO frequency Aw = wmod — @dem- The K-matrix Ka,(7) associated
with a change of LO is therefore the same as that of the delay line K (¢)) except that
now the phase shift ¢ = Aw1 is time-dependent.

The total K-matrix for the system is then

My My
K = Kp x K¢ x Ka, (1) x Ky = )
system,2L.O D C Aw() M |: M21 M22
Modulator Channel  pemodulator
b Vot i lout
—
AN TELO eV
wmod@ LO 1 (’odem@ LO 2
hn — o] ] ] 0 lout
K Kc Kao Kp
Q, o o 7 7 — Qqut

Cascaded I-Q modulator and /-Q demodulator with two different LO frequencies.
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where M1y, M12, M31, and M», are given by

My = Gt <1 n e—D) <1 n e—M) cos(Awt + 1),

2 2
Mp = —Gr (1 + 67')) (1 - %M> sin(Awt — 1),
Msy = Gr <1 - %) <1 + %M> sin(Aw 1 + ¥3),
Mo = Gt (1 - 67'3) <1 - %M> cos(Awt — Pa),

where the gain and phase parameters are still the same but defined for a single channel:

Gt = GMm X G¢ x Gp,

0c(t) = M + ¢ + ¢p,
V1= Om/2+ 6. —0p/2),
Y2 = (Om/2 — 6c + 6p/2),
V3 = (6m/2+ 6: + 6p/2),
Y4 = (Om/2 — 6. — Op/2).

Let us assume that a single tone wr, is used to probe the system response such that
I = Iy cos(wmt) and 0 = Qg sin(wnt).
The output / and Q signals are then

eM

Lout(t, 1o, Qo) = 102Gt (1 + %) (1 + 7)
x {cos[(wm + Aw)t + 1] + cos[(wm — Aw)t — Y]}

[4)) eMm
+ 002Gt <l + 7) <1 — 7)

x {cos[(wm + Aw)t — 2] — cos[(wm — Aw)t + Y21},

Qou(t, Io, Qo) = 102G (1 _ %D) (1 N %M)
x {sin[(wm + Aw)t + 3] — sin[(wm — Aw)t — Y31}

asen(-2)(-2)

x {sin[(wm + Aw)t — P4] + sin[(wm — Aw)t + 4]}
We can then perform a Fourier transform (an FFT in a DSP implementation):

Zout(w, Iy, Qo) = F [Uout(t, o, Q0)],
Qout(w7 107 QO) =F [Qout(t’ 107 QO)] .
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If only the input /() is excited, Ip = 1 and Q¢ = 0, the following phases can be
recovered:

T
V1 = LLow(w,1,0)  and Y3 =/LQou(w,1,0)+ 7

If only the input Q(t) is excited, Ip =0 and Q¢ = 1, the following phases can be
recovered:

i
V2 = —LLow(w,0,1)  and Yy = —LQou(w,0,1) — 7
The modulator and demodulator phase errors are then given by

oM = Y1 + Y2 and ¢p = Y3 — Y.

The modulator and demodulator amplitude errors are then given by

oy =2 [mut(wm + A0, 1,0) 1] [|Iom(wm + A, 1,0)| 1}1
[Zout(wm + Aw, 0, 1) | Zout(@wm + Aw, 0, 1) ’

o =2 [ | Zow(@m + Ao, 1,0)] } [ | Zow(@m + Aw, 1,0)| 1}‘1
| Qout(wm + Aw, 1, 0)] | Qout(wm + Aw, 1, 0)]

This two-LO scheme can be beneficially integrated with the frequency-selective lin-
earization algorithms to be presented for single-sideband mixers and multi-band power
amplifiers in this chapter and in the next chapter, respectively. Indeed, the receiver band-
width can be realized with a small bandwidth in these linearization schemes, but it then
requires a frequency-agile demodulation LO signal wgen, relative to the modulation LO
frequency @wmod-

Polyphase multi-path technique

Our discussion so far has been limited to the linear modulator. Nonlinear issues have
become among the most challenging issues in the design of broadband multi-carrier
and multi-band RF transmitters. Indeed, broadband multi-carrier modulation schemes
exhibit high envelope fluctuation, which induces a strong nonlinear response in RF
mixers and RF amplifiers, leading to spectral regrowth, inband distortion, and inter-
ference between adjacent channels. Various linearization strategies are then employed
to reduce the nonlinearity or suppress the distortion products generated, while not
degrading the power efficiency of the transmitter.

Filtering is one of the most commonly used methods to remove the unwanted dis-
tortion products. The design of filters providing the desired selectivity and insertion
loss at RF frequencies is not without its challenges. Furthermore, different filters are
required according to the different standards, creating a bottleneck for developing wire-
less transceiver terminals that work with multiple bands and multiple standards. In
addition, filters cannot be used to remove inband distortion [9].

The polyphase multi-path technique has been proposed [9] [10] as an effective archi-
tecture for removing harmonics and intermodulation products. A well-known example
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is the balanced circuit, a two-path polyphase circuit that is able to cancel out the
even-order harmonics. By increasing the number of paths in the circuit, more distor-
tion products can be canceled out. An N-path system will suppress N — 1 spurious
bands out of each group of N adjacent spurious bands. The method could facilitate
the development of filterless software radios: one wideband integrated up converter
with no dedicated external filters [10]. However, this technique has its own limitations.
Mismatches between each path and the next will degrade the linearization performance
and must be dealt with separately. Finally, the fundamental in-band intermodulation
products, which are often the key issue in RF transmitters, cannot be removed by using
a polyphase multi-path architecture without canceling out the desired signal. Having
introduced the ideal multi-path mixer, we will then proceed in a subsequent section
with the development of a behavioral model [11] to predict the nonlinear response
of practical multi-path mixers. Armed with this realistic model, we shall then intro-
duce a poly-harmonic predistortion linearization technique [11] to reduce the remaining
uncanceled baseband harmonics and intermodulation products generated in practical
polyphase multi-path circuits. Further discussions regarding the in-band linearization
part will be postponed until Chapter 9.

Nonlinear behavior

To introduce the polyphase multi-path technique, we shall first consider a memoryless
weakly nonlinear baseband circuit. Such a system can be modeled using the following
Taylor series expansion:

y(t) = ap + arx(t) + axx*(t) + azx> (1) + aax* (1) + asx>(t) + - --

When this system is excited by a two-tone baseband signal x (t) = cos(w1t) + cos(w;t),
the output then consists of the desired baseband sinusoidal signals with fundamental
frequencies w; and w, plus undesired harmonics nw; and nw; and intermodulation
products kw1 + mw,, with n, k, and m all integers.

Polyphase multi-path technique

A technique called polyphase multi-path linearization [9] and [10] can be used to cancel
out distortion products. As is shown in Figure 8.10, the input signal is split into N
paths. For each path, a first phase shifter is used to generate a sequence of signals with
equally distributed phases, which are fed to N identical nonlinear devices, modeled by
Equation (8.5). A second phase shifter is used to cancel out the first phase shift for
the fundamental, and the N output signals are then combined. It results that, for the
linear response of the device, the output signals of the N paths are in phase and add
constructively, whereas for the nonlinear responses their phases are equally distributed
and the output signals cancel each other out. In this way, the desired signal will be
amplified/up converted while the unwanted distortions will be suppressed over a wide
bandwidth, provided that a sufficiently large number of paths with equally distributed
phase is selected.
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A polyphase multi-path circuit [9].

Assume the input signal x(#) = A cos(wt) is applied to the circuit. After the first
phase shifter, the signal on each path is x;(t) = A cos(wt + ¢;) with ¢; =i2x/N,
where i =0,1,..., N — 1. The desired output of the nonlinear circuit will be
a1 A cos(wt + ¢;). The second- and third-order nonlinear terms of Equation (8.5) will
give

arx’(1) = az (A cos(wt + ;)

= %azAz(l + cosQat + 2¢;)), (8.5)
a3x* (1) = a3(A cos(wt + ¢;))’

= %a3A3(3 cos(wt + ¢;) + cosBwt + 3¢;)). (8.6)

From Equations (8.5) and (8.6), we see that the nonlinear terms have the same effect
on the frequency and the phase. One can infer that in general the phase of the nth
harmonic of the nonlinear circuit will be ng;.

After the second phase shifter, the phase of the nth harmonic before the adder
becomes (n — 1)¢; = (n — 1)i2x/N. For the desired fundamental signal, n = 1, or for
harmonics n = pN + 1 with p = 1, 2, 3, ..., the phase will reduce to O or a multiple
of 27 in each path, and thus the signals will add constructively. For harmonics with n
not equal to p N + 1, the phase in each path remains uniformly distributed over 27 such
that these harmonics are suppressed when combined.

In this chapter, we focus on the application of the polyphase multi-path linearization
to nonlinear mixers. Figure 8.11 shows a four-path polyphase circuit, where the second
phase shifter is implemented by an ideal mixer to realize the wideband phase and fre-
quency shifts [9] [12]. The nonlinear behavior of the mixers at baseband is represented
by nonlinear circuits modeled by Equation (8.5) preceding the ideal linear mixers.

The input signal is divided into four paths with equally distributed phase
(0°,90°, 180°, 270°). Since the phase rotation for the kth harmonic is k times the input
phase, the fundamental, the second harmonic, and the third harmonic will have phase
shifts of (0°, 90°, 180°, 270°), (0°, 180°, 0°, 180°), and (0°, 270°, 180°, 90°), respec-
tively, at the output of the nonlinear circuit. With the ideal mixer functioning as both a
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Output of the four-path polyphase circuit, (a) phasor diagrams and (b) output spectrum.

frequency shifter and a phase shifter, the harmonics of the nonlinear circuits will appear
on both sides of the LO frequency due to the sum and difference frequencies resulting
from mixing of the input and LO signals.

Figures 8.11 and 8.12 show the phases of the +w, +£2w, and +3w frequency com-
ponents in each path at different stages, the phasor diagrams, and the final spectrum
resulting at the output of the four-path polyphase mixer.

For the upper sideband (USB), the desired signals cos[(wro + w)?] have the same
phase at the end of each path and add constructively. However, for the second and third
harmonics at wro + 2w and wro + 3w, the phase of each path is equally distributed
over 27 and results in signal cancellation when the four paths are added together. Using
similar analysis, the fifth harmonic is found to have aligned phases, making it the first
uncanceled harmonic in the USB.

For the lower sideband (LSB), the image of the fundamental at wp o — w and that of
the second harmonic at w0 — 2w are similarly canceled out, because of their equally
distributed phase over 2. However, the third harmonic component at wp o — 3w is not
canceled out because the phases are the same at the end of each path such that the
N -path output signals add constructively.
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For an N-path polyphase circuit, with equally distributed phase, ¢; = i27x/N
with i =(0,1,2,..., N — 1), the uncanceled harmonic will be for n = pN + 1
(p==£1, £2, £3,...)[9]. If the input signal is a multitone signal, the intermodulation
products at kw| + mw, with k + m = n will be canceled out if the nth harmonic is can-
celed out. However, note that the fundamental in-band intermodulation products cannot
be canceled out unless the desired signal is also canceled out. Indeed, the results derived
above hold for the modulated case when the amplitude and phase are time-dependent in
the limit of a memoryless system.

Figure 8.13 shows MATLAB simulation results for a two-tone excitation x(¢) =
cos(wit) 4 cos(wyt). The nonlinear circuit includes nonlinearities up to the seventh
order. The output (top) of the mixer without polyphase multi-path techniques features
up to seventh-order harmonic tones of the input frequency w; and w> on both sides
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Simulated spectra of (a) a single, (b) a four-path, and (c) an eight-path polyphase mixer circuit in
response to two-tone excitation.
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of the LO. Each harmonic is surrounded by intermodulation products according to
kw1 + mw;.

The four-path polyphase circuit preserves the desired output cos(wro + w1)f and
cos[(wro + wy)t]. The uncanceled harmonics are the —7th, —3rd, and 5th harmonics
(the negative signs indicate that the harmonics appear at the LSB). The uncanceled inter-
modulation products are those bands associated with uncanceled harmonics, as well as
those within the desired output signal band (in-band). The eight-path polyphase circuit
results in additional distortion cancellation, leaving the —7th harmonic band uncanceled
in addition to the in-band intermodulation products.

Note that we have focused on the frequency bands around the LO. The presence of
harmonics of the LO signal will generate additional components. Some of them will
also be suppressed by the polyphase architecture [9]. However, the LO harmonics can
usually be easily removed using a lowpass filter if the transmitter bandwidth is smaller
than the LO frequency. Thus we shall not be concerned here with these higher LO
harmonic terms.

In summary, the polyphase multi-path technique is able to reduce the harmonics
and intermodulation products generated by a memoryless weakly nonlinear circuit
excited with a multi-carrier signal with wide envelope fluctuations. The larger the
number of paths, the more harmonics and intermodulation products are canceled out.
However, increasing the number of paths of the polyphase circuit increases the circuit
complexity and cost. Memory effects and mismatches between each path and the
next will degrade the ideal performance, yielding imperfect cancellation of undesired
tones/bands. Furthermore, the intermodulation products within the desired output band
will not be canceled out by the polyphase technique. Thus the polyphase multi-path
technique will benefit from being supplemented by a linearization technique account-
ing for memory effects and compensating for mismatches to remove the remaining
uncanceled harmonics and intermodulation products. The key to developing such a lin-
earization scheme is to first develop a behavioral model for the polyphase circuits. This
is pursued in the next section for a single-sideband mixer.

Poly-harmonic modeling of a single-sideband modulator

Theory

A common strategy used in microwave basestations is to rely on a digital IF for up
converting a baseband signal to RF. One of the motivations is that the LO leakage and
image band can then be easily suppressed since the RF band, the LO frequency, and the
image band are widely separated. The baseband /-Q signals I (¢) and Q(¢) are first used
at the digital level to modulate the IF tone wr:

arp = I (t)cos(wipt) — Q(8)sin(wipt).

An analog single-sideband mixer is then used to shift the frequency from IF to RF. Such
an ideal single-sideband mixer can be realized (or modeled) with an /-Q modulator:
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Output spectrum for a single-sideband mixer in response to a two-tone excitation in the strongly
nonlinear regime. (Measured by Xi Yang at Ohio State University.)

brr = Irr(t)cos(wrot) — Orr(t)sin(wrot),

if we select Irp(t) = ar(t) and Qrp(t) = m for generating the upper sideband
wro + wrr or if we select Irp(t) = arp(t) and Qrp(t) = —a/mm for generating the
lower sideband wy 0 — wir. We shall assume that the upper sideband is the desired one.

In practice the analog I-Q modulator is not perfectly balanced and the lower-sideband
image will also be detected, as we discussed at the begining of this chapter. Under
large-signal excitations, additional spurious signals will also be generated. To illustrate
these effects, the measured output spectrum from a single-sideband mixer implemented
with a differential I-Q modulator for a very strong two-tone? input excitation is shown
in Figure 8.14. Beside the desired signal around wy o + wrr additions, spurious bands
surrounding the desired band are observed at w0 — 7wir, wLo — 3wik, wLo + loE
(the desired band), and wro + Swir. A spacing of 4w is observed, in agreement
with the polyphase theory, since, owing to the differential nature of its circuit, the
single-sideband mixer is a polyphase circuit of order N = 4 (four paths). But, due to
mismatches existing in the circuit, the image band at wr o — wir, the LO leakage at
Lo, and even a spurious band at wr o + 2wy are also observed.

Another feature to be noted is that the spurious and desired bands generated according
to the polyphase topology, wro — 7wF, wLo — 3@IF, ®LO — @IF, and w1 o + Swrr, all
exhibit very dense spectral regrowth when this strongly nonlinear regime of operation

2 The input / and Q excitations actually consist in this case of a single tone, but this situation is referred to
as two-tone excitation because of the lower and upper sidebands generated at IF.
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is reached. Next we shall develop a behavioral model for such an up converter that can
predict a similar behavior, although operation in this strongly nonlinear mode is always
avoided.

In our effort to develop a behavioral model for the single-sideband mixer, we shall
focus on the bands surrounding the fundamental RF tone. We are indeed concerned
only with the harmonics and intermodulation products of the digital IF instead of the
LO, since the LO harmonics can usually be easily removed using a lowpass filter as
long as the IF frequency is a fraction of the LO frequency.

As we have clearly seen, even though the single-sideband mixer is supposed to gen-
erate only upper sidebands, we also need to account for the spurious lower sidebands
generated. In view of the above discussion, we can then represent all the possible spu-
rious bands around the fundamental by assuming that the IF signal is first amplified by
a nonlinear IF amplifier that generates the harmonics of the IF signal before being up
converted by an ideal /-Q modulator. Actually, two nonlinear IF amplifiers, U and L, are
required, as is indicated on Figure 8.15, since we need to separately generate the lower
and upper spurious sidebands at w0 & nwr. Note that we assume that the bandwidth
of the 1(¢) and Q(t) baseband signal is smaller than the IF frequency wig. The Irp and
ORrp signals for this model are therefore of the form

IR (1) = big(t) + bii(1), (8.7)
with
bl ") = > 1Y ()cos(iwrr) — Q1Y (Dsininr),
=0
and
ORrF (1) = biJ(t) — blu(2), (8.8)
with

n

bg?/L(f) = Z Ii/U/L(t)Sin(iwlFf) + Q;U/L(t)cos(ia)lpt),
i=0
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/L /L

where I and Q;

177 g “(ED)  —hH(E?) 1i(1) -

0" 1) W e | [ 0:(1) } B

with I; (t) = E'(t)cos[i6(¢)] and Q; (t) = E'(¢)sin[i6(¢)] the Chaillot functions defined

using the envelope E(t) =+/I?+ Q2 and phase 8 = /(I + jQ). Note that super-

scripts U/L have been used to differentiate between the lower- and upper-sideband IF

nonlinear amplifiers. The present model is a piecewise quasi-memoryless model but can

be expanded to account for memory effects using the memory-polynomial technique
introduced in Chapter 6.

Let us first use the behavioral model developed in the previous section for qualita-
tively explaining the strong spectral regrowth observed in Figure 8.14. In the experiment
conducted in Figure 8.14, the wide bell-shaped spectral regrowth which takes place
simultaneously at w0 — 7wir, Lo — 3wIE, wLo + wiF (in-band), and wr o + Swir can
be observed to arise rapidly above the noise floor once the amplitude of the input two-
tone signal reaches a certain threshold. For lower input signal amplitudes, only the two
and four center tones were observed, and the bell-shaped spectrum was not detected,
since it was presumably buried below the noise floor. This suggests the presence of
separate sources of nonlinearities competing in the transition from the weakly to the
strongly nonlinear regime. Furthermore, this spectral regrowth appears to be similar to
a phase-modulation process with a large phase-modulation index rather than an ampli-
tude saturation/clipping, which would generate wider and flatter spectral regrowth. Note
that the quadrature functions glp /L [x2(r)] and hl[-J/ L [x2(¢)] introduced in Equation (8.9)

are the functions introduced in Chapter 6 in Equation (8.9),

can be expressed in terms of the amplitude function fl.U/ L [x2(7)] and phase function

¢/ [x2(1)] using

U/L[ 2(1‘)] fU/L[ 2(;)] X COS (¢ M 2(t)])
[0 = 7 0] (s 10)

To account for the hard nonlinear regime observed, the nonlinear amplifiers U and L in
the modulator model in Figure 8.15 can be approximated as the superposition of two
nonlinear systems: the first features a dominant amplitude distortion, and the second
features a dominant phase distortion. By implementing such a model in MATLAB using
a ninth order Taylor series expansion for the phase ¢;[x?()], we can check the capa-
bility of the model to operate both in the weakly and in the strongly nonlinear regime.
The simulation results for the strongly nonlinear regime are shown in Figure 8.16. At
higher input signal power levels, the phase-distortion products (stem line with crosses)
resulting from the phase modulation ¢;[x?(r)] become comparable to the amplitude-
distortion products (stem lines with circles) and in some cases (such as w0 — 7wr and
wLo + Swir) overcome it.

Under normal operation of the /-Q modulator, the hard nonlinear regime is avoided,
and in the next section we shall limit our analysis to the weakly nonlinear regime.
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Results for a mixer model with amplitude and phase distortion. (MATLAB simulation performed
by Xi Yang at Ohio State University.)

Poly-harmonic predistortion linearization test results

Having developed a behavioral model to predict the nonlinear response of the modu-
lator, we will now focus on linearizing it using predistortion. The conceptual problem
of inverting a transfer function will be discussed in the next chapter. For our present
purposes we shall proceed empirically and postulate that the modulator is operated in
its weakly nonlinear regime so that we can assume that the weak predistortion correc-
tions signals are themselves principally quasi-linearly up converted at the output of the
mixer.

For mild nonlinearities the linearization functions giU / L[)62(t)] and hlU/ L[)c2(t)] can
be well implemented using a power series. The Taylor series parameters can be system-
atically extracted for gradually increasing input power levels by tuning the amplitude
and phase of each coefficient. Owing to the frequency selectivity of this approach, only
one complex coefficient needs to be tuned at a time. Alternatively, an adaptive extrac-
tion scheme can be implemented. At any rate, the goal is to implement a linearization
scheme that works for a wide range of power levels in the weakly nonlinear regime of
the single-sideband mixer.

Figure 8.17(a) and (b) shows the output of the single-sideband mixer (four paths) for
a two-tone excitation before and after poly-harmonic predistortion linearization. The
input baseband signal is up converted to 3.5 GHz. In Figure 8.17(b) the LO leakage
was removed using a DC offset at the I and Q inputs. The image band was suppressed
using balancing, and the in-band intermodulation products and the IF harmonics were
removed using the poly-harmonic predistortion algorithm.
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Poly-harmonic predistortion linearization results of a four-path polyphase mixer in response to a
two-tone input signal measured with a 30-kHz resolution bandwidth. (From [12] with
permission, ©2010 IEEE.)

When the input signal power level is increased up to the limit of the strongly non-
linear regime, the distortions remain canceled out without any further tuning of the
predistorted coefficients. In this particular experimental investigation the poly-harmonic
predistortion could handle an input signal power range up to —3 dBm for 2-tone and
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Figure 8.18  Poly-harmonic predistortion linearization results of a four-path polyphase mixer in response to a
64-tone input signal measured with a 10-kHz resolution bandwidth. (From [12] with permission,
©2010 IEEE.)

—6.2dBm for 64-tone multisine excitations, respectively, for the device under test
(TRF3703).

The results for a 64-tone multisine input signal of bandwidth 10 MHz before and
after poly-harmonic predistortion linearization are shown in Figures 8.18(a) and (b). In
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Table 8.1. Summary of results obtained

Input Third harmonic ~ Image  LO In-band  Second harmonic =~ ACLR
Two-tone 18dB 30dB 43 dB 13dB 12dB —70dBc
Multisine 10dB 22dB 50dB 10dB 13dB —62dBc
OFDM 8dB 19dB 50dB - 6dB —60dBc
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A CCDF plot of the 64-tone baseband multisine signal. (From [12] with permission, ©2010
IEEE.)

this linearization process, the predistortion coefficients used are the same as those used
for the two-tone linearization in Figure 8.18(b). This indicates that the poly-harmonic
predistortion linearization works with a multi-carrier modulation input signal with high
envelope fluctuations. Similar results are also obtained using an OFDM signal [11].

It can be seen that the fewer the input tones, the higher the adjacent-channel leak-
age ratio (ACLR) the system can achieve. This is to be expected since the more input
tones, the higher the peak-to-average power ratio (PAPR). The multisine CCDF? was
optimized (see Figure 8.19) so as to approximate the CCDF of the OFDM signal. The
signal selected features a maximum PAPR of 6.1 dB with a probability of 0.01%.

Table 8.1 summarizes the results obtained using the various types of signals used.
Listed are the reductions achieved for the third-order harmonic, image band, LO

3 See Chapter 1 for a definition.
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leakage, in-band ACLR, and second harmonic as well as the overall spurious rejec-
tion. The overall rejections vary from —70dBc to —60dBc depending on the signal
type considered.

In summary, the poly-harmonic predistortion linearization technique can be used to
optimize the output spectrum of a polyphase multi-path circuit operated in the weakly
nonlinear regime. The polyphase multi-path technique combined with poly-harmonic
predistortion linearization offers an attractive approach for the development of filterless
software-defined radios.
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9.1

Linearization of RF power amplifiers
with memory!

One of the most challenging issues in designing RF power amplifiers is the linearity
requirement. The spurious emissions from nonlinear RF power amplifiers are spread
out over neighboring channels. As more complex wideband modulation techniques
such as wideband CDMA and OFDM are used and also combined in multi-carrier
and even multiband transmitters, higher peak-to-average power ratios (PAPRs) (e.g.
4.5 dB for a handset and 12 dB for a basestation in WCDMA) result, imposing stronger
linearity requirements on RF PAs. Memory effects also become more significant in high-
efficiency PAs operating with wideband signals and need to be taken into account for
their linearization. As we shall see, memory effects can be classified into two main
types: slow memory effects and fast memory effects [1] [2]. Slow memory effects,
which usually encompass temperature effects [3], traps, and power supplies’ response,
can usually be dealt with using adaptive linearization techniques [4] [5]. On the other
hand, fast memory effects, which typically originate from the intrinsic transistor as well
as matching and bias networks, are usually observed above 1 MHz [2] and require more
advanced instantaneous linearization techniques.

This chapter will focus on predistortion linearization for a few canonic cases.
First we will demonstrate how predistortion linearization is affected by electrical
and self-heating memory effects. Next we will investigate the linearization of quasi-
memory-less PA exhibiting AM/AM and AM/PM distortion. The linearization of PA
with memory will then be studied for the case of PAs that are well modeled using
memory polynomials [6] [7]. We will then conclude this chapter with the presenta-
tion of a frequency-selective two-band predistorter [8]. These examples are intended to
demonstrate the close relationship between PA behavioral modeling and predistortion
linearization.

Predistortion linearization and the impact of memory effects

In Chapter 4 we saw that a multi-R—C-time-constant electrical network could be used to
model the transient thermal response of an RF transistor. Combining such a thermal

1 Research collaboration with Suk Keun Myoung, Wenhua Dai, Dominique Chaillot, and Xi Yang is
gratefully acknowledged.
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network with a temperature-dependent device (see Figure 9.1) provides us with a
realistic electrothermal model for predicting the transient thermal response of a power
transistor excited by a time-varying electrical excitation. Using such an electrother-
mal model, we shall now investigate the impact of both thermal and electrical memory
effects on a linearized amplifier.

For this purpose we shall use a simulation experiment in which an LDMOSFET tran-
sistor is implemented with four different thermal networks in a circuit simulator. The
four non-distributed models are referred to as RCO (Ry = 0), RC1 (one-stage RC),
RC3 (three-stage RC), and RCS5 (five-stage RC) depending on the number of R—C ele-
ments involved. RCO is an isothermal model, since the device temperature remains
constant. All of the other models have the same total steady-state Ry, = D ; Rini. A
60-W class-AB power amplifier was then designed using the RC1 transistor model.

To approximate a communication signal with a wide time-varying envelope, a nine-
tone multi-sine excitation with a PAPR of 6.8 dB is used. The spectrum of the transistor
output obtained for this multisine is shown in Figure 9.2.
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A schematic diagram of an amplifier with RF predistortion.

The goal of our study is to evaluate the dependence of the ACPR of a linearized
amplifier upon the bandwidth of the multisine for the various thermal network models
RCO to RCS. The ACPR in these multitone simulations is defined as the ratio of the fotal
adjacent-band power to the fotal in-band power. An RF predistorter circuit (Figure 9.3)
was thus implemented to linearize the amplifier designed. The predistorter improves the
ACPR, but at the same time also makes the amplifier more sensitive to memory effects.
For the amplifier under study, it increases the sensitivity (derivative) of the ACPR to
the device temperature by a factor of 10. Note that the bias tees used also have a strong
impact on the performance of the predistortion linearization. Indeed, the modulated
RF signals are down converted by the device’s electrical nonlinearities. It results that
a baseband signal (square of the RF envelope; loosely referred to as IF) can arise at
the drain terminal. The impedance termination presented by the bias tee at IF will then
consequently greatly impact the nonlinear response (ACPR) of the amplifier for varying
RF bandwidths. To help with the separation of the electrical memory effects from the
thermal memory effects, a bias tee that shorts the down-converted IF electrical signals
was implemented in the simulations, suppressing their impact on the ACPR. However,
the IF fluctuations of the temperature induced by the instantaneous power dissipated
(Joule effect, ipvpg) will continue to modulate the device characteristics and impact its
ACPR.

To investigate the thermal effects, the predistorter coefficients are first optimized for
a tone-spacing of 0.1 MHz (corresponding to a signal bandwidth of 0.9 MHz) using the
RC1 model. The input power used is set so that the average output power is 6 dB backed
off from P1dB. The predistorter improves the ACPR by about 30 dB.

Next the tone-spacing is swept from 1 Hz for 1 MHz and the lower-sideband (LSB)
and upper-sideband (USB) ACPR are measured. Four different thermal models (RCO,
RC1, RC3, and RC5) are then used, and the ACPR versus bandwidth is measured and
compared for each thermal model.

The LSB ACPR results are displayed in Figures 9.4(a) and (b). The results for
models RC3 and RC5 are similar, indicating that the transistor response is accurately
represented with a network relying on three thermal R—C time constants.

Among the thermal models compared in Figure 9.4, the RCO model is the only
one which cannot exhibit thermal memory effects, since it has a thermal resistance
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(a) Lower-sideband and (b) upper-sideband ACPR versus bandwidth for a 60-W amplifier under
nine-tone excitation. (ADS simulation by Wenhua Dai at Ohio State University.)

of zero, and there is no temperature fluctuation with the signal envelope (the constant
device temperature in RCO is simply set to the average temperature of RC1 at 0.1 MHz
tone spacing). It results that the memory effects in RCO are purely of electrical ori-
gin. Any deviations arising in other thermal models are therefore of thermal origin.
It is observed in Figure 9.4 that, above 1 MHz bandwidth, all thermal models exhibit
the same magnitude of ACPR degradation. This indicates that the electrical memory
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effects completely dominate the thermal memory effects for signals with bandwidth
above 1 MHz. However, below 1 MHz bandwidth the ACPR of RCO does not change
much, whereas other thermal models exhibit a greater degradation of the ACPR. This
indicates that thermal memory effects dominate electrical memory effects for signal
bandwidth below 1 MHz.

Below 1 MHz bandwidth, when thermal memory effects dominate over electrical
memory effects, the ACPR degradation remains moderate down to 100 Hz bandwidth.
But for bandwidth below 100 Hz the ACPR degradation rapidly rises again and reaches
17 dB at 10 Hz bandwidth. Obviously, in practice the signal bandwidth is not normally
that small. Instead, these slow thermal effects will be excited by slow variations in the
average power dissipated by the amplifier.

Above 1 MHz bandwidth, when electrical memory effects dominate over thermal
memory effects, the ACPR degrades by up to 17dB as the bandwidth approaches
10 MHz. Clearly, due to memory effects, the linearization performance of a memoryless
predistorter will degrade with increasing bandwidth.

Predistortion for quasi-memoryless amplifiers

As we have seen, memory effects in power amplifiers cannot be neglected in predis-
tortion linearization since they degrade the linearization performance. To address this
issue, we first consider the case of an amplifier for which only quasi-memoryless (QML)
distortions are accounted for.

Let us assume that the RF amplifier is excited by a modulated RF signal xip:

Xin = Iin(t)cos(wt) — Qin(t)sin(wt),

with [, and Qj, the baseband modulation signals. The output b(?lft/[ L of the QML power

amplifier excited by xj, can then be expressed as follows:

bIM(1) = In ou(t)cos(@or) — Qa.ou(H)sin(wot),

where Ia out and Qa oyt are given by

[ In.ou (1) } _ [ G(E?) —H(E?) ] y [ lin(1) } _ K, x [ Iin(1) ]
O, ou(?) H(E*)  G(E?) Qin(1) Oin(0) |
with G(E?) and H(E?) two functions of the envelope squared, E? = Iii + Qizn, and

Ka(E?) the nonlinear K-matrix for the PA. The functions G(E2) and H(E?) can
themselves be expressed as

G(E?) = F(E)cos| ga(ED) ],

H(E?) = F(EY)sin| ga(E)
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where the amplitude F (E?) and phase ¢A(E2) functions describe the AM/AM and
AM/PM distortion. The gain F(E?) and phase ¢ (E?) functions satisfy the property

172
2 2
12 [IA, + 04, ] E
FEY) = [GAEY + HYEY | = -=m s = A,
[Iin+Qin]

OAED) = L[G(ED) + JH(ED)| = £ (Inou+ ] Qaow) = £ (T + j Oin).

In the limit of small input power, the PA is linear, and the nonlinear gain reduces
asymptotically to the linear PA gain Gkn’oz

2\ ~ ~lin,0
F(E?) ~ Gy,

We now wish to linearize the PA by predistorting its input signal. This is represented
symbolically in Figure 9.5 by cascading the predistortion block (PD) and the power
amplifier (PA).

Since the PA is QML, we can infer that the required predistortion function will be
QML. The output bP , of the QML predistorter excited by xi, can then be expressed as
follows:

bO(1) = Ip ou(1)cos(@ot) — Op.ou(t)sin(wot).

where Ip oy and Qp oyt are given by

Ipou() | _[ (B —h(E%} [Imm ]_K £ [Imm}
[Qp,outm}‘[h(Ez) ¢ || owny | TEPEI ono |

with Kp(E?) the nonlinear K-matrix for the predistorter.

The role of the predistorter is to compensate for the gain compression of the PA so
that the gain of the PA and PD cascaded remains constant. This implies a reduction
of the PA gain at low input power by a multiplicative factor o smaller than unity, as
is illustrated in Figure 9.6. Multiplying the K-matrices of the PA and PD system thus

yields the K-matrix for the linearized PA with gain ang’O:
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Figure 9.6 Gain reduction in predistortion linearization on linear (a) and logarithmic (b) scales.

2 2 2 2
Ka(E3) XKP(Ez)Z[ G(E}) —H(E}) ]X [ g(E)  —h(E?) ]

H(E})  G(ED) h(E?)  g(E%

_ ano| 1 O
=aG, [ 0 1 :| , 9.1
where we have defined Ep = I}% out T le,, out as the envelope at the predistorter output.

Equation (9.1) leads to the following system of equations:
G (EI%) ¢(EY — H (El%) h(E?) = aGiM0,
G (El%) h(E®) + H (El%) ¢(E%) = 0. 9.2)

This system admits the following solution:

ino G (E})
E2 — Glm,O P ,
ino H (E3)
h(EY) = —aGin0 AP/ 9.3

with
Ep- F (E}) = Ex = oGy F.

Note that the in-band envelopes E = I + Qf. Ep = I o\ + I§ o and E =
Ili out T Iﬁgom are those measured at the input and output of the predistortion stage
and the output of the amplifier, respectively. For the solution to hold, Equation (9.3)
needs to be solved for Ep for all input E. Since Equation (9.3) gives E in terms of Ep,
we simply need to invert it. A unique solution will therefore exist when the nonlinear
function Ep - F(E3) is a monotonic function of Ep.
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Linearization for PAs modeled with memory polynomials

We have seen in Chapter 6 that a popular behavioral model accounting for memory
effects relies on the memory-polynomial approximation in which only the diagonal
memory effects are accounted for in the Volterra series expansion [6] [7]. In discrete
time, this yields the following K-matrix system:

Ni . . .
[IA(n)] _ Z {|:G,~ [Ei(n—1)] —H; [E3(n — z)]} 8 |:Ip(n —1i) “
Oam) ] = |LHi [E3(n —D)] Gi[E3(n—1i)] Or(n—i)]]"
where n is the time index, i the memory delay index, and N; + 1 the total number of
memory taps required to model the PA. In a non-matrix form this can be rewritten as

In(n) = % [Gi[E30 = D] tptn — i) — 1 [E3n = )] 0pn = D)}

i>0

oA =3 (i [ B3 = )] o — i) + Gi [ — )] 0pn — 1))

i>0

We wish now to linearize the PA by predistorting the input signal. To do so we shall
assume that the predistorted signal can be quite generally expanded in terms of the
various delayed input signals I (n — j) and Q(n — j) as

N;j
Ie(n) =) {g;mIp(n = j) = hj(m)Qp(n — )}, (9-4)
j=0
N;
Qp(n) = Z {hjm)Ip(n — j) + g;(n) Qp(n — )}, 9.5)
i>0
with N; + 1 the total number of memory taps to be used by the predistorter. Note that
the PD functions g;(n) and & ;(n) are not dependent on the input envelope E(n), but
rather are time-varying functions to be determined at each time n as a function of the
present (j = 0) and past (j > 0) values of I(n — j) and Q(n — j).

On substituting the predistortion output in to the PA model we obtain the following

equations for Iz (n):
Nj N

In(m) =) {GilEp(n — )] gj(n — i) — H; [Ep(n — ) hj(n — i)} Iln — i — j]
j=0i=0

Nj N
=Y Y {GilEp(n = )lhj(n — i)+ Hi[Ep(n — i)g;j(n — i)} Qln — i — j1.

Jj=0i=0

A similar redundant equation is obtained for QA (7). On setting to zero all the coeffi-
cients weighting I[n —i — jland Q[n —i — j] exceptforthecasei + j =i =j =0,
which is for the linearized PA gain, we obtain
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min(k,N;)
Y GilEr(n—D]gii(n—i) — H [Ep(n — )l hx—i(n — i)
i>max(0,k—N;)
=aGi™5 0 Y O<k<N;+N,
min(k,N;)

Z Gi[Ep(n — )] hy—i(n —i) + H; [Ep(n — i)] gk—i(n — ©)
i>max(0,k—N)
=0 VOSkENj-I—Ni.

The linearization of a PA model with N; 4+ 1 taps leads to a system of 2(N; +
Nj 4+ 1) equations for the / (n — i — j) and Q(n — i — j) input signals, with 2(N; + 1)
unknown predistorter coefficients g;(n) and 4 j(n) to determine at time n. Clearly, this
is an overdetermined system. Only the equations from k¥ = O up to k = N; can be solved
and the equations from k = N; + 1to k = N; + N introduce a residual error. However,
under normal conditions this residual error decreases with the number of taps N; + 1in
the predistorter. An exact solution can then be approached if we let N; + 1 (the number
of taps of the predistorter) go to infinity. In practice it is found, however, that satisfactory
convergence occurs with a small number of taps in the predistorter.

Let us consider the case of a PA in which a couple of taps (one discrete delay) is
sufficient to account for the memory effects in the PA. Using the variables

F§ = B3] G5 [E3en ] + 13 [E3en ],
_ Go[E3(m)] Gi[Ep(n — )] + Ho[E3(m)| Hi[ Ep(n — 1)]
Fi [E¢]
Ho[E}(m)] G [E3(n — D] — Go [E3(m)] Hi [E}(n — )]
Fy [E¢]

A(n) =

)

’

B(n) =

the required predisorter functions g;(n) and 4 ;(n) are then given by

1in,0 G0 [E%(”)]

go(n) = aG)) 2 [E2m] (9.6)
in0Ho [E3(m)]

ho(n) = —a G0 O LRI 9.7

O R ) )

gk(m) = Am)gk—1(n — 1) — B(n)hy_1(n — 1) VO<k=<N; 98

hi(n) = B(n)gr—1(n — 1) + Am)h—1(n — 1) VO<k<N;. 99

The first two equations are the same as in the QML case. The remaining equations
are associated with memory predistorter corrections. Note that the functions g;(n) and
hj(n) are simultaneously dependent, via the parameters A(n) and B(n), on both the
present (k = 0) and the past (k > 0) values of the envelope Ep(n — k). It results that
they cannot be expressed in terms of a single Ep(n — i), and the predistorter cannot be
recast in terms of memory polynomials like the PA.

A key feature of the solution expressed by Equations (9.6)—(9.9) is that the envelope
Ep(n) at the output of the predistorter is unknown at time n and must be self-consistently
calculated at each new time step:
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2 2 172
Epn) = [0+ 03| fulEp(). 9.10)

Indeed, Ip(n) and Qp(n) are calculated using Equations (9.4) and (9.5) from known past
values of Ip(n — i) and Qp(n — i) (i > 1) and yet-to-be-determined current values of
gr(n) and hy (n). But the values of gi(n) and hy(n), which are functions of past values
gr(n —1i)and hy(n — i) (i > 1) in Equations (9.6)—(9.9), are also functions of the yet-
to-be-determined envelope Ep(n) via the A(n) and B(n) variables. Thus Equation (9.10)
defined a time-varying transcendental equation Ep = f,[Ep(n)] in terms of Ep(n) that
needs to be solved at each time step n.

The generalization of the above results to an arbitrarily large number of taps N; 4 1
and N; + 1 is more readily conducted using a complex-number representation:

Xa() = Inoum) +0n (). Xp(n) = Ip ou(n) +)Qp oue(n).
X(n) =1(n) +jOn),
Ki[E3] = Gi [E3) +im; [ER]. L0 = g;0m) + ).

The PA output is then rewritten using complex memory polynomials as

N;
Xam =Y K; [El%(n _ i)] Xp(n —i).

i>0
The PD output is then rewritten using complex notation as

Nj
Xp(n) =) Lijm)X[n — j).
j=0

On cascading the linearization and the PA, we then have

N; N;j

Xam =33k [El%(n - i)] Lin—iDXn—i—j).

i>0 j>0

Enforcing a linear gain aGﬁn’O for the PA reduces this equation to the following system
of equations:

min(k,N;) )
oKk [E}%(n — i)] Liin—i)=aG™s0  VO<k<N;+N.
i>max(0,k—N;)

The final solution for an arbitrary number of taps is then

ang’O
Ko [E3m)]’
min(k,N;)

1
S Ki | E3(n — i) | Ly—i(n — i) VYO<k<N,.
Ko [E}%(n)] i>max%(—]\/_,') [ ’ ] !

Lo(n) =

Li(n) =—
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This general solution can be verified to reduce to the two-tap case given above.
For the two-tap case, the weight of the predistortion correction brought about by the
tap k of the predistorter is approximately given by |K(Ep)/Ko(Ep)|¥ in the limit
of sufficiently high oversampling. The criterion for convergence is then given by
IK1(Ep)/Ko(Ep)| < 1.

Simulation results for an OFDM signal are shown in Figures 9.7-9.9. The two-tap
PA model is extracted from measurements performed on an 80-W GaN Doherty PA.
The signal used for both modeling and linearization consists of a two-carrier 20-MHz
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Table 9.1. ACPR of input data and PA output data with and
without predistortion

ACPR for LSB ACPR for USB
Input data —48.72 —43.47
Original PA -32.17 —33.55
Linearized PA —48.70 —43.46
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Power spectral density for an OFDM signal with 8 dB PARP before (black dots) and after (gray
dots) predistortion.

WiMAX signal with 8 dB PARP after signal conditioning with crest-factor reduction
(CFR). As is shown in Figures 9.7 and 9.8, the AM/AM and AM/PM curves depart
from straight lines, indicating the device nonlinearity. Further, they exhibit clear mem-
ory effects in the thickness of the curves indicating that multiple output amplitudes and
phases are observed from the same instantaneous input envelope. Note that the predis-
torter generates an output signal that also exhibits memory effects in amplitude (see
Figure 9.7) and phase (not shown) in order to suppress the memory effects of the PA.
A predistorter with 11 taps is used to linearize the 2-tap PA. The AM/AM and AM/PM
curves for the linearized PA take the form of straight and thin lines, indicating that the
amplitude and phase have both been linearized and that memory effects have greatly
decreased.

The extent of the linearization is also demonstrated by the power spectral density
shown in Figure 9.9. The ACPRs for the LSB and USB are given in Table 9.1. The
linearizer is seen to have recovered, up to four digits, the ACPR of the original input
two-carrier OFDM signal. The spectral regrowth (ACPR) in this simulation example is
therefore limited not by the linearized PA but by the CFR stage which had introduced
undesirable spectral regrowth (see Chapter 1) in the process of reducing the PAPR from
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10 to 8 dB. Obviously, in a physical system, the actual performance of the linearizer with
the original PA will depend on how accurately the memory-polynomial model used is
actually predicting the PA performance.

Two-band frequency-selective predistorter

To conclude this chapter on linearization, we consider now the case of a multi-band
PA. We define a multi-band PA as a multi-carrier PA for which the subcarriers are suffi-
ciently separated. If the subcarrier separation is sufficiently large, strong memory effects
can be expected from frequency-dependent nonlinearities. To linearize such a PA, a
wideband predistorter with a large number of taps may then be required. An alternative
approach is to use a frequency-selective algorithm [8] [9] that addresses the linearization
of each subcarrier band separately while accounting for their interactions.

Let us consider the case of the two-band PA model discussed in Chapter 6. The cas-
caded two-band predistorter and two-band power amplifier are shown in Figure 9.10. If
we account for 2 x O intermodulation bands, the PA output then reduces to

o o
=Y 1. Qau=DY 0k Xau=Iru+jOsu.
k=1 k=1
-0

—0
IaL = Z I, QaL= Z O, XaL=1IaL+JOAL,
k=1 Py

where /] and Q) are the scaled and phase-shifted versions of the intermodulation terms
I and Qy obtained from

X; = KiXe, Xp=1+j0,, Xk=Ix+jO,
with

Ki(1Xpul?, 1XpLI?) = Ge(1Xpul®, IXpL1?) +jHk(1Xpul?, 1Xp.LIP),

Xpu = Ipu +JjOp.us XpL = IpL +jOp,
lpu
Iay o— —o—| —o Iy
OA,U o— ——O0— —o0 OU
Output A lpy P Input
IA,L Oo— ——O— el IL
OA,L O— —O— —oO OL
Amplifier Predistorter

A cascaded two-band predistorter and amplifier.
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where the intermodulation terms I; and Qy themselves are given in Section 6.4.3. For
example, in the present notation we have, for k varying from —3 to 3,

13(XpL, Xpu) = IP,Ullg,L - IP,UQ%,L +20p,ulpLOp,L,
0.3 (XP,La XP,U) = 2Ip,ulpLOp,L — QP,UII%L + QP,UQ%,L,
Ii=LbL, Q-1=0pL,
L=by  Q1=0pru
I3(XpL, Xpu) = Ilg,UIP,L +2lpuQprulpL — Q12>,UIP,L,
03(Xp.L. Xpu) = —Iﬁ,UQP,L + 2l uQpulpL + Q}%,U OpL.

The linearization of the two-band PA therefore leads to the following system of
equations:

0
Z’Ck(|XP,U|2’ 1 Xp.LI") Xk (XpL, Xpu) = aGkn’OXU,
k=1
Z Ki(1Xpul?, 1XpL) Xk (Xp,L, Xpu) = 2GR0 XL
k=—1

©.11)

The unknowns are the output signals Xp 1, = Ip,L +j0p 1 and Xpy = Ip,u +j0Op y Of
the predistorter. The inversion of this two-band PA model leads to a fairly complex
system of transcendental equations to solve for Xp 1 and Xp y at each input Xy, =
I, +jO;, and Xy = Iy +jOy:

1
XU = (X0l (XoL D)
) 0]
X [aGR“’OXu — Y Ke(Xpul® [Xp L) Xk (XpoL, xP,U)},
k=2
X 1
Pl K (Xe ol 1 Xe L)
) -0
x |G XL — Y Kl Xpul. IXp L) Xi(Xp L. Xp0)
k=-2

An improved insight is gained if we seek a perturbative solution. For a third-order
Taylor expansion of the Ky functions using the notation introduced in Figure 6.15, we
have

Ki(1Xp.ul? 1Xp.LI®) = Hip + Hapm| Xp.LI® + Happ| Xp.ul,
K_1(1Xp.ul 1Xp.L?) = Him + Hamm| Xp.LI> + Hamp| Xp,ul,
Ks(IXp.ul®, 1 Xp.LI) = H3p,
K_3(1Xpul? 1Xp.LI") = Ham.
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Now, using the following perturbative expansion for the unknown predistortion vari-
ables Xp 1 and Xp y to determine

Xpu = Xpy + AXS + AXSY,
XpL = X3 + AXS] + AXSY
the final system of equations to solve reduces to
X = aG Xy,
HinX5] = Gy Xy,

2 2
1 0 0
Hip 8Xy + | Hapn [X01 + s [X | B =0
() o |* © 7] yo
Hin AXUL + | Hyun [ XS]+ Hanp [XS0 ]| X35 =0,

3 0 0
Hip AXSY + HapXa( XL X0) =0,

-3 0 0
Hin AXSD + HanX—o( XS0 X)) =0, 9.12)
where Glln O — min(H, »» Him). The solution of this system is therefore
1lin,0
o _ %Gy
Xpy = Xu,
P.U H,
H; 2 H3
axily = - | 22 x|+ 22 ‘X(O) b
s Hlp s s
H
AXEY = =22 X X ) ,
s Hlp
lin,0
0 aG,"
Xpp = —2—X1,
Hlm
H 2 H
AXI()DL _ _[ Ijmm ‘X}()O)L‘ 4 3mp 3mp ’X(O) }X%_L,
: o ) :

AXE) =T x (X x;%) .
5 Hlm ) 5
Six parameters are therefore required in the third-order perturbative approximation to
linearize the two-band PA.

The performance of the proposed linearization algorithm was investigated using
wideband WCDMA signals. Figures 9.11 and 9.12 show the frequency-selective lin-
earization of a two-carrier WCDMA signal for a 10-W LDMOS PA with 14 dB gain
for 34.8 dBm (3 W) output power. The vertical scale is 5dB per division and the hor-
izontal scale is 15 MHz per division for a total span of 60 MHz. Each WCDMA band
has a bandwidth of 5 MHz. The centers of the two bands are separated by 15 MHz. As
indicated in Figure 9.12(a), each band is immediately flanked on both sides by spectral-
regrowth bands (each of bandwidth about 5 MHz) originating from the interaction of
each band with itself via H3;,, and H3p, and with the adjacent band via H3,, and
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interband, and (d) LSB inband plus interband vectorial predistortion linearization of a
two-carrier WCDMA signal for a PA with differential memory. (From [8] with permission,
©2008 IEEE.)

H3p,. In addition, the two bands interfere with each other due to the terms H3,, and
H3, and generate two intermodulation bands at —22.5 MHz and +22.5 MHz relative to
the LO (center tone).

The ability of the frequency-selective predistortion-linearization algorithm to reduce
the spectral interband regrowth of either the LSB only or the USB only is demonstrated
in Figures 9.11(a) and (c). Further, as shown in Figures 9.11(b) and (d), not only the
intermodulation bands at —22.5 and +22.5 MHz but also the in-band spectral regrowth
surrounding the original bands themselves can be reduced. The proposed differential
algorithm can address separately six types of in-band and interband spectral regrowth
in the LSB and USB.

Finally, Figure 9.12(b) shows the combined reduction of the in-band and interband
spectral regrowth on both sides of the LO. These results demonstrate the ability of
this algorithm to linearize a PA exhibiting differential memory effects (Hz,, # H3p) as
defined in Section 6.4.1. Higher-order expansion can be used to improve the QML lin-
earization (AM/AM and AM/PM) performance. In addition, memory polynomials can
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Figure 9.12
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frequency-selective predistortion linearization of a two-carrier WCDMA signal in a PA with
differential memory. (From [8] with permission, ©2008 IEEE.)

be used to account for memory effects. Note that the nonlinearities which extend over
a bandwidth of 50 MHz were reduced in this demonstration by using real-time process-
ing [8], with no feedback loop required. However, the implementation of an adaptive
algorithm using a feedback path to extract the required linearization coefficients is
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greatly facilitated by the frequency-selective nature of the linearization [9]. Indeed,
the receiver bandwidth just needs to be centered via a tunable LO on the band to be
linearized, since for mild nonlinearities each band is linearized separately.
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Volterra functions 138, 139, 168, 169, 170, 171,
173, 174, 175, 194

Volterra kernel 161, 187

Volterra series 82, 161, 162, 163, 176, 191, 192,
198, 269

wave-equation 108

white noise 11, 215b-221f, 226, 232, 233
WiFi 3, 6

WIiMAX 3, 6, 13, 15, 188b-191f, 273
WLAN 1, 3,290

X-parameters (see polyharmonic distortion/PHD)

zero-dB (0-dB) desensitization 60
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