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Preface

Introduction

This book is concerned with recent advances in the use of nonlinear vector network
analyzers (NVNAs) for the characterization, modeling, design, and linearization of
nonlinear RF devices and circuits.

Wireless has experienced an incredible growth; from cellular phones to wireless
local area networks (WLANs), portable radios have become ubiquitous. The trend is
to develop RF radios with wider bandwidth and low power dissipation for support-
ing new broadband services. Of particular importance are the nonlinear RF front-end
circuits in radios, which typically dissipate half the handheld power. Given that this
is a rapidly changing field, students, practicing engineers, and researchers must keep
themselves abreast of new developments in the field. This book presents some of the
emerging paradigms in large-signal measurement techniques, modeling, and nonlinear
circuit design theory with supporting examples.

Brief description of the book

In Chapter 1, we will review the types of modulated RF signals involved in modern
wireless communication, and introduce several measurement metrics used to character-
ize them. We will then discuss, in Chapter 2, novel measurement techniques that have
become available with the introduction of NVNAs such as the large-signal network
analyzer (LSNA) and, more recently, the PNA-X and SWAP. The NVNA permits the
vector measurement of the fundamental and harmonics voltage and currents of devices
or circuits for CW, modulated, and pulsed RF excitations.

Next, in Chapter 3, we will address the direct extraction of device models from the
RF dynamic large-signal loadlines. Then, in Chapter 4, we show how memory effects
(self-heating, traps) can be characterized with pulsed RF measurements.

Alternatively, bypassing modeling, we shall see, in Chapter 5, how to use nonlinear
measurements for the direct interactive design of nonlinear RF circuits such as power
amplifiers of various classes and oscillators, by using a new ultra-fast multi-harmonic
active load-pull approach implemented with the sampler-based NVNA.
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The behavioral modeling of nonlinear circuits using exact Volterra series, and poly-
harmonic distortion (X-parameters1) and memory-polynomial approximations for both
constant-wave and modulated signals will then be presented in Chapter 6.

The book will also show, in Chapter 7, how the output power and phase-noise prop-
erties of oscillators can be optimized using the measured device line. The Kurokawa
phase-noise theory will be introduced both for free-running and for injection-locked
oscillators and compared with alternative phase-noise theories.

Then, in Chapter 8, the balancing, poly-harmonic modeling and poly-harmonic
predistortion linearization of RFIC modulators will be presented.

Finally, switching to the system level, we will see, in Chapter 9, how a frequency-
selective predistorter can be developed to linearize PAs. An analytic technique for
linearizing PAs modeled by memory polynomials will also be demonstrated for the
two-tap case using a time-selective predistorter.

In summary, the selected examples presented in this book will provide an in-depth
introduction to new emerging concepts and techniques for the large-signal measure-
ment, modeling, and design of nonlinear RF circuits, while the literature referenced
will allow the reader to further explore each topic as needed.

1 “X-parameters” is a registered trademark of Agilent Technologies. The X-parameter format and underlying
equations are open and documented.



“A great book for gurus as well as apprentices in the field of characterization and net-
work analysis of nonlinear RF circuits. Prof. Patrick Roblin provides an extensive yet
clear overview of this rapidly evolving field. The book enables RF engineers to con-
nect the dots between a wide range of fascinating topics: modern modulation formats,
NVNA and LSNA measurement technology, behavioral modeling, multitone measure-
ments, power transistor memory effects, power amplifier distortion and predistortion,
loadpull techniques, etc. By putting all of these topics together into one comprehensive
book, Prof. Patrick Roblin proves that the whole field of network analysis of nonlinear
RF circuits is much more than simply the sum of its parts.”

Dr. Jan Verspecht, IEEE Fellow and inventor of X-parameters

“Since the advent of the nonlinear microwave CAD, in the 80s, RF nonlinear circuits
were designed either recurring to this virtual lab environment, or to real but poor small-
signal S-parameter measurements associated with incomplete amplitude-only power
and spectrum characterization. It was only very recently that new instruments capable of
large-signal RF characterization opened a new way to nonlinear RF circuit design. So,
this book constitutes a unique and timely volume on the recent advances of nonlinear
microwave circuit design based on these new time-domain waveform measurements
that fills a gap faced by both industry engineers and academic researchers.”

José Carlos Pedro, IEEE Fellow
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1 Wireless signals1

Before we embark on a discussion of the characterization and modeling of nonlinear
RF devices and circuits, let us review the attributes of their customers, the RF signals
used in wireless communication. In this chapter, we will briefly discuss the trends of
wireless communication systems and standards for cellular networks, wireless local area
networks (WLANs), and wireless metropolitan networks (WMANs) and the challenges
they create in the development of low-cost, linear, and power-efficient RF electronics.
Various metrics used to characterize signals and systems will then be introduced.

1.1 Modern wireless communications

Wireless communication systems rely on the modulation of radio-frequency signals
to exchange information. In modern wireless communication, digital modulation tech-
niques whereby the digital information is encoded using amplitude (ASK), phase (PSK)
or frequency (FSK) shift keying are used. In the most general case, quadrature ampli-
tude modulation (QAM), whereby the amplitude A(t) and phase φ(t) of the RF waves
are both modulated, is used:

xRF(t) = A(t)cos[ωRFt + φ(t)]
= I (t)cos(ωRFt)− Q(t)sin(ωRFt).

In the above equation, I (t) and Q(t) represent the in-phase and quadrature components
of the modulation, respectively.

It is to be noted that constant-envelope signals (I 2(t)+ Q2(t) = constant) are
advantageous for mobile transmitters because they can then be amplified by nonlinear
power amplifiers, without AM-to-PM distortions degrading the modulation of the sig-
nals transmitted. Such nonlinear amplifiers have the advantage of being both cheaper
and more power-efficient than linear amplifiers.

Phase modulation is then attractive if it can be implemented in such a way that
the phase-modulated signals can maintain their constant envelope A2 = I 2(t)+ Q2(t)
while being processed by bandpass-limited circuits. One modulation scheme, GMSK
(Gaussian minimum shift keying) [1], achieves this ability via the use of gradual

1 Research collaboration with Jiwoo Kim and Suk Keun Myoung is gratefully acknowledged.



2 Wireless signals

phase transition, which greatly helps maintain the signal envelope constant. The quasi-
constant envelope of GMSK is beneficially used in wireless standards such as the GSM
(Global System for Mobile Communication). The resulting low cost and power effi-
ciency of the mobiles certainly contributed to the widespread success of this protocol
around the world.

Nevertheless, given the needs to increase the wireless network’s capacity to handle
more users and to provide wide-bandwidth data services, digital quadrature amplitude
modulation is becoming more prevalently used in modern standards.

Beside the modulation of the RF signals to encode information, the multiple division
access (MDA) scheme used to handle multiple users or to increase the bandwidth for
a single user is also of great importance. As symbolically represented in Figure 1.1,
frequency (FDMA), time (TDMA), and code (CDMA) division multiple-access tech-
niques are typically used to handle multiple users [1]. In CDMA, each user baseband
signal is further modulated by a pseudonoise code with high chip-rate which spreads
the bandwidth of the original baseband signal. Clearly CDMA calls for mobiles with
front ends operating with wider frequency bandwidth.

Note that often the uplink and downlink between the mobile and the basestations use
different frequencies, therefore relying on frequency-division duplexing. Alternatively,
time-division duplexing (transmit and receive at different times) is used when the same
frequency band is used.

In addition, the concept of the cellular network provides a frequency reuse in
non-adjacent cells, which increases the capacity. Space-division multiplexing access
(SDMA), or the use of antennas with beam-forming techniques, also enables further
increase of the user capacity by adding additional sectors in each cell.
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Figure 1.1 Comparison of FDMA, TDMA, and CDMA schemes.
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Unlike the mobiles which in TDMA and FDMA handle a single channel, the power
amplifiers at the basestation transmitter must typically operate with much wider band-
width because it is more economical to use a single basestation RF power amplifier
for the various channels for each RF carrier. Furthermore, basestation power amplifiers
typically handle multiple carriers at the same time. This obviously introduces some
critical constraints upon the linearity and bandwidth of these power amplifiers.

One of the motivations for the introduction of CDMA was its improved perfor-
mance in handling fading (signal cancellation arising from multi-path propagation),
owing to its wider bandwidth. CDMA can also make beneficial use of the various
multi-path signals using a “rake receiver” [1] to reduce the signal-to-noise ratio at
the output. Another division multiplexing technique that has gained prevalence in
wireless communication systems due to its high performance in multi-path environ-
ments is OFDMA (orthogonal frequency-division multiplex access). OFDMA is a
multi-user version of OFDM (orthogonal frequency-division multiplexing), which is
used in high-performance WiFi WLANs, and is now being actively implemented in
new WMAN standards such as WiMAX and LTE to provide wide-bandwidth data
services [2] [3] [4]. Given the rapid growth in this field, we will discuss the charac-
teristics of OFDM signals in the next section. The analysis of OFDM signals will also
illustrate the challenges modern modulation schemes place upon the characterization
and design of modern RF circuits.

1.2 OFDM primer

In this section we shall give a brief review of the most salient features of OFDM. OFDM
signals typically consist of multiple symbols separated by a guard interval. The general
structure of an idealized OFDM symbol of duration TSYMB is shown in Figure 1.2,
where WT,SYMB(t) is an ideal shaping window.

The symbol duration is given by TSYMB = TIFFT + TGI + TTR with TGI the guard
interval and TTR the transition interval. The guard interval TGI and the associated cyclic
prefix TCP = TGI + TTR are used to remove the intersymbol interference (ISI) from
symbol to symbol as well as to maintain the subcarrier orthogonality in each symbol
as we shall discuss below. The transition interval TTR, which is not always specified in

WT, SYMB

time t

TGI

TCP

TTR TTR

0

TIFFT (1 period)

TSYMB

Figure 1.2 Structure of an OFDM symbol of duration TSYMB.
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(a)

Symbol 1 Symbol 2 Symbol 3

Symbol 1 Symbol 2 Symbol 3

Symbol 1 Symbol 2 Symbol 3
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Direct Path

2nd path

3rd path

TIFFT

Guard time Guard timeSymbol 2 Symbol 3
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Figure 1.3 The ISI shown to take place in (a) is suppressed in (b) by the use of a guard interval between
symbols.

the standards, is used to reduce the spectral regrowth associated with the transition from
one to another symbol.

The use of the guard interval is illustrated in Figure 1.3. The intersymbol interference
is suppressed if the guard time is larger than the channel delay spread. However, self-
interference in a given symbol still needs mitigation, and this will be discussed later on.

Let us consider now a single OFDM symbol with index k. The data portion xRF,k

which is located in the interval kTSYMB + [TCP, TCP + TIFFT] is of the form

xRF(t) = Re

{∑
k

xk(t − kTSYMB)exp
[

j2π f0t
]}
,

xk(t) = rect

(
t − (TCP + TIFFT/2)

TIFFT

) NSC∑
n=1

Ck,nexp
[

j2πn � f (t − TCP)
]
.

The Fourier transform Xk( f ) = F[xk] associated with the symbol xk is

Xk( f ) = TIFFT

NSC∑
n=1

Ck,nexp
[− j2πn � f (2TCP + tIFFT/2)

]× sinc

(
f − n� f

� f

)
.
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Figure 1.4 Normalized spectrum for seven adjacent subcarriers of an OFDM signal with subcarrier # −1
highlighted.
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Figure 1.5 Transmitter implementation using IFFT.

The spectrum of the OFDM signal is obtained from the coherent superposition of the
individual spectra of the various subcarriers. As can be seen in Figure 1.4, the spectra of
the various subcarriers overlap in most of the frequency range. However, if we sample
the frequency at n� f = n/TIFFT, the spectra are orthogonal. This frequency sampling
is equivalent to assuming that the signal xk(t) is a periodic function of time t with
period TIFFT. The orthogonality in OFDM is then achieved by selecting TIFFT = 1/� f .
The coefficients Ck,n can then be recovered by performing a Fourier series over the data
interval kTSYMB + [TCP, TCP + TIFFT]. For sampled data, a Fourier series is exactly
implemented (up to the scaling factor NIFFT) by a fast Fourier transform (FFT) per-
formed using NSC data acquired during the data interval. Conversely, the sampled signal
xk(nTs) can be generated by an inverse FFT (IFFT) as indicated in Figure 1.5.

The complex Fourier coefficients Ck are typically generated using BPSK, QPSK,
16-QAM or 64-QAM modulation:

Ck,n = (Ik,n + j Qk,n)× KMOD,k,
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Table 1.1. Parameters for WiFi, WiMAX (downlink), and LTE (downlink) for their widest-bandwidth
configuration. Note that different circular prefixes (normal/extended) are used in LTE depending on the
channel delay spread and the environment (urban/rural).

WiFi WiMAX
802.11a 806.16e-2005 LTE

Bandwidth 20 MHz 20 MHz 20 MHz
Number of subcarriers (NSC) 64 2048 2048
Number of data subcarriers 48 1440 1200
Number of null subcarriers 12 368
Number of pilot subcarriers 4 240
Subcarrier frequency (� f ) 0.3125 MHz 10.94 kHz 15 kHz
IFFT period (TIFFT = 1/� f ) 3.2 µs 91.41 µs 66.67 µs
Circular prefix (TCP) 0.8 µs 11.4 µs 5/16.67 µs
Ratio TCP/TIFFT 1/4 1/8 1/14–1/4
Symbol interval (TSYMB) 4.0 µs 102.9 µs 71.67/183.34 µs

b1b2b3b4Q

I

100011000100

1111 1011

1001110101010001

0111
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10101110

0000

0110

Figure 1.6 A 16-QAM constellation with Gray coding.

where KMOD is a constant depending on the modulation used and the output power to
be generated. An example of a 16-QAM constellation with Gray digital encoding is
shown in Figure 1.6. Typical values found for the various OFDM parameters in various
standards are shown in Table 1.1.

Let us discuss now how the self-interference in a given symbol is mitigated in the
presence of multi-path signals. Orthogonality between the subcarriers is preserved if the
symbols are periodically extended inside the guard interval time. This is symbolically
represented in Figure 1.7 for the case of the reception of a symbol with three different
propagation delays. In the useful symbol interval of duration TIFFT, the various path
delays only introduce a frequency-dependent phase shift and amplitude rescaling in
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Figure 1.7 Use of a cyclic prefix to mitigate multi-path propagation.

each of the measured subcarriers which can be removed by subsequent processing at
the receiver.

Having presented the fundamentals of the OFDM scheme, let us now discuss its
signal characteristics. OFDM signals exhibit a very high peak-to-average power ratio
(PAPR),

PAPR = Ppeak

Pavg
.

This is due to the fact that OFDM signals are realized as the superposition of multiple
subcarriers NSC, and there exists a finite probability that at some times all these sub-
carriers can be in phase. Under such a circumstance the peak power is proportional to
N 2

SC. Since the average power is proportional to NSC, assuming all subcarriers have the
same power, it results that at these fleeting times the PAPR reaches NSC, which can
be very large, e.g. 2048 (33 dB). Such a PAPR would be quite alarming. However, the
probability of such an event is small, since it is proportional to 2−NSC .

Let us introduce an instantaneous PAPR(t) in a time interval [t, t +�t] defined as

PAPR(t) = max[t,t+�t]
[|xRF(t)|2

]
E
[|xRF(t)|2

] ,

with E[ ] the average operator taken over the transmit time interval of interest. It is
possible to estimate the PAPR at the baseband signal level. We call x(n) the complex
baseband signal, which is defined as

x(n) = I (n)+ j Q(n),

where the signals I (n) = I (tn) and Q(n) = Q(tn) are sampled at discrete time intervals
tn = nts with ts the sampling interval:

xRF(t) = I (t)cos(ωRFt)− Q(t)sin(ωRFt).

The instantaneous PAPR at the sampling time tn is then defined by

PAPR(n) = |x(n)|2
E
[|x(n)|2] = I 2(n)+ Q2(n)

Eavg
= P(n)

Pavg
,
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where the average E[ ] is taken over the transmitted data sequence. Note that Eavg is
the average envelope value, P(n) the discrete-time instantaneous RF power at time tn ,
and Pavg the average RF power. Note that the instantaneous RF power P(n) is simply
obtained from the envelope E(n) = |x(n)| using

P(n) = 1

2
|x(n)|2 = 1

2

[
I 2(n)+ Q2(n)

]
= 1

2
E2(n).

Since the OFDM data can be assumed to be stochastically time-varying, the PAPR is
best represented by its statistical distribution. It is common practice to use the comple-
mentary cumulative distribution function (CCDF = 1 − CDF) of the PAPR to represent
its statistical distribution:

CCDF(PAPR) = Probability[P(n) > Pavg × PAPR].
A simple and useful approximation for the CCDF has been proposed for QPSK

OFDM [5]:

CCDF(PAPR) = 1 − CDF = 1 − [
1 − exp(−PAPR)

]βNSC ,

where the factor β is a fitting parameter used to approximate the oversampling factor.
Note that β = 1 corresponds to the case of a Nyquist sampled signal. In such a Nyquist
limit, by virtue of the central limit theorem, the samples xk(n) for each subcarrier can
be assumed, for a large number NSC of subcarriers, to be zero-mean Gaussian complex
variables N (0, σ 2) with variance σ . It results that |xOFDM(n)| is a Rayleigh distribution
(Rayleigh[σ ]) and the instantaneous power |xOFDM(n)|2 is exponentially distributed
with mean power σ 2

OFDM = 2σ 2. In the case of oversampling, the adjacent samples
x(n) are correlated, and a non-unity β factor (β = 2.8) is found to provide a correction
to the correlation [5]. The results obtained for various numbers of subcarriers are
shown in Figure 1.8. The larger the number of subcarriers, the larger the probability of
obtaining a specific PAPR.
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Figure 1.8 Approximate CCDF of PAPR for QPSK OFDM signals.
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Note, however, that the discrete-time PAPR may underestimate the continuous-time
PAPR since it is calculated using sampled data, but it nonetheless gives a useful
lower-bound estimate of the analog PAPR which the amplifier must handle.

1.3 Impact of clipping on OFDM

As we have seen in the previous section, OFDM signals, just like CDMA signals, exhibit
large PAPR. The question arises as to whether the peaks in the signal envelope carry crit-
ical modulation information and whether we could clip them off without significantly
degrading the information transfered.

In hard clipping, the input signal x(n) = Iin(n)+ j Qin(n) will have its envelope

|x(n)| =
√

I 2
in(n)+ Q2

in(n) rescaled to Eclip if the envelope exceeds the clipping
threshold Eclip. However, this envelope clipping is performed in such a way as to
maintain the phase � (Iin + j Qin) information of the input signal. The output signal
y(n)= Iout(n)+ j Qout(n) will therefore be given by

Iout(n) = Re[x(n)] = Eclip

|x(n)| Iin(n),

Qout(n) = Im[x(n)] = Eclip

|x(n)| Qin(n).

Note that the output phase satisfies � (Iout + j Qout) = � (Iin + j Qin). Figure 1.9(a)
shows a processing block that conceptually implements this hard-clipping function
using an antipeak generator. The output signal y(n) = x(n)+ c(n) is the superposi-
tion of the incident signal xin and a corrective clipping signal c(n) generated by the
antipeak generator:

c(n) = IC + j QC = (Iout − Iin)+ j (Qout − Qin).

The clipping ratio γ is defined as

γ = Eclip√
E[|x(n)|2] = Eclip

Eavg
=
√

Pclip

Pavg
,

where for OFDM signals the average power is Pavg = σ 2
OFDM.

Antipeak
Generator

++

Antipeak
Generator

Filter

c(n)
f(n)

(b)(a)

x(n)

c(n)

y(n) y(n)x(n)

Figure 1.9 System diagrams for implementing hard clipping (a) and soft clipping (b).
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Figure 1.10 Constellation for the various OFDM subcarriers before (left) and after (right) hard clipping with
a clipping level of 7 dB.

Hard clipping distorts the OFDM signals and generates both out-of-band spec-
tral regrowth and in-band distortion. Let us first consider the in-band distortion. The
distortion of the constellation in 64-QAM OFDM is shown in Figure 1.10. Clipping is
seen to have introduced noise. Although the corrective signal c(n) is clearly correlated
to the input signal xin, it has been demonstrated [6] [7] that for OFDM signals with a
large number of subcarriers the clipped signal can be well represented by the superpos-
ition of an attenuated version of the input signal αx(n) and an uncorrelated additive
noise d(n):

y(n) = αx(n)+ d(n),

with α given by

α = 1 − exp(−γ 2)+
√
π

2
γ erfc[γ ].

Figure 1.11 shows the variation of the attenuation constant α with the clipping ratio γ .
For clipping ratios above 7 dB, the attenuation constant α is close to unity and can safely
be neglected.

The uncorrelated additive noise d(n) has been demonstrated [7] to have a variance
given by

σ 2
d = σ 2

OFDM

(
1 − e−γ 2 − α2

)
.

The bit error probability (BEP) for M-QAM OFDM under clipping has been derived
[7] to be given by

BEPOFDM = 2

log2(M)

(
1 − 1√

M

)
erfc

[
3 × SNDR

2(M − 1)

]
,

with log2(M) the number of bits in each Mary-QAM subcarrier. In the expression for
the BEP, SNDR is the signal-to-noise-plus-distortion ratio:
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Figure 1.11 Variation of the attenuation constant α versus the clipping ratio γ .

SNDR = α2σ 2
OFDM

σ 2
d + σ 2

0

,

where σ0 is the variance associated with the thermal noise floor:

kBT0 = N0 = 1

2
σ 2

0 TSYMB,

with kB the Boltzmann constant, T0 the room temperature in degrees Kelvin, N0/2
the additive white-noise spectral density, and TSYMB the symbol duration. For an
Mary-QAM OFDM signal, the ratio Eb/N0 of the average energy per bit to N0 is related
to the average power σ 2

OFDM of the OFDM signal by

Eb

N0
= α2

log2(M)

σ 2
OFDM

σ 2
0

.

The BEP of a clipped OFDM signal is plotted for various clipping levels from
4 to 10 dB in Figure 1.12. The OFDM signal consists of NSC = 2048 subcarriers
using 64-QAM modulation (M = 64). It is seen that for a clipping threshold equal to
or larger than 7 dB (above the average power), an acceptable degradation in BEP is
obtained.

Note that various techniques for PAPR reduction without BEP degradation at the
cost of bandwidth efficiency have been proposed. Although these investigations fall
outside the scope of this review, this points to the fact that the characteristics of the
OFDM signals will vary from implementation to implementation even within the same
standard.
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Figure 1.12 Bit error probability for various clipping levels varying from 4 to 10 dB.
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Figure 1.13 Comparison of the power spectral densities of the original, hard-clipped, and soft-clipped
signals.

1.4 Spectral regrowth and clipping

As is to be expected, hard clipping will increase the modulation bandwidth and
introduce spectral regrowth outside the allocated bandwidth. This is illustrated in
Figure 1.13, where the power spectral densities of the original and hard-clipped sig-
nals are compared. Soft clipping can then be used to reduce the spectral regrowth. In
soft clipping, a filter is used after the antipeak generator to remove the sharp varia-
tions in the correction signal c(n), resulting in the implementation shown in Figure
1.9(b). The resulting power spectral density (PSD) of the soft-clipped signal is com-
pared in Figure 1.13 with the PSDs of the original and hard-clipped signals for a clipping
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Figure 1.14 Comparison of the CCDFs of the original, hard-clipped, and soft-clipped WiMax signals
(10 MHz).

ratio of 7 dB. It is observed that the soft-clipping PSD easily passes the requirement of
one of the proposed spectral masks for the IEEE 806.16e-2005 WiMAX standard. The
associated CCDFs are also compared, in Figure 1.14.

1.5 Metrics

To compare the linearity performance of different hardware implementations, or to com-
pare the fidelity of a model in fitting or predicting measured data, several metrics are
commonly used.

For comparing two signals x1(n) and x2(n) available in the discrete time domain, the
root mean square (RMS) is often used. It is defined as

RMS =
√∑

n |x2(n)− x1(n)|2∑
n |x1(n)|2 .

To measure the spectral regrowth generated in adjacent bands (ωadjacent) by the signal
in the channel band (ωchannel), the adjacent-channel power ratio (ACPR) is used. It is
defined from the power spectral density PSD as

ACPR = 10 log10

{∫
ωadjacent

PSD(ω)dω∫
ωchannel

PSD(ω)dω

}

For comparing, in symbol-space, two similar OFDM signals xOFDM,1 and xOFDM,2

with NSC subcarriers k, the following error vector magnitude (EVM) is used:
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Figure 1.15 Calculation of EVM error for a given 16-QAM subcarrier k.

EVM = 1

Smax

⎛⎝ 1

NSC

NSC∑
k=1

�I 2
k +�Q2

k

⎞⎠
1
2

= σd

Smax
,

with

�Ik = I2,k − I1,k,

�Qk = Q2,k − Q1,k .

The square root of the component �I 2
k +�Q2

k of the EVM error is graphically repre-
sented in Figure 1.15 for a single 16-QAM subcarrier. Other figures of merit will also
be introduced in the subsequent chapters as needed for our analysis.

1.6 Multisine

Multisine is an expression used to indicate a superposition of tones, of the following
form [8]:

xms(t) =
Nmax∑
n=0

An cos(ω0t + n�ω + φn),

for single-sided (usually baseband) signals, or

xms(t) =
SSB∑

n=−SSB

An cos(ω0t + n�ω + φn),

for double-sided RF signals with 2 × SSB + 1. Usually the same amplitude An is used
and only the phases φn are varying for the tones n.
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Figure 1.16 Approximation of a 1024-carrier WiMAX CCDF using an optimized 64-tone multisine.

The selection of the phases φn is of critical importance for shaping the multisine
signal [8] [9]. Using phases that are constant or linearly varying or randomly dis-
tributed leads to pulse-like signals with large PAPR. To approximate communication
signals using multisines, the phase φm can be optimized such that the desired CCDF is
approached [10] [11]. An example of a CCDF approximation is shown in Figure 1.16
for 64 tones. The more tones used by the multisine, the closer the CCDF can be approx-
imated at high PAPR. Nevertheless, a multisine with a reduced number of tones might
provide an acceptable substitute for soft-clipped OFDM signals. Such multisines find
applications in the characterization and modeling of nonlinear devices with memory
effects [12].
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2 Large-signal vector measurement
techniques with NVNAs1

In this chapter we shall first review the various measurement techniques which are tra-
ditionally used for the characterization of RF circuits. Next we will introduce several
nonlinear vector network analyzers (NVNAs) that have been developed to characterize
the nonlinear response of circuits at radio frequencies (RF). Having described the oper-
ating principle of the various NVNAs, we will then focus in the rest of this chapter
on the sampler-based NVNA. In particular, its operating principle, calibration, and
extension to broadband modulation and pulsed RF signals will be discussed in detail.
Overall, this chapter will provide some insights into nonlinear measurement techniques,
which should complement the remaining chapters concerned with platform-independent
modeling, design, and linearization techniques.

2.1 Measurement of RF signals

Various kinds of equipment are used to acquire and analyze RF signals: power meters,
spectrum analyzers, oscilloscopes, vector signal analyzers. Power meters are used to
accurately measure the RF power. Usually they are used to characterize steady-state RF
signals but some power meters have a wide input bandwidth and can provide a measure-
ment of the instantaneous signal power for modulated RF signals within a prescribed
bandwidth. The accuracy of power meters is usually traceable to world standards and
such equipment can therefore be used for power calibration.

Spectrum analyzers permit the measurement of the power spectral density of RF
signals versus frequency. Typically the data are acquired during a finite-duration
time window and Fourier transformed to the frequency domain for a wide frequency
range. The frequency resolution fRES improves (decreases) with increased measurement
duration tM = 1/ fRES at the cost of slower frequency sweep. No phase information is
normally provided by spectrum analyzers.

Oscilloscopes permit visualization of the data in the time domain. RF oscilloscopes
need to have a sampling rate of at least twice (Nyquist rate) the signal frequency in
order to acquire the fundamental. For acquiring the 10th harmonic of a 1-GHz signal

1 Research collaboration with Seok Joo Doo, Young Seo Ko, Fabien De Groote, Jean-Pierre Teyssier, and
Chieh Kai Yang is gratefully acknowledged.
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we therefore need a sampling rate of 20 GHz. Oscilloscope measurements are usually
affected by the jitter of the sampling clock, but techniques are available to compensate
for this jitter [1]. Scopes have also a finite frequency response and typically feature a
resolution of 8 bits (48 dB dynamic range).

Vector signal analyzers (VSAs) are used to analyze the modulation of RF sig-
nals. These instruments act as calibrated receivers that demodulate the RF signal
received. Typically they can display the constellation diagram and calculate the error
vector magnitude (EVM) between intended and received signals. Only the fundamental
frequency is characterized by such systems. A rigorous calibration of a VSA requires a
pre-calibrated modulated RF source.

The various types of test equipment described above are intended to measure CW
and modulated RF signals and can be used in turn to characterize circuits, as we shall
discuss below. First let us consider the case of linear circuits, or more accurately the
linear characterization of circuits, since no circuit is ever purely linear. A dedicated
piece of equipment, the network analyzer, is available for this purpose. In a network
analyzer, commonly two-port or four-port circuits are excited by an incident RF wave.
The power level must be selected by the user so that the device response is linear while
remaining above the noise floor both of the device and of the measurement system.
Network analyzers have typically a dedicated RF synthesizer that is capable of rapidly
sweeping the frequency of the RF excitation. Network analyzers do not per se acquire
the incident and reflected or transmitted waves but evaluate their ratios:

Si j (ω) = bi (ω)

a j (ω)

∣∣∣∣
ak=0 with k �= j

,

where bi (ω) are the reflected or transmitted complex waves and a j (ω) the incident
complex waves on the DUT at the radial frequency ω. For linear circuits suffi-
cient information is provided by the knowledge of the amplitude and phase of these
S-parameters. Given the characteristic impedance, S-parameters can indeed be con-
verted into other circuit parameters such as z, y, and ABC D parameters. For nonlinear
circuits, care must be taken to use a low enough incident power to measure small-signal
parameters.

To characterize the nonlinear response of circuits testbeds have been developed to
perform nonlinear measurements, such as power gain compression, power efficiency,
AM–AM and AM–PM, intermodulation distortion (IMD), load-pull measurements, and
EVM measurements.

Figure 2.1 shows examples of these various testbeds. A power meter, a spectrum
analyzer, and a vector signal analyzer are required in turn to measure the signal sent
or transmitted to the device/circuits measured. A network analyzer is required in order
to pre-characterize the automatic tuner or measure the source and load impedances in
manual load-pull testbeds. Note that some network analyzers have been configured with
power sweep capability and offset frequency tuning for measuring the amplitude of
higher harmonics.

To the extent that the figures of merit acquired are the very metrics used to meas-
ure the success of the circuits tested, these testbeds have proven invaluable. However,
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Figure 2.1 Various testbeds used for device and circuit characterization: (a) network analyzer used for
S-parameters parameters, (b) power meter and spectrum analyzer for power-swept measurement
of gain compression and harmonics and spectral regrowth, (c) vector signal analyzer for
constellation acquisition and EVM, and (d) load-pull system for PA development.

comparing measurements acquired from different testbeds may pose a serious chal-
lenge if one attempts to reconcile them for accurate device modeling, since different
calibrations are typically used. In addition, the harmonic termination impedance might
be different. Even different low-frequency impedance termination will affect the device
and circuit RF response. Furthermore, designers are strongly interested in directly visu-
alizing the voltage and current waveforms at the reference planes of the device under
test (DUT), and these traditional methods alone do not provide the required vectorial
(amplitude and phase) multi-harmonic information needed to reconstruct those signals.

In this book on nonlinear circuits we shall be concerned with measurement systems
capable of performing vector multi-harmonic measurements so as to visualize in time,
frequency or envelope domains the full waveforms at the DUT. As we shall see, a family
of instruments is already available, and several novel exciting low-cost solutions are
emerging, which will soon make such nonlinear vector measurements ubiquitous.

2.2 Principle of operation of vector large-signal measurements

Several test systems have been conceived to measure the nonlinear vector response
of RF devices and circuits. These test systems can be separated into three categories:
sampling-based, mixer-based, and sub-sampling-based systems. In this book we shall
refer to them all as nonlinear vector network analyzers.

The sampling approach simply relies on high-giga-sample oscilloscopes. Such
testbeds have been developed in the industry and universities by experts [2] in RF
nonlinear measurements, and are being commercialized by companies such as Mesuro.
The prototype for such a system is shown in Figure 2.2. The RF incident and
reflected waves of the DUT are separated by a directional coupler (reflectometer)
and directly measured by a four-channel sampling oscilloscope. A high-bandwidth
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Figure 2.3 Architecture for a mixer-based NVNA realized with a five-channel VNA.

scope (e.g. 67 GHz) with a large sampling rate compared with the fundamental RF
frequency (typically a few GHz) measured is used, in order to achieve a sufficiently
high oversampling to permit the faithful acquisition of higher harmonics. The jitter of
the sampling clock will affect the measurement, but techniques to remove its contribu-
tion are available [1]. However, jitter removal in such testbeds requires a fifth channel
for the acquisition of a pilot sinusoidal tone. Relative calibration and absolute power
calibration should be sufficient to characterize the coupler and bias tee loss and account
for the frequency response of the scope. No phase calibration is conceptually required
when the four channels are fully synchronized. This is certainly verified if we char-
acterize relatively low RF harmonic frequencies compared with the scope bandwidth.
The dynamic range of the system is limited by that of the scope. With an 8-bit vertical
resolution about 48 dBc is obtained. In principle such a system is not limited to peri-
odic signals, but, when measuring periodic signals, averaging can be used to further
increase the dynamic range at the cost of longer measurements and increased memory
storage.

Mixer-based vector nonlinear vector network analyzers (NVNAs) are usually built
on a five-channel network analyzer standard platform (Figure 2.3). Several implemen-
tations have already been developed (by Barataud et al. [3] and Phaser-Quattro [4])
in university labs. Several solutions have been marketed (PNAPlus and ZVxPlus) by
NMDG [5] as extensions of commercially available network analyzers, and a new
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Figure 2.4 PNA, a mixer-based NVNA, commercialized by Agilent (reproduced with permission from
Agilent Technologies, Inc.).
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Figure 2.5 Sampler-based NVNA architecture.

system based on the PNA-X architecture is now being commercialized by Agilent [6].
The mixer-based NVNA provides a high-performance solution. Figure 2.4 shows a pro-
totype for such a system. The RF incident and reflected waves a1, b1, a2, and b2 of the
DUT which are separated by the directional coupler (reflectometer) are down converted
by a mixer using the local frequency fLO = fRF + fIF. The resulting IF signals are then
acquired by a sampler (Figure 2.5). A narrow bandwidth can be selected to reduce the
noise at the price of longer acquisition time. Each harmonic (or sideband when the signal
is modulated) is measured in separate individual measurements. The RF signals meas-
ured must therefore be periodic and stable. Correlation between these measurements at
different frequencies is obtained by measuring on the fifth channel a multi-harmonic
signal generated by the synchronizer generator. The phase relationship of the harmonic
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Figure 2.6 LSNA, a sampling-based NVNA.

tones generated by the synchronizer does not need to be known as long as it is fixed
and stable. The calibration of the mixer-based NVNA relies on a relative calibration
and absolute power and phase calibration of the same type as those we shall describe in
detail for the sub-sampling NVNA. The advantage of the mixer-based NVNA is that it
offers a higher dynamic range (80–90 dB) than that of the sampling and sub-sampling
NVNA. The resolution (100 kHz for the Phaser-Quattro) is maintained across the entire
bandwidth, and the lower frequency limit demonstrated is lower (300 kHz in the Quattro
versus 600 MHz in the Agilent Large Signal Network Analyzer). The mixer-based
approach also benefits from the fast frequency-sweeping capability of modern network
analyzers, although, for the acquisition of modulated RF signals with a large number
of sidebands, the measurement will require a commensurately longer acquisition time
since each tone is acquired in a separate measurement.

The sub-sampling NVNA shown in Figure 2.6 relies on the sampling of the RF signals
at a sampling frequency much lower (typically around 20 MHz) than the RF signal
measured (typically from 0.6 to 50 GHz).

Whereas the sampling-based and mixer-based NVNAs down convert the signal in
the time and frequency domains, respectively, the sub-sampling NVNA works in both
time and frequency domains. Indeed, for this approach to work the RF signals meas-
ured (and their modulation) must be periodic as in the mixer-based NVNA in order
for the sampling to perform an effective down conversion of the signals. The sampling
frequency must be selected such that the down-converted tones do not overlap in the
frequency domain, as will be discussed in the next section. The Large Signal Network
Analyzer (LSNA) [7] is an example of a sub-sampling NVNA. Its hardware is based
on the older Microwave Transition Analyzer (MTA) sampling boards. The reader is



2.3 Sampler-based principle of operation 23

Figure 2.7 The SWAP, a new sampling-based NVNA with improved performance. (Reproduced with
permission from VTD sas.)

referred to reference [8] for a historical review of the development of the large-signal
network analysis. Although the MTA and the LSNA have now both been discontinued, a
sampler-based NVNA, the SWAP (see Figure 2.7) is now commercialized by VTD [9].
The SWAP provides a low-cost replacement solution for the LSNA while featuring an
improved performance in terms of speed of acquisition, modulation bandwidth, and
pulsed-RF measurement capabilities.

Clearly our brief overview of various NVNAs available indicates that a diversity of
solutions is available for users interested in large-signal measurements.

2.3 Sampler-based principle of operation

Having introduced the major players, we shall now focus on the sampler-based NVNAs
(MTA, LSNA, SWAP) for the rest of this chapter. Note also that a wide variety of
measurement configurations can be explored with the sampler-based NVNA because
the user fully determines the RF and baseband stimuli as long as their modulations are
periodic.

Note that our discussion is intended for instrument users, not test-instrument
developers. The development of instruments entails many considerations that users may
ignore without suffering any practical limitations. However, to use the sampler-based
NVNA with any reasonable success, a basic understanding of the fundamental princi-
ples of the instrument is required. We shall therefore start by reviewing its architecture
and operating principles.

Typically the sampler-based NVNA, which is intended for measuring two-port RF
devices, features four independent channels each equipped with a sampler. The sam-
pling clock driving the four samplers is generated by an extremely precise and stable
source (a so-called FracN source) which is programmable (typically 10–25 MHz).
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The FracN source is phase-locked to a stable (oven-stabilized) 10-MHz reference
signal (typically provided by the highest-frequency RF source). The sampling impulses
are realized with a step recovery diode producing a short pulse of duration a few
picoseconds. The four sampled RF signals which have been effectively down converted
to baseband via sub-sampling are then filtered by a 10-MHz filter (50 MHz for the
SWAP) and acquired by the PC by four analog-to-digital converters (ADCs). The latter
ADCs are also phase-locked to the 10-MHz reference clock signal for increased signal
stability.

To illustrate the concept of sub-sampling down conversion, let us consider the fol-
lowing example. Let us assume we are to measure a signal with fundamental frequency
fRF = 1 GHz and NH = 10 harmonics:

fRF,n = n fRF with − NH ≤ n ≤ NH.

The RF signal might be modulated later on, so we need to decide on a resolution fre-
quency for these modulated measurements. Assuming that the modulation frequency
can be as low as 1 kHz, let us select a resolution frequency of fRES = 100 Hz in this
example.2 It results that the RF signal frequency is RRF = 107 times the resolution
frequency:

fRF = RRF fRES,

assuming for simplicity that fRES is an integral divider for fRF. Note that, to achieve
such a resolution frequency, we need a measurement time of 1/ fREF = 1/(100 Hz) =
10 ms. If we were using a sampling scope capable of both sampling and storing the RF
data at high enough speed, we would need, according to the Nyquist criteria, to acquire
2 × RRF × NH = 2 × 107 × 10 = 2 × 108 sampled data during this 10-ms measure-
ment time. To obtain the RF spectrum with the required acquired data we would then
need to perform a fast Fourier transform (FFT) with 2 × 108 data. This would require
tremendous computational resources, even assuming that we can practically store so
much data fast enough. With sub-sampling, fewer data need be acquired to perform the
same task. First we need to find the sampling frequency fLO which down converts the
RF signal fRF and its harmonics n fRF to baseband tones such that their down-converted
frequencies in the sampling frequency interval,

0 ≤ fn = n fRF − Sn fLO ≤ fLO,

with n an integer, do not overlap after down conversion. Using a simple search algo-
rithm, one can easily verify that the smallest sampling frequency possible for our
selected example is given by

fLO = RLO fRES = fBW,

2 The resolution frequency is the inverse of the measurement time. Note that in practice, in the sampler-based
NVNA, the minimum resolution frequency is set by the ADC sampling frequency divided by the maximum
number of sampled points acquired during the measurement time.
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with RLO = 21. One easily verifies that in the general case this corresponds to the mini-
mum positive frequency window required to collect the down-converted tones including
positive and negative (Nyquist image) frequencies:

fBW = (2NH + 1) fRES.

Let us analyze this process in more detail. We assume that the unmodulated RF signal
is given by the following Fourier series:

x(t) =
N∑

k=0

Cke jkω0t .

Let us assume that we can directly sample the RF signal using the following sampling-
function signal:

S(t) =
∞∑

n=−∞
δ(t − ntS).

We now calculate the pth Fourier coefficient Fp of the sampled data x(t)× S(t):

Fp =
∫ t+R

0+
[x(t)× S(t)]e jpωRESt dt

=
∫ t+R

0+

[
N∑

k=0

Cke jkω0t

]
×
[ ∞∑

n=−∞
δ(t − ntS)

]
e jpωRESt dt

=
N∑

k=0

Ck

∞∑
n=−∞

∫ t+R

0+
exp
[

j (kω0 + pωRES)t
]
δ(t − ntS)dt

=
N∑

k=0

Ck

tR/tS∑
n=1

exp
[

j (kω0 + pωRES)ntS
] =

N∑
k=0

Ck G(k, p),

where we define G as

G(k, p) =
tR/tS∑
n=1

exp[ jn2πM(k, p)],

with the function M given by

M(k, p) =
(

kω0 + pωRES

ωS

)
.

When M is an integer, the phasors are all equal to unity and the G function adds up to
tR/tS. For non-integer values of M the phasors are equally distributed over a circle of
unit radius and cancel each other out. It results that the Fourier coefficients obtained are
weighted by fRES/ fLO:

Fp(k) = fRES

fLO
Ck,
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with the function p(k) given by

p(k) = kω0 − floor(kω0/ωS) fLO

ωRES
= k R0 − floor

(
k

R0

RLO

)
RLO,

where we defined f0 = R0 fRES and fLO = RLO fRES.
Let us assume now that each RF harmonic is modulated by a modulation frequency

fm with NSSB single-sideband (SSB) tones. The resulting RF tones are then given by

fRF,n,p = n fRF + p fm with −NH ≤ n ≤ NH and −NSSB ≤ p ≤ NSSB.

We also assume for simplicity that fRES is an integral divider of fm:

fm = Rm fRES.

The minimum frequency window required to collect these down-converted tones is

fBW = (2NH + 1)(2NSSB + 1) fRES.

The sampling fLO frequency will therefore be larger than, or at best equal to, fBW.
Consider for example the case in which SSB = 20. Let us assume the resolution fre-
quency is fRES = 100 Hz. The smallest sampling frequency leading to non-overlapping
tones after down conversion is

fLO = RLO fRES = 103 700 Hz.

In theory it is therefore sufficient to sample the RF signal with the sampling frequency
fLO = 103 700 Hz during the time interval of 1/ fRES = 10 ms and acquire RLO = 1037
samples to fully characterize this modulated RF signal. The (2NH + 1)(2NSSB + 1) fRES

Fourier coefficients of this modulated RF signal are then obtained by performing an FFT
with RLO = 1037 sampled data. This is evidently much more efficient than calculating
the FFT for NH f0/ fRES = 108 sampled data. This reduction in required resources orig-
inates from the fact that the signal characterized was assumed to be bandlimited around
each harmonic.

No filter is needed for direct digital sub-sampling in the ideal case in which both the
number of harmonics (NH) and the number of single sidebands (NSSB) are finite such
that both the RF signal and its modulation are bandlimited. In practice direct digital
sampling of the RF signal is not always possible and an analog sub-sampling circuit as
in Figure 2.5 is used to sample the RF signal. The zero-output signal resulting between
the sampler pulses then induces the generation of Nyquist images much like in digital-
to-analog converters or in interpolation by zero-padding for oversampling. To eliminate
the contribution of these higher Nyquist images an IF lowpass filter (10 MHz in the
LSNA) is used to prevent any aliasing.

The implementation of sub-sampling in a real system is further constrained by a
number of additional practical reasons such as the frequency range of operation of the
harmonic phase reference and the LO source. However, the simplified analysis pro-
vided above has the advantage of introducing the overall sub-sampling down-conversion
principle as well as defining the practical concept of resolution frequency. A more real-
istic analysis of the down-conversion process implemented in the sampler-based NVNA
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together with practical examples will be given in Sections 2.7 and 2.9 when we discuss
broadband and multiple recording measurements.

For reliable and reproducible measurements of modulated RF data with the sampler-
based NVNA it is necessary in practice to use a modulation frequency fm defined with
an accuracy � fm of at least a tenth of the resolution frequency fRES (the inverse of the
measurement time). One can also deduce from this criterion that the periodicity require-
ment on the modulated RF signal can be implemented by selecting the RF frequency
and the modulation frequency independently as long as they have a common frequency
divider that is smaller than the resolution frequency. However, no detailed analysis of
the resulting residual phase error in such a case has been reported.

2.4 Relative and absolute power and harmonic phase calibrations

The full characterization of the modulated multi-harmonic signals to be measured
by the NVNA includes a baseband component (DC included) and an RF component
(fundamental plus harmonics) including the sideband tones. In this section we will focus
on the RF calibration part of the LSNA.

The initial theory on the RF calibration of the LSNA was reported by Jan Verspecht
in his Ph.D. dissertation [11]. A simplified and alternative presentation that will be
sufficient for our purposes is given here.

It is found necessary to differentiate between two types of calibration (Figure 2.8)
for (1) connectorized DUT and (2) on-wafer measurements. Indeed, for on-wafer meas-
urements, power meters or phase-reference generators calibrated at the probe contacts
are not available.

2.4.1 Calibration for connectorized devices

We shall start with the calibration of the LSNA for connectorized devices. The measure-
ment of the incident and reflected waves a1(t), b1(t), a2(t), and b2(t) at the reference
planes for all the various tones nω0 is targeted:

ai (t) =
N∑

n=−N

ai (nω0)exp( jnω0t),

bi (t) =
N∑

n=−N

bi (nω0)exp( jnω0t).

We limit ourselves for the time being to unmodulated RF signals:
In a conventional vector network analyzer (NA) only a relative calibration is required,

since only the ratio of reflected to incident waves is sought. With a nonlinear vector
network analyzer (NVNA) absolute measurements of the power and phase of multi-
harmonic signals are performed and additional absolute calibration steps are required
for the NVNA.



28 Large-signal vector measurement techniques with NVNAs

Power
Meter

HPR

b1 = a2

b1

a1

T1

T1 T2

T1

a1

b1

b1

a1

T1

b2

a2

T2

Lo
ad

Lo
ad

50 Ω

50 Ω

b1,M

a1,M

a1,M

b1,M

a1,M b1,M

a1,M

b1,M

a1,M

b1,M

a1,M

b1,M

a1,M

b1,M

a1,M b1,M

a2,M

b2,M

a2,M

b2,M
b2,M a2,M

b2,M a2,M

Thru

10 MHz

10 MHz

10 MHz LSNA  Acquisition

LSNA  Acquisition

LSNA  Acquisition

LSNA  Acquisition

Open, Short, 50 Ω

Lo
ad

Lo
ad

(a)

(b)

(c)

(d)

Power
Meter

10 MHz

10 MHz

a1

b1

b1

a1

a1

b1

b1 b2

a2a1

a1 = b2

Figure 2.8 Two types of calibration are used: (1) relative calibration: (a) open, short, and load, and (b) thru
calibrations; and (2) absolute calibration: (c) power and (d) harmonic phase calibrations.

The major assumption made for calibrating the NVNA is that it is operating itself in
a linear regime of operation. This assumption certainly holds true for the couplers and
bias tees, assuming that negligible self-heating is taking place. As far as the samplers
are concerned, attenuators need to be engaged as needed to make sure that the signal
remains in the required dynamic range of the NVNA. Under this linear approximation
the waves ai,M(nω0) and bi,M(nω0) measured by the NVNA are related by a linear
relationship to the waves ai (nω0) and bi (nω0) at the reference plane of port i of the
DUT. Assuming that channels 1 and 2 for port 1 are fully isolated from channels 3 and 4
of port 2, we obtain the relation

⎡⎢⎢⎣
a1,M(ωn)

b1,M(ωn)

a2,M(ωn)

b2,M(ωn)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
A1(ωn) B1(ωn) 0 0
C1(ωn) D1(ωn) 0 0

0 0 A2(ωn) B2(ωn)

0 0 C2(ωn) D2(ωn)

⎤⎥⎥⎦
⎡⎢⎢⎣

a1(ωn)

b1(ωn)

a2(ωn)

b2(ωn)

⎤⎥⎥⎦ , (2.1)

where we used the notation ωn = nω0 for n ≥ 1.
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Since ports 1 and 2 are assumed isolated, let us simply use 2 × 2 matrices:[
a1,M(ωn)

b1,M(ωn)

]
=
[

A1(ωn) B1(ωn)

C1(ωn) D1(ωn)

] [
a1(ωn)

b1(ωn)

]
= T1

[
a1(ωn)

b1(ωn)

]
= A1(ωn)T1

[
a1(ωn)

b1(ωn)

]
,

[
a2,M(ωn)

b2,M(ωn)

]
=
[

A2(ωn) B2(ωn)

C2(ωn) D2(ωn)

] [
a2(ωn)

b2(ωn)

]
= T2

[
a2(ωn)

b2(ωn)

]
= A2T2

[
a2(ωn)

b2(ωn)

]
.

The normalized matrices T1(ωn) and T2(ωn), given by

Ti (ωn) =
[

1 B ′
i (ωn)

C ′
i (ωn) D′

i (ωn)

]
=
[

1 Bi (ωn)/Ai (ωn)

Ci (ωn)/Ai (ωn) Di (ωn)/Ai (nωn)

]
,

can be extracted by a relative calibration. This relative calibration can be performed, for
example, by using short, open, and load (SOL) standards at ports 1 and 2. Generally
speaking, using three such different loads we obtain the system:⎡⎢⎢⎢⎢⎣

−�Li (Short) aM,i (ωn)

bM,i (ωn)

∣∣∣
Short

�Li (Short)× aM,i (ωn)

bM,i (ωn)

∣∣∣
Short

−�Li (Open) aM,i (ωn)

bM,i (ωn)

∣∣∣
Open

�Li (Open)× aM,i (ωn)

bM,i (ωn)

∣∣∣
Open

−�Li (Load) aM,i (ωn)

bM,i (ωn)

∣∣∣
Load

�Li (Load)× aM,i (ωn)

bM,i (ωn)

∣∣∣
Load

⎤⎥⎥⎥⎥⎦
⎡⎣ B ′

i (ωn)

C ′
i (ωn)

D′
i (ωn)

⎤⎦ =
⎡⎣ 1

1
1

⎤⎦,
which is readily solved for the harmonics ωn = nω0. For ideal loads this system of
equations simplifies as we have �L(Short) = −1, �L(Open) = 1, and �L(Load) = 0.

The ratio between A1(ωn) and A2(ωn) can next be extracted using a thru measure-
ment. A thru admits the following transmission matrix:[

a1(ωn)

b1(ωn)

]
=
[

0 1
1 0

] [
a2(ωn)

b2(ωn)

]
= Tthru

[
a2(ωn)

b2(ωn)

]
.

We can then extract the ratio of A1(ωn) and A2(ωn) using the following identity:[
a1,M(ωn)

b1,M(ωn)

]
= A1(ωn)

A2(ωn)
T1(ωn)TthruT

−1
2 (ωn)

[
a2,M(ωn)

b2,M(ωn)

]
.

At this point we have one remaining unknown, say A1(ωn), since we can now express
A2(ωn) in terms of A1(ωn). Additional absolute calibrations now need to be performed
at port 1 to acquire the amplitude and phase of A1(ωn) for all harmonics ωn . A cali-
brated harmonic generator can be used for this purpose. Because the measurement of
power is a well-established science, and precise and accurate power meters traceable
to world bureaus of standards are readily available, it is common in practice to acquire
the amplitude and phase of A1 separately. A power meter is used at port 1 to perform a
power calibration for acquiring the amplitude of A1(ωn).
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The system of equations describing this measurement is

a1,M(ωn) = A1(ωn)a1(ωn)+ B1(ωn)b1(ωn)

= A1(ωn)a1(ωn)
[
1 + B ′

1(ωn)�P(ωn)
]
,

b1,M(ωn) = C1(ωn)a1(ωn)+ D1(ωn)b1(ωn)

= A1(ωn)a1(ωn)
[
C ′

1(ωn)+ D′
1(ω)�P(ωn)

]
,

P1(ωn) = 1

2
|a1(ωn)|2 − 1

2
|b1(ωn)|2

= 1

2
|a1(ωn)|2

(
1 − |�L(ωn)|2

)
,

with P1(nω0) the power measured at port 1. From the ratio

a1,M(ωn)

b1,M(ωn)
= 1 + B ′

1(ωn)�P(ωn)

C ′
1(ωn)+ D′

1(ωn)�P(ωn)
,

we easily extract the reflection coefficient of the power meter for each harmonic:

�P(nω0) = b1,M(ωn)− C ′
1(ωn)a1,M(ωn)

D′
1(ωn)a1,M(ωn)− B ′

1(ωn)b1,M(ωn)
.

The amplitude of A1(ωn) is then obtained from

|A1(nω0)| = |a1,M|
a1(ωn)+ B ′

1(ωn)b1(ωn)
= |a1,M(ωn)|

|a1(ωn)|
[
1 + B ′

1(ωn)�L(ωn)
]

= |a1,M(ωn)|
1 + B ′

1(ωn)�P(ωn)

√
1 − |�P(ωn)|2

2P1(ωn)
.

The next calibration step is then to acquire the phase of each harmonic. Note that
the phase of the fundamental frequency is arbitrary, as the NVNA measurements are
typically started at an arbitrary time. We are therefore interested in the relative phase of
the harmonic tones compared with the fundamental tone.

Various types of calibrated generators are available for the phase calibration. They are
usually referred to as harmonic phase references (HPRs) or harmonic phase standards
(HPSs). They usually consist of a comb generator with wide bandwidth (20 to 50 GHz).
They can be implemented using an impulse generator to generate a large number of
harmonic frequencies (the comb) covering the bandwidth of the NVNA.

A step recovery diode is typically used for generating the impulse (see Figure 2.9).
A nonlinear transmission line can also be used for decreasing the impulse rising time.
Alternatively, a monolithic microwave integrated circuit (MMIC) can be used to gener-
ate the required pulse, such as in the U9391C Agilent module. The key feature of the
HPR is that the phase relationships between all the tones be stable.

Let us now discuss how one can define a phase relationship between the harmonic
tone nω0 and the fundamental ω0. Given that enough padding (attenuation) is added
inside the HPR, a linear model can be used for the signal generated by the HPR at
port 1:

a1(nω0) = bR(nω0)+ �R(nω0)b1(nω0). (2.2)
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(a) (b)

Figure 2.9 (a) Harmonic phase reference/standard from NMDG/Maury (MT4465, 600 MHz to 50 GHz) and
(b) comb generator from Agilent (U9391C, 10 MHz to 26.5 GHz) (reproduced with permission
from Agilent Technologies, Inc.).

The terms bR(nω0) = |bR,n|exp[ jφ(n, 1)] are the harmonic components of the periodic
signal bR(t) generated by the HPR,

bR(t) = Re
{|bR,1|exp( jω0t)

+ |bR,2|exp
(

j2ω0t + jφ2,1
)

+ |bR,3|exp
(

j3ω0t + jφ3,1
)

+ · · ·
+ |bR,N |exp

(
j Nω0t + jφN ,1

)}
,

in the natural time reference (t = 0) for which the phase of the fundamental is 0
(e.g. φ1,1 = 0). Assume now that we measure the HPR signal bR(t) at a time tM
(unknown to us) relative to the natural time reference of the HPR, defining thus a new
time reference t ′ = t − tM. The signal measured is then

bR(t
′) = Re

{|bR,1|exp
[

jω0(t
′ + tM)

]
+ |bR,2|exp

[
j2ω0(t

′ + tM)+ jφ2,1
]

+ |bR,3|exp
[

j3ω0(t
′ + tM)+ jφ3,1

]
+ · · ·
+|bR,N |exp

[
j Nω0(t

′ + tM)+ jφN ,1
]}
.

So in the new time reference t ′ the HPR signal measured is

bR(t
′) = Re

{|bR,1|exp
(

jω0t ′ + jφ′
1

)
+ |bR,2|exp

(
j2ω0t ′ + jφ′

2

)
+ |bR,3|exp

(
j3ω0t ′ + jφ′

3

)
+ · · ·
+ |bR,N |exp

(
j Nω0t ′ + jφ′

N

)}
,
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with

φ′
1 = ω0tM,

φ′
2 = φ2,1 + 2ω0tM,

φ′
3 = φ3,1 + 3ω0tM,

...

φ′
N = φN ,1 + Nω0tM.

Clearly, from the measurement with a calibrated scope [12] of the HPR output at an
arbitrary and unknown time tM we can recover the relative phase:

φn,1 = φ′
n − nω0tM = φ′

n − n × φ′
1.

Let us now use this reference HPR signal for extracting the phase φA1(nω0) of
A1(nω0) of the transmission matrix T1. A1(nω0) is a complex number that can be
expanded in amplitude and phase:

A1(nω0) = |A1(nω0)| × exp
[

jφA1(nω0)
]
.

We connect the HPR as indicated in Figure 2.8(d). Given the measured a1,M and b1,M

waves, we can recover the waves a1(ωn) and b1(ωn) at port 1 using[
a1(ωn)

b1(ωn)

]
= T−1

1 (ωn)

[
a1,M(ωn)

b1,M(ωn)

]
= 1

|A1(ωn)|exp
[

jφA1(ωn)
]T

−1
1 (ωn)

[
a1,M(ωn)

b1,M(ωn)

]

= 1

exp
[

jφA1(ωn)
] [ a′

1,M(ωn)

b′
1,M(ωn)

]
,

with [
a′

1,M(ωn)

b′
1,M(ωn)

]
= 1

|A1(ωn)|T
−1
1 (ωn)

[
a1,M(ωn)

b1,M(ωn)

]
.

The HPR harmonic component bR,n defined in the natural time reference t can then
be expressed using Equation (2.2), in terms of the a1(nω0) and b1(nω0)waves measured
at time tM in the time reference t ′, using

bR,nexp( jnω0t) = exp[ jnω0(t − tM)] [a1(nω0)− �R(nω0)b1(nω0)] ,

|bR,n| exp( jnω0t + jφn,1) = exp
[

jnω0(t − tM)
]

exp
[

jφA1(nω0)
] [

a′
1,M(nω0)− �Rb′

1,M(nω0)
]

= exp
[

jnω0(t − tM)
]

exp
[

jφA1(nω0)
] b′

R,M(nω0),

with

b′
R,M(nω0) = a′

1,M(nω0)− �R(nω0)b
′
1,M(nω0).
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Note that the HPR harmonic coefficients bR(nω0) = |bR,n| exp[ jφ(n, 1)] are time-
invariant because they are defined in the natural time reference t , whereas the complex
coefficients a′

1,M(nω0) and b′
1,M(nω0) of the measured HPR signal which are defined in

the measurement reference time t ′ = t − tM will vary from measurement to measure-
ment as the measurement starting time tM varies arbitrarily.

According to the above expression, the following phase relation is obtained:

φA1(nω0) = −φn,1 − n × ω0tM + phase
{
b′

R,M(nω0)
}
.

For the fundamental frequencies this reduces to the following relation:

φA1(ω0) = −ω0tM + phase
{
b′

R,M(ω0)
}
. (2.3)

Since again the LSNA measurement of the HPR starts at a random time tM unknown
to the user, the phase φA1(ω0) cannot be determined (one equation, two unknowns).
However, the phase φA1(ω0) should remain constant from measurement to measure-
ment since the phase shift from port 1 to the LSNA samplers via the coupler is not
time-varying. It is now convenient to select φA1(ω0) to be zero since we know it
is constant and yet we cannot measure it. This assumption is equivalent to defining
a user-defined calibration time reference tM(cal) obtained by setting φA1(ω0) = 0 in
Equation (2.3):

ω0tM(cal) = phase
{
b′

R,M(ω0)
}
.

This time reference tM(cal) is the correct value tM (modulo 2π/ω0) up to an unknown
but constant delay:

�tM = tM − tM(cal) = −φA,1/ω0,

within an RF period.
Using this user-defined calibration time reference tM(cal) the relative phase calibra-

tion of the remaining harmonics follows:

φA1(nω0) = phase
{
b′

R,M(nω0)
}− φn,1 − n × phase

{
b′

R,M(ω0)
}
.

The phase of the harmonics will then be correctly set relative to the fundamental fre-
quency, even though the phase of the fundamental frequency will remain arbitrary. It is
indeed the very intent of the HPR calibration to establish the correct phase relationship
between the harmonics and the fundamental tone.

2.4.2 On-wafer calibration

We have discussed in the previous section the calibration of the LSNA for the meas-
urement of connectorized devices. The absolute calibration steps relied on the use of a
power meter and a harmonic phase reference (HPR) at port 1. However, for on-wafer
measurements, power meters or HPR generators calibrated at the probe contacts are not
available and an alternative approach must be devised. An auxiliary port (port 3) is then
used to access the port-1 reference plane on the wafer as shown on Figure 2.10. This



34 Large-signal vector measurement techniques with NVNAs

a1

b1

b1

a1 HPR

Power
Meter

a1

b1 Lo
ad

Lo
ad

b3

a3

a3

b3

a3

b3

a3

b3

50 Ω On-Wafer
Thru

On-Wafer
Thru

On-Wafer
Thru

T1 T2

b3

a3

T1 T2

T1 T2

b1 = a2

a1,M

b1,M

a1,M

b1,M

a1,M

b1,M

a2,M

a2,M

a2,M

b2,M

b2,M

b2,M

a1,M

a1,M

b1,M

a1,M

b1,M

b1,M b2,M a2,M

b2,M a2,M

a2,Mb2,M

10 MHz LSNA  Acquisition

LSNA  Acquisition

10 MHz LSNA  Acquisition

(c)

(b)

(a)

10 MHz

Open, Short, 50 Ω

T3
Power
Meter

T3

T3

a1 = b2

b1 = a2

a1 = b2

b1 = a2

a1 = b2

Figure 2.10 Absolute calibration for on-wafer measurements: (a) auxiliary port, (b) power, and (c) HRP
calibrations.

can be done easily via an on-wafer thru between port 1 and port 2, and the coupled port
of the load coupler (port 2).

One can then recover the signal at port 1 if the transmission matrix T23 from port 3 to
port 2 is fully characterized. To extract the transmission matrix T3(ωn) between port 3
and the NVNA measurement port 2M, a SOL (short, open, and load) calibration is first
performed. A SOL calibration will characterize only the normalized matrix T3(ωn),
leaving A3(ωn) to be characterized separately:[

aM
3 (ωn)

bM
3 (ωn)

]
=
[

A3(ωn) B3(ωn)

C3(ωn) D3(ωn)

] [
a3(ωn)

b3(ωn)

]
= T3

[
a3(ωn)

b3(ωn)

]
= A3(ωn)T3(ωn)

[
a3(ωn)

b3(ωn)

]
.

It results that the transmission matrix T23(ωn) is given by[
A23(ωn) B23(ωn)

C23(ωn) D23(ωn)

]
=
[

0 1
1 0

]
A3(ωn)

A2(ωn)
T

−1
2 (ωn)T3(ωn).

The ratio A3(ωn)/A2(ωn), which is unknown, can be obtained using the reciprocity
property

A23(ωn)D23(ωn)− C23(ωn)B23(ωn) = 1.

The ratio R2
n = (A3(ωn)/A2(ωn))

2 is then determined, and the ratio Rn =
A3(ωn)/A2(ωn) is then known up to an undetermined sign for each frequency ωn .
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The sign for the harmonic tones (n > 1) can be obtained relative to the fundamental
tone by unwrapping the phase (removing 2π phase jump) and selecting the sign such
that there is no π phase jump:

Rn =
√

|Rn|2 exp
[
unwrapped_phase

{
R2

n

}
/2
]
.

The HPR measurement can be used for this phase unwrapping. Indeed, the HPR which
is usually set to a subharmonic of the fundamental provides closely spaced frequen-
cies for monitoring the continuity of the unwrapped phase (actually minimizing phase
jumps).

In this procedure the sign used for recovering R1 from R2
1 at the fundamental

frequency is unknown. However, as was indicated in the previous section, the only
information required from the HPR is that the phase of the harmonics relative to the
fundamental be well defined.

We have extracted all of the eight unknown coefficients of matrices T1(ωn) and
T2(ωn). By taking the inverse of Equation (2.1), we can now calculate the actual waves
ai (ωn) and bi (ωn) at the reference plane of port i from the signal ai,M(ωn) and bi,M(ωn)

measured at the sampler using⎡⎢⎢⎣
a1(ωn)

b1(ωn)

a2(ωn)

b2(ωn)

⎤⎥⎥⎦ = KC(ωn)

⎡⎢⎢⎣
1 β1(ωn) 0 0

γ1(ωn) δ1(ωn) 0 0
0 0 α2(ωn) β2(ωn)

0 0 γ2(ωn) δ2(ωn)

⎤⎥⎥⎦
⎡⎢⎢⎣

a1,M(ωn)

b1,M(ωn)

a2,M(ωn)

b2,M(ωn)

⎤⎥⎥⎦ .

2.5 Tuner deembedding with the LSNA

NVNAs are beneficially used in conjunction with tuners to measure the response of a
device under realistic load and source impedance terminations. The ideal configuration
for this purpose is to place the NVNA couplers between the DUT and the tuners as is
indicated in Figure 2.11. This calls for very-low-loss couplers [13]. An example of such
couplers reported by XLIM is the wave probe [14]. The wave probe exhibits a low inser-
tion loss at the price of reduced directivity. Note that the directivity error is corrected in
the calibration. The wave probe also features an increased coupling at high frequency,
which is highly desirable since the harmonics are usually much smaller in amplitude.
This results in an effective increase in dynamic range for the harmonic components.
The wave probes and the alternative current/voltage-probes implementation are now
available in commercial tuners.

In some circumstances it is, however, necessary to place the tuners between the DUT
and the NVNA couplers. This occurs when the couplers exhibit too much loss and/or
are already integrated in the NVNA. Since now the tuners are in the path between the
NVNA couplers and the reference ports 1 and 2, the calibration will be dependent on
the tuners’ setting. It results that when the tuners are adjusted to provide new different
impedances, the calibration of the NVNA is no longer applicable to the new settings.
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Figure 2.12 A simplified schematic outline of tuner deembedding.

Since the calibration of a network analyzer is a time-consuming process, recalibrat-
ing the NVNA each time the tuner is set to a different impedance would be quite
impractical. To address this issue a two-tier calibration can be performed [15]. This
procedure, described below, relies on the preliminary characterization of the tuner with
a network analyzer for the frequency of operation and its harmonics. The computer-
controlled tuners also need to exhibit highly reproducible microwave characteristics for
this procedure to work.

The two-tier calibration with an NVNA consists of (1) a SOL calibration and (2) a
line–reflect–reflect–match (LRRM) calibration. These two calibrations are done with
the tuner impedance set to 50 � (Z0). The goal of the tuner deembedding is to recover
the correct calibration setup without any extra calibration steps, even if the tuners are
placed on new impedance positions (Zx ).

2.5.1 Definitions

Figure 2.12 shows a simplified block diagram of the NVNA measurement system for
tuner deembedding. Only one port is considered here.

The SOL calibration is done at the reference plane 3, while the LRRM calibration
is done at the reference plane 4, which is generally at the RF probe tips in on-wafer
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measurements. Between the reference planes 1 and 3, we can write an error coefficient
(ECF) matrix [16] from the NVNA SOL calibration as[

a3

b3

]
= KS

[
1 βS

γS δS

] [
a1

b1

]
.

For clarity of presentation we have dropped the functional dependence on the radial fre-
quency (ωn) for all the terms in this section. Similarly, for the reference planes 1 and 4,
the ECF matrix from the NVNA LRRM calibration can be written as[

a4

b4

]
= KL

[
1 βL

γL δL

] [
a1

b1

]
.

Note that the ECF matrices are sometime stored as the relationship between v and i and
the SOL or LRRM transfer matrices need to be converted for a and b [17].

In addition, the transfer matrix TT of the tuner can be obtained from the S-parameters
of the tuner [18]:

TT =
[

T T
11 T T

12

T T
21 T T

22

]
=
(

1/ST
21 −ST

22/ST
21

ST
11/ST

21 ST
12 − ST

11ST
22/ST

21

)
.

This matrix is used to relate the reference waves at plane 2 to the reference waves at
plane 3: [

a2

b2

]
= TT

[
b3

a3

]
. (2.4)

The T-matrix of the tuner is subsequently assumed to be known for all possible
impedance transformation it provides.

In Figure 2.12 there are two unknown transfer matrices, TC and TP. The matrix TC

represents the combined characteristics of the NVNA coupler and access cable which is
used to connect the NVNA to the tuner (reference plane 2). The matrix TC can therefore
be represented in an ECF matrix form:

TC = KC

[
1 βC

γC δC

]
. (2.5)

This matrix is used to relate the waves at reference plane 2 to the waves at reference
plane 1: [

a2

b2

]
= TC

[
a1

b1

]
. (2.6)

It is also necessary to account for the connection between the tuner and the DUT. TP

is the T-matrix used to relate the waves at reference plane 3 to the waves at reference
plane 4: [

a3

b3

]
= TP

[
b4

a4

]
. (2.7)



38 Large-signal vector measurement techniques with NVNAs

Note that TC and TP could also include the contribution of any external bias tee located
in the path.

Once TC and TP in Figure 2.12 are available, the modified NVNA calibration can
be calculated for any new setting of the tuner. The unknown TC and TP matrices need
therefore to be extracted and this is achieved using the two-tier calibration described in
the next section.

2.5.2 Extraction of βC, γC, and δC in TC

The SOL calibration provides us with the normalized T-matrix SOL(Z0) from the
reference plane 1 to plane 3. The SOL calibration matrix SOL(Z0) can therefore be
expressed in terms of TC and TT(Z0) using:

SOL(Z0)
−1 = TC

−1 × TT(Z0). (2.8)

The functional dependence on Z0 is used to signify that the calibration is performed
with the tuner in its through position. The overline used for each matrix T indicates that
the matrix is normalized by T11. The calibration matrix TC is then

TC =
[

1 βC

γC δC

]
= TT(Z0)× SOL(Z0)

=
[

T T
11 T T

12

T T
21 T T

22

][
1 βS

γS δS

]

=

⎡⎢⎢⎢⎢⎣
1

T T
11βS + T T

12δS

T T
11 + T T

12γS

T T
21 + T T

22γS

T T
11 + T T

12γS

T T
21βS + T T

22δS

T T
11 + T T

12γS

⎤⎥⎥⎥⎥⎦ . (2.9)

2.5.3 Extraction of (1/KC)TP

The LRRM calibration establishes the calibration T-matrix from the reference plane 1 to
the reference plane 4. Using Equations (2.4), (2.6), and (2.7), its T-matrix LRRM(Z0)

can therefore be expressed in the form

LRRM(Z0)
−1 = TC−1 × TT(Z0)× TP. (2.10)

On renormalizing TC by T C
11 = KC, we obtain

LRRM(Z0)
−1 = TC

−1 × TT(Z0)× (1/KC)TP. (2.11)

It results that the product of the normalization factor (1/KC) and the transfer matrix TP

is given by
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(1/KC)TP = TT(Z0)
−1 × TC × LRRM(Z0)

−1. (2.12)

2.5.4 Extraction of LRRM(Zx )

Let TT(Zx ) be the new transfer matrix for a new tuner position providing an impedance
Zx at the reference plane 3. Then the new LRRM calibration matrix LRRM(Zx ) for
the NVNA accounting for the tuner deembedding can be obtained using the following
formula:

LRRM(Zx ) = [
(1/KC)TP]−1 × TT(Zx )

−1 × TC, (2.13)

where TC and (1/KC)TP are given in Equations (2.9) and (2.12), respectively.

2.6 Modulated measurements and IF calibration

As was mentioned in our discussion of sub-sampling, the sampler-based NVNA is able
to down convert not only the fundamental and harmonics but also their modulation in
the IF bandwidth of the sampler-based NVNA receiver. It is simply necessary to select
the sampling frequency such that no overlap in tones takes place.

However, the issue of what calibration scheme to use for these modulated tones arises.
A full RF calibration as described in the previous section is an option but requires
knowledge of the modulation frequency at calibration. For relatively small bandwidth
it is usually acceptable to rely on the RF calibration which has already been performed
for the fundamental or harmonic tones. However, such a calibration must then be cor-
rected for the IF response of the bandpass filter placed before the ADCs. Indeed, the
modulation tones associated with each harmonic are down converted to different inter-
mediate frequencies than their corresponding harmonics. The frequency dispersion of
the IF filter then must be accounted for.

In the LSNA this is achieved by partitioning the calibration matrix into an RF com-
ponent and an IF component. The RF calibration is assumed to be valid up to the
analog samplers and the IF calibration accounts for the path from the analog samplers
to the ADCs. Various IF calibration procedures can then be used to extract the IF filter
response. A detailed procedure involving the use of a calibrated modulated reference
source for the absolute IF phase calibration is provided in Section 2.7. On the user side
it is desirable to check the relative IF calibration using a modulated RF source with
short and through connections by verifying that the following identities hold:

b2(nω0 + pωm) = a1(nω0 + pωm)

b1(nω0 + pωm) = a2(nω0 + pωm)

}
for a through connection,

b1(nω0 + pωm) = −a1(nω0 + pωm)

b2(nω0 + pωm) = −a2(nω0 + pωm)

}
for a short termination,
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Figure 2.13 Absolute time-reference calibration with a two-tone modulation.

for all tones p and harmonics n. Residual errors observed usually take the form of a
group delay, which can easily be removed as long as the errors are linear and determin-
istic (invariant under successive measurements). Such an example is described in the
next section when synchronizing the RF and baseband measurements.

2.6.1 Absolute time reference calibration for RF modulated measurements

The complete characterization of a device excited by modulated RF signal requires the
acquisition both of the RF and of the baseband signals. Such a measurement system is
shown in Figure 2.13 for the case of an LSNA configured with a trigger and used in
conjunction with an oscilloscope.

For CW-RF signals only the DC voltages and currents are to be acquired at baseband
and no synchronization issue is involved. But when modulation is involved, it becomes
critical to attain a good synchronization of the RF and baseband measurement systems.
Indeed, the sampler-based NVNA used for the RF measurements and the oscilloscope
used for the baseband signal measurements might start their data acquisition at different
times, even though they share the same starting trigger signals. This originates among
other things from the delay produced by the different cable lengths used in the RF path
and the current sensor dispersion in the baseband path.

A timing calibration can be achieved by using a two-tone measurement for a fast
reference transistor operated under class-B biasing conditions. In class-B operation, the
DUT acts as an RF signal detector at port 2. With the testbed calibrated, a two-tone
signal is applied to the gate input of the DUT:

v1(t) = cos(ω1t)+ cos(ω2t). (2.14)

The transistor output in class B neglecting capacitance and assuming linear amplifica-
tion is then
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i2(t)= Gmu {cos(w1t + φ1)+ cos(ω2t + φ2)}
= Gmu

{
cos

[
1

2
(ω2 − ω1)t + 1

2
(φ2 − φ1)

]
× cos

[
1

2
(ω2 + ω1)t + 1

2
(φ2 + φ1)

]}
, (2.15)

where u[x] is the step function. Equation (2.15) explicitly shows the amplitude modu-
lation at (ω2 − ω1) induced with the beating of the two-tone excitations. The rectifying
function u[x] will down convert this amplitude modulation to baseband. However, the
LSNA used in this measurement ignores the signal below 600 MHz, so that the meas-
ured RF signal does not account for the baseband tones. It results that the RF output
current acquired does not appear rectified even though the DC bias gate voltage is set
to the threshold voltage as needed for proper class-B operation. For this reason, the
baseband waveforms must be acquired and added to the RF waveforms. As shown
in Figure 2.13, this is done using current sensors to measure the baseband current
waveforms using an oscilloscope.

The absolute time reference calibration is done by determining the time shift which is
required in order to obtain a rectified drain current output after the baseband intermodu-
lation products IDS(t) of the oscilloscope are added to the RF drain current waveforms
i2(t) of the LSNA.

Figure 2.14 illustrates these IF calibration steps. It is clearly shown in Figure 2.14(a)
that the measured RF drain current i2(t) and the baseband drain current IDS(t) are not
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Figure 2.15 Extracted time constants as a function of modulation frequency.

synchronized. In order to synchronize those two signals, it is sufficient to align the time
of zero crossing for the baseband IDS(t) and the RF envelope of i2(t). This is illustrated
in Figure 2.14(b). When i2(t) coincides with IDS(t), the sum of two signals produces the
rectified RF drain current shown in Figure 2.14(c), as expected for class-B operation.

In Figure 2.14, the required time constant (τ ) is 0.6695 µs for the LSNA modulation
frequency ( fm) of 303.07 kHz. Since the time constant is a function of the modulation
frequency used, it is necessary to find out the corresponding time constants corres-
ponding to all modulation frequencies interested. The variation of the time constants
extracted is illustrated in Figure 2.15. This dispersion below 20 kHz is associated here
with the current sensor in the baseband path which relies on a transformer optimally
designed for the acquisition of current pulses of microsecond duration.

Another way to achieve accurate time reference calibration could be to use a pulsed-
RF signal instead of a two-tone signal. The rectified drain current will detect the
presence of the RF signal at the port 2.

2.7 Broadband measurements with the LSNA

The growing demand for broadband wireless communication services is motivating the
development of power amplifiers (PAs) operating with increasingly wider bandwidth.
Nonlinear vector network analyzers (NVNAs) offer unique possibilities for charac-
terizing the nonlinear behavior of PAs for periodically modulated excitations. As we
have seen, the sampler-based NVNA can acquire multitone periodic signals with wide
RF bandwidth (up to 50 GHz in the LSNA) and effectively remap them under appro-
priate conditions within the bandwidth of the IF receiver (10 MHz in Maury’s LSNA
and 50 MHz in VTD’s SWAP). Once down converted the RF tones are filtered with a
low-pass IF filter and then digitized using analog-to-digital converters (ADCs). In the
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commercialized LSNA, the modulation bandwidth for the RF signals acquired was lim-
ited to twice the IF modulation bandwidth, e.g. 20 MHz in the LSNA. It is, however,
possible under appropriate conditions to further increase the modulation bandwidth, by
choosing the measurements parameters of the LSNA such as the ADC frequency fADC,
the LO frequency fLO, and the FFT size NFFT in such a way that none of the fundamen-
tal and harmonic tones folds down to the same IF frequency during down conversion
[19]. Wideband multitone signals can be acquired that way after the frequencies mea-
sured are descrambled. Note that a technique to avoid the frequency scrambling has been
demonstrated for wideband LSNA measurements [20]. However, it requires adding a
switch between the FracN and the step recovery diode.

Such a broadband measurement system can be realized with a large-signal network
analyzer by adding an additional frequency synthesizer to set the ADC clock and a
counter driven by the ADC clock for triggering the measurements (see Figure 2.16).
Once calibrated, the modulated RF signals are then acquired in a single LSNA measure-
ment. No stitching of measured data from multiple measurements is therefore required
[21] [22] in order to obtain the amplitude and phase of the various tones of the multi-
harmonic wideband periodically modulated signal acquired. However, as we shall see,
the broadband measurement requires a trigger with a frequency set to a sub-harmonic
of the greatest common divisor frequency fgcd of all the down-converted IF tones [23].
In the case of IF tones in an arithmetical progression [ fIF, 2 fIF, 3 fIF, . . . , n fIF],
the triggering frequency reduces to the fundamental IF frequency fIF used for cali-
brated broadband measurement [24]. This trigger guarantees that the phase relationship
between the tones remains the same in successive measurements.
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Figure 2.16 Block diagram of the modified LSNA setup and integrated IF calibration setup. (From [23] with
permission, c©2010 IEEE.)
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2.7.1 Principle of phase calibration

As mentioned above, the bandwidth of the LSNA can be extended beyond the bandwidth
of the IF receiver [19] [24] if a broadband calibration scheme is introduced. Consider
a periodically modulated signal expressed as the superposition of multiple tones with
radial frequency ωp:

yRF =
P∑

p=1

Ap cos(ωpt + φp).

Ap and φp are the amplitudes and phases, respectively, for the tones p. The signal yRF

being periodically modulated, the radial frequencies ωp for the tone p can be expressed
in terms of the fundamental frequency ω0 as

ωp = ω0 + pωm, (2.16)

where ωm is the modulation frequency corresponding to the tone spacing of the
signal yRF.

In the frequency domain, the sub-sampling analog down conversion [19] taking place
in the LSNA will down convert each tone of frequency ωp into the IF bandwidth of the
LSNA receiver by mixing it with the harmonics of the comb generator fLO:

ysampler = 2
P∑

p=1

Ap cos[ωpt + φp] ×
Q∑

q=1

Bq cos[qωLOt + θq ]

=
P∑

p=1

Q∑
q=1

Ap Bq
{
cos[(ωp + qωLO)t + φp + θq ]

+ cos[(ωp − qωLO)t + φp − θq ]}, (2.17)

where Bq and θq are the amplitudes and phases of the harmonics of the comb gen-
erator. Note that the signal generator and the local oscillator (comb generator) used
are synchronized with respect to a common external reference source (typically 10 or
100 MHz) so that they share the same time base. It results that the phases φp and θq are
well defined in the time reference selected once the various generators are powered on.
The IF frequency of the tone ωp after down conversion is

�ωp = ωp − kpωLO with kp = floor

(
ωp

ωLO

)
.

If we use q = kp and q = kp + 1 for the second term in (2.17) for each tone p,
the multisine signal at the output of the IF filter is then in the frequency range
0<ωp <ωLO:

yIF(t) =
∑

p

Ap Bkp HIF(�ωp) cos
[
�ωp t + χ+

p

]
+ Ap Bkp+1 HIF(ωLO −�ωp) cos

[(
ωLO −�ωp

)
t − χ−

p

]
, (2.18)
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with HIF the IF filter amplitude gain,

χ+
p = φp − θkp + ϕIF[�ωp],
χ−

p = φp − θkp+1 − ϕIF[ωLO −�ωp], (2.19)

and ϕIF the IF filter-induced phase shift. Note that it is assumed that the LO frequency
ωLO is selected such that we have

ωLO

2
≤ ωIF,

where ωIF is the passband bandwidth of the anti-aliasing IF filter following the sampler.
This choice guarantees an LSNA modulation bandwidth of 2ωIF if we limit the down
conversion to a single kp per harmonic.

Let us assume that the LSNA measurement is now taking place at time t = τm.
The phases ψ±(m)

p of the tones p measured by the LSNA which are defined in the
measurement time axis t ′ = t − τm by

yIF(t
′) =

∑
p

Ap Bkp HIF(�ωp)cos
[
�ωp t ′ + ψ+(m)

p

]
+ Ap Bkp+1 HIF(ωLO −�ωp)cos[(ωLO −�ωp)t

′ − ψ−(m)] (2.20)

are then given by

ψ+(m)
p = �ωp τm + φp − θkp + ϕIF[�ωp],

ψ−(m)
p = −ωLOτm +�ωp τm + φp − θkp+1 − ϕIF[ωLO −�ωp],

for positive frequencies �ωp and negative (Nyquist image) frequencies �ωp − ωLO,
respectively.

It results that the measured phases for both positive and negative frequencies
will vary from measurement to measurement since they will take place at different
times τm. Nevertheless to calibrate the LSNA we need the relative phase between
the tones to remain constant. Using for the fundamental band the center frequency
ω0 = �ω0 + k0ωLO as the reference, it can readily be verified that the relative phase
differences between the tones p and 0 both for positive and for negative (Nyquist image)
frequencies are given by

ψ+(m)
p − ψ

+(m)
0 = (�ωp −�ω0)τm + (φp − φ0)− (θkp − θk0)

+ (ϕIF[�ωp] − ϕIF[�ω0]),
ψ−(m)

p − ψ
−(m)
0 = (�ωp −�ω0)τm + (φp − φ0)− (θkp+1 − θk0+1)

− (ϕIF[ωLO −�ωp] − ϕIF[ωLO −�ω0]).
The relative phases between the tones are seen to be also measurement-dependent. The
measurement-dependent terms are those involving τm. Using Equation (2.16) we can
derive the identity

�ωp −�ω0 = pωm − (kp − k0)ωLO.
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The variation of the relative phase differencesψ±(m)
p − ψ

±(m)
0 from measurement m = 2

to measurement m = 1 is then given by(
ψ±(2)

p − ψ
±(2)
0

)
−
(
ψ±(1)

p − ψ
±(1)
0

)
= pωmτ21 − (kp − k0)ωLOτ21, (2.21)

with τ21 = τ2 − τ1.
It can be seen from Equation (2.21) that the variation of the relative phase between the

p and 0 tones acquired in successive measurements for a given RF harmonic is affected
by two group delays: ωmτ21 and ωLOτ21. The modulation group delay ωmτ21 is the
usual signal group delay due to the different measurements occurring at different times
τ . However, the LO group delay ωLOτ21 is a new term that arises in broadband measure-
ment when kp is different from k0. In sampler-based NVNAs that are bandwidth-limited
at the data-processing level to twice the IF bandwidth (2ωIF), we have kp = k0 for each
RF harmonic. On the other hand, as we extend the sampler-based NVNA bandwidth to
a multiple of twice the IF bandwidth, LO phase shifts (kp − k0)ωLOτ21 are observed.

If one of the LSNA channels is used to measure a known calibrated signal (e.g. at
the PA input) extending over a portion of the spectrum larger than 2ωIF, it is then
readily possible to extract both ωmτ21 and ωLOτ21. This is, however, constraining and
requires additional signal processing. The results for the LO delay extraction are shown
in Figure 2.17 for three successive calibration measurements. Note that the same LO
delay ωLOτ21 (ωLOτ31) applies to successive bands of 2ωIF bandwidth.

An alternative approach (see [24]), which is more elegant and convenient, relies on
the use of a trigger signal to eliminate altogether the LO group delay ωLOτ21 and even
the signal group delay ωmτ21 (although this is less critical). To synchronize the measure-
ment system, the trigger frequency should be a sub-harmonic of the greatest common
divider frequency fgcd for all the IF tones. The following methodology is used for the
trigger selection. Let TRES be the LSNA measurement duration during which the ADCs
acquire the IF signal. In our measurements (including the calibration) we select the
measurement start times to be spaced relatively to each other by a multiple P of TRES:

τn = P × TRES = P
2π

ωRES
with ωRES = 2π fRES = 2π

TRES
,

where fRES = 1/TRES is the resolution frequency. Given that the LO frequency ωLO,
modulation frequency ωm, and IF frequency �ω0 of the reference center tone are each
selected to be a multiple of the resolution frequency ωRES,

ωLO = NωRES, ωm = QωRES, �ω0 = KωRES,

we have for the IF frequencies

�ωp = �ω0 + pωm − (kp − k0)ωLO

= [K + pQ − (kp − k0)N ]ωRES = MωRES,

ωLO −�ωp = (N − M)ωRES.
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Figure 2.17 Relative LO group delay extraction in both non-trigger (a) and trigger (b) modes. (From [23]
with permission, c©2010 IEEE.)

The IF frequencies obtained indicate that fRES is fgcd or a sub-harmonic of it. It further
results that

ωLOτ21 = NωRES P21
2π

ωRES
= N × P21 × 2π,

ωmτ21 = QωRES P21
2π

ωRES
= Q × P21 × 2π,

�ωpτ21 = MωRES P21
2π

ωRES
= M × P21 × 2π,
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Table 2.1. Signal and LSNA configuration parameters

Parameter Symbol and value

Center frequency f0 = 2.16 GHz
Number of tones 63
PAPR 6 dB
Modulation frequency fm = 1.2477 MHz
LO frequency fLO = 17.361 975 MHz
ADC frequency fADC = 19.6608 MHz
Size of FFT NFFT = 262 144
Resolution frequency fRES = fADC/NFFT = 75 Hz
Trigger frequency 1 Hz
Number of RF harmonics 10
Maximum modulation bandwidth fm = 1.24 GHz

with P21 = P2 − P1. Clearly, with this choice of measurement times the relative phases
between tones extracted by the LSNA are measurement-independent. Indeed, as can
be seen in Figure 2.17, the LO group delay between successive measurements exhibits
only a small fluctuation in phase thanks to triggering.

The broadband calibration of the sampler-based NVNA proceeds as follows. First a
conventional RF calibration including SOLT, power meter, and harmonic phase refer-
ence is used for the RF fundamental and harmonics. Then the IF calibration procedure
described below is performed at each harmonic band of interest. The “through” IF
calibration at each harmonic includes an IF calibration of the incident signal at port
2 and a through calibration between port 1 and port 2. For these IF calibrations a multi-
tone signal with known amplitudes and phases is programmed in a calibrated reference
vector signal generator for each harmonic of interest. For the phase calibration, since the
relative phases ψ+(m)

p − ψ
+(m)
0 measured by the sampler-based NVNA are now invari-

ant under the triggered measurements, the phase correction factor ζp for the pth tone is
then obtained from the reference calibration phase ψp(CAL) using[

ψ+(m)
p − ψ

+(m)
0

]
+ ζp = [

ψp(CAL)− ψ0(CAL)
]
.

2.7.2 Experimental results and discussions

An example of broadband measurement configuration for the LSNA is given in
Table 2.1. It can be verified in this example that no overlap (collision) occurred in the IF
bandwidth, for down-converted ωp tones, ωm spaced, which are located within a band
of bandwidth 1.24 GHz centered at each of the 10 RF harmonics. The experimental
verification is, however, done using an 80-MHz vector signal generator.

The phases of a1 and b2 at the 63 FFT bins of interest for a 63-tone signal of band-
width 80 MHz measured with the broadband testbed are shown in Figure 2.18 for a thru
after the RF and IF calibration corrections have been applied. Thanks to the properly
locked 1-Hz measurement trigger, the phases of a1 and b2 at the targeted bins remain
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Figure 2.18 The a1 phase after IF calibration for three successive measurements for a1. (From [23] with
permission, c©2010 IEEE.)
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Figure 2.19 The a1 phase difference among three successive measurements. (From [23] with permission,
c©2010 IEEE.)

the same in three successive measurements and correspond to the phases programmed
in the vector signal generator. Note that identical phases between a1 and b2 result from
the fact that a thru is measured. Figure 2.19 illustrates the phase difference observed
among three successive measurements. The maximum error range among measure-
ments at each bin indicates (1) that the generated trigger effectively synchronizes the
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Figure 2.20 Spectral distribution of a1 and b2 at the input and output of the PA, respectively, for three
successive measurements. (From [23] with permission, c©2010 IEEE.)
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Figure 2.21 Phase distribution of (a) a1 and (b) b2 at the input and output of the PA, respectively, for three
successive measurements. (From [23] with permission, c©2010 IEEE.)

measurement system (LSNA) and (2) that the vector signal generator used generates a
modulated RF signal with stable phases.

Figure 2.20 shows the results obtained for an 80-W GaN HEMT Doherty PA. Dis-
played in Figures 2.20 and 2.21 are the spectra and phases for the periodic signal at the
input (dashed line) and output (plain line) of the PA for three successive measurements.
The output spectra are shifted down (by 37 dB) to more clearly reveal the spectral
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Figure 2.22 Resulting spectral regrowth in the second harmonic at the PA output for three successive
measurements. (From [23] with permission, c©2010 IEEE.)

regrowth generated by the PA. The fundamental frequency was set to 2.16 GHz with
a multitone bandwidth of around 15 MHz. The number of tones is 13, and the phases
are selected to yield a peak-to-average power ratio (PAPR) of 6 dB. The bandwidth of
80 MHz used is wide enough to capture the third- and fifth-order intermodulation bands.
As can be seen in Figure 2.20, the spectral regrowth of b2 is more pronounced than that
of a1. Also, a good phase reproducibility for a1 for three successive measurements is
observed in Figure 2.21 only within the 15-MHz bandwidth of the injected input signal.
However, the phase reproducibility for b2 for three successive measurements is seen in
Figure 2.21 to extend over nearly 80 MHz due to the spectral regrowth generated by
the PA nonlinearities. The spectral regrowth in the second harmonic of the PA is also
presented in Figure 2.22 for three successive measurements. The most reproducible
measurements are obtained for tones above −10 dBm.

The error vector magnitude (EVM) is commonly used as a figure of merit for qualify-
ing the in-band linearity performance of a PA for digital communication. For obtaining
a highly reliable EVM, the measurement noise error in phase and amplitude contributed
by the test system must be smaller than those introduced by the PA. The EVM can
also be used to quantify the vector measurement reproducibility error of the test sys-
tem. The reproducibility’s EVM at the fundamental frequency for the broadband testbed
considered was found to be within 0.2%.

2.8 Pulsed-RF small- and large-signal measurements

With the trend of increasing power-handling capacity as well as shrinking device
dimensions, the generation of self-heating during the measurements of traditional I–V
characteristics has become an acute problem. In addition, the charging and discharging
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Figure 2.23 Pulse signal with the pulse width τ and pulse period T .

of the traps associated with the device and material imperfections place a common
limitation on such DC measurements. To compensate for the slow memory effects
caused by self-heating and trapping, pulsed I–V measurements provide a very effec-
tive approach because they maintain isothermal and iso-trapping conditions during the
measurements.

Pulsed-RF measurements are also beneficial for the characterization of power ampli-
fiers developed for use in time-domain multiplexing access communication systems
or in radar systems. In addition, such pulsed-RF measurements are valuable for the
characterization of devices under higher-bias conditions for which continuous RF wave
measurements with constant biasing are not possible due to breakdown in devices.

2.8.1 Analysis of pulsed-RF signals

Figure 2.23 shows the square-wave signal (pulse train) which can be obtained by the
convolution of two signals, namely K rect(t/τ) and

∑n=∞
n=−∞ δ(t − nT ), where τ and T

are the width and the period of the pulse signal, respectively. The analytic representation
of the signal x(t) is

x(t) =
{

K , when −τ/2 < t − nT < τ/2,
0, otherwise,

(2.22)

where n is an integer. Since the signal is periodic, the spectrum of the signal can be
obtained from a Fourier series analysis. The Fourier series coefficient Cn [25] is found
to be

Cn = K τ

T
sinc

(
nτ

T

)
, (2.23)

where sinc(x) = sin(πx)/(πx). For K = 1, τ = 1, and T = 10, the magnitude spec-
trum of Cn is represented in Figure 2.24. The frequency-domain spectrum of the pulse
signal is a sampled sinc function with frequency spacing equal to the pulse repeti-
tion frequency (PRF), where PRF = 1/T . The distance of the first null (n = 10 in
Figure 2.24) from the origin in the spectrum (n = 0) corresponds to a frequency 1/τ .
The bandwidth of the main (center) lobe is therefore 2/τ .

It is clear in Figure 2.24 that the spectrum of the pulses extends from n = −∞ to
n = ∞ and this can cause some aliasing error if the LO frequency is not selected appro-
priately. Note that by definition pulsing a signal leads to a reduction of the average
signal power by
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Figure 2.24 Spectrum magnitude for a square-wave signal plotted versus n for τ = 1 and T = 10.

Power Reduction = −10 log

(
Pulse Power

CW Power

)
= −10 log(Duty Rate).

The total energy in the spectrum is indeed proportional to the duty rate (or duty cycle),
which is given as the ratio of the on time of the pulse to the period of the pulse:

Duty Rate = τ

T
. (2.24)

This total energy is spread over all the tones of the spectrum. Consequently pulsing the
RF signal also yields a decrease of the power of the center tone, which is given by the
square of the amplitude of the Fourier series coefficient C1. The amount of the decrease
in the central spectral line caused by the pulsing compared with the CW excitation is
therefore

Desensitization = −10 log

( |C1|2
K 2

)
= −20 log(Duty Rate). (2.25)

This is called pulse desensitization [26] [27] [28]. The desensitization is 40.0 dB for 1%
duty rate and 49.6 dB for 0.33% duty rate. This is a major concern in the development
of traditional pulsed-RF measurement systems using a normal network analyzer. This is
due to the fact that the narrow IF receiver of a network analyzer only acquires the center
tone in the main lobe, inducing a desensitization that reduces the network analyzer’s
effective dynamic range.

2.8.2 Pulsed I–V pulsed-RF measurement system with the LSNA

In general both VGS and VDS pulsed biases are applied at the gate and the drain of
a transistor in pulsed I–V systems. Figure 2.25 shows schematically the pulsed I–V
pulsed-RF measurement system implemented using an LSNA. Port 1 is used for the
gate, and port 2 for the drain. A current sensor consisting of a resistor or a transformer is
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Figure 2.25 Pulsed I–V pulsed-RF measurement system with the LSNA.
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Figure 2.26 Pulsed-RF signal measurements with the LSNA: carrier frequency ( f0) = 1 GHz, modulation
frequency (� f ) = 9.918 kHz, and resolution bandwidth 95 Hz. The black circles and the white
squares with black outlines represent the magnitude and phase of each tone, respectively.

used to measure the drain current with an oscilloscope. The pulsed-RF signal is provided
by a pulsed-RF signal generator. Note that 104 pulses are acquired by the LSNA when
using a resolution bandwidth of 95 Hz and modulation frequency 9.918 kHz.

Figure 2.26 shows a generated RF pulse with a duty rate of 0.33% and pulse duration
0.33 µs. The main lobe of the sinc spectrum consists of 601 tones in a bandwidth of
about 6 MHz. In addition to generating an RF pulse, the RF signal generator is also
triggering the gate and drain pulse generators to overlay the RF pulse upon the pulsed
I–V biasing signal at the proper moment. The timing for the pulsed I–V pulsed-RF
signals is shown in Figure 2.27. The drain pulse has a duty rate of 1% and duration
1 µs, which is usually short enough to achieve the targeted isothermal condition.
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Figure 2.27 Timing for pulsed I–V pulsed-RF signals. Pulsed I–V: pulse width 1 µs, duty rate 1%. Pulsed
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2.8.3 Measurement bandwidth

To reduce the problem of desensitization in a conventional pulsed-RF system, it would
theoretically be desirable to use the entire spectrum of the pulse to obtain higher
measurement accuracy. In practice, however, it is not possible to acquire the com-
plete spectrum due to the IF bandwidth limitation of the NVNA used. Nonetheless,
by acquiring the spectrum in a wide enough range one can enhance the measurement
accuracy.

According to Parseval’s theorem, the total average power of the signal x(t) is the sum
of the average power in each harmonic component:

1

T

∫ T

0
|x(t)|2 dt =

∞∑
n=−∞

|Cn|2 = C2
0 + 2

∞∑
n=1

|Cn|2, (2.26)

where Cn , the Fourier coefficient for the nth tone, usually has the form of a sinc function
if x(t) is a pulsed signal. Thus the power included in the bandwidth range m/τ is

Power ratio (%) =
∑m

n=1 |Cn|2∑∞
n=1 |Cn|2 × 100. (2.27)

Figure 2.28 shows that the main lobe of a sinc spectrum (m = 300 in this example)
includes about 90.3% of the total average power of the sinc spectrum, providing enough
power to essentially reduce by half the desensitization experience in the conventional
pulsed-RF system compared with the CW case. It is also preferable to focus only on the
main lobe because of the noise-floor level of the LSNA. In other words, with a resolution
bandwidth of 12 kHz the noise-floor level of the LSNA is typically −70 dB to 20 GHz
when the IF frequency is 10 MHz [16], and the deep nulls of the sinc spectrum are
usually expected to be below the noise floor as shown in Figure 2.26.
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Figure 2.28 Power ratio as a function of single-sideband (SSB) tones. For the analysis, an RF pulse duty rate
of 0.33% and a width of 0.33 µs are used.

2.8.4 Envelope analysis of pulsed-RF signals

The NVNA measurements for modulated signals will provide the coefficients
Xi (nω0 + pωm) for the waves xi (t) (the incident ai (t) or reflected bi (t) waves)
measured at port i :

xi (t) = Re

⎧⎨⎩
N∑

n=1

SSB∑
p=−SSB

Xi (nω0 + pωm)exp
[

j (nω0 + pωm)t
]⎫⎬⎭ ,

with N the total number of harmonics acquired and SSB the number of sideband tones
acquired. Note that we are excluding the baseband in this expansion, since we are focus-
ing on the RF waves. For pulsed signals it is beneficial to rewrite xi (t) in terms of the
envelope signal xi (nω0, t) of each of the harmonics:

xi (t) = Re

{
N∑

n=1

xi (nω0, t)exp( jnω0t)

}
, (2.28)

where the envelope xi (nω0, t) for the harmonic nω0 is defined as

xi (nω0, t) =
SSB∑

p=−SSB

Xi (nω0 + pωm)exp( j pωmt)

= E x
i (nω0, t)exp

[
jφx

i (nω0, t)
]
. (2.29)

In the above definition Ex
i (nω0, t) and φx

i (nω0, t) are the time-varying amplitude and
phase of the envelope waves xi (nω0, t).

To recover the effective incident and reflected waves when the pulse is on, it is
sufficient to select the time tpeak when the incident and reflected waves reach their
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peak amplitude. Note that in practice the peaks of the incident and reflected waves
are not perfectly synchronized due to the finite propagation group delays τi j between
ports i and j associated with the DUT. It is then normally sufficient to select an aver-
age peak time since the DUT group delays are typically much smaller than the pulse
duration.

Using this approach the response of the device within the pulse can be obtained for
both small- and large-signal excitations. As an example let us consider the evaluation of
the S-parameters under small-signal pulsed I–V pulsed-RF excitations. By solving the
system of equations

b1(ω0, tpeak) = S11a1(ω0, tpeak)+ S12a2(ω0, tpeak),

b2(ω0, tpeak) = S21a1(ω0, tpeak)+ S22a2(ω0, tpeak), (2.30)

for two different measurements with (1) first only port 1 excited by a1(ω0, tpeak) and (2)
second only port 2 excited by a2(ω0, tpeak), we can obtain under small-signal operation
the pulsed-RF S-parameters while accounting for non-ideal matching at the non-excited
port.

The measured pulsed I–V pulsed-RF S-parameters of a GaN HEMT on sapphire are
shown in Figure 2.29. In this experiment, a pulsed I–V signal (pulse width 1 µs and duty
rate 1%) was applied to both the gate and the drain of the transistor. A pulsed-RF signal
(pulse width 0.33 µs and duty rate 0.33%) was also injected into either the gate or the
drain with a frequency range of 1.0–10.0 GHz in steps of 1 GHz.

Figure 2.30 compares the S-parameters obtained for a GaN HEMT on SiC using a
VNA with CW waves (plain lines) and the LSNA with pulsed I–V pulsed-RF excitations
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Figure 2.29 Pulsed I–V pulsed-RF S-parameters of a GaN HEMT on sapphire (frequency 1–10 GHz, steps of
1 GHz).
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Figure 2.30 Comparison of S-parameters for a GaN HEMT on SiC (frequency 1–10 GHz, steps of 0.25 GHz).

(dots). The frequency ranges from 1.0 to 10.0 GHz with steps of 0.25 GHz. It can be seen
that the CW S21 measured with the VNA is substantially smaller in amplitude than the
S21 of the pulsed I–V pulsed-RF measurement at low frequencies due to thermal and/or
trapping effects.

2.9 Multiple recording of pulsed-RF signals

The broadband measurement method discussed in the previous section for the LSNA, in
which all the tones within the main lobe of the signal (90% of the power) are acquired,
enables one to partially compensate for the loss of dynamic range [29] by approximately
halving the desensitization in dB. However, this method, which requires additional sig-
nal processing, including an IF calibration, is still limited in practice to duty cycles
above 0.3%. Indeed, as the number of tones increases for decreasing duty cycle, the
peak RF power is divided among more tones owing to the lower repetition frequency,
and the power of the individual tone will eventually fall below the minimum detectable
power level of the LSNA if the peak RF power is kept the same.

Recently, an alternative time-domain technique has been developed and demonstrated
at XLIM [30] [31] [32] for the sampler-based NVNA. This allows pulsed-RF meas-
urements with arbitrarily low duty cycles without any reduction in dynamic range.
This time-domain technique makes use of the multiple recording feature in modern
analog-to-digital converters (ADCs) to control the acquisition of the sample data. A ded-
icated pulse control board (see Figure 2.32 later) was developed to control the ADC
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Table 2.2. Example of parameters used for multiple recording measurement

Parameter Symbol and value

Fundamental frequency fRF = 1 GHz = 50 × fLO +� f1
Sampler LO frequency fLO = 19.998 MHz
IF frequency � f1 = 100 kHz = R1 fRES
ADC frequency fADC = 12.8 MHz
FFT size NFFT = 16 384 = 214

Resolution frequency fRES = 781.25 Hz = fADC/NFFT
f1-to- fRES ratio R1 = 128 = 27

IF-to-ADC period ratio N1 = NFFT/R1 = 16 384/128 = 128 = 27

acquisition such that the sampled down-converted RF data of the sampler-based NVNA
are acquired only at times when the RF pulse is applied [30] [31] [32].

2.9.1 Multiple recording for CW signals

The principal parameters for the multiple-recording time-domain measurement are the
ADC frequency fADC, the local oscillator frequency fLO, and the number of FFT points
NFFT. Let us first consider a CW signal consisting of the tone fRF and its harmonics
n fRF. The frequencies n fRF are down converted by the sampling down converter to the
IF frequencies � fn :

� fn = n fRF − Sn fLO,

with Sn an integer. Let us assume that the IF frequency � fn is a multiple Rn of the
resolution frequency fRES:

� fn = Rn fRES = nR1 fRES = n
R1

NFFT
fADC,

where we assume in this example that the number of harmonics considered is such that
we have n� f1 smaller than the IF bandwidth. The period for the down-converted IF
tone is then

T1 = 1

� f1
= NFFT

R1

1

fADC
= N1

fADC
.

We need next to select R1 such that the ratio N1 = NFFT/R1 is an integer. Given that
NFFT is typically a power of two, this can be achieved with a proper selection of the
ADC frequency such that R1 is also a power of two. An example is shown in Table 2.2.

Using multiple recordings, we can then acquire Non data and wait for p period T1

(plus Non data) between each acquisition record and the next. As long as Non is an
integral fraction Ron of N1, the full IF signal including the fundamental frequency and
its harmonics will be acquired. Since N1 was already selected to be a power of two, it
is sufficient to select Non to be a power of two. For example, using Non = 32 = 25 we
acquire the full IF period in Ron = N1/Non = 4 records while skipping by p period T1
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Figure 2.31 Acquisition of the IF tones in a single record (dots) and in four records (circles).

between each recording. This is illustrated in Figure 2.31, where the multiple recorded
data are represented by circles. A nonlinear IF signal with three harmonics is rendered
in this example to indicate that the harmonics of the RF are also acquired.

The entire operation is fully transparent to the sampler-based NVNA and the same
data are acquired for CW excitations using multiple recordings as for the normal
acquisition in a single record.

This scheme can now be used to acquire signals that are pulsed (both pulsed RF and
pulsed biased). The pulse repetition frequency is then

fpulse = fADC

p × N1 + Non
.

The duty rate can then be set to an arbitrarily small value using a large value of p:

Duty Rate = Non

p × N1 + Non
.

Also the data acquired Non can be set to a small value 1 or 2 to sample the RF in a
narrow region of the RF I–V pulse.

Since the average power of the signal acquired is now the peak power of the
pulsed signal, this modified LSNA data acquisition does not theoretically exhibit any
degradation in dynamic range for decreasing pulse duty cycle:

Desensitization = 0 dB.

This 0-dB desensitization is, however, achieved at the price of a longer measurement
time and requires additional hardware for the synchronization of the data acquisition.

A schematic diagram for the pulsed I–V pulsed-RF measurement setup implemented
at OSU with an LSNA using the pulse control board developed at XLIM is shown
in Figure 2.32. The DC bias and the pulsed bias are combined with a baseband bias
tee. The resulting time-varying bias voltages are then added to the pulsed-RF signal
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Figure 2.32 Pulsed I–V pulsed-RF measurement system with multiple recording using a modified LSNA.
(From [33] with permission, c©2010 IEEE.)

generated by the RF sources using an RF bias tee. The combined DC, pulsed, and RF
signal is then fed to the device. The synchronization of the pulsed bias and the pulsed RF
signal is precisely controlled by the delay generator, which can output separate triggers
for different instruments. A trigger is also sent to the oscilloscope for monitoring the
timing of the applied pulsed bias and pulsed RF signal. The reference timing for all
the triggers output from the delay generator is controlled by an external trigger sent by
the pulse control board. At the same time, the pulse control board sends another trigger
to the ADC to control the data acquisition. The pulse control board itself includes a
tunable delay for the trigger sent to the ADC to ensure that the peak of the pulsed
RF signal is measured at the desired time while compensating for the sampler latency.
In addition, the pulse control board, the fracN controlling the samplers, and the fracN
controlling the ADCs, the oscilloscope, and the delay generator are all locked to the
10-MHz reference clock signal generated by the RF source so that all instruments share
the same time base. Note that the clock for the ADC is set by a fracN source that is
separate from the one controlling the LSNA samplers so that the sampling and ADC
frequencies, locked as well on the same 10 MHz, can be set independently.

Beside synchronizing the data acquisition of the LSNA with the pulsed I–V bias
applied, the function of the pulse control board developed by XLIM includes making
sure that the suspended data acquisition is resumed at the correct sampling time to cor-
rectly capture the sampling down-converted RF signal without introducing any spectral
leakage [30]. To verify the functionality of the setup and to select the correct data-
acquisition time of the ADC, the measured incident and reflected waves of a calibration
standard “Through” are compared in Figure 2.33. The peak output power levels of the
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pulsed-RF signal, with two different pulse widths and the same pulse repetition period,
and the CW-RF signal from the RF source are both 0 dBm. It is demonstrated that,
with the change of pulse duty cycle, no significant change in the measured peak power
level and noise floor is observed. This demonstrates that the setup does not exhibit any
degradation in its dynamic range when the pulse duty cycle decreases. Note that the
latency in the LSNA is 550 ns. Much smaller latencies are achievable with more recent
implementations of the sampler-based NVNA such as the SWAP.

2.9.2 Multiple recording for jointly pulsed and modulated signals

The multiple recording developed at XLIM is a very elegant and powerful technique for
acquiring pulsed RF data without any desensitization. The method can be further applied
to signals that are both pulsed and modulated (multitone excitations). When perform-
ing the measurement of multitone excitations, additional considerations are required in
order to handle the modulation [34].

The principle of operation for the multiple recording measurement of modulated
signals is as follows. First, the modulation frequency fm needs to be a multiple Rm

of the resolution frequency fRES, and the modulation period 1/ fm needs to consist of an
integral number Nm of sampling points. This is easily achieved by using a power of two
for Rm since NFFT is already a power of two. Second, the number of points Non to be
sampled when the pulse is on should be selected such that Nm is a multiple Ron of Non:

Nm = fADC

fm
= NFFT

Rm
= Ron × Non.
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This is again easily achieved by selecting a power of two for Non since Nm was selected
to be a power of two. The pulse repetition period can then be set to any integer multiple
of p of the modulation period 1/ fm plus Non such that the required pulse repetition
frequency can be set to any value given by

fpulse = fADC

p × Nm + Non
,

with p an integer. For example, consider a modulation frequency of 12.5 kHz for an
RF signal with a fundamental frequency of 1 GHz. Using the LSNA settings given in
Table 2.2, we have Rm = 24 and Nm = NFFT/Rm = 210, which are both integers, as
required. We can then, for example, select Non = 24 for the number of points to be
sampled in each record, since this yields an integral number Ron = Nm/Non = 26 of
multiple records needed to acquire a complete period 1/ fm of the modulated signal
while skipping p period 1/ fm.

Again it has been verified experimentally [30] that this modified multiple-recording
acquisition technique correctly captures the sampling down-converted RF signals with-
out introducing any spectral leakage even though the RF signals are both jointly pulsed
and modulated. The phase repeatability is within a fraction of a degree. This measure-
ment technique will be applied in Section 5.6 to extend the real-time active load-pull
(RTALP) measurement technique to pulse operation. The resulting pulsed-RF RTALP
scheme permits one to rapidly generate P1dB contour plots for transistors excited by
pulsed-RF signals. Intermodulation tones and spectral regrowth can also be character-
ized for jointly pulsed and modulated RF signals using this extended multiple-recording
technique.
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3 Device modeling and verification
with NVNA measurements1

Compact models of active devices that are integrated into circuit simulators are an inte-
gral part of the design process of both RF integrated circuits (RFICs) and monolithic
microwave integrated circuits (MMICs). The accuracy of these device models in cap-
turing the range of behavior of the devices is of critical importance for the successful
design of first-pass RFICs and MMICs. Reliable compact device models have also come
to be expected by microwave engineers for the design of RF/microwave circuits using
discrete components such as power amplifiers, mixers, and oscillators.

This chapter will present some examples of the applications of NVNA measurements
to both device modeling and model verification. The focus will be placed on devices for
which memory effects are not dominant. The characterization and modeling of memory
effects will be discussed in the next chapter.

NVNAs are primarily used for model verification, and an example will be presented.
Various RF excitations can be used to test the devices in normal mode of operation,
in breakdown [1] [2], or to investigate the device symmetry or lack thereof. Finally,
using even more exotic modulated excitations, NVNA measurements can permit one to
rapidly capture, in a single measurement, the operation of the device in a wide range of
voltages for the direct extraction of nonlinear models.

3.1 Model verification

NVNAs can be beneficially used for validating compact device models for large-signal
excitations [3]. Compact device models are usually extracted using I–V (DC or pulsed)
characteristics and small-signal (CW or pulsed-RF) S-parameters for a wide range
of biasing conditions (VGS and VDS for three-terminal FETs) and temperatures. The
general validity of the model topology and the accuracy of the voltage dependences
of the current sources and charges extracted need to be validated with large-signal
measurements.

Before the availability of NVNAs, mostly scalar figures of merit were used, including
harmonic generation, intermodulation distortion (IMD), and, in the most exacting case,
load-pull data. With the coming of NVNAs, both the amplitude and the phase of the

1 Research collaboration with Seok Joo Doo and Venkatesh Balasubramanian is gratefully acknowledged.
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harmonics and IMD are now available for model validation. Also the actual measured
current and voltage waveforms and the dynamic loadlines at RF can now be compared
with the simulation results.

Designers of high-speed integrated circuits are typically provided with several mod-
els that are representative of the statistical variation of the device performance to be
expected from die to die. Typically models for weak, medium, and strong devices are
used to facilitate the evaluation of the performance of the circuits designed using the
so-called “corner” analysis and to optimize the yield using design centering.

To illustrate possible model verifications for integrated-circuit design, we consider
the case of a 65-nm CMOS process for which BSIM4 is used for the device modeling
[4]. The device selected has a gate length of 70 nm, gate (finger) width of 1 µm and
16 fingers [5]. We shall present results for a common-source device operating in classes
A and B. Details on the LSNA testbed used for the class-A and class-B measurements
will be given in Chapter 5. Common gate results will be presented in the next section.
For the class-A verifications, operation in both the saturated and linear regions will
be considered. The focus will be placed on the current and voltage waveforms and
associated dynamic loadlines.

The LSNA measurements were conducted at 4 GHz with four harmonics recorded,
corresponding to 4, 8, 12, and 16 GHz. The current and voltage waveforms are recon-
structed using the amplitude and phase of these four tones. The DC I–V characteristic
for the device measured is shown in Figure 3.1, where it is compared with those of the
weak and normal foundry models.

The harmonic balance simulations were performed using 20 harmonics (order 20).
It was verified that a satisfactory convergence occurred with 15 harmonics. However,
when comparing the measured and simulated waveforms, only the first four harmonics
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Figure 3.1 Comparison of measured (dots) and modeled (dashed line and plain line) DC I–V characteristics
for a 70-nm MOSFET. VGS is varied from 0 to 1.2 V in steps of 0.3 V.
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Figure 3.2 Class-A amplifier operating in the saturation region. (a) Input voltage waveform: vGS versus
time. (b) Output voltage waveform: vDS versus time.

(calculated using simulations of order 20) were used for reconstructing the waveforms
in order to obtain a more meaningful comparison.

Figure 3.2 shows the gate-to-source voltage waveform vGS(t) and drain-to-source
voltage waveform vDS(t) for class-A operation in the saturation region. Note that,
although a sinusoidal incident wave a1(t) is applied, nonlinearities may appear in the
reflected waves b1(t) and b2(t) and non-sinusoidal voltage and current waveforms will
result. A small voltage saturation is noticeable in the peak of vDS(t) in the measured
data (dotted line). Figure 3.3(a) shows the drain-current waveform iD(t). A small cur-
rent saturation is noticeable at low values of the drain current iD(t) due to the device
approaching pinchoff. Figure 3.3(b) shows the dynamic transfer characteristic: iD(t)
versus vGS(t). The nonlinearity of the transconductance is observable. Figure 3.3(c)
shows the dynamic output loadline: iD(t) versus vDS(t). A linear trajectory is obtained
because a resistive load (50 �) is used. The comparison with the three corner models



3.1 Model verification 69

0 0.1 0.2 0.3 0.4 0.5
0

1

2

3

4

5

6

7

8

9(a)

(b) (c)

Time (ns)

i D
 (

m
A

)

Measured
Weak
Normal
Strong

0.6 0.8 1 1.2
0

1

2

3

4

5

6

7

8

9
Measured
Weak
Normal
Strong

0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

7

8

9

i D
 (

m
A

)

vDS (V)

Measured
Weak
Normal
Strong

i D
 (

m
A

)

vGS (V)

Figure 3.3 Class-A amplifier operating in the saturation region: (a) current waveform iD(t) versus
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indicates that the device performance is mostly between that of the weak (dashed line)
and the normal (dash–dotted line) models for the particular device measured.

Figure 3.4 shows the gate-to-source voltage waveform vGS(t) and the drain-to-source
voltage waveform vDS(t) for class-A operation in the linear region. Figure 3.5(a) shows
the drain-current waveform iD(t). Despite the sinusoidal input voltage, a small satu-
ration is detected at both low and high values of vDS(t) and iD(t) in the measured
data (dotted line). This saturation is due to the device approaching pinchoff at low gate
voltages and to the nonlinearity of the transconductance in the linear region at low
drain voltages and high gate voltages. Figure 3.5(b) shows the dynamic transfer char-
acteristic: iD(t) versus vGS(t). The nonlinearity of the transconductance is observable
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Figure 3.4 Class-A amplifier operating in the linear region. (a) Input voltage waveform: vGS versus time.
(b) Output voltage waveform: vDS versus time.

at both low and high values of the gate voltage. Figure 3.5(c) shows that a linear
trajectory is again obtained for the dynamic drain loadline iD(t) versus vDS(t) due to the
resistive load at the drain terminal. The comparison with the three corner models indi-
cates that the measured device is again between the weak (dashed line) and the normal
(dash–dotted line) models. However, the drain current is seen to reach slightly below
zero current, whereas the BSIM4 models remain clearly above zero current. This may
arise due to memory effects associated with the charge storage in the drain-to-source
capacitance.

Figures 3.6 and 3.7 report on near-class-B operation in the saturation region. Class-
B operation has been approximated by shorting the second harmonic. As we shall see
in Chapter 5, this can be accurately realized using an active load-pull testbed. Higher
harmonics could also be shorted, but this is usually less critical. Figure 3.6 shows
the gate-to-source voltage waveform vGS(t) and the drain-to-source voltage waveform
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Figure 3.5 Class-A amplifier operating in the linear region: (a) current waveform iD versus time, (b)
dynamic transfer characteristic iD versus vGS, and (c) dynamic output loadlines iD versus vDS.

vDS(t). Figure 3.7(a) shows the drain current waveform iD(t). The device is clearly
off for half of its cycle. Some of the ringing in the current toward zero is due to the
limitation to four harmonics. Figure 3.7(b) shows the transfer characteristic: iD(t) ver-
sus vGS(t). Figure 3.7(c) shows the dynamic output loadline: iD(t) versus vDS(t). The
dynamic loadline is no longer linear due to the device turning off during half of the RF
cycle. The comparison with the three corner models indicates that the measured device
is operating closer to the normal (dash–dotted line) model.

The various measurements presented above for class-A and class-B operations give
an example of the verification of a foundry model using waveforms and dynamic load-
lines. More verification tests for device symmetry and MOSFETs with varying gate
width will be presented in the next sections.
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Figure 3.6 Class-B amplifier operating in the saturation region. (a) Input voltage waveform: vGS versus
time. (b) Output voltage waveform: vDS versus time. (From [6] with permission, c©2009 IEEE.)

3.2 Model symmetry

Model symmetry is of importance for a number of circuits such as resistive mixers. To
discuss the model symmetry, we shall first introduce a charge-based model in the vGS

and vDS representation. In the conventional charge-based model for a three-terminal
FET, the total gate, drain, and source currents are given by

iG = idisp,G,

iD = ID(vGS, vDS)+ idisp,D,

iS = iD + iG,

where ID is the DC drain current, and idisp,G and idisp,D are the gate and drain displace-
ment currents, respectively. These displacement currents idisp,X are associated with the
charge element QX (QG or QD) and derived from them using
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Figure 3.7 Class-B amplifier operating in the saturation region: (a) current waveform iD versus time,
(b) dynamic transfer characteristic iD versus vGS, and (c) dynamic output loadline iD versus
vDS. (From [6] with permission, c©2009 IEEE.)

idisp,X = dQX(vGS, vDS)

dt
− d

dt

[
τX(vGS, vDS) idisp,X

]
.

Note that τX is the non-quasi-static charge-redistribution time-constant associated with
the charge-element QX.

Figure 3.8(a) shows a circuit topology for implementing this charge-based large-
signal model which relies on two non-quasi-static time-constants (τG and τD). An
alternative and equivalent topology is also shown in Figure 3.8(b). In this alternative
topology, the current I ′ and charges Q′ are given by

I ′
D(vGS, vGD) = ID(vGS, vDS),

Q′
D(vGS, vGD) = QD(vGS, vDS), (3.1)

Q′
S(vGS, vGD) = −QG(vGS, vDS)− QD(vGS, vDS). (3.2)
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In the limit of τG = τD = τS = τ these two topologies are equivalent.
Usually the FET model is extracted for positive external drain-to-source voltages

(vDS > 0) and the model is extended to negative external drain voltages for a symmetric
device by switching the internal source and drain terminals of the model. It results that
the internal v′

GS and v′
DS are remapped as follows when switching from positive to

negative external vDS voltages:

Positive vDS → Negative vDS,

v′
GS = vGS → v′

GS = vGD = vGS − vDS,

v′
DS = vDS → v′

DS = −vDS.

Alternatively, if no switch is used and the current and charge functional representations
of the model are to handle negative drain voltages, then the symmetry assumption places
some constraints on these voltage dependences when expressed in terms of the external
voltages [7]:

ID(vGS, vDS) = −ID(vGS − vDS,−vDS),

QG(vGS, vDS) = QG(vGS − vDS,−vDS),

QD(vGS, vDS) = −QD(vGS − vDS,−vDS)− QG(vGS − vDS,−vDS). (3.3)

Note that, following Ref. [8], a simpler extraction and mathematical representation
will result if we switch from common-source state-variables (vGS, vDS) to common-gate
state-variables (vGS, vGD) and use the charges Q′

D and Q′
S defined in Equations (3.1)

and (3.2). Further, this representation facilitates the characterization and modeling of
non-symmetric devices. Note that the non-quasi-static topology shown in Figure 3.8(a)
using the non-quasi-static time-constants τG and τD can still be used, since the charges
QD and QS can be expressed in terms of the modeled charges Q′

D and Q′
S.

NVNA measurements with a common-gate FET provide a methodology for verifying
the validity of the assumption of symmetry. The common-gate FET topology is shown
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Table 3.1. Possible amplitudes and phases for the applied
excitations at ports 1 and 2

Case V1 V2

1 |V1| � 0◦ |V1| � 0◦
2 |V1| � 0◦ |V1| � 180◦
3 |V1| � 0◦ |V1| � 90◦

VG,dc

DS

B
v1 v2

G

Figure 3.9 Common-gate FET for symmetry testing.

in Figure 3.9. An RF ground is established at the gate terminal using a capacitance to
ground. This RF grounding still permits one to change the DC gate voltage. The body
terminal is also grounded. Two RF sources are connected at the source and drain input
terminals. They are both phase-locked to the NVNA via the 10-MHz reference channel.
The source and drain excitations are set to have the same amplitude but with different
phases. The matrix of the measurement conducted is indicated in Table 3.1. Three differ-
ent phases of 0◦, 180◦, and 90◦ are used. On-wafer measurements on 70-nm MOSFETs
were conducted using this setup with an LSNA. The resulting waveforms obtained for
these three experiments are shown in Figures 3.10(a), 3.11(a), and 3.12(a). Note that
the incident waveforms a1(t) and a2(t) applied are sinusoidal in all cases. However,
nonlinear effects are clearly detected in the distorted reflected waveforms b1(t) and
b2(t) shown in Figures 3.11(a), and 3.12(a). Note that, for case 1 in Figure 3.10, the
device does not turn on and thus presents an open. The device trajectory in state-space
(vGS, vDS) is shown in Figures 3.10(b), 3.11(b), and 3.12(b) for the three different exci-
tations. Note that the transistor DC drain current is plotted using a contour plot for both
negative and positive drain voltages. The inspection of the state-space trajectory reveals
that despite a small detectable asymmetry the operation for this on-wafer device remains
mostly symmetric, as predicted by the foundry models.

3.3 Device parasitics

In Section 3.1 we compared measured and simulated results for a MOSFET with a fixed
gate length, gate width, and number of fingers. In integrated circuits the circuit designer
can change the gate length, gate width, and number of fingers. So the device models
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Figure 3.10 (a) Incident and reflected waveforms for case 1 (0◦). (b) State-space (vGS, vDS) trajectory with
the contour plot of the DC drain current (in mA) superposed.

need to be evaluated as a function of these parameters. In this section we present results
for devices with varying gate width.

Given the large quantity of data and waveforms which accumulates as multiple
devices of different geometries and different dies are measured, it becomes desirable
to introduce some simple figures of merit to evaluate the model fidelity and the pro-
cess stability. For simplicity the transconductance and threshold voltage are used for
this comparison. Note that these parameters are bias-dependent, and we elected here to
extract them from the 4-GHz large-signal dynamic transfer characteristic of the device
in class-A operation in the saturation region. These parameters are extracted from a
least-squares fit of the transfer characteristic as shown in Figure 3.13.

The variation of the transconductance gm with the gate width Wg for three different
dies (dots) and three different models (lines) is shown in Figure 3.14. The measured
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Figure 3.11 (a) Incident and reflected waveforms for case 2 (180◦). (b) State-space (vGS, vDS) trajectory
with the contour plot of the DC drain current (in mA) superposed.

devices are seen to exhibit a transconductance performance closer to the normal and
strong models. A large spread in the measured transconductance is, however, observed
at large gate widths.

The variation of the threshold voltage Vth with the gate width Wg for three different
dies (dots) and three different models (lines) is shown in Figure 3.15. The measured
devices are seen to exhibit a threshold voltage between those of the weak and normal
models.

The results reported in Figures 3.14 and 3.15 are for the variation of the device per-
formance with the gate width. Similar plots can be generated for the variation of the
transconductance and threshold voltage versus gate length Lg and number of gate fin-
gers Nf. The recent trend in compact device modeling for integrated-circuit design
is to rely on phenomenological equations with empirical parameters to fit the gate
width, gate length, and number of fingers [9]. Alternatively, at high frequencies, the
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physical modeling of the device layout might be desirable in order to optimize the device
performance.

The equivalent circuit shown in Figure 3.16 can be used to model the device depen-
dence on the gate width Wg for relatively small gate width [10] [11]. Note the presence
of the negative resistance −RX/6 and negative inductance −LX/6, with X standing for
any of the terminals S, D, G or B. These negative resistances and negative inductances
are needed in order to establish a series feedback when the gate-to-source excitation and
the drain-to-source excitations are not applied on the same side of the device; that is,
for example, they are applied on side 1 and side 2, respectively. Note, however, that the
total input resistance and inductance contributed by each distributed parasitic network
remain positive:
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The resistance RX/3 and inductance LX/3 correspond to the well-known result when
the excitations VGS and VDS are on the same side of the device [12]. An exact small-
signal solution is also available for arbitrary gate widths Wg in Ref. [10] for the case of
the three-terminal device. However, Wg is usually kept small enough to avoid distributed
effects that degrade the power gain. An exception would be if the parasitics were to be
synthesized so as to implement a traveling-wave amplifier. However, in the normal case,
the equivalent circuit shown in Figure 3.16 (or multiple sections of it), can usually be
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Figure 3.16 Equivalent circuit for an eight-terminal MOSFET for short gate width Wg.

used to model a single transistor-finger in complex multifinger layouts including circular
transistors.

Note that the common-gate layout can also facilitate the extraction of the substrate
parasitics, if the DC gate bias is selected such that the device is off for all vSG and
vDG excitations. When the device is expected to be symmetric, any asymmetry in the
measured waveforms could potentially flag a layout error. Indeed, care must be taken,
particularly at high frequencies, to independently ground the common terminals on both
sides, 1 and 2, of the device. Otherwise no well-defined ground return path is provided
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for the return current, and a ground loop is introduced by the layout [6]. In such a case
the device is then effectively excited by the RF sources with one terminal connected
on side 1 and the other terminal connected on side 2, e.g. G1–S2. That is, the device is
then operated in the common mode rather than the differential mode, and the equivalent
circuit shown in Figure 3.16 is no longer applicable.

3.4 Model extraction from power-sweep measurements

As mentioned in Section 3.1, the NVNA permits one to acquire both the phase and the
amplitude of the harmonics. Figure 3.17 shows an example of a power sweep at 4 GHz
acquired with an LSNA for a 70-nm MOSFET operated in class A. The dynamic range is
seen to be of about 70 dB, as indicated by the fourth harmonic, which is nearly constant
below −22 dBm input power. Better dynamic ranges are achieved with the more recent
mixer-based NVNAs.

The phases and amplitudes for the various measurements are shown in Figure 3.18.
The current and voltage waveforms and dynamic loadlines reconstructed from the
amplitude and phase of the harmonics are shown in Figure 3.19, together with the device
I–V characteristics.

Following Ref. [13] a physical model of the device can be implemented using a
Volterra expansion. In the example given below, the Volterra expansion is centered on
the DC operating point. A conventional pi FET model topology with intrinsic nonlinear
capacitances CGS(vGS), CGD(vGD), and CDS(vDS) and with a nonlinear current source
iD(vGS, vDS) is used. A third-order expansion is used for the intrinsic voltage depen-
dence of the intrinsic drain current and intrinsic charges. The pad parasitics used for
the on-wafer measurement are separately characterized (see the next section for a
schematic outline) and removed from the RF measurements. The series source, drain,
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Figure 3.17 Power sweep for a MOSFET operated in class A.
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Figure 3.18 Phase and amplitude of the first four harmonics of a1, b1, a2, and b2 for different input power
levels.
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Figure 3.19 Current and voltage waveforms, dynamic transfer characteristics, and dynamic loadlines
reconstructed from the measured harmonics in Figure 3.18.

and gate resistances and inductances are also extracted in the analysis. The results for
the Volterra physical model obtained from the simultaneous fit of different input power
levels are shown in Figure 3.20 for the input dynamic loadlines iG(t) versus vGS(t) and
in Figure 3.21 for the dynamic transfer characteristics iD(t) versus vGS(t). Clearly a
relatively accurate representation of the data is possible with a Volterra series expansion
and a simple circuit topology. Note that the simultaneous extraction of such a model for
several frequencies is needed in order to extract reliable parasitics.
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Figure 3.21 Drain current versus gate-to-source voltage at 4 GHz for various input power levels. Measured
data (plain lines and black dots) and modeling results (dashed lines and white circles) are
compared.

3.5 Model extraction from dynamic loadline measurements

The modeling described in the previous section is limited to a single operating point
and for a constant drain load. To map a wider range of operating voltages, one could
vary the DC drain voltage as shown in Figure 3.22. This does not, however, account for
the potential contribution of memory effects (thermal effects, traps) to be discussed in
Chapter 5. Indeed, the device temperature and trap occupation may assume different
steady-state values for the various DC drain voltages. When the device is to be operated
at a well-defined operating point, the load impedance at the drain terminal can then be
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Figure 3.23 Portion of the state-space sweep at 600 MHz acquired in a single RTALP measurement. The
modulation frequency is 200 kHz. Only 80 of the 3000 RF cycles taking place in the baseband
period are actually shown.

changed using a load tuner. An alternative approach was reported in Ref. [14], in which
a multisine (see Chapter 1) is used to map a wide range of drain and gate voltages. This
approach is well suited for devices with short memory effects. Yet another approach
relies on the use of the dynamic loadline obtained in the real-time active load-pull
(RTALP) measurement [15] [16]. The setup for the RTALP measurement will be
presented in Chapter 5. An interesting by-product of this technique is that, in a single
LSNA measurement record, the RTALP measurement generates a dynamic loadline
that sweeps a wide range of gate and drain voltages, as is demonstrated in Figures
3.23 and 3.24.
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Figure 3.23 shows the locus of the gate-to-source and gate-to-drain voltage swept in
a single RTALP measurement (10 ms data acquisition). The frequency of the input sig-
nal is 600 MHz and the frequency of the output signal is 600.2 MHz. The RF dynamic
loadline is periodic and repeats at the modulation frequency of 200 kHz, while slowly
sweeping the voltage space in a single baseband period. Note that only 80 of the
3000 RF cycles taking place in the dynamic loadline period are actually plotted. These
80 RF cycles are selected to be equally spaced on the baseband period. Figure 3.24
shows the resulting dynamic loadline superposed on the extrinsic I–V characteristics.
The gate voltage of the I–V characteristics varies from 0 to 1.2 V in steps of 0.1 V.
A single LSNA measurement is seen to be capable of capturing a wide range of the
I–V characteristics. The availability of such a wealth of data from a single large-signal
RTALP measurement suggests that these data could be used for directly extracting a
large-signal device model. Indeed, the direct extraction of a device model from such
measurements has been reported [17] [18] and offers some exciting possibilities for fur-
ther development. This approach is further explored below for the RTALP reported in
Figure 3.24.

Figure 3.25 shows the extracted intrinsic loadline (plain line) and the DC bias point
(large black dot) after the parasitics have been removed. The equivalent circuit used for
the parasitics is shown in Figure 3.26. It includes the on-wafer pads and the gate, source,
and drain series resistances. Note that in Figure 3.25 only 20 of the 3000 RF cycles in
the dynamic loadline period are now presented to facilitate the comparison between the
modeled (plain line) and measured dynamic loadlines (solid line). The intrinsic device
model relies on the charge topology shown in Figure 3.9, except that a quasi-static
approximation (τG = τD = 0) is used for this low frequency of operation. A B-spline
representation (see [19]) is used to extract the voltage dependence of the current and
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Figure 3.26 Model used to recover the intrinsic FET dynamic loadline and DC I–V characteristics.

charges. The intrinsic I–V characteristic, gate charge, and drain charge are simultan-
eously extracted by fitting the input and output dynamic loadlines. An approximate fit
of the output loadline is obtained with this model. For a wide range of data points, the
extracted intrinsic I–V characteristics (small dots) are consistant with the I–V character-
istic (plain lines) measured at DC, once the resistive parasitics have been accounted for.
However, the extracted intrinsic I–V characteristics depart noticeably from the measured
ones on the edge of the loadline trajectory.
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4 Characterization and modeling
of memory effects in RF power
transistors1

This chapter discusses memory effects exhibited by transistors and how they affect
their large-signal RF performance. Memory effects include self-heating, traps, and
parasitic bipolar effects in SOI-MOSFETs. Distributed and transient thermal mod-
els will be discussed first. Large-signal measurement techniques for characterizing
memory effects in transistors using pulsed biased and pulsed-RF large-signal measure-
ments will be presented. Results from combined deep-level optical spectroscopy and
large-signal measurement will then be introduced. Finally, the correlation between trap-
ping and noise will be discussed. The chapter will conclude then with a discussion
of the cyclostationary effect, according to which the average trapping population and
device noise characteristics can be altered by the fast RF signals under large-signal RF
operation.

4.1 Importance of memory effects in RF devices

GaN HEMTs provide a good example of devices strongly affected by memory
effects. High-electron-mobility transistors (HEMTs) are among the most successful het-
erostructure three-terminal devices to have emerged over the last couple of decades
[1]. GaN-based HEMTs show high transconductance, high cutoff frequencies, and
good thermal management such that they are suitable for high-power and high-speed
applications with minimal cooling [2] [3].

One of the obstacles for GaN HEMTs is current collapse or knee walk-out, which
is known to result from the effects of surface trap states [4] [5] [6]. Many studies con-
cerning the reduction of current collapse using various device processing techniques
such as surface passivation, modified buffer layer designs, and field plates have been
reported [3] [7]. The various memory effects at play depend on the substrate and the
fabrication techniques used. Various thermal and trap measurement techniques will be
discussed in this chapter to characterize these memory effects with a specific emphasis
on large-signal RF characterization techniques.

1 Research collaboration with Wen Hua Dai, Seok Joo Doo, Chieh Kai Yang, Inwon Suh, Aaron Arehart,
Andrew Malonis, and Stephen Ringel is gratefully acknowledged.
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4.2 Distributed and transient models for self-heating in power transistors

4.2.1 Steady-state thermal modeling

Transistors, like any other device operated under non-equilibrium conditions, will dis-
sipate power. Non-equilibrium occurs when energy is applied, be it in the form of a DC
bias, RF voltages, a temperature gradient or electromagnetic waves. Owing to the finite
thermal conductivity of materials, the power dissipated, Pdiss, in the device will in turn
increase the device temperature by�Tdev. This process is referred to as self-heating and
is measured by determining the thermal resistance:

Rth = �Tdev

Pdiss
.

As a result of self-heating, the device temperature can be quite different from the
substrate temperature Tsub:

Tdev = Tsub + Rth × Pdiss,

and the device characteristics change. For example consider the I–V characteristics of
an LDMOSFET shown in Figure 4.1. The measured [1] average surface temperature of
the LDMOSFET is superposed on the I–V characteristics. The substrate temperature is
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Figure 4.1 Measured I–V–T (electrothermal characteristics) of an LDMOSFET for a constant substrate
temperature of 29 ◦C. (Measured by Siraj Akhtar at Ohio State University.)
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maintained at 29 ◦C. Clearly the surface temperature can depart substantially from the
substrate temperature. At high gate voltages the increase in device temperature is seen
to decrease the drain current due to the reduction of the electron mobility and saturation
velocity at high temperatures. At lower gate voltages, the drain current usually increases
in the LDMOSFET due to the reduction of the threshold voltage.

Obviously, reducing the three-dimensional temperature distribution inside the device
to a single average temperature is an approximation. However, for field-effect tran-
sistors, which are surface devices, monitoring the surface is usually sufficient.
Figure 4.2(b) shows a simplified multi-cell LDMOSFET structure and Figure 4.2(a)
shows a single cell. As shown in Figure 4.2(a) the device structure considered consists
of a silicon layer, with the active areas (modeled as rectangular surface heat source)
sitting on top, and of a copper layer corresponding to the package. Many methods to
calculate the steady-state temperature distribution in such layered structures have been
reported. Numerical methods such as FEM [8] and FDM [9] are powerful techniques
and are often used to analyze complex structures. The image method [10] [11] pro-
vides an alternative and accurate approach for simpler multiple-layer structures. It relies
on the summation of a truncated series of Green functions that are solutions of three-
dimensional (3D) heat-transfer problems of image heat sources in infinite and uniform
media. The steady-state Green function (Equation (4.2)) is obtained from the Poisson
equation (Equation (4.1))

∇2TG = −1

k
δ(r − r′), (4.1)

TG(r, r′) = 1

4πk|r − r′| , (4.2)

where k is the thermal conductivity, and r and r′ are the locations of the observation
point and the heat source, respectively.

An analytic solution for the temperature increase for a surface heat source of two-
dimensional (2D) heat density qs located at z = Zs can then be obtained by integrating
the Green function from (X1, Y1) to (X2, Y2) (see Ref. [11]). The half-space solution
for the two-layer system shown in Figure 4.2 is then obtained using the image method
described in Ref. [11]. The image method enforces the adiabatic boundary condition (no
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Figure 4.3 Two-dimensional distribution of the surface temperature at the surface of an eight-cell
LDMOSFET, P = 1 W per element. (From [12] with permission, c©2003 IEEE.)

convection) at the surface and the boundary conditions at the interface of layers 1 and 2,
which are given by

T (z = z−
1 ) = T

(
z = z+

1

)
, (4.3)

−k1
∂T

∂z

∣∣∣∣
z=z−

1

= −k2
∂T

∂z

∣∣∣∣
z=z+

1

. (4.4)

Using this model the surface temperature distribution was calculated for an eight-cell
transistor (see Figure 4.3). One can see that the temperature peaks at the center of each
cell and that the fingers on the edge are cooler due to the lateral heat flow. A qualitative
comparison of the predicted 2D surface temperature with the measured infrared thermal
imaging is given in [12].

4.2.2 Implementation of the distributed thermal model

To account for distributed effects in an LDMOS transistor the temperature of each tran-
sistor cell can be computed and fed back to the electrical FET model. This strategy
is shown in Figure 4.4, where the primary device consists of N parallel cells. All cells
have the same electrical model, and their temperatures vary depending on their locations
within the chip. The mutual thermal resistances Ri j account for the heat transferring
horizontally between cells. The image method can be used to find the self and mutual
Rth of Equation (4.5):⎡⎢⎢⎢⎣

�T1

�T2
...

�Tn

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
R11 R12 . . . R1n

R21 R22 . . . R2n
...

...
...

...

Rn1 Rn2 . . . Rnn

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

P1

P2
...

Pn

⎤⎥⎥⎥⎦ . (4.5)
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Table 4.1. Averaged Rth calculated using the image method

Gate width (mm) Number of subsets Rth (◦C/W)

3 1 6.17
12 4 2.79
48 16 1.07
83.4 26 0.74
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Figure 4.4 The electrothermal equivalent circuit for a multi-cell LDMOSFET.

Although the distributed model is attractive for modeling each cell of the transis-
tor and predicting possible runaway situations, in most RF simulations reducing the
device to a single average temperature and a single thermal resistance is usually suffi-
cient for accurately predicting the collective response of multifinger devices to CW and
modulated RF excitations [12].

The average thermal resistance can be expected to reduce with increasing device
area. A simplified scaling rule might assume that the average thermal resistance Rth is
inversely proportional to the device active area. However, this is not accurate because
the lateral heat flow is not accounted for. This is demonstrated in Table 4.1 which gives
the average Rth of devices of various areas calculated with the image model discussed
in the next section. Another consequence of the vertical and horizontal heat flow is
the presence of a temperature gradient between the center and edge cells. The electrical
characteristics are in turn affected by the temperature distribution and therefore the cells
in the transistor behave non-uniformly.

The average Rth value for a 12-mm device [13] was measured to be 2.80 ◦C/W in
an amplifier testbed, which is consistent with the image-method calculation reported in
Table 4.1. Note that the thermal resistance Rth obtained in the experimental setup [14]
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is an average value that depends on the size of the measured area under the infrared
thermometer (see Figure 6 in Ref. [12]).

The distributed model can be extended by adding the thermal capacitance of each
cell. However, the thermal transient response of the distributed model closely follows
that of a single R–C time-constant response whereas, as we shall see in the next section,
the device exhibits a multiple-time-constant thermal-transient response. The distributed
model shown in Figure 4.4 is therefore not the best suited to model the broadband
thermal response of the device and an alternative approach is pursued in the next section.

4.2.3 Transient thermal response

We shall now investigate the transient thermal response of a transistor when a step power
dissipation is generated. We start again with the problem of an infinite and uniform
medium. Its associated Green function is the solution of the time-dependent heat-flow
equation:

∂TG

∂t
− D ∇2TG = 1

ρC p
δ(r − r′)δ(t − t ′), (4.6)

where D = k/(ρC p) is the thermal diffusivity, C p the thermal capacity, and ρ the den-
sity. The Green-function solution of Equation (4.6) is a three-dimensional Gaussian,
which is given in Ref. [15]. Integrating the Green function over time and over the
rectangular surface heat source yields the temperature step-response solution (see
Ref. [16])

Tstep(x, y, z, t) = qs

4k
√
π

∫ 2L(t)

0
exp

(
− z2

u2

)[
erf

(
X2 − x

u

)
− erf

(
X1 − x

u

)]
×
[

erf

(
Y2 − y

u

)
− erf

(
Y1 − y

u

)]
du, (4.7)

where X1, X2, Y1, and Y2 are the coordinates of the corners of the rectangular source,
L(t) = √

D t is the thermal diffusion length, and erf(x) is the error function.
One can account for multiple fingers by using the superposition principle. Figure 4.5

plots the change in temperature distribution with time in an eight-cell transistor along
the dashed line in Figure 4.2(b).

Equation (4.7) is the step-response solution for a rectangular heat source in a half-
space uniform medium when the heat source is at the surface (Zs = 0 is not a necessary
assumption). We now need to extend this transient solution to layered structures. Unlike
for the steady-state case, an exact transient solution cannot be obtained by the image
method for the general case. Indeed, because of the difference in heat diffusion between
each layer and the next, the boundary conditions involved (see Equations (4.3) and
(4.4)) cannot be satisfied by the image solution at all times and all positions across the
various interface planes. The image method can, however, be approximately applied to
the calculation of the transient response in the two-layer system [17].

Two approximate approaches are first considered in order to obtain a solution sat-
isfying the boundary conditions of Equations (4.3) and (4.4). In the first approach all
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Figure 4.5 Temperature distribution vs. time in silicon. Each of the eight heat sources is of dimensions
1270 µm × 90.68 µm, with a center-to-center spacing of 2 × 90.68 µm.

layers are assumed to have the same diffusivity D (but with different values of the ther-
mal conductivity k). In the second approach, which is applicable to a two-layer system,
the thermal conductivity k in the second layer is assumed to be infinite. The solutions
obtained for both approaches satisfy exactly the boundary conditions but yield different
results because they are based on different system assumptions.

We now compare the applicability of these system assumptions to the device under
study. In the case considered the first layer (silicon) has a thickness of 300 µm with
k1 = 148 W/(m K) and D1 = 8.47 × 10−5 m2/s, and the second layer (copper) has
infinite thickness with k2 = 390 W/(m K) and D2 = 1.12 × 10−7 m2/s. The transistor
chip sits on an 80-mm-thick Cu–W flange, and the amplifier built in this experiment
has a copper heat sinker of thickness 12.5 mm. Its thermal time constant is above 20
minutes. Therefore it is modeled as a half-space medium. These values indicate that the
second approach should give the most realistic results.

Figure 4.6 compares the transient temperature rises at the middle of the device calcu-
lated with the finite-element method (FEM, exact solution) and the extended image
method (approximate solution). The curve of D = D1 gives the fastest temperature
response, and the curve of D = D2 gives the slowest response. Note that they both
reach the same steady-state temperature, which depends solely on k1, k2, and the silicon
layer thickness. When assuming k2 = ∞, the temperature follows the D = D1 curve
for a short time and then deviates when the heat wave reaches the copper layer. The 3D
FEM heat-transfer analysis conducted for this structure yields a similar shape in temper-
ature rise. The FEM curve exhibits a knee at approximately t = 10−3 s, corresponding
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Figure 4.6 Transient temperature rise in a two-layer structure (silicon on copper). The thickness of silicon is
300 µm and the input power is 1 W. (From [12] with permission, c©2003 IEEE.)

to the time required for the heat wave to hit the silicon–copper interface, estimated
as t = L2/D = 1.06 × 10−3 s. The k2 = ∞ (dotted) curve when shifted in logarith-
mic time scale (time multiplied by (D1/D2)

1/2(k1/k2)
2) overlaps with the FEM (plain)

curve from time zero up to 1 s. This shows that the shifted k2 = ∞ curve provides a
reasonable approximation that can be used in models for circuit simulations.

4.2.4 Modeling of the transient thermal response

The shape of the transient thermal response in Figure 4.6 suggests that it can be mod-
eled by R–C circuits like the ones in Figures 4.7 and 4.8, where the instantaneous
power is represented by a current source and the temperatures are represented by node
voltages. The thermal resistances and capacitances can be extracted by fitting the step
response. Figures 4.7 and 4.8 show three fitted curves against the FEM calculation for
a 1-W and a 60-W LDMOSFET, respectively. Among the one-stage (RC1), three-stage
(RC3), and five-stage (RC5) multi-stage R–C circuits, the best fit is achieved with
RC5 for both the 1-W and the 60-W device. The values used for the various ther-
mal models for the 60-W LDMOSFET are given in Table 4.2. Similar results have
been obtained for SOI-MOSFETs [18] [19], for which the modeling of the thermal
response was found to require multiple time-constants. In Chapter 9 we shall make use
of these multiple-time-constant thermal models together with a temperature-dependent
device model [20] to discuss the impact of thermal memory effects on predistortion
linearization.
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Table 4.2. Fitted multi-stage R–C thermal parameters for the 60-W LDMOSFET

Rth1 (�) Rth2 (�) Rth3 (�) Rth4 (�) Rth5 (�)

RC1 1.10
RC3 1.846 × 10−1 6.020 × 10−1 3.135 × 10−1

RC5 3.176 × 10−2 1.456 × 10−1 4.791 × 10−1 3.223 × 10−1 1.213 × 10−1

Cth1 (F) Cth2 (F) Cth3 (F) Cth4 (F) Cth5 (F)

RC1 1.180 × 10−2

RC3 4.229 × 10−5 1.377 × 10−2 8.523 × 10−1

RC5 7.742 × 10−6 5.811 × 10−5 1.072 × 10−2 1.636 × 10−1 1.237 × 10−1

The results reported here are for the LDMOSFETs. Note that very fast thermal pro-
cesses have been reported in AlGaN/GaN HEMTs. Time-constants as small as 15 ns
[21] have been used to fit their transient response. Temperature rises of 65 ◦C and
30 ◦C in 200 ns have been measured using time-resolved Raman thermography [22].
Clearly, thermal effects could potentially contribute to broadband memory effects. Note
that measurements on the variation in time of the large-signal RF gain of AlGaN/GaN
HEMTs have detected time variations (memory effects) on the order of microsec-
onds [23]. Multiple recording (see Section 2.9) with an LSNA was used for these
measurements.

4.3 Identification of self-heating using pulsed I–V pulsed-RF measurements

In this section we shall examine I–V knee walk-out in a GaN HEMT fabricated on a
sapphire substrate and use NVNA measurements to demonstrate that, for this partic-
ular device technology, the I–V knee walk-out is of thermal origin. To do so we will
use the dynamic loadlines acquired with a large-signal network analyzer (LSNA) to
demonstrate how, in pulsed I–V pulsed-RF operation, the undesirable I–V knee walk-out
can be effectively suppressed when keeping the same substrate temperature and then
reintroduced when setting the substrate temperature to the surface temperature of the
device in CW operation.

The device under consideration is a 0.35 µm AlGaN/GaN HEMT 2 × 150 µm wide,
fabricated on a sapphire substrate with Ir/Au Schottky contacts and Ti/Al/Ni/Au ohmic
contacts [24]. Figure 4.9 shows the DC I–V characteristics of the DUT (plain line)
and pulsed I–V characteristics (dash–dot line) for vGS = 0 V. The large negative drain
conductance in the DC I–V characteristics (plain line) for vGS = 0 V compared with
the small positive drain conductance in the pulsed I–V characteristics (dash–dot line)
for vGS = 0 V is typically indicative of a substantial build up of temperature in the
DUT.
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4.3.1 CW dynamic loadline measurement system

CW dynamic loadlines and pulsed I–V characteristics for various DC-bias drain volt-
ages are compared in Figure 4.10. As shown in Figure 4.10, the CW-RF loadlines
measured for CW-RF signals at 2 GHz suffer from I–V knee walk-out. As the DC drain
bias VDS increases, the CW-RF loadlines fail to reach Idss. As predicted in [6], they reach
instead the pulsed I–V characteristics at vGS of 0 V obtained using the same quiescent
bias points (VDS and VGS = −2.5 V) as in the CW-RF loadlines.

4.3.2 Pulsed I–V pulsed-RF loadline measurement system

We have seen in the previous section that the thermal transient response is typically
longer than a microsecond; the higher the thermal conductivity the slower the transient
response. Since low-frequency memory effects have a slow time response, fast pulsed
I–V pulsed-RF small-signal measurements will maintain the device temperature and
traps at their quiescent state [25] [26]. This should hold also for large-signal pulsed-
RF excitations, potentially allowing improved isothermal and iso-trapping RF device
response in pulsed-bias operation if the device suffers from memory effects [24].

Both gate and drain pulses are now applied to the DUT with a pulse width of 1 µs,
and a duty rate of 1%. The pulsed-RF signal, which is synchronized with the drain
pulse, has a duration of 0.33 µs and duty rate of 0.33%. RF dynamic loadlines are then
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Figure 4.10 Dynamic loadline CW measurements at a constant substrate temperature Tsub of 30 ◦C. The
2-GHz loadlines are superposed on the vGS = 0 V pulsed I–V characteristics, which are pulsed
from the specified VDS and VGS.

reconstructed inside the pulse on the basis of frequency-domain data measured up to
the fourth harmonics by the LSNA. It was verified that the pulsed-RF measurements
give the same RF dynamic loadlines as those obtained by CW-RF measurements when
constant DC biasing is used in both cases.

Figure 4.11 compares the RF dynamic loadlines obtained from CW-RF and pulsed
I–V pulsed-RF measurements. In contrast to the CW-RF loadlines featuring a reduced
current swing, the pulsed I–V pulsed-RF dynamic loadlines exhibit a much larger cur-
rent swing. Using the current swing as a metric, the I–V knee walk-out is actually
effectively suppressed. This is mainly due to the fact that the pulsed I–V pulsed-RF
loadline measurements bypass the thermal and trap effects. Note that the nega-
tive currents in the pulsed I–V pulsed-RF dynamic loadlines result from both the
energy storage in the drain capacitance and the self-biasing associated with the device
nonlinearity.

It should be noted that the RF input power is precisely controlled to achieve the same
gate-voltage swings of 5.0 V such that the device operates in all cases with a gate voltage
ranging from −5 V, off state, to 0 V as shown in Figure 4.11(b).

4.3.3 Origin of the I–V knee walk-out in the CW-RF loadlines

Since the pulsed I–V pulsed-RF dynamic loadlines are free from the thermal and trap
effects, it is natural to infer that the I–V knee walk-out in the CW-RF dynamic loadlines
originates from the thermal and/or trap effects. By controlling the substrate temperature
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in the pulsed I–V pulsed-RF measurements, we shall now attempt to differentiate
between the thermal and trap contributions.

Let us first determine the value of the device temperature resulting for a substrate
temperature Tsub,DC when the device is biased with VGS and VDS. The DC drain cur-
rent observed at the bias points of interest can be expressed in terms of an isothermal
current–voltage relation [1]:

ID,DC = ID,iso(VGS, VDS, Tdev,DC),

using the device temperature

Tdev,DC = Tsub,DC + Rth(Tsub,DC)× Pavg

with Rth the effective thermal resistance and Pavg the average power dissipated by
the device. The drain current under pulsed biasing from the off-state quiescent point
(VGS = − 5 V and VDS = 0 V) is given by

iD,Pulsed = ID,Pulsed(vGS, vDS,−5, 0, Tdev,Pulsed).

The self-heating effect which is present in CW operation can now be reproduced
in the pulsed I–V biasing measurements by increasing the substrate temperature
(Tsub,Pulsed) until the pulsed bias drain current (ID,Pulsed) equals the DC bias drain
current (ID,DC), for vDS = VDS and vGS = VGS,

iD,Pulsed(VGS, VDS,−5, 0, Tsub,Pulsed) = ID,DC,

such that we have Tsub,Pulsed = Tdev,Pulsed = Tdev,DC. The resulting device temperatures
Tdev,DC are found to be 58, 72, 100, and 112 ◦C for VDS of 5.0, 7.5, 10.0, and 12.5 V,
respectively. The Rth of the DUT is then determined to be 130 ◦C/W in the wafer
measurement setup.

The CW temperatures obtained from the pulsed I–V measurements are now also used
in the pulsed I–V pulsed-RF measurement of the RF dynamic loadlines as shown in
Figure 4.12. The comparison of the RF dynamic loadlines obtained from the CW-RF
and the pulsed I–V pulsed-RF measurements under the above temperature of operation
should then yield the trap contribution, since this should be the only remaining differ-
ence between these two measurements. However, the two loadlines are fairly similar for
this passivated device. Table 4.3 shows the ratio of�I/Idss, where�I is the RF current
swing and Idss (0.105 A in Figure 4.11) is the maximum current at vGS = 0 V which
can be achieved from the knee region when the DUT is pulsed from the off state. As
VDS increases, it is observed that the RF dynamic loadlines of the pulsed I–V pulsed-RF
measurements at the device temperature Tdev,DC are indeed very similar to those of the
CW-RF measurements at high bias.

This implies that the I–V knee walk-out at high bias results mostly from thermal
effects rather than trap effects in this device. Table 4.3 also shows that the DUT pro-
vides around 100% RF performance for all terminations for pulsed I–V biasing at room
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Table 4.3. Comparison of �I/Idss between CW-RF and pulsed I–V pulsed-RF
measurements at different temperatures

VDS (V)

5.0 7.5 10.0 12.5
CW-RF (Tdev,DC) (%) 91 85 81 78
Pulsed I–V pulsed-RF (Tdev,DC) (%) 98 91 85 81
Pulsed I–V pulsed-RF (30 ◦C) (%) 105 100 98 96
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Figure 4.12 Dynamic loadlines (square and bold plain lines) for pulsed I–V pulsed-RF measurements with
the substrate set to the normal CW device temperature Tsub = Tdev,DC of 58, 72, 100, and
112 ◦C for VDS of 5.0, 7.5, 10.0, and 12.5 V, respectively [27]. The CW loadlines (dashed lines)
are also included for reference.

temperature. Note that the 5% excess current swing for VDS of 5.0 V originates in part
from the increase of the forward gain at 2 GHz due to the large series feedback of the
DUT source resistance.

The thermal origin of the knee walk-out demonstrated in the above GaN HEMT is
due to the use of sapphire as a substrate. As we shall see for an unpassivated GaN HEMT
fabricated on SiC substrate, the knee walk-out originates instead from traps. However,
some residual self-heating still needs to be accounted for.

4.4 Trapping in GaN HEMTs

Beside self-heating effects, trapping is a major source of memory effects in some
devices. In this section we shall consider passivated and unpassivated GaN HEMTs on
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SiC substrate. Figure 4.13 shows various trapping mechanisms potentially taking place
in these devices. They include (1) trapping at the AlGaN surface and (2) trapping in the
buffer [28], which affect, respectively, the source and drain resistance and the threshold
voltage.

The surface states on top of the AlGaN layer are believed to act as donors that sustain
the two-dimensional electron gas (2DEG) in the gate–drain and gate–source regions
[30]. A possible charge-balanced mechanism accounting for both the 2DEG and also
the screening in the wide GaN region is shown in Figure 4.14. As the gate potential
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relative to the source and drain potential becomes more negative, the electron population
of the AlGaN surface donor traps increases (reduced ionization), which induces in turn
a depletion of the 2DEG concentration. This is the so-called virtual gate effect [31].
The resulting increase in the source and drain parasitic resistances at high bias can then
profoundly affect the DC and RF performance of the GaN HEMT devices [32]. In the
subsequent sections, we present various RF measurements realized with an LSNA to
investigate these memory effects.

4.5 Characterization with a combined LSNA/DLOS system

The illumination of a microwave device with a monochromatic photon beam provides an
additional probe for studying the trapping processes affecting its RF and DC operation.
There are several physical contributions induced by illumination. First, by absorbing
a photon of sufficiently large energy, a trapped electron can be emitted to the conduc-
tion band from a full trap level or a hole can be emitted in the valance band from an
empty trap level. Second, an electron–hole pair can be generated once the photon energy
exceeds the bandgap of AlGaN or GaN. The generated electron can directly contribute
to the free electrons in the conduction band and the generated hole to free holes in
the valence band. Hence, the interaction between illumination and trapped electrons is
determined by the photon energy of the illumination and the energy level of the trap-
ping states. These processes take place in addition to the normal thermal processes of
emission and capture of electrons and holes from the conduction and valance bands,
respectively.

The experimental setup of an LSNA/DLOS combined system [33] is depicted in
Figure 4.15. Port 1 is used for the gate and port 2 for the drain of the device under test
(DUT). The quiescent operating point of the DUT is set by the two external bias tees
and DC power supplies. The voltage and current sensors detect the low-frequency time
variations of the device bias voltage/current which are displayed on an oscilloscope. In
the DLOS system, a 1000-W xenon lamp is used as a light source. The photon energy of
the incident light tunable in the range 1.5–4.2 eV is generated through a monochroma-
tor. A shutter is placed between the focusing optics and the DUT to control the duration
of the illumination.

Large-signal microwave measurements were performed under CW and pulsed
monochromatic illumination conditions. The monochromatic illumination in unpassi-
vated devices affects the large-signal RF response as demonstrated by the increase of
the RF current and voltage swings in the device loadline in Figure 4.16.

Figure 4.17 shows the variation in drain-current swing of the RF loadline relative
to the dark case as a function of the photon energy for both unpassivated and SiN-
passivated HEMTs. The 4.0-eV level corresponds to the AlGaN bandgag (4.05 eV)
and the 3.4-eV level corresponds to the GaN bandgap (3.44 eV). A sub-bandgap
level is detected at 2.2 eV. This energy level is below the half bandgap of AlGaN.
Time constants of 2 and 10 s are found to provide a good fit to the relaxation in
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Figure 4.15 Experimental setup of LSNA–DLOS combined system: (a) a schematic diagram of the system
and (b) and its implementation at Ohio State University.

time of the current swing when the illumination is turned off for 3.10 eV photon
energy [33]. It is to be noted that the passivated device is less sensitive to the illu-
mination. This desensitization can be interpreted, in view of the follow-up analysis,
by invoking the fact that the drain resistance is already very low in the passivated
device and cannot be decreased much by illumination (unlike in the unpassivated
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device). Note also that the threshold voltage extracted from the dynamic loadline
ID(t)− VGS(t) exhibits a relatively small shift with illumination in the unpassivated
devices investigated, suggesting that bulk traps are not the dominant mechanism in these
devices.
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4.6 Quasi-static device parasitics

On the basis of the RF characterization results in the previous section, it was found that
the device is sensitive to illumination, suggesting trap activity. Similar results are also
found using S-parameter measurements under illumination [33]. The magnitude of S21

is found to increase with illumination from low to high photon energies. The real part
of S22 is found to decrease from 27 � to 15 � from low to high photon energies in the
unpassivated device whereas it remains approximately constant in the passivated device.
This suggests that the drain resistance RD varies under illumination, since this is one of
the dominant device parasitics located in the access region. Hence, it is reasonable to
assume a relationship between the device performance and the device parasitics since
the parasitics are known to have an important influence on the device characteristics.

The parasitics under various biases (VGS, VDS) can be extracted with the cold FET
technique (vDS = 0) by performing pulsed I–V pulsed-RF measurement at low duty
rate [29]. The measurement setup used was presented in Section 2.9. The acquisition is
done using multiple recording. The cold FET measurement proceeds as follows: (1) a
quiescent bias point is selected, (2) the voltages of the gate and drain pulsed bias are
tuned to achieve vDS = 0 and vGS = 0 during the short pulse duration, and (3) the pulsed
RF signal is applied during that period for measuring the corresponding S-parameters.
A nonlinear least-squares fitting method is utilized for fitting the measured S-parameters
versus frequency from 0.7 to 13.2 GHz using the wave-equation-based equivalent circuit
reported in [1] [29]. The same measurement procedure is used to determine the parasitic
capacitances except that the transient bias conditions are now vDS = 0 and vGS < VT.

Table 4.4 lists the extracted parasitic source and drain resistances measured at the qui-
escent bias of VGS = 0 V and VDS = 0 V. A deviation of the source and drain resistances
from the reference values at VDS = 0 and VGS = 0 is observed when a different bias
point is selected. Comparisons of the deviations of drain resistances for unpassivated
and passivated devices are shown in Figure 4.18.

The deviation in source/drain resistance for the passivated device can be approxi-
mately described by the following equation:

�RS/D = RS/D0

( −α�T/T0

1 + α�T /T0

)
,

where RS/D0 is the reference parasitic resistance, T0 the reference temperature for μ0,
T the channel temperature, α the power of the temperature dependence, and �T the
temperature deviation.

For the unpassivated device, the parasitics can be modeled as composed of two con-
tributions: (1) near the gate contact, where both the surface states and the thermal effect
influence the variation of the resistance, and (2) far from the gate contact, where the
thermal effect dominates as in the passivated counterpart. Hence the deviation of the
parasitic resistance can be expressed as

�RS/D = RS/D0

1 + α�T /T0

[
−α�T

T0
− ��S/D

�S/D

(
1 − 1

1 + βS/D

)]
,
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Table 4.4. Reference parasitic resistances at the source and drain
sides measured at the quiescent bias of VGS = 0 V and VDS = 0 V

Unpassivated DUT Passivated DUT

Source side RS0 (�) 6.27 5.77
Drain side RD0 (�) 22.36 22.88
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where �S/D is the length of the gate-to-source/drain spacer and ��S/D the width of
the depleted region in the spacers. The factor βS/D = (ns − ns,0)/ns,0 is the modulation
index of the 2DEG concentration in the depleted region, which varies between 0 and −1.
Empirical functional dependences are introduced for fitting the bias dependences of β
and ��/� both on the source side and on the drain side:

β = ns − ns,0

ns,0
= tanh(C1VGS + C2VGD),

��

�
= C3 tanh(C4VGS),

where C1, C2, C3, and C4 are fitting parameters. Theoretical justification for these
expressions will be derived in the next section. A typical plot of the device I–V charac-
teristics together with a contour plot of the 2DEG concentration modulation index β is
shown in Figure 4.19 for an unpassivated device.

The change of the parasitic resistance �RD with the gate bias is also accompanied
by a change of the channel temperature �T , which is plotted in Figure 4.20 for the
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unpassivated (squares) and passivated (circles) devices. A large self-heating is predicted
for both types of devices.

4.7 Rate equation for physical modeling of trapping effects

In the previous section a phenomenological model was introduced to model the depen-
dence of the 2DEG channel modulation index β upon the gate and drain voltages. A
simple non-equilibrium model is presented now to bring more insights into the physical
process taking place.

In the absence of illumination, when the device is biased with non-zero VGS and VDS

(non-equilibrium), a rate equation for a single-energy electron trap level located at the
AlGaN surface can be defined using the quasi-Fermi level of the trap EF,T(VGS, VDS)

as follows:

dnT

dt
= NT

τc
− nT

τ
,

1

τ
= 1

τc
+ 1

τe
,

nT = NT fT,

fT = 1

1 + exp
[
(ET − Ef,T)/(kBT )

] ,
τc

τe
= 1 − fT

fT
in steady-state

(
dnT

dt
= 0

)
,

where NT is the total trap concentration, nT is the concentration of occupied trap levels,
τc = τc,th is the capture time, τe = τe,th is the emission time, ET is the trap energy level,
kB is the Boltzmann constant, and T is the absolute temperature.

In AlGaN/GaN HEMT structures, the existence of donor-like surface states has been
proposed as the principal source of the formation of the 2DEG [30]. It is assumed that
the unoccupied (ionized) donor-like electron traps with a concentration are imaging the
2DEG with concentration ns in the conducting channel of the AlGaN/GaN HEMT:

n+
T = NT − nT = (1 − fT)NT = ns.

For a single-trap model, this holds in steady state for any bias condition with or without
illumination. In equilibrium, when VGS = 0 V and VDS = 0 V, and no illumination is
applied, ns relaxes to the equilibrium 2DEG concentration ns,0 and the quasi-Fermi
level at the traps is the same as the 2DEG Fermi level EF,T = EF,0 as shown in
Figure 4.21. Under such equilibrium conditions, the capture/emission time τc/e is the
thermal capture/emission time τc/e = τc/e,th, satisfying

τe

τc
= τe,th

τc,th
= exp

(
EF,T − ET

kBT

)
.

When a bias is applied, the traps are no longer in equilibrium with the 2DEG due to
the injection of electrons from the surface. Under such non-equilibrium conditions, the
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fT

EF,0 EF ET

Figure 4.21 fT distribution at temperature T as a function of the trap energy level ET. EF,T = EF,0 is the
device Fermi level when no DC bias is applied. The trap quasi-Fermi level moves to EF,T = EF
when a bias is applied to the AlGaN/GaN device due to the injection of electrons from the
AlGaN surface. ET represents the single-trap energy level, which can be either lower or higher
than the quasi-Fermi level.

capture time τc is reduced due to the mobility of the electrons at the AlGaN surface of
the unpassivated device:

1

τc
= 1

τc,th
+ 1

τc,tunnel
,

where τc,tunnel is the surface tunneling/hopping time. This process is assumed to be
essentially non-reversible (τe � τe,th) due to the Fermi exclusion factor (1 − fT,gate) on
the gate supply side. The trap population can then be described using a bias-dependent
quasi-Fermi level for the traps EF,T(VGS, VDS) as shown in Figure 4.21. The relative
position between the quasi-Fermi level and the trap energy level ET then determines the
corresponding change in the 2DEG charge ns when a bias is applied. It results that we
have the following relation in steady state:

ns,0

NT
= 1 − fT(EF,0), (4.8)

ns

NT
= 1 − fT(EF,T), (4.9)

and the ratio of the capture to emission time γ = τc/τe for the trap level is then given
by the trap occupation fT. From Equation 4.9, the deviation of ns with respect to ns,0 in
steady state when a bias is applied can be expressed as

β = ns − ns,0

ns,0
= fT(EF,0)− fT(EF,T)

1 − fT(EF,0)
,

=
exp

(
EF,0 − EF

2kBT

)
− exp

(
EF − EF,0

2kBT

)
exp

(
ET

kBT
− EF,0 + EF

2kBT

)
+ exp

(
EF − EF,0

2kBT

) ,
= exp(x)− exp(−x)

exp
[
(ET − EF,0)/(kBT )+ x

]+ exp(−x)
, (4.10)
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using

x = EF,0 − EF

2kBT
.

Note that β = (ns − ns,0)/ns,0 varies from 0 to −1 as x varies from 0 (equilibrium) to
−∞.

In the previous section, we have introduced a phenomenological expression for
the bias dependence of β = (ns − ns,0)/ns,0, the modulation index of the 2DEG
concentration:

β = tanh(C1VGS + C2VGD).

Note that in the specific case of ET = EF,0 (trap half occupied) Equation (4.10) yields
β = tanh(x) and we can then identify x to be given by

x = EF,0 − EF

2kBT
= C1VGS + C2VGD.

Thus, this simple non-equilibrium single-trap-level model which relies on the concept
of the quasi-Fermi level brings some physical justification for the phenomenological
expressions which were needed to fit the experimental data.

4.8 Two-trap-level model

In the previous section a model with a single deep donor level was presented. However,
a very large emission and capture time constant (days) is usually associated with the
deep energy levels, whereas faster processes have also been observed when the system
relaxes toward equilibrium. More complex models can be developed to account for such
processes.

The next level of complexity consists in a two-trap-level model involving a deep
donor trap (Ec − 1.65 eV in this example) and a shallower acceptor trap (Ec − 0.35 eV
in this example). The 2DEG charge is then supported by

ns = (
1 − fT,D

)
NT,D − fT,A NT,A.

In equilibrium the shallower acceptor levels are not populated and the 2DEG is
given by ns � (

1 − fT,D[EF,0]
)

NT,D. The resulting equilibrium band diagram is
shown in Figure 4.22 for NT = 2 × 1017 m−2. The 2DEG charge concentration of
8.7 × 1016 m−2 is obtained with a self-consistent solution of the Schrödinger equation.

Under non-equilibrium conditions (VGD and VGS non-zero), electrons are transferred
from the gate to the acceptor states while the donor states are assumed to remain
frozen due to their long time constants. Enforcing current conservation from the elec-
tron moving on the AlGaN surface, transferring to the AlGaN conduction band via
the acceptor traps at the surface, and moving across the entire AlGaN layer enables
one to calculate the acceptor trap occupation fT,A and therefore ns as a function of
the tunneling/hopping time constant τc,tunnel. The resulting band diagram under non-
equilibrium conditions is shown in Figure 4.23. The quasi-Fermi level of the electrons
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Fn is now closer to the conduction band, inducing a larger non-equilibrium electron
charge supporting the collection by the 2DEG of the electrons emitted by the trap. A
larger tunneling current can then be handled in steady state by the shallower acceptor
states than could be by the deeper donor states.

The resulting relation between the 2DEG concentration ns and the tunneling time
constant τc,tunnel is given in Figure 4.24. This two-trap-level model will be used in the
next section to describe the cyclostationary effect which may be observed under large-
signal RF excitations.

4.9 Cyclostationary effect

4.9.1 Theory

Emission and capture of electrons by traps typically have long time constants. Yet it has
been observed that under large-signal high-frequency periodic excitation the average
trap population responds to the high-frequency periodic signal applied, yielding in some
cases a dramatic increase or decrease of the occupation and noise generated by the traps.
This is the so-called cyclostationary effect [34].

Strong cyclostationary effects will normally be observed under periodic excitations
when the emission and capture rate have a nonlinear dependence upon the instantaneous
gate and drain voltages. Consider the following single-trap cyclostationary process
where the emission τe(t) and capture τc(t) time constants are modulated by the RF
signals [35]:

d fT,A(t)

dt
+
(

1

τe(t)
+ 1

τc(t)

)
fT,A = 1

τc(t)
.
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It has been theoretically established [35] that, for the periodic (RF) excitation of such a
system, the time average of the capture and emission rates should be used for evaluating
the average trap population 〈 fT,A(t)〉 and the noise spectral density SWg��DnT,A (burst
or popcorn noise) for nT,A = fT,A(t)NT,A:

〈 fT,A〉 = 〈gc〉
〈gc〉 + 〈ge〉 = 〈gc〉

〈λ0〉 ,

SWg��DnT,A = NT,A〈 fT,A〉(1 − 〈 fT,A〉) 2〈λ0〉
1 + 〈λ0〉2�ω2

Wg��D, (4.11)

where we have 〈λ0〉 = 〈gc〉 + 〈ge〉 using the definitions

〈gc〉 = 1

T

∫ T

0

1

τc[vGS(t), vDS(t)]dt and 〈ge〉 = 1

T

∫ T

0

1

τe[vGS(t), vDS(t)]dt

with T the RF period, Wg the gate width, and��D the width of the pinchoff region in the
gate-to-drain spacer. Under large-signal excitations, the averages 〈gc/e[vGS(t), vDS(t)]〉
will differ from gc/e[VGS,dc, VDS,dc], due to the nonlinear dependence of gc/e upon vGS

and vDS, thus yielding the cyclostationary effect.
In the two-trap-level models we have presented in the previous section, only the tun-

neling time constant can be physically modulated by the RF applied bias. Field-assisted
hopping of the electron at the AlGaN surface is modulated by the RF voltage and so
is consequently the tunneling time constant τc,tunnel of the acceptor levels. On the other
hand, we assume that the thermal capture rate, which is a function of the electron and
hole concentrations in AlGaN, is negligibly modulated by the instantaneous RF gate-
to-drain voltage due to the slow emission rate. Note that the thermal emission remains
time-independent as long as the device temperature does not change. Thus the tunneling
capture rate should be the dominant rate instantaneously modulated by the RF bias via
the modulation of the gate-to-drain potential barrier at the AlGaN surface.

4.9.2 Experimental investigations

Using a source and a load tuner, the impact of the load resistance RL on the device
characteristic can be investigated to reveal the cyclostationary effect.

The measured RF drain loadlines of the unpassivated GaN HEMT are shown in
Figure 4.25 for various external loads RL from 50 to 170� together with the DC (solid
lines) and pulsed (dashed lines) I–V characteristics from VGS = −3 V, VDS = 10 V and
a contour plot of the modulation index β in the drain spacer region next to the gate. The
gate voltage in the I–V characteristics is swept from −5 V to 0 V in steps of 1 V.

In the previous chapter the modulation index β = (ns − ns0)/ns,0 was defined as the
deviation in channel concentration from the equilibrium channel concentration ns,0 [29].
Note that β varies from 0 to −1 as ns varies from the equilibrium 2DEG concentration
ns,0 to 0 (fully depleted 2DEG).

As shown in the contour plot in Figure 4.25, β decreases as both the gate voltage
and the drain voltage deviate from 0 V. In Figure 4.25, circles represent the DC biasing
points while squares indicate the effective DC operating points for the traps due to
the cyclostationary process (see the detailed discussion below). It is observed that the
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drain-voltage swing is approximately proportional to the load impedance. The loadlines
are seen to bend at low drain voltages with increasing load resistance RL. This is due to
the increased knee walk-out induced by the shifting of the effective DC operating point
of the traps.

Similar measurements with the passivated GaN HEMT are shown in Figure 4.26. β
decreases now only to a minimum value of −0.26 such that there is no appreciable knee
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walk-out. Thus, the loadlines are not distorted (straight lines) since the device remains
operating in the saturation region. The overall range of β for passivated devices is higher
than that of the unpassivated devices.

The variation of the tunneling capture rate (thick plain line) versus time for the unpas-
sivated device is shown in Figure 4.27. The time-averaged capture rate 〈1/τc,tunnel〉
(dashed line) is seen to be larger than its DC value 1/τc,tunnel(VGS,dc, VDS,dc) (thin
plain line) at the operating point for the unpassivated device. The nonlinear variation of
1/τc,tunnel(t) = 1/τc,tunnel[vGS(t), vDS(t)] versus time for the unpassivated device orig-
inates from the rapid decrease in Figure 4.24 of the tunneling capture time τc,tunnel(ns)

for low 2DEG concentrations. Note that the relation τc,tunnel(ns) in Figure 4.24 and the
bias dependence of β(vGS, vDS) are used to establish the dependence of the tunneling
capture time τc,tunnel upon the bias voltage:

τc,tunnel(ns) = τc,tunnel [ns0{1 + β(vGS, vDS)}].
The increase of the time-averaged capture rate 〈1/τc,tunnel〉 over its DC value aug-
ments the population of the shallow acceptor surface states, yielding a reduced 2DEG
concentration. In the slower one-trap-level model this would be equivalent to the AlGaN
surface current providing charges compensating the donor surface states.

The effective trap operating points for each of the loadlines (shown in Figures 4.25
and 4.26 using squares) correspond to the smallest drain voltage on the loadline which
would generate the same average acceptor trap occupation (same β value) under DC
conditions (no RF applied). These effective DC operating points for the traps indicate
an average β ranging from −0.86 to −0.91 for RL varying from 50� to 170�. Clearly
the cyclostationary effect modifies the DC trap occupation, yielding in turn increased
degradation in the I–V characteristics compared with the pulsed I–V characteristics from
the DC bias points. The increased I–V knee walk-out in turn degrades the RF response of
the device, as indicated by the distorted loadlines measured for the unpassivated device
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Figure 4.28 Block diagram of the additive phase noise measurement setup [37] integrated with an LSNA.
The power levels throughout the measurement system for both unpassivated and passivated
devices are also indicated.

in Figure 4.25. In contrast, for the passivated device in Figure 4.26, the dynamic RF
loadlines are in good agreement with the pulsed I–V characteristics due to the negligible
fluctuation in trapping at the AlGaN surface.

It also interesting to measure the RF noise presumably induced by the trapping activ-
ity. The setup used for the additive noise measurement [37] is shown in Figure 4.28.
This setup is integrated with the NVNA such that the additive noise can be measured at
the same time as the loadlines are acquired. With a variation of the phase shifter by 90◦,
either the additive amplitude (AM) or the additive phase noise (PM) can be measured
in the RF signal [37].

The additive phase noise results obtained as a function of the output impedance ter-
mination are shown in Figure 4.29 for both unpassivated and passivated devices. The
additive phase noise shown in Figure 4.29 does not exhibit a Lorentzian dependence as
in Equation (4.11) but varies instead approximately as 1/� f (with� f the RF offset fre-
quency) for both passivated and unpassivated devices. The additive amplitude noise is
also found to vary as 1/� f (1/ f noise) in the unpassivated device but is typically 10 dB
higher than the phase noise. This is to be expected since the fluctuating excess drain
resistance �RD acts as a gain modulator in the unpassivated device. The occurrence of
1/ f noise is usually assumed to be indicative of the presence of a network of traps hav-
ing a continuum of energy levels or distributed in space over a continuum of distances
from the surface/interface [38]; but other mechanisms have been proposed [39].

As is shown in Figure 4.29, the additive RF phase noise measured in the drain cur-
rent noise is found to increase with increasing load resistance RL in both passivated and
unpassivated devices [36]. A conventional 1/ f -noise model [38] can indeed be devel-
oped for the unpassivated device. This links the increase in additive RF noise to the
increase of the excess drain resistance�R2

D. When the load resistance RL increases, the
additive noise will then increase as the acceptor trap occupation and �RD increase as a
consequence of the cyclostationary effect.
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The additive phase RF drain-current noise for the passivated device is also found to
be 10 dB smaller than for the unpassivated device as a result of the stabilization of the
source and drain resistance by the passivation. The drain resistance is then no longer the
dominant contribution for the 1/ f noise observed in passivated devices since �RD has
vanished.

Thus, the proposed two-trap-level model for the AlGaN surface offers a plausible
picture for the complex physical processes taking place in unpassivated AlGaN/GaN
HEMTs. In passivated AlGaN/GaN HEMTs, thermal memory effects (mobility and sat-
uration velocity degradation) and possibly bulk traps (threshold shift) are expected to
play a more active role. The drain-to-source capacitance can also be responsible for
inducing a large current drain lag and effective knee walk-out at high frequencies for
large DC drain biases.
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5 Interactive loadline-based design
of RF power amplifiers1

The design of high-efficiency RF power amplifiers is of critical importance for wireless
mobile devices and basestations. Design techniques that rely on circuit simulators are
limited by the accuracy of the nonlinear large-signal models and by device package par-
asitics. Designing amplifiers using load-pull measurements is an alternative approach
that bypasses the need for accurate device models. This chapter is concerned with the
NVNA-assisted load-pull design of RF power amplifiers.

In this chapter, we will first compare the ideal and measured current and voltage
waveforms, dynamic loadlines, and dynamic transfer characteristics for transistors oper-
ating in various fundamental amplifier classes (A–F). A multi-harmonic real-time active
load-pull (RTALP) technique for the interactive design of the output-matching network
will also be introduced and applied to the optimization of the amplifier power efficiency.
The aim is to demonstrate how NVNAs can facilitate the design of power amplifiers by
providing designers with greater insights into the actual mode of operation of the active
devices.

5.1 Review of power amplifiers of various classes (A–F)

Class-A amplifiers provide a tradeoff between linearity and power efficiency. Specif-
ically, they offer an excellent linearity at the price of poor efficiency because the device
is on even when no RF signal is applied. The conceptual class-A circuit is shown in
Figure 5.1 (a). An RFC is used to provide the supply voltage VDD to the transistor while
blocking the RF from the DC supply circuit. The RF signal is directly applied to the
gate of the transistor (here an FET). The output RF signal is delivered to the load RL

via a large DC-blocking capacitor of capacitance C .
Shown in the various quadrants of Figure 5.2 are, starting from the top center and

going counterclockwise, (a) the ideal I–V characteristics ID versus VDS for various VGS

and the dynamic loadline iD(t) versus vDS(t), (b) the I–V characteristic ID versus VGS

and the dynamic transfer characteristic iD(t) versus vGS(t), (c) the vGS(t) waveform,
(d) the vDS(t) waveform, and (e) the iD(t) waveform.

1 Research collaboration with Xian Cui, Seok Joo Doo, Young Seo Ko, and Wan Rone Liou is gratefully
acknowledged.



5.1 Review of power amplifiers of various classes (A–F) 125

RL

(a) Class A (b) Class B

CC

VDDVDD

iDiD

RL

IL

IDC

IL

IDC

+

G

S

D

−

vDS

+

G

S

D

−

vDS
vGSvGS

f0

Short for harmonics

Figure 5.1 Conceptual circuits for class-A (a) and class-B (b) amplifiers.

−1/RL

−1/RL

Lo
ad

lin
e

DC operating
point

(b) (a) (e)

(d)(c)

point
DC operating

Loadline

TimeVGS = VP

IDC

ID

0

0

02VP

IDmax

T
Time

T0VP

VGS

VGS

VK VDD VDS, max

VDS

VDS

VGS = 0

VGS

IDC

ID
IDmax

IDmax/2

–IL

Figure 5.2 Ideal voltage and current waveforms, I–V characteristics, dynamic loadline, and transfer
characteristic for an FET in class-A operation (see the text).

The voltage at the drain swings between the knee voltage VK and the maximum drain
voltage VDS,max, which is up to twice the DC voltage supply VDD. Note that a knee
voltage VK is accounted for in the idealized I–V characteristics. The optimal load RL

for maximum output power for this ideal transistor is then given by

RL = VDmax − VK

IDmax
,

with IDmax and VDmax the maximum current and voltage with which the device and
circuits can be safely operated. This simple model obviously neglects the capacitances
exhibited by the devices, and we will revisit this topic in the next section.
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Figure 5.3 Measured voltage and current waveforms, I–V characteristics, dynamic loadline, and transfer
characteristic for an FET (MOSFET) in class-A operation.

Measurement results acquired with an LSNA and an I–V tracer on an n-channel
MOSFET operating in class A for a signal at 4 GHz and a load resistance of about
50� are shown in Figure 5.3. The various quadrants again show the I–V characteristics,
dynamic loadlines, dynamic transfer characteristic, and current and voltage waveforms.
The device performance is similar to that of the ideal device except for the iD(t)–vGS(t)
dynamic transfer characteristic, which reveals a lag between the gate voltage and the
drain current. This lag results, among other things, from the drain-to-source capaci-
tances and associated R–C charging time constants. Note that the drain current and
drain voltage are in phase since a broadband resistance RL for the fundamental and
harmonics was used as a load for this class-A measurement.

The power efficiency in the case of an ideal transistor with VK = 0 is graphically
analyzed in Figure 5.4. For class A the RF output power is

PRF = I 2
D(ω0)RL

2
= RL

2

(
IDmax

2

)2

= I 2
Dmax RL

8
,

where ID(ω0) is the fundamental component of the drain current. This corresponds to
the top triangle shown in Figure 5.4. The DC power dissipation is itself given by the
product of the average (DC) current and the average (DC) drain voltage:

PDC(Class A) = IDC × VDD = IDmax

2
× RL IDmax

2
= I 2

Dmax RL

4
.

This leads to a drain efficiency for an ideal transistor with VK = 0 in class A of

η(Class A) = PRF

PDC
= 1

2
= 50%.
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Under power-backoff operation the DC power is the same for class A but the RF power
is reduced because the fundamental RF current ID(ω0) is now smaller than IDmax/2.
The efficiency under power backoff scales therefore as

η(Class A) = 50% ×
(

ID(ω0)

IDmax/2

)2

.

The knee voltage will also reduce the efficiency of the PA since it is equivalent to an
effective power backoff. The RF voltage swing is indeed limited to VDS,max − VK and
thus the current amplitude by ID(ω0) = (VDS,max − VK)/(2RL) if we assume that the
same load RL is applicable. In real devices the knee voltage increases with increas-
ing gate voltages, leading to further decrease in the efficiency. An improved efficiency
is therefore usually observed at lower RF frequencies when operating with a lower
maximum drain current IDmax.

The class-B amplifier provides an enhanced efficiency compared with class A but is in
practice substantially more nonlinear. In class B, the transistor is biased so that it is con-
ducting during only half of the RF cycle (see Figure 5.5). As shown in Figure 5.1(b) the
transistor is loaded with a resonator, which ideally shorts all the harmonics so that
the drain voltage is purely sinusoidal despite the rectified drain current. It results that
the dynamic loadline is piecewise linear. The resistance at the fundamental is, however,
still given by RL = (VDmax − VK)/IDmax. The advantage of the class-B amplifier is that
the drain current is zero when no RF power is applied such that the amplifier does not
ideally dissipate power. When a sufficiently large RF power is applied at the gate for
rail-to-rail operation, the DC drain current rises to IDmax/π . The DC power dissipated
in class B for an ideal transistor with VK = 0 is therefore given by

PDC(Class B) = IDC × VDD = IDmax

π
× IDmax RL

2
= I 2

Dmax RL

2π
.
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The DC power provided is indicated in Figure 5.4(b) by a cross-hatched square. The
output RF power provided by the transistor is still given by PRF(Class B) = I 2

Dmax RL/8
as in class A, as indicated by the top triangle in Figure 5.4(b). It results that the drain
efficiency for an ideal transistor is given by

η(Class B) = PRF

PDC
= 2π

8
= π

4
= 78.5%.

This corresponds to an important efficiency improvement over class A. Under power-
backoff operation both the DC power and the RF power are reduced since the funda-
mental RF current ID(ω0) is now smaller than IDmax/2. The efficiency under power
backoff scales therefore as

η(Class B) = π

4

IDmax

2ID(ω0)

(
ID(ω0)

IDmax/2

)2

= 78.5% × ID(ω0)

IDmax/2
.

Thus the efficiency in class B derates under power backoff at a slower rate than for class
A. Measurements performed with an LSNA and I–V tracer for an n-channel MOSFET
operating in class B are shown in Figure 5.6 for a signal at 4 GHz and a load resis-
tance of about 50 �. The second harmonic was shorted by injecting an 8-GHz signal
at the output. The various quadrants again show the I–V characteristics, dynamic load-
line, dynamic transfer characteristic, and current and voltage waveforms. The device
performance is similar to that of the ideal device but again a small lag of iD(t)–vGS(t)
is observed in the dynamic loadline due to the drain-to-source capacitance. Also, due to
the finite number of harmonics measured, ringing in the drain current is observed when
the device turns off.
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Figure 5.6 Measured voltage and current waveforms, I–V characteristics and dynamic loadline, and transfer

characteristics for an FET (MOSFET) in class-B operation.

Class-A and class-B operation correspond to drain-current duty cycles of 100% and
50%, respectively. Note that the drain-current duty cycle is defined as the fraction of the
RF period for which the drain current is non-zero (transistor on).

The ideal class-B amplifier is linear. In practice, however, for gate voltages near the
threshold (pinchoff) voltage the transconductance reduces (subthreshold region) and
the device operates nonlinearly. As a consequence, amplifiers are operated in class AB
rather than class B, where the duty cycle is between 50% and 100% but usually close to
50%. Class C is associated with duty cycles smaller than 50%.

The variation of the output power relative to class-A operation and the efficiency are
both plotted as a function of the duty cycle in Figure 5.7 for an ideal transistor with
VK = 0. The reader is referred to Ref. [1] for the derivation. An efficiency of 100% is
theoretically achievable in class C for vanishing duty cycles, but at the price of reduced
output power for a given VDS,max and IDmax. The DC current IDC and fundamental
components of the drain current ID(ω0) are also plotted as a function of the duty cycle
in Figure 5.8 [1].

Class-F amplifiers provide further improvements over class B in terms of efficiency.
The general circuit is shown in Figure 5.9(a). The circuit makes use of the load network
to shape the voltage waveform so as to increase the power efficiency. In its ultimate
conceptual realization (class D), the drain-to-source voltage waveform is shaped by
the load circuit to generate a square wave in response to the half sine wave of the drain
current as is shown in Figure 5.10. The power efficiency then reaches 100% for the ideal
transistor with VK = 0 since the drain-to-source voltage is zero when the drain current
rises. For class-F operation the load network must provide an open circuit for the odd
harmonics and a short circuit for the even harmonics. The load resistance required at
the fundamental frequency is itself given by
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RL(Class F) = VD(ω0)

ID(ω0)
= 4

π
VDD × 2

IDmax
= 4

π
RL(Class A).

NVNA measurements for real transistors operating in class F will be presented in
Sections 5.3–5.5.

Class E amplifiers also theoretically achieve 100% efficiency by using a transistor as
a switch, to charge and discharge (when the switch is off) a capacitance CP placed in
parallel between drain and source as shown in Figure 5.9(b). A series resonator is used
to maintain the current purely sinusoidal by providing an open circuit for the harmonics.
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The resulting current and voltage waveforms are shown in Figure 5.11. It is critical that
the capacitor be fully discharged (VDS = 0) when the switch turns on in order to achieve
maximum efficiency. For a design with a duty cycle of 50% this leads to the following
design parameters [2] [3]:

RL = 0.577
(VDD − VK)

2

PRF
,

CP = 0.1837

ω0 RL
,

XL = 1.152RL,

beside the resonant condition ω0 = 1/(LRCR). Experimental measurements with an
NVNA are presented in Section 5.7.
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Table 5.1. Impedance termination of the fundamental and harmonics in various classes. The definition
RL(A) = VDmax/IDmax is used for reference.

Impedance

Classes Fundamental Odd harmonics Even harmonics

A RL(A) None None
AB–B–C RL(A) Short Short
F (D) (4/π)RL(A) Open Short
Inverted F (D) (π/4)RL(A) Short Open
E 0.464RL(A) Open Open
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Figure 5.11 Ideal voltage and current waveforms, I–V characteristics, dynamic loadline, and dynamic
transfer characteristic for an FET in class-E operation.

The fundamental and harmonic impedance terminations needed for the various
classes discussed are summarized in Table 5.1 for the case of a perfect transistor. Clearly
the impedance termination of the harmonics has an important impact on the device
operation.

To further unify the analysis of amplifiers of various classes Ref. [4] introduced a set
of four factors that establish the proportionality between the DC current and voltage and
(1) the amplitude and (2) the maximum value of the fundamental voltage and current
waveforms:
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Table 5.2. Values of the γ and δ parameters for various classes. Also shown are the
efficiency and power-output capability figures of merit. For class E the two sets of
values E(1) and E(2) are for switching with a duty cycle of 50% without and with
second-harmonic peaking [3] [4].

Class γV γI δV δI η η/(δV δI )

A 1 1 2 2 1/2 0.125
B 1 π/2 2 π π/4 0.125
F 4/π π/2 2 π 1 0.159
i-F π/2 4/π π 2 1 0.159
E(1) 1.638 1.847 3.56 2.84 1 0.098
E(2) 1.414 1.414 2.912 2.912 1 0.118

VD(ω0) = γV VDD,

VDmax = δV VDD,

ID(ω0) = γI IDC,

IDmax = δI IDC.

These factors are given in Table 5.2 for the various classes. For a general complex load
ZL = RL + jXL the output RF power in the real load then reduces to

PRF = 1

2
Re

[ |VD(ω)|2
ZL

]
= γ 2

V V 2
DD

2ρ2 RL
with ρ = |ZL|

RL
,

and the drain efficiency is

η = PRF

PDC
= γV γI

2ρ
.

When the drain current and the drain-to-source voltage are 180◦ out of phase as in
classes A, B, C, and F, the output RF power in the resistive load ZL = RL reduces
simply to

PRF = 1

2
γV γI IDCVDD = 1

2
γV γI PDC.

For classes A, B, C, and F the drain efficiency is then simply

η = γV γI

2
.

Another figure of merit is the power-output capability introduced in Ref. [4] as

PRF

VDmax IDmax
= PRF

PDC
× PDC

VDmax IDmax
= η

δV δI
.

As shown in Table 5.2, the class-F amplifier slightly outperforms class-A–B and class-
E amplifiers, by 27% and 35%, respectively, using this technology-oriented figure of
merit.
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Amplifier classes have been presented in this section for the case of an ideal transistor
with constant transconductance and no device capacitances, no parasitics, no knee volt-
age, and no on (drain) resistance. The impedance terminations derived for the various
classes of operation in the ideal-transistor case will therefore need to be modified when
applied to real transistors. Given the complexity of real transistors, a common design
approach relies on the systematic sweep of the fundamental and harmonic impedances
to establish the optimal performance. However, as we shall see, for the real transistor
just as for the ideal transistor, lossless impedance terminations for the harmonics do
yield the best performance for the power efficiency in each of the classes considered.

In addition it was noted that maximum efficiency in classes E and F was obtained for
the perfect transistor by achieving non-overlapping drain current and drain-to-source
voltage waveforms such that we have

vDS(t)iD(t) = 0 for all time t in the RF cycle. (5.1)

In real devices this target can be difficult to approach since more complex waveforms
may arise due to the device parasitics and nonlinear capacitances. In such a case, we
shall see that a more effective goal to maximize the efficiency for a given PDC is to
minimize the average power dissipated by the transistor over the RF cycle of duration T :

Pdiss = 1

T

∫ T

0
vDS(t)iD(t)dt. (5.2)

This is exemplified by the ideal class-E amplifier, where the parallel capacitance CP is
storing energy during a fraction of the off-cycle and releasing energy during another
fraction of the off-cycle. It is therefore beneficial if the instantaneous power vDS(t)iD(t)
can be negative (generation) for a substantial fraction of the RF cycle to compensate
for the region of positive (dissipation) instantaneous power. Maximum efficiency will
therefore be obtained when the current and voltage waveforms are orthogonal to each
other as specified by Equation (5.2) rather than enforcing the zero cross product of
Equation (5.1).

To be rigorous, we should also include the power dissipated in the gate, and the total
dissipated power is generalized to

Pdiss = 1

T

∫ T

0
[vGS(t)iG(t)+ vDS(t)iD(t)]dt.

Similar relations can be written for a bipolar transistor.
Note also that, in real transistors, the impedance termination provided by the input

matching network for the harmonics or the waveform (sinusoidal or non-sinusoidal)
used for the input RF excitation can also impact the performance of the amplifier.

5.2 Output termination with load-pull measurements

Load-pull is a measurement and a simulation technique that consists of varying the
load impedance seen by a transistor at the fundamental or harmonics while measuring
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the performance of the transistor. Load-pull can be used to measure a transistor under
realistic operating conditions, and it helps the designer determine the optimum load
impedance ZL which delivers the maximum power or maximum efficiency. Further-
more, a load-pull system used jointly with an NVNA enables the designer to visualize
the voltage and current waveforms at the DUT planes and plot the dynamic loadline and
transfer characteristic of the transistor.

Traditionally load-pull and source-pull have been realized using passive tuners. In the
simplest case these tuners are manually operated, whereas in the most sophisticated case
they are computer-controlled. Multi-harmonic tuners allowing one to set simultaneously
the impedances at the fundamental and second and third harmonic frequencies are now
available.

With the advent of NVNAs, new types of load-pulls have also emerged. Two different
load-pull techniques will be considered in this section: active load-pull and real-time
active load-pull measurements.

5.2.1 Active load-pull measurements

The systematic design of RF power amplifiers has been limited because of a general
lack of impedance data under actual operating conditions. To overcome this limita-
tion encountered in passive load-pull measurements, an active load-pull technique was
introduced by Y. Takayama in [5]. Several active load-pull measurement schemes have
since been developed. Active load-pull systems relying on the closed-loop architec-
ture [6] [7] improve on the reflection-coefficient range, but are subject to potential
stability problems. The open-loop active load-pull system [8] overcomes the stability
issue. Since active load-pull measurements use an active loop or rely on the injec-
tion of RF power from additional external signal sources, active load-pull systems
can easily overcome the loss problem in passive tuners. Indeed, they permit one
to generate a reflection coefficient with an amplitude equal to or even larger than
unity.

Figure 5.12 shows a harmonic active load-pull system (ALP) using three RF signal
generators. The harmonic reflection coefficients are defined as

�L(nω0) = a2(nω0)

b2(nω0)
, (5.3)

where n = 1, 2, and 3. Each phase shifter and amplifier changes the phase and
amplitude of the corresponding harmonic signal a2(nω0), so that the targeted reflection-
coefficients �L(nω0) are produced. Actually, with modern synthesized RF signal
sources, the phase of the RF signal generated can be easily tuned. The various RF
sources need then to be locked to the same time-base reference (typically 10 or
100 MHz) so that the phase drift is negligible. In such a case no external phase shifter
is needed. Isolators are, however, required in practice in ALP to protect the various RF
sources and their amplifiers from the power generated by the DUT.
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Figure 5.13 Comparison of several active load-pull schemes at ω0: (a) traditional active load-pull, (b)
real-time active load-pull, and (c) ultra-fast real-time active load-pull. In (c), m = n + 1.

5.2.2 Real-time active load-pull measurements

In general, load-pull (passive or active) measurements are very time-consuming, since
a lot of information is needed for the determination of the optimum load termination.

A real-time active load-pull (RTALP) technique using the LSNA that has the poten-
tial for drastically reducing the PA design cycle was recently introduced [9]. RTALP,
which was first demonstrated for the fundamental frequency, can also be extended to
second- and third-harmonic load-pull measurements for the interactive design of class-
F nonlinear power amplifiers [10], leading to the testbed implementation shown in
Figure 5.12.

Figure 5.13 compares three different active load-pull methods in the frequency
domain. In a departure from the traditional active load-pull measurements shown in
Figure 5.13(a), in the real-time active load-pull methods shown in Figure 5.13(b) an
incident signal a2(ω0 +�ω) is injected at port 2 (drain) with a slightly different fre-
quency ω0+�ω from the frequency ω0 injected at port 1 (gate). The resulting frequency
offset�ω is equivalent to a phase sweeping φ = �ω t of the reflected wave a2(ω0, t) at
the frequency ω0. As the phase of a2(ω0, t) is effectively swept, the reflection coefficient



5.2 Output termination with load-pull measurements 137

2.0

−2.0

0.5

−0.5

0.2

−0.2

0 ∞

−1.0

1.0

(a)

2.0

−2.0

0.5

−0.5

0.2

−0.2

0 ∞

(b)

Figure 5.14 Comparison of �L(ω0, t) obtained from (a) real-time active load-pull and (b) ultra-fast real-time
active load-pull.

�L(ω0, t) = a2(ω0, t)/b2(ω0, t) takes a continuum of values along a closed-loop trajec-
tory in the extended Smith chart. Effectively in a single LSNA measurement a large set
of load reflection values are simultaneously acquired this way.

The time-dependent reflection coefficient �L(nω0, t) for the nth harmonic can be
extracted from the following equation based on the RTALP measurements:

�L(nω0, t) =
M∑

m=−M

a2(nω0 + m�ω)e jm�ωt
/ M∑

m=−M

b2(nω0 + m�ω)e jm�ωt ,

where M indicates the number of SSB modulation tones acquired by the LSNA. An
example of �L(nω0, t) from the RTALP method is shown in Figure 5.14(a). In order to
cover the entire �L plane on the Smith chart, the RTALP method requires the variation
of the amplitude of the injected signal a2(ω0 +�ω).

The time-varying output power can be obtained from multitones by using

Pout(ω0, t) = −1

2

M∑
p=−M

M∑
q=−M

(
v

p
2 × iq

2

)
e j (p−q)�ωt , (5.4)

where v p
2 = v2(ω0 + p�ω) and iq

2 = i∗2 (ω0 + q �ω). The time-varying PAE is then
obtained using

PAE(ω0, t) = Pout(ω0, t)− Pin(ω0, t)

PDC(t)
. (5.5)

Having presented the multitone definition of the reflection coefficient, output power,
and efficiency, further insights can be gained by limiting the analysis to the two domi-
nant tones, namely nω0 and nω0+�ω. The incident and reflected waves at port 2 can
be written as

A2,n(t) = a2(nω0)exp(jnω0t)+ a2(nω0+�ω)exp
[

j (nω0+�ω)t],
B2,n(t) = b2(nω0)exp(jnω0t)+ b2(nω0+�ω)exp

[
j (nω0+�ω)t].
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The instantaneous reflection coefficient �L(nω0, t) can then be verified to be rewritten
after some algebra:

�L(nω0, t) = A2,n(t)

B2,n(t)
= �L0(nω0)+ 1 − �L0(nω0)�out(nω0+�ω)

�out(nω0 +�ω)

× 1

1 + Rb(nω0,�ω)exp(− j�ω t)
, (5.6)

where the following time-independent terms were defined:

�L0(nω0) = a2(nω0)

b2(nω0)
,

�out(nω0+�ω) = b2(nω0+�ω)
a2(nω0+�ω),

Rb(nω0,�ω) = b2(nω0)

b2(nω0+�ω) = �−1
out × b2(nω0)

a2(nω0+�ω).

�L0(nω0), is the reflection coefficient of the load at nω0, which can be changed using
a passive tuner. �out(nω0+�ω) is the output reflection of the device under large-signal
operation. Some more insights into the ratio Rb(nω0,�ω) can be obtained if we first
consider small-signal excitations. The device being linear for small-signal excitations,
the superposition principle holds and the reflected waves b2(ω0) and b2(ω0+�ω) at
port 2 are independent. Similarly, �out is also independent of b2(ω0) and the ratio Rb

can then be controlled by adjusting the amplitude of a2(ω0+�ω) at port 2 for a given
amplitude of the incident wave b2(ω0) at port 2. In the limit of vanishing a2(ω0+�ω)
the ratio Rb becomes infinite, and the instantaneous reflection coefficient �L(nω0, t)
reduces to the load reflection coefficient �L0(nω0). For large-signal excitations b2(ω0)

is no longer independent of the incident power b2(ω0+�ω) at port 2. For example,
consider an excitation applied both at port 1 and at port 2 at the fundamental frequen-
cies ω0 and ω0+�ω with no harmonic injected at port 1 and port 2 (ports perfectly
matched). In such a case, using the techniques introduced in Chapter 6, the transmitted
wave b2(ω0 + p�ω) at port 2 (with p an integer) is of the form

. . .

b2(ω0 −�ω) = V−3(x2) · a2
1(ω0)a

∗
2(ω0 +�ω),

b2(ω0) = V21(x2) · a1(ω0),

b2(ω0 +�ω) = V22(x2) · a2(ω0 +�ω),

b2(ω0 + 2�ω) = V3(x2) · a∗
1(ω0)a

2
2(ω0 +�ω),

. . .

where the Volterra functions V−3(x2), V21(x2), V22(x2), and V3(x2) are analytic
functions of the multivariable vector x2 defined (in the absence of input harmonics) as

x2 =
[
ω0, ω0 +�ω, |a1(ω0)|2, |a2(ω0+�ω)|2

]
.
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Note that the Volterra functions V21 and V22 reduce to the scattering parameters S21(ω0)

and S22(ω0 +�ω), respectively, in the limit of low input power at port 1 and port 2.
These results indicate that b2(ω0) and b2(ω0+�ω) are no longer independent, since
they are, among other things, both affected by the input power levels |a1(ω0)|2 and
|a2(ω0+�ω)|2. Nevertheless, sufficient degrees of freedom are still available in practice
from the transistor, so the ratio Rb can be varied by adjusting the amplitude of a2(ω0+
�ω) at port 2 for a given amplitude of a1(ω0).

The trajectory of �L(nω0, t) defined by the two-tone Equation (5.6) inscribes a circle
with center �ALP,n and radius RALP,n given by

∣∣�L(nω0, t)− �ALP,n
∣∣ = RALP,n

with

RALP,n = |Sn| ×
(
�2

b − �b

)1/2
,

�ALP,n = �L0(nω0)+ Sn × �b,

�b = 1

1 − |Rb|2 ,

Sn = 1 − �L0(nω0)�out(nω0+�ω)
�out(nω0+�ω) .

Examples of such circle trajectories obtained from the two-tone theory using measured
data acquired with a real-time active load-pull system are shown in Figure 5.15.

The circle trajectories hold both for small- and for large-signal excitations in the
limit where only two tones are considered to reconstruct the incident A2,n(t) and
reflected B2,n(t) waves at port 2. However, under large-signal excitations, intermod-
ulation products are also generated by the nonlinear device, which introduces further
modulation in the envelope of the reflected waves at port 2. When accounting for these
additional tones in the calculation of the incident A2,n(t) and reflected B2,n(t) waves
at port 2, the closed-loop trajectory inscribed by �L(nω0, t) will depart from a cir-
cle. Indeed, the multitone theory (dashed line) is seen to depart from the two-tone
theory (plain line) for high input power levels injected at the output (port 2). Never-
theless, valuable insights into the principle of RTALP are gained from the two-tone
theory.

Figure 5.13 (c) introduces a more advanced RTALP method that uses two-tone injec-
tion at port 2 instead of a single-tone excitation [11]. As illustrated in Figure 5.14(b),
the effect of the two-tone excitation is to modulate the envelope of the applied active
signal to effectively sweep the power in order to characterize the entire �L plane in
a single measurement. The total required time for this single measurement is approx-
imately 10 ms as set by the inverse of the 95-Hz resolution bandwidth used for the
LSNA.

It is important to note that the accuracy of the load optimization in the design of
power amplifiers could be affected by memory effects in the transistor due to the tone
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Figure 5.15 Loci of �L(ω0) obtained from RTALP measurements for various injected power levels at port 2
and displayed using the leading two tones (plain lines) or using all the tones (dashed lines).
Excellent agreement is obtained for low injected power levels at port 2.

spacing�ω used for conducting the real-time active load-pull measurements. However,
the accuracy of the optimal loads extracted using RTALP measurement results can be
verified by using the constant-phase active-load method. In addition, the modulation
with�ω normally generates low-frequency intermodulation products, and this results in
the beating of the DC bias. Synchronized baseband and RF measurements are therefore
required. Compensation for the triggering delay between the baseband and RF data
acquisition is thus needed in RTALP measurements for accurate PAE measurements.
For this purpose a reference time calibration can be first performed as explained in
Chapter 2.

5.3 Class-F design with RTALP

In this section we shall consider the example of the design of a class-F device oper-
ating at 2 GHz using RTALP [10]. The device is a GaN HEMT biased in class B–F
with VDS = 4.25 V and VGS = −2.77 V. First RTALP measurements are conducted for
the fundamental frequency for 14 power levels injected at the output while keeping
port 2 matched for the second and third harmonics. The input power level at the fun-
damental frequency is maintained constant throughout the measurements. It is selected
to insure a gate voltage swing of 3.55 V peak to peak. The modulation frequency (tone
spacing) selected is 200 kHz and the resolution frequency is 95 Hz, corresponding to
about 10 ms of acquisition time. Four harmonics are acquired. The results are shown in
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Figure 5.16 Output power contour obtained from RTALP at the fundamental frequency.
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Figure 5.17 PAE contour obtained from RTALP at the fundamental frequency.

Figures 5.16 and 5.17. Various optimal load impedances can be selected in Figure 5.17
for achieving high PAE while keeping a large output power for this device. The optimal
impedance corresponding to the case Z (marked by a black dot in Figure 5.17) achieves
an efficiency of 80%. Other load impedances with higher PAE than that of case Z are
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Table 5.3. Comparison of the ALP and RTALP at the fundamental
frequency for the load impedance �L(ω0) at X, Y, and Z. (From [10]
with permission, c©2006 IEEE.)

PAE (%) Output power (mW)

�L(ω0) RTALP ALP RTALP ALP

Case X: 0 47.9 49.1 69.9 72.8
Case Y: 0.2� 0◦ 55.4 57.6 67.1 72.4
Case Z: 0.53� 19.3◦ 80.0 70.6 53.0 56.2
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Figure 5.18 |�in(ω0)| contour plot at the fundamental. (From [10] with permission, c©2006 IEEE.)

observed in Figure 5.17. However, on referring to Figure 5.18, one can identify these
termination impedances as potentially unstable because the corresponding �in(ω0) is
greater than unity, indicating a negative impedance at the input of the transistor.

For each of the three load-impedance cases X, Y, and Z, the PAE and output
power data extracted from RTALP and ALP correlate well, the largest difference being
observed for the case Z when the efficiency is the largest. The differences observed in
Table 5.3 are brought about by the memory effects excited by the modulation in RTALP.

On account of its high PAE and stability considerations, the load impedance located
at Z is selected as the optimum choice for the rest of the class-F design.

Next RTALP measurements are conducted for the second-harmonic frequency for
18 power levels injected at the output, while maintaining at port 2 the same optimal
reflection coefficient (case Z) at the fundamental frequency and a match termination for
the third harmonic.
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IEEE.)

2.0

−2.0

1.0

−1.0

0.5

−0.5

0.2

−0.2

0.0 0.2 0.5 1.0 2.0

Pout,max

∞49
.9

49
.9

51
.3

51
.3

52.7
52

.7

54.1

54
.1

55.5

55
.5

56.9

56.9

56.9

58.3

58.3

58.3

59.7

59.7

61.1

61.1

62.5

−1 −0.5 0 0.5 1

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Figure 5.20 Output power contour obtained from RTALP at the second harmonic. (From [10] with
permission, c©2006 IEEE.)

Both PAE and output power contours are shown in Figures 5.19 and 5.20. In
agreement with both class-B and class-F PA design theory, the terminations corres-
ponding to the highest PAE (case A in Figure 5.19) and the highest output power in
Figure 5.20 are observed to be on the edge of the Smith chart and to approach an ideal
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Table 5.4. Comparison of second-harmonic ALP and RTALP results
for the load impedance �L(2ω0) at A, B, and C. (From [10] with
permission, c©2006 IEEE.)

PAE (%) Output power (mW)

�L(2ω0) RTALP ALP RTALP ALP

Case A: 1 � − 156◦ 74.95 72.03 61.15 57.7
Case B: 1� − 180◦ 74.18 71.82 59.79 57.6
Case C: 0 67.13 66.47 54.6 53.4

Table 5.5. Comparison of ALP results for the four dynamic loadlines
considered in Figure 5.21 for a load impedance at X, Y, and Z. (From [10]
with permission, c©2006 IEEE.)

Loadline �L(ω0) �L(2ω0) PAE (%) Output power (mW)

Case L1 0.53 � 19◦ 1� − 156◦ 72.0 57.7
Case L2 0.2� 0◦ 1� − 127◦ 65.7 88.9
Case L3 0 1 � − 156◦ 58.1 96.5
Case L4 0 0 51.3 76.8

short. The highest PAE of 75% measured with RTALP is verified using ALP to be actu-
ally 72% when memory effects are eliminated, e.g. CW self-heating. The corresponding
output power is 58 mW and the gain 17 dB.

Given that transistors are not perfect, a reactive impedance termination is indeed typ-
ically needed for the second harmonic. This situation has been analyzed in detail in the
literature [1] [12], and a new class of circuits (class J) [1] has been proposed in order to
address this practical situation. We shall see in the next section that the type of reactance
needed depends on the device measured (packaged or on wafer) and the biasing circuit.

Note also that it is necessary to simultaneously optimize the fundamental and second-
harmonic impedance terminations, but it is usually sufficient in practice to do a few
iterative steps between the fundamental and the second-harmonic RTALP measurements
to find the joint optimal terminations.

In Table 5.4, the PAE and output power for three typical cases A, B, and C cor-
responding, respectively, to the optimal, short-circuit, and match in Figure 5.19 are
compared. The difference between RTALP and ALP is much less than that in Table 5.3,
indicating that memory effects are more prominent at the fundamental frequency than
at the second harmonic.

Further insight into the role of the second-harmonic termination is revealed in
Table 5.5, which compares the PAE and output power obtained for different combina-
tions of the fundamental and second-harmonic load conditions. Case L1 corresponds
to the maximum PAE (the same as case A in Table 5.4). Case L3 corresponds to
the maximum output power. Case L2 is a compromise between L1 and L3. Case L4
corresponds to the reference 50-� load condition.
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Figure 5.21 shows the dynamic loadlines corresponding to cases L1, L2, L3, and L4.
In case L4 a 50-� termination is used, and the device does not operate in class B, as
indicated by the reduced drain-voltage swing. Cases L1, L2, and L3 feature about the
same drain-voltage swing. They rely on a lossless reactive termination, which, like the
shunt resonator in the ideal class-B device, allows the drain voltage to reach nearly twice
the supply voltage VDD. Case L3, for which the drain current in the dynamic loadline
reaches the highest values, delivers the most output power. Case L1, for which the drain
current remains small, achieves the highest PAE. The reason is that the knee voltage
is reduced at lower drain currents. However, a further reduction in drain current will
not improve the PAE, since the device gain drops when the device operates more in the
threshold region.

Finally, RTALP measurements are conducted for the third-harmonic frequency for
21 power levels injected at the output, while maintaining at port 2 the optimal reflec-
tion coefficients of case Z at the fundamental frequency and case A-L1 at the second
harmonic.

Both PAE and output power contours are shown in Figures 5.22 and 5.23. In agree-
ment with class-F PA design theory, the terminations corresponding to the highest PAE
(case A in Figure 5.19) and the high output power in Figure 5.20 are observed to be
close to an open circuit and are on the edge of the Smith chart. The highest PAE of
80.96% is verified using ALP. This corresponds to an improvement of 8.9% over case
A (best second-harmonic tuning). The corresponding output power and gain are 65 mW
and 16.33 dB.
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Despite the departure from an ideal open termination for the third harmonic, the
RTALP experimental results obtained for an on-wafer GaN HEMT are consistent with
the class-F PA theory, which indicates that highly reactive terminations for the transistor
enable one to maximize the power efficiency.
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5.4 Complete design cycle for a pHEMT amplifier

In the previous section we presented multi-harmonic RTALP results conducted on an
on-wafer GaN HEMT. In this section we turn our attention toward the characterization
of a packaged pHEMT device with RTALP for the subsequent design of a power-
efficient amplifier at 2 GHz [13]. The device is biased around cutoff (VDS = 3 V and
VGS = 0.31 V).

The amplifier layout shown in Figure 5.24 is modular so that the input-matching,
transistor, and output-matching circuits can be tested individually, and also can mate
directly with one another. This is ideal for metrology purposes, but obviously the PAE
will be degraded by the loss of the four additional female and male SMA connectors
used in the modular amplifier in addition to the input and output connectors. The bias
tees are included with the transistor for convenience. Note, however, that this is not an
optimal choice, insofar as the bias tees provide a fixed impedance termination for each
of the harmonics, which constrains the PA optimization. It would have been preferable
to use external broadband bias tees to allow optimization of the bias-tee location in the
input- and output-matching networks.

The PAE contour plots obtained from the RTALP for the second harmonics are shown
in Figure 5.25. A maximum PAE of 72% with an output power of 61 mW is obtained
for the second-harmonic termination labeled A in Figure 5.25. As indicated in Table 5.6
this corresponds to a 6.6% increase in efficiency.

Various dynamic loadlines obtained from RTALP are shown (gray lines) in
Figure 5.26, together with the optimal loadline (black line) retained. Maximum PAE
is obtained when the drain currents achieve a large excursion in the region of nega-
tive current. This corresponds to the packaged pHEMT releasing stored reactive energy.
The corresponding drain current and voltage waveforms are shown in Figure 5.27(a),
together with the instantaneous power dissipated vDS(t)× iDS(t) in Figure 5.27(b).
The PAE is maximized when the difference between the positive and negative areas
is the smallest possible fraction of the dissipated DC power. This results directly from
the definition of PAE,

PAE = PRF − Pin

PDC
= 1 − Pdiss

PDC
, (5.7)

VGS

RF
input

VDS

RF
output

Plane A Plane B

Figure 5.24 Simplified schematic diagram of the designed pHEMT amplifier including bias tees. The genders
for the SMA connectors are specified. (From [13] with permission, c©2008 IEEE.)
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Table 5.6. Comparison of ALP and RTALP for the load impedance at A, B, and
C for the pHEMT. (From [13] with permission, c©2008 IEEE.)

PAE (%) Output power (mW)

�L(ω0) RTALP ALP RTALP ALP

Case A: 0.6 + j0.7 77.0 71.9 60.3 60.8
Case B: short-circuit 1� 180◦ 62.7 63.5 52.1 51.4
Case C: 0 60.4 61.9 46.9 47.1
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Figure 5.25 PAE contour obtained from RTALP at the second harmonic. (From [13] with permission, c©2008
IEEE.)

expressed in terms of the total power dissipated Pdiss:

Pdiss = 1

T

∫ T

0
[vGS(t)iG(t)+ vDS(t)iD(t)]dt,

using the total power conservation PDC + Pin = PRF + Pdiss.
The fabricated amplifier with bias tees (Figure 5.24) is measured with the reference

planes deembedded to planes A and B to obtain the voltage and current waveforms near
the transistor terminals. From the power-sweep measurement shown in Figure 5.28 we
can observe a PAE of 68.5% with output power 18 dBm and gain 16 dB at 2 GHz. The
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PAE and output-power results are very close to the RTALP findings in Table 5.6. Below
the 1-dB compression point, this PA achieves a PAE of up to 74.6% with output power
18.6 dBm. These results indicate the usefulness of RTALP to facilitate the design of PAs
while greatly shortening the design cycle.
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[13] with permission, c©2008 IEEE.)

5.5 RTALP of PAs for pulsed I–V pulsed-RF class-B operation

The ALP and RTALP techniques described in the previous section can also be applied to
the design of PAs optimized for pulsed I–V pulsed-RF operation. In such a case the ALP
testbed shown in Figure 5.29 is simply modified by (1) adding multi-harmonic pulsed
RF sources at the output port and (2) combining the pulsed biasing with the pulsed RF
signal using broadband bias tees.

Two modes of data recording are possible when using NVNAs for pulsed RF sig-
nals. For sampler-based NVNAs (LSNA, SWAP) multiple recordings can be used to
record the pulsed RF signal while performing the RTALP measurements. Indeed, while
using the multiple-recording mode, it is possible to acquire modulated signals by sam-
pling the signal at the time of interest within the pulse duration. The theory for this
mode of operation was presented in Section 2.9.2 [14]. Successful RTALP has been
demonstrated using this approach. Alternatively, a sampler-based NVNA can be used to
acquire the full spectra of the pulsed signals (see Section 2.8). In such a case, only ALP
measurements have been attempted [15], and some of the results obtained are reported
below.

The validity of the pulsed I–V pulsed-RF technique for class-B operation is veri-
fied with the measurement of a device that does not suffer much from memory effects.
A 65-nm MOSFET is used as such a reference device. As shown in Figure 5.30, the
quasi-orthogonal voltage and current waveforms measured under DC I–V and CW-RF
excitation (dashed lines) are seen to compare very well with the ones obtained using
pulsed I–V biasing and pulsed-RF excitations (plain lines). The pulsed I–V duration
is 1 µs with a duty rate of 1%. The pulsed-RF duration is 0.33 µs with a duty rate of
0.33%. Note that class-B operation was achieved using an adaptive technique for the
second harmonic [16].
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Figure 5.29 Modified active load-pull testbed for pulsed I–V pulsed-RF measurements. (From [15] with
permission, c©2009 IEEE.)
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Figure 5.31 Output power, total power gain, and PAE measured for three different load terminations at the
second harmonic. (From [15] with permission, c©2009 IEEE.)

The pulsed I–V pulsed-RF ALP system described above is then applied to a
passivated GaN HEMT device exhibiting some residual memory effects. The goal
is to compare the pulsed I–V pulsed-RF performance of the transistor operated in
class B while using the optimal second-harmonic termination obtained from (1) CW
signal load-pull and (2) pulsed I–V pulsed-RF load-pull. Both the terminations yielding
optimal PAE and optimal output power for the CW load-pull are considered.

The output power, total power gain, and PAE are shown in Figure 5.31. It is verified
in this design example that only the optimal termination obtained from the pulsed I–V
pulsed-RF load-pull is able to simultaneously achieve a high PAE with a high gain and
output power. This suggests that memory effects, e.g. self-heating, contribute to the
segregation of the loading conditions for optimal output power and PAE. Note also that
the gain of this class-B/C amplifier is strongly nonlinear. Figure 5.32 shows the output
voltage and current under pulsed I–V pulsed-RF operation for increasing input power
levels, and Figure 5.33 shows the associated dynamic loadlines. Clearly the optimal
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Figure 5.32 Output voltage and current waveforms of the AlGaN/GaN HEMT on SiC in the pulsed I–V
pulsed-RF measurements for increasing input power. (From [15] with permission, c©2009
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operation (orthogonal current and voltage waveforms) yielding 80% PAE is achieved
only at maximum input power. Also the optimal PAE obtained again corresponds to
operation at low maximum drain currents so as to keep the knee voltage small. As is
characteristic of class-C amplifiers, the amplifier requires a minimum input power to
turn on. This type of efficient but nonlinear amplifier is typically used in radar systems
or as the peaking amplifier in Doherty amplifiers.

5.6 P1dB contour plot

Note that, in the RTALP discussed in this chapter, the gate-voltage swing was set to
an appropriately large value and kept the same in all subsequent measurements. Linear
operation is also of great importance in amplifier design. P1dB contour plots then pro-
vide a useful figure of merit for maximizing the output power while retaining a linear
operation.

P1dB contour plots can be generated also using RTALP by sweeping the input power
in addition to the output power sweep. For a given input power level, only the RTALP
data (PAE, gain, output power) occurring at load impedances at which the gain drops
by 1 dB relative to the small-signal gain are then retained for each input power. The
accumulated P1dB RTALP data retained for all input power levels can then be used to
generate a P1dB power contour plot as well as P1dB gain and P1dB PAE contour plots.
An example of a P1dB power contour plot obtained is shown in Figure 5.34 for a GaN
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Figure 5.34 A P1dB output power contour plot for pulsed-RF excitation of duty rate 0.33% and duration
0.33 µs. The dashed line separates the stable (bottom) and potentially unstable (top) regions. The
unit of the label is mW. (Measured by Youngseo Ko at Ohio State University.)
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HEMT operated in class A with pulsed-RF excitation of duty rate 0.33% and duration
0.33 µs. The P1dB power contour plot was generated on the basis of data acquired with
pulsed-RF RTALP using a modulation of � f = 200 kHz. Pulsed-RF RTALP relies on
the method of multiple recording modified as described in Section 2.9.2 to work with
signals that are both pulsed and modulated.

5.7 Class-E PA operation

To conclude this chapter, results obtained on a class-E amplifier design with a TSMC
0.18 µm CMOS transistor are presented. The operating frequency is 3.5 GHz. Five har-
monics are acquired. The device is biased with VGS = 0.4 V and VDS = 0.6 V. The
drain current is 0.5 mA. A larger DC drain voltage would have been preferred, but
the measurement setup used was limited by the RF power available from the out-
put amplifier of the signal source. The transistor features a shunt capacitor of 5.1 pF.
A corporate tree is used for the device layout for a total chip area of 0.55 mm ×
0.60 mm.

Real-time active load-pull (RTALP) measurements are first conducted at the fun-
damental using an open circuit for the second harmonic (�L(2ω0) = 1). The higher
harmonics are terminated by a matched load. The maximum PAE and output power
are predicted by RTALP to be 55.8% and 8.85 mW, respectively, at the optimal load
impedance �L(ω0) = 0.922� 167◦. Since the RTALP results may suffer from memory
effects, the actual performance of the device is verified using active load-pull (ALP).
A PAE of 60.4% and an output power of 8.9 mW (9.5 dBm) are obtained using the
optimal termination determined by RTALP. Optimization of the second harmonic using
RTALP was also performed. It was found that for this device the impedance termina-
tion �L(2ω0) had only a small impact on the PAE and gain, and the ideal open-circuit
termination was retained.

The drain current and voltage waveforms are shown in Figures 5.35(a) and (b) for
different input power levels. The total current (plain line) is quasi-sinusoidal due to the
second-harmonic open termination. Since the added capacitance is known, the capacitor
current can be reconstituted (dotted lines) from the drain voltage and subtracted from the
measured current to yield the drain current of the transistor (dashed line). As expected,
the drain current and voltage waveforms are found to exhibit reduced overlap after the
capacitor current has been accounted for. However, it is seen that the switching action of
the transistor is imperfect but the capacitor current does take over once the drain current
has decreased.

Figure 5.35 reveals that the drain voltage waveforms do not turn off completely. This
is due to the knee voltage. This is further revealed by the dynamic loadlines plotted ver-
sus gate voltage and drain voltage in Figures 5.36(a) and (b). The large negative current
observed in part of the cycle is associated with the shunt capacitor placed across the
drain. The small residual negative drain current observed is associated with the transis-
tor drain-to-source capacitance. According to the dynamic loadline of Figure 5.36(b) the
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Figure 5.35 Waveforms for the measured, transistor, and capacitor output currents (a) and drain voltage
(b) for different input power levels.

knee of the CMOS transistor is about 0.2 V when the transistor is on. This is relatively
large compared with the DC drain bias voltage of 0.6 V. The associated on resistance
is larger than 2 �. The non-ideal switching behavior of the transistor is thus respon-
sible for the reduced PAE (60.4%) compared with that predicted by the ideal class-E
theory.

An improved performance could also have been obtained by driving the input with
a square-wave signal, instead of a sinusoidal input. Alternatively, the input power was
swept and the resulting output power Pout and PAE versus input power are shown in
Figure 5.37. A maximum PAE of 66.5% is obtained for an input power of 0.5 mW,
yielding an output power of 6.5 mW (8.13 dBm) and a gain of 13.4 dB at 3.5 GHz.
For comparison, a class-F amplifier realized with the same transistor without the shunt
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capacitor yielded a PAE of 71%, an output power of 6.4 dBm, and a gain of 14 dB at
3.5 GHz while using the same low drain voltage of 0.6 V.

These measurements clearly indicate that the performance and waveforms predicted
for class-E amplifier operation are difficult to achieve at low bias drain voltages from
a real transistor exhibiting a large on resistance and knee voltage. The use of a larger
drain voltage will improve the PAE performance of the circuit tested. Much better per-
formance can be achieved using a technology sustaining large drain voltages without
device breakdown, such as the GaN HEMT technology.

Overall in this section our intention was to demonstrate that, as for class F, the use of
RTALP with an NVNA can help search for the optimal class-E performance which can
be achieved with a specific technology.
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6 Behavioral modeling1

6.1 Behavioral model for SISO and MIMO systems

In this chapter we will discuss various new techniques for the behavioral modeling
of devices characterized by NVNA and VSA measurements. The reader is referred to
the companion series book [1] for a comprehensive review of the field of behavioral
modeling.

In our presentation we will focus on the development of single-input single-output
(SISO) models. As shown in Figure 6.1(a) SISO models can be directly applied to
single-port (two terminals) nonlinear loads or diodes. An example is the nonlinear
negative resistance of an oscillator, which will be discussed in Chapter 7.

For the modeling of power amplifiers that are two-port devices (four terminals) a
SISO model as shown in Figure 6.1(a) can be applied if we assume that the input and
output ports are matched. That way, none of the reflected waves at the input b1(pω)
from the device is converted into incident waves a1(pω) at port 1 and similarly none
of the transmitted waves b2(pω) is converted into incident waves a2(pω) at port 2.
A SISO model can also be applied to three-port modulator systems under similar
approximations, as we shall see in Chapter 8.

The matching of the generator impedance and output load impedance to the charac-
teristic impedance (typically 50 �) can be improved in practical systems by inserting
attenuators or isolators at the input and output ports. Obviously, in the real world no
device is perfect and some small reflections will still take place. This does not, how-
ever, invalidate the SISO model but limits it to work with the particular source and load
impedances for which it was extracted. This points to the fact that modeling the PA com-
bined with its filters, isolators, attenuators or driver will improve the portability of the
model. Note also that if the amplifier can be assumed, to a high accuracy, to be unilateral
(all b1(pω0) independent of all a2(pω0)) then we can use a different SISO system to
model separately both the reflected waves b1(pω0) and the transmitted waves b2(pω0)

(see Figure 6.1(b)) and handle generators with arbitrary input impedances �G(pω0).
For harmonic excitations of such a two-port circuit we then have the following set of
transcendental equations:

a1(pω0) = �Gb1(pω0)+ bG(pω0),

b1(pω0) = F1,p[a1(ω0), a1(2ω0), . . . ],
b2(pω0) = F2,p[a1(ω0), a1(2ω0), . . . ],

1 Research collaboration with Dominique Chaillot, Xi Yang, and Inwon Suh is gratefully acknowledged.



6.2 Volterra modeling 161

a1

SISO

a1

a1 b2

b1 b2

a2

a1

a2 b2

b1

b1

1

21

21a b

MIMO

(a)

(b)

1-Port 2-Port

2-Port

Figure 6.1 SISO (a) and MIMO (b) models for 1-port and 2-port circuits.

where the functions F1,p and F2,p are the describing functions [2] for the reflected
waves at port 1 and port 2, respectively. The modeling is now that of a single-input
multiple-outputs (SIMO) system, with the single input being the generator signals
bG(pω0).

In the general bilateral case, however, the describing functions for a two-port device
will be dependent on both a1(pω0) and a2(pω0):

b1(pω0) = F1,p[a1(ω0), a1(2ω0), . . . , a2(ω0), a2(2ω0), . . . ],
b2(pω0) = F2,p[a1(ω0), a1(2ω0), . . . , a2(ω0), a2(2ω0), . . . ].

(6.1)

6.2 Volterra modeling

The most rigorous theory for including memory effects in nonlinear systems is the
Volterra formalism [3] [4] [5] [6]. In that formalism the system is described by Volterra
kernels of various orders. For example, for a SISO system/circuit, a third-order system
is represented by three kernels h1, h2, and h3 (multidimensional impulsed response),
with an expansion of the form

y(t) = y1(t)+ y2(t)+ y3(t),

y1(t) =
∫ ∞

−∞
h1(τ1)x(t − τ1)dτ1,

y2(t) =
∫∫ ∞

−∞
h2(τ1, τ2)x(t − τ1)x(t − τ2)dτ1 dτ2,

y3(t) =
∫∫∫ ∞

−∞
h3(τ1, τ2, τ3)x(t − τ1)x(t − τ2)x(t − τ3)dτ1 dτ2 dτ3.

(6.2)

The extension of the Volterra third-order model to higher order is easily guessed. The
problem with the Volterra series representation is that the modeling of hard nonlineari-
ties calls for the inclusion of very-high-order terms and the convergence of such a series
is usually slow. Further, the Volterra model does not degrade graciously outside its range
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of extraction. However, in some circumstances we can find a remedy to this problem,
since, as we shall see, the functional representations are not necessarily limited to power
series.

The Volterra expansion for high-order nonlinear systems becomes rather complex.
The extension of the Volterra formalism to multiple inputs and multiple outputs, which
is described in [3] [5], also increases the model complexity. However, as we shall discuss
in the next section, a simpler picture emerges for the Volterra series if we limit our
analysis to periodic input signals with a finite number of harmonics, and we switch to
the frequency domain.

Limiting oneself to discrete tones might appear to be a severe limitation in today’s
world of digital modulation. However, it is possible to generalize the discrete-tone
results obtained if the signals are assumed to be modulated with a sufficiently small
bandwidth. Memory polynomials [7] [8] can then be used to handle wider modulation
bandwidth. The resulting model is then both time- and frequency-selective.

6.2.1 Volterra algorithm

The Volterra series is a well-known approach to represent nonlinear circuits in the time
and frequency domains. In the frequency domain we shall see that it admits a simple
representation for a finite number of harmonic tones that is valid up to infinite order.
For clarity we start by presenting the results obtained for from one up to four harmonic
excitations before describing the general methodology used to derive these Volterra
expansions.

Let us first consider injecting a signal consisting of a single incident harmonic wave
a(ω0) on a nonlinear SISO circuit with infinite order. All other incident harmonics
a(nω0) with n > 1 are assumed to be negligible and are set to zero. The system being
of infinite order, we expect that an infinite number of harmonics will be generated for
the reflected waves. Let us consider only the first five reflected waves, b(ω0), b(2ω0),
b(3ω0), b(4ω0), and b(5ω0). It can be verified that they can then be represented up to
infinite order using the following Volterra series expansion:

b(0) = V0,1(x1), (6.3)

b(ω0) = a(ω0) · V1,1(x1), (6.4)

b(2ω0) = a2(ω0) · V2,1(x1), (6.5)

b(3ω0) = a3(ω0) · V3,1(x1), (6.6)

b(4ω0) = a4(ω0) · V4,1(x1), (6.7)

b(5ω0) = a5(ω0) · V5,1(x1). (6.8)

For a one-port device we will generally define b(0) to be the DC-operation current
b(0) = I0. The functions Vi,1(x1) in Equations (6.3)–(6.6) are found to be functionally
dependent on x1 = [x1,0, x1,1], which features two DC terms: the supply voltage x0,1 =
V0 = a(0) and x1,1 = |a(ω0)|2. Note that multiple voltages or current supplies could be
introduced if needed to describe the biasing of the nonlinear device under consideration.
Also self-biasing and any other dependent internal node voltages or temperatures that
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affect the device operation are automatically accounted for by all the functions Vi,1(x1).
An example of self-biasing will be given in Section 6.2.3.

Further, note that the selection of the independent variable a(nω) and the control
variable b(nω) is really up to the user. In Section 6.2.3 we will find it easier to select
voltages and currents for a(nω) and b(nω) in the derivation of an analytic model of an
ideal diode. However, in the RF measurement context such as in Section 6.2.5, finite-
impedance (e.g. 50 �) generators are used in practice at RF. It is then preferable to use
incident wave and reflected wave for a and b while keeping voltage(s) V0 for the DC
bias which is usually provided by a very-low-impedance power supply.

Let us now consider injecting a signal consisting of two incident harmonic waves
a(ω0) and a(2ω0) on the nonlinear impedance of a SISO circuit with infinite order.
All other incident harmonics a(nω0) with n > 2 are assumed to be negligible and are
set to zero. The system being of infinite order, an infinite number of harmonics is also
generated for the reflected waves. The first five reflected waves can then be represented
using the following Volterra series expansion:

b(0) = V0,1(x2), (6.9)

b(ω0) = a(ω0) · V1,1(x2)+ a∗(ω0)a(2ω0) · V1,2(x2), (6.10)

b(2ω0) = a(2ω0) · V2,1(x2)+ a2(ω0) · V2,2(x2), (6.11)

b(3ω0) = a3(ω0) · V3,1(x2)+ a(ω0)a(2ω0) · V3,2(x2)

+ a∗(ω0)a
2(2ω0) · V3,3(x2), (6.12)

b(4ω0) = a4(ω0) · V4,1(x2)+ a2(2ω0) · V4,2(x2)

+ a2(ω0)a(2ω0) · V4,3(x2), (6.13)

b(5ω0) = a5(ω0) · V5,1(x2)+ a(ω0)a
2(2ω0) · V5,2(x2)

+ a∗(ω0)a
3(2ω0) · V5,3(x2)+ a3(ω0)a(2ω0) · V5,4(x2). (6.14)

The functions Vn,i (x2) in Equations (6.10)–(6.12) are found to be functionally depen-
dent on five DC terms x2,i :

Vn,i (x2) = Vn,i (x2,0, x2,1, x2,2, x2,3, x2,4), (6.15)

where these DC terms are given by

x2,0 = a(0) = V0,

x2,1 = a∗(ω0)a(ω0),

x2,2 = a∗(2ω0)a(2ω0),

x2,3 = a∗(2ω0)a2(ω0),

x2,4 = x∗
2,3 = a(2ω0)a∗2(ω0).

Finally, let us consider injecting a signal consisting of three incident harmonic waves
a(ω0), a(2ω0), and a(3ω0) on the nonlinear impedance of a SISO circuit with infinite
order. All other incident harmonics a(nω0) with n > 3 are assumed to be negligible and
are set to zero. The first five reflected waves are represented using the following Volterra
series expansion:
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b(0) = V0,1(x3), (6.16)

b(ω0) = a(ω0) · V1,1(x3)+ a∗(ω0)a(2ω0) · V1,2(x3)

+ a∗(2ω0)a(3ω0) · V1,3(x3)+ a∗2(ω0)a(3ω0) · V1,4(x3)

+ a∗(3ω0)a
2(2ω0) · V1,5(x3), (6.17)

b(2ω0) = a2(ω0) · V2,1(x3)+ a(2ω0) · V2,2(x3)

+ a∗(2ω0)a(ω0)a(3ω0) · V2,3(x3)+ a∗(ω0)a(3ω0) · V2,4(x3)

+ a∗2(2ω0)a
2(3ω0) · V2,5(x3), (6.18)

b(3ω0) = a3(ω0) · V3,1(x3)+ a(ω0)a(2ω0) · V3,2(x3)

+ a∗(ω0)a
2(2ω0) · V3,3(x3)+ a(3ω0) · V3,4(x3)

+ a∗(3ω0)a
3(2ω0) · V3,5(x3), (6.19)

b(4ω0) = a4(ω0) · V4,1(x3)+ a2(2ω0) · V4,2(x3)

+ a2(ω0)a(2ω0) · V4,3(x3)+ a(ω0)a(3ω0) · V4,4(x3)

+ a∗(2ω0)a
2(3ω0) · V4,5(x3)+ a∗(ω0)a(2ω0)a(3ω0) · V4,6(x3)

+ a∗2(ω0)a
2(3ω0) · V4,7(x3), (6.20)

b(5ω0) = a5(ω0) · V5,1(x3)+ a(ω0)a
2(2ω0) · V5,2(x3)

+ a∗(ω0)a
3(2ω0) · V5,3(x3)+ a3(ω0)a(2ω0) · V5,4(x3)

+ a(2ω0)a(3ω0) · V5,5(x3)+ a∗(ω0)a
2(3ω0) · V5,6(x3)

+ a2(ω0)a(3ω0) · V5,7(x3)+ a∗(2ω0)a(ω0)a
2(3ω0) · V5,8(x3)

+ a∗(3ω0)a
4(2ω0) · V5,9(x3)+ a∗2(2ω0)a

3(3ω0) · V5,10(x3). (6.21)

The functions Vp,i (x3) in Equations (6.16)–(6.21) for the first five harmonics and all
other harmonics p are found to be functionally dependent on 14 DC terms x3,i :

Vp,i (x3) = Vp,i (x3,0, x3,1, x3,2, . . . , x3,13), (6.22)

where these DC terms are given by

x3,0 = a(0) = V0,

x3,1 = a∗(ω0)a(ω0), x3,2 = a∗(2ω0)a(2ω0),

x3,3 = a∗(2ω0)a2(ω0), x3,4 = x∗
3,3,

x3,5 = a∗(3ω0)a(3ω0),

x3,6 = a∗(3ω0)a(ω0)a(2ω0), x3,7 = x∗
3,6,

x3,8 = a∗(3ω0)a3(ω0), x3,9 = x∗
3,8,

x3,10 = a∗(3ω0)a∗(ω0)a2(2ω0), x3,11 = x∗
3,10,

x3,12 = a∗2(3ω0)a3(2ω0), x3,13 = x∗
3,12.

This expansion for three harmonic excitations holds up to infinite order in non-
linearity but obviously requires that the Vp,i (x3) functions be identified.

The expansion for four harmonic excitations is presented in Section 6.5. Generally
speaking the harmonic pω0 for n incident harmonic tones can be expressed in terms of
a finite series expansion of length Mn,p:
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b(0) = V0,1(xn),

b(pω0) =
Mn,p∑
m=1

xn,m(p)Vp,m(xn) for p > 0.
(6.23)

In the next section we discuss the method used to derive the above compact results for
a system with infinite order excited by a finite number n of harmonic excitations.

6.2.2 Model derivation

All the fundamental and DC terms in Equations (6.3) and (6.21) from one up to three
harmonics and in Equations (6.68) and (6.70) for four harmonics in Section 6.5 can
be obtained from an exhaustive search using a simple MATLAB algorithm. Let us first
briefly explain the guiding principle for the algorithm used to find the DC terms in
Equations (6.15), (6.22), and (6.72).

For an infinite-order nonlinear system excited by n incident harmonic tones, a matrix
Dn,p for the pth harmonic can be introduced to record the power (exponent) Dn,p(n +
1 + k, i) of each tone a(kω0) contributing to term i of the pth-harmonic term. It results
that we have, using a(−kω0) = a∗(kω0),

xn,i (p) =
n∏

k=−n

[a(kω0)]
Dn,p(n+1+k,i) ,

where we define xn,m(0) = xn,m for the DC terms (p = 0). The frequency of each tone
k is given by the element Fn(k) of the companion vector Fn :

Fn = [−n . . . −k . . . −2 −1 0 1 2 . . . k . . . n
]
.

The matrix Dn,p for the pth harmonic satisfies therefore

Fn × Dn,p = [
p . . . p p p p p . . . p

] = pMn,p .

The total order for a term xn,i (p) is then given by the sum of the exponent of its
components:

On,p(i) =
2n+1∑
k=1

Dn,p(k, i).

For example, for n = 3 controlled harmonics according to the definitions given in
Equation (6.21), the following 7 × 14 exponent matrix D3,0 is obtained to define the
DC terms:

D3,0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 1 1 0 1 0 1 0 2 0
0 0 1 1 0 0 0 1 0 0 0 2 0 3
0 1 0 0 2 0 0 1 0 3 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 2 0 0 1 0 3 0 0 1 0 0
0 0 1 0 1 0 1 0 0 0 2 0 3 0
0 0 0 0 0 1 0 1 0 1 0 1 0 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.24)
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In the exponent matrix D3,0, each column represents a DC term and each row repre-
sents a harmonic frequency from −3ω0 (top) to +3ω0 (bottom), with the center row
associated with the DC component (frequency 0 × ω0). Note that all the coefficients in
the exponent matrix D3,0 are positive or null integers. Negative integers would be con-
ceptually associated with dividers, but sub-harmonic generation is outside the class of
systems considered here.

Let F3 be the harmonic frequency vector:

F3 = [−3 −2 −1 0 1 2 3
]
.

The x3,i columns retained in the exponent matrix D3,0 are those which generate DC
contributions by verifying the condition

F3 × D3,0 = [
0 0 0 0 0 0 0 0 0 0 0 0 0 0

] = 014

and which cannot be generated from the superposition of other lower-order x3,i expo-
nent columns. Indeed, infinitely many other x3,i featuring higher orders are possible but
can be factorized in terms of the previously extracted lower-order DC terms x3,i . For
example, consider the following randomly generated high-order DC term:

y(0) = a(3ω)∗77 · a(2ω)∗80 · a(ω)∗19 · a(0ω)0 · a(ω)45 · a(2ω)76 · a(3ω)71,

represented by its power-exponent vector Y0,

Y0 = [
77 80 19 0 45 76 71

]ᵀ
.

Since Y0 is a DC term, it satisfies

F3 × Y0 = 0.

Y0 can be uniquely expressed in the D3,0 basis,

Y0 = D3,0 × X0,

using the following X0:

X0 = [
0 19 76 4 0 71 0 0 6 0 0 0 0 0

]ᵀ
.

It results that the higher-order DC term y can be rewritten in the x3 basis as

y(0) = x19
3,1 · x76

3,2 · x4
3,3 · x71

3,5 · x6
3,8,

and is therefore not a new independent DC term.
Using a similar methodology, an exponent matrix D3,1 is used to represent the expo-

nent (power) of the five fundamental terms x3,1(1) = a(ω0), x3,2(1) = a∗(ω0)a(2ω0),
x3,3(1) = a∗(2ω0)a(3ω0), x3,4(1) = a∗2(ω0)a(3ω0), and x3,5(1) = a∗(3ω0)a2(2ω0)

involved in the definition of b(ω0) in Equation (6.17) for the fundamental frequency
1 × ω0:
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D3,1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 1
0 0 1 0 0
0 1 0 2 0
0 0 0 0 0
1 0 0 0 0
0 1 0 0 2
0 0 1 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.25)

The y3,i columns retained in the exponent matrix D3,1 are those which generate
fundamental frequency contributions by satisfying the condition

F3 × D3,1 = [
1 1 1 1 1

] = 15,

and which cannot be further reduced by the factorization of DC terms x3,i from the
exponent matrix D3,0.

For example, consider the following randomly generated high-order fundamental
term (ω0):

y(ω0) = a(3ω0)
∗81 · a(2ω0)

∗91 · a(ω0)
∗13 · a(0ω0)

0 · a(ω0)
63 · a(2ω0)

146 · a(3ω0)
28.

Its exponent vector Y1 satisfies

F3 × Y1 = 1.

The exponent vector Y1 can then be uniquely expanded in the D3,0 and D3,1 bases using

Y1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

81
91
13
0

63
146
28

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
0
0
0
0
2
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ D3,0 × X1,

using the following vector X1:

X1 = [
0 13 91 0 0 28 50 0 0 0 0 0 1 0

]ᵀ
.

It results that the higher-order DC term y(ω0) can be rewritten in terms of x3,5(1) (the
fifth column of D3,1) and the x3 DC basis (D3,0) as

y(ω0) = x3,5(1)×
[
x13

3,1(0) · x91
3,2(0) · x28

3,5(0) · x50
3,6(0) · x1

3,12(0)
]
,

and is therefore not a new independent fundamental (ω0) term.
The methodology given above for the case of three tones can be implemented for a

system with an arbitrary number n of controlled incident harmonic tones. The MATLAB
script used to obtain the DC, fundamental, and higher-harmonic coefficients will be
posted on the webpage for this book. These results indicate that for a finite number n of
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controlled harmonic excitations applied to an infinite-order nonlinear system exhibiting
arbitrary nonlinearities of the form y(pω0) defined by

y(p) =
n∏

k=−n

[a(kω0)]
Yp(k) ,

with power exponents given by a (2n + 1)× 1 vector Yp for the pth harmonic, thus
satisfying the frequency constraint Fn × Yp = p, there exists a vector Xp of positive
integers and a column index i such that we have

Yp = Dn,p(:, i)+ Dn,0 × Xp,

where the finite (2n + 1)× Mn,0 exponent matrix Dn,0 and (2n + 1)× Mn,p exponent
matrix Dn,p are finite and invariant bases for the DC and p harmonic terms, respectively.
Using this asserted number-theory result, the validity of the finite expansion postulated
in Equation (6.23) for an infinite-order system can then be established to the extent that
the Volterra functions Vp,m(xn) thus defined admit a converging Maclaurin expansion
(entire functions) relative to the complex variables xn .

6.2.3 Analytic example

As indicated above, the model derived holds up to infinite order, assuming that the
nonlinearity can be represented by an infinite power series. As an example of a SISO
system with infinite-order nonlinearity, let us consider an ideal diode:

iD(vD) = I0
[
exp (αvD)− 1

]
,

with α = 1/(kT ). We assume for the sake of simplicity that the applied voltage consists
of the fundamental tone plus the second harmonic (case n = 2):

vD(t) = V0 + V1 cos(ω0t + φ1)+ V2 cos(2ω0t + φ2)

= V0 + 2 Re {a(ω0)exp( jω0t)+ a(2ω0)exp( j2ω0t)} ,
using

a(ω0) = V1

2
exp( jφ1) and a(2ω0) = V2

2
exp( jφ2).

The diode current is then

iD(t) =
∞∑

k=−∞
b(kω0) exp ( jkω0t) .

Using the relation

exp
[
αAp cos(pω0t + φp)

] =
∞∑

n=−∞
In[αAp] exp

[
jn(pω0t + φp)

]
,
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where In(x) are the modified Bessel functions of the first kind,

In[x] = I−n[x] =
(

x

2

)|n| ∞∑
p=0

(x/2)2p

p!(|n| + p)!

= (x)|n| I n

[(
x

2

)2]
, (6.26)

the functions Vn,i (x2) introduced in Equations (6.10)–(6.12) for the first three harmon-
ics can now be derived to be

V0,1(x2) = C0

−1∑
n=−∞

(2α)|3n|x |n|
3,2 I −2n[α2x1,2] I n[α2x2,2]

+ C0

∞∑
n=0

(2α)|3n|xn
4,2 I −2n[α2x1,2] I n[α2x2,2],

V1,1(x2) = C0

0∑
n=−∞

(2α)|1−3n|x |n|
3,2 I 1−2n[α2x1,2] I n[α2x2,2],

V1,2(x2) = C0

∞∑
n=1

(2α)|1−3n| xn−1
4,2 I 1−2n[α2x1,2] I n[α2x2,2],

V2,1(x2) = C0

∞∑
n=1

(2α)|2−3n| xn−1
4,2 I 2−2n[α2x1,2] I n[α2x2,2],

V2,2(x2) = C0

0∑
n=−∞

(2α)|2−3n|x |n|
3,2 I 2−2n[α2x1,2] I n[α2x2,2],

V3,1(x2) = C0

0∑
n=−∞

(2α)|3−3n| x |n|
3,2 I 3−2n[α2x1,2] I n[α2x2,2],

V3,2(x2) = C0 (2α)2 I 1[α2x1,2]I 1[α2x2,2],

V3,3(x2) = C0

∞∑
n=2

(2α)|3−3n|xn−2
4,2 I 3−2n[α2x1,2] I n[α2x2,2],

with C0 = I0 exp(αV0). Note that in practice an infinite summation over n is not needed
since convergence occurs rapidly. A summation for n from −10 to 10 is sufficient for
the range of the diode voltage used (0.5 V). Figure 6.2 shows the Volterra function
Vn,m(x2) parametrically plotted versus the amplitude V1. The Volterra functions are
complex nonlinear functions of their variables x p.

Figure 6.3 shows the error for the fundamental harmonic versus V2/V1 for various
orders of the Volterra expansion for the second harmonics while using an infinite order
for the fundamental. For a V2/V1 ratio larger than 20 dB, the error becomes large for
this exponentional nonlinearity. The Volterra function expansion (squares) yields no
distinguishable error.
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V2 = V1/10 and φ2 = π/7.
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Figure 6.3 Error for the fundamental harmonic versus V2/V1 for a DC bias of V0 = 0.3 V. The fundamental
amplitude V1 = 0.3 V and φ2 = π/7. It can be verified that a similar error is obtained for the
first five harmonics (not shown).

Figure 6.4 shows the waveforms obtained for driving voltages V1 of 0.03 V and 0.3 V
while keeping the second-to-first-harmonic ratio at −10 dBc. A first-order power series
of the second harmonic is seen to be acceptable under the small-signal excitation 0.03 V
but not for the large-signal excitation 0.3 V. The Volterra function expansion (squares)
is in agreement with the exact waveform.

The model presented above is memoryless. A simple model with memory can be
constructed simply by adding in shunt to the diode current the displacement current
obtained from the storage capacitance of the ideal diode:
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Figure 6.4 Current waveform normalized with respect to its peak for a DC bias V0 = 0.3 V and fundamental
amplitudes V1 of 0.03 V and 0.3 V. The harmonic ratio V2/V1 is kept equal to 0.316 = −10 dBc.

iQ = d QD(v)

dt
= 1

τ

diD(vD)

dt
= 1

τ

diD(vD)

dvD

dvD

dt
.

The formula derived above for iD holds now for the charge QD = iD/τ . Similar
results for the displacement current are therefore readily demonstrated with this model
exhibiting memory with infinite-order nonlinearity.

6.2.4 Model extraction

The theory developed in the previous section holds up to infinite order for a finite
number of harmonics n but requires the identification of the Volterra Vp,i (xn). This
identification can be performed conceptually using modern nonlinear vector network
analyzers, which acquire the phase and amplitude of the fundamental and harmon-
ics of the incident and reflected waves and can therefore map the dependence of the
reflected waves on the amplitude and phase of the incident waves. However, as indi-
cated by the theory, as the number of incident harmonics p increases both the number
of Volterra functions Vp,i (xn) and the size of xn increase. The exhaustive identification
of the resulting multidimensional nonlinear response then quickly becomes laborious
for a large number of incident harmonics.

For the case of mild nonlinearities it is possible to expand the Volterra Vp,i (xn) in a
truncated Maclaurin series around the DC operating point [xn,0]:

Vp,i (xn) = Vp,i (xn,0, . . . , xn,P ) = Vp,i (xn,0, 0 . . . , 0)

+
O1∑

r1=0

· · ·
OP∑

rP=0

xr1
n,1 . . . x

rP
n,P

n1! . . . n P ! × ∂r1+···+rP Vn,i

∂xr1
n,1 . . . ∂xrP

n,P

(xn,0, 0 . . . , 0). (6.27)
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In the case of a mild nonlinear regime, higher-order nonlinearities can then be accounted
for by properly selecting the expansion order [O1, . . . , OP ] and pruning out the terms
which are not contributing substantially to the power series. An example is given in the
next section.

6.2.5 Experimental model extraction and validation

In this section we shall apply the extraction methodology presented in the previous
section to the modeling of a stable nonlinear negative resistance (a one-port device).
A specific target is the extraction of the Volterra model parameters needed to accu-
rately represent the dependence of the fundamental power 1

2 (|b(ω0)|2 − |a(ω0)|2) on
the second-harmonic impedance termination acquired in a real-time active load-pull
(RTALP) experiment.

We will first apply the two-harmonic analysis since only incident signals at the fun-
damental and second harmonic are applied, and the RF generators are expected to
provide a reasonable match impedance termination at the higher frequencies. Both
the fundamental b(ω0) and the second-harmonic wave b(2ω0) are used for the model
extraction along the contour lines of the RTALP experiment shown in Figure 6.5. A good
prediction of b(2ω0) is obtained.

A contour plot of the device output power at the fundamental frequency as a function
of the second-harmonic impedance is shown in Figure 6.6. The minimum power located
at the cross is −16.2 dBm and the maximum power located at the plus is −13.7 dBm.
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Figure 6.5 Comparison of the measured and extracted (crosses) loci of the b(2ω0)/a(2ω0)

second-harmonic reflection coefficient as a function of the incident waves a(ω0) and a(2ω0) in
the RTALP experiment.
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Figure 6.6 Contour plot with 0.1-dB steps of the device output power at the fundamental frequency as a
function of the second-harmonic impedance. Measured and simulated data are represented by
plain and dashed lines, respectively.

The tuning of the second harmonic is seen to provide a 2.5-dB increase in output
power for the negative resistance. The model is found to be able to accurately render
the RTALP contour plot even though the model was extracted over a relatively sparse
mapping of the Smith chart given by 15 RTALP locus lines in Figure 6.5.

A high-order Volterra expansion was needed in order to obtain the results reported.
The fundamental harmonic Volterra functions were expanded up to order 12 and the
second-harmonic Volterra functions were expanded up to order 9. The device is there-
fore exhibiting a substantial nonlinearity in the RTALP testbed used when it is analyzed
using two-harmonic tones.

To further test the model capability in predicting the device behavior, various power
contour plots (dashed lines) are generated when a single locus line is skipped at a time
in the measurement database shown in Figure 6.5. The resulting contour plots are super-
posed in Figure 6.7 and seen to depart only slighly from the one (plain lines) calculated
directly from the measured data using the full database (all loci in Figure 6.5). Also,
consistant values are verified to be extracted for most of the dominant model parameters.

It is equally important to note that, in the RTALP measurements, the effective
impedance of the testbed generator at the fundamental frequency departs from an ideal
match. The generator impedance is simply extracted from the RTALP data using

a(ω0, P, t) = �G(ω0) · b(ω0, P, t)+ bG(ω0, P),

where t is the RTALP sweep-time parameter. The amplitude of the generator reflec-
tion coefficient is found to be |�G(ω0)| = 0.081. Having a non-zero |�G(ω0)| is quite
significant because the modulation of b(ω0, t) is reflected back into the device meas-
ured. Note that, as the second-harmonic incident wave a(2ω0) is swept in phase versus
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Figure 6.7 Verification of the stability of the extraction.

time t and the power P is stepped to different values, the reflected wave b(ω0) at the
fundamental is modulated owing, among other things, to the Volterra function V1,2(x2).
The non-zero reflection coefficent |�G(ω0)| thus contributes an external feedback that
increases the apparent nonlinearity of the device compared with the situation of an
ideally matched generator. Because a(ω0) is not held constant but bG(ω0, P) is for a
given preselected input power P , we have elected to use the latter as the input variable
in the above Volterra modeling. In this way somewhat smoother power contours result
for the measured data shown in Figure 6.5.

To use this model for circuit simulations, the Volterra model has been imple-
mented2 in the Agilent Advanced Design System (ADS) using the built-in two-port
frequency-domain-defined device (FDD) component. Owing to the automated MAT-
LAB extraction developed, all the Volterra coefficients and associated theoretical
expressions required for the nonlinear mixing terms are easily embedded into the sim-
ulator. The number of nonlinear coefficients was reduced in the ADS simulations to
prevent the occurrence of any convergence problems.

6.2.6 Phase reference

As was discussed in Chapter 2, the nonlinear frequency-domain data are acquired
by the NVNA up to an arbitrary phase due to the arbitrary time reference t ′ of the
measurement:

2 Unpublished work with Inwon Suh.
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a(t ′) = Re

{∑
p

a′(pω0)exp
[

j
(

pω0t ′ + φ′
p

)]}
.

For example, for a SIMO system, consider the various harmonics measured with their
time dependence:

a′(ω0)exp
(

jω0t ′
) = |a′(ω0)|exp

[
j
(
ω0t ′ + φ′

1

)]
,

a′(2ω0)exp
(

j2ω0t ′
) = |a′(2ω0)|exp

[
j
(
2ω0t ′ + φ′

2

)]
,

a′(3ω0)exp
(

j3ω0t ′
) = |a′(3ω0)|exp

[
j
(
3ω0t ′ + φ′

3

)]
,

. . .

a′(nω0)exp
(

jnω0t ′
) = |a′(nω0)|exp

[
j
(
nω0t ′ + φ′

n

)]
.

By moving the time origin from t ′ to t = t ′ + τ using the time shift τ = φ1/ω0 such
that we have ω0(t − τ)+ φ1 = ω0t we obtain the following phasors:

a(ω0) = |a(ω0)|,
a(2ω0) = |a(2ω0)|exp( jφ2),

a(3ω0) = |a(3ω0)|exp( jφ3),

. . .

a(nω0) = |a(nω0)|exp( jφn),

with the same amplitude |a(nω0)| = |a′(nω0)| and the new phases:

φ1 = 0,

φ2 = φ′
2 − 2ω0τ = φ′

2 − 2φ′
1,

φ3 = φ′
3 − 3ω0τ = φ′

3 − 3φ′
1,

. . .

φn = φ′
n − nω0τ = φ′

n − nφ′
1.

(6.28)

We shall assume in the rest of this work that such a trivial operation was performed
on the measured data such that we now have, as needed,

a(ω) = |a(ω)|
at the excitation port of the SIMO system. In a MIMO situation the above identity can
be verified only at a single input port r selected to be port 1 for simplicity so that we
have ar (ω) = |ar (ω)| only for r = 1.

6.2.7 Poly-harmonic distortion model (PHD)

The poly-harmonic distortion (PHD) [9] approximation retains only the harmonic
(p> 1) terms a(pω0) and a∗(pω0)with a first-order power while using a high-order (as
large as needed) expansion for the fundamental frequency. This approximation is readily
applied to the exact Volterra function derived above. We first present the two-harmonic
excitation derivation:
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b(0) =
[

V0,1

(
x(0)2

)
+ ∂V0,1

∂x2,3

(
x(0)2

)
x2,3 + ∂V0,1

∂x2,4

(
x(0)2

)
x2,4

]
, (6.29)

b(ω0) = a(ω0) ·
[

V1,1

(
x(0)2

)
+ ∂V1,1

∂x2,3

(
x(0)2

)
x2,3 + ∂V1,1

∂x2,4

(
x(0)2

)
x2,4

]
+ a∗(ω0)a(2ω0) · V1,2

(
x(0)2

)
, (6.30)

b(2ω0) = a(2ω0) · V2,1(x
(0)
2 )

+ a2(ω0)

[
V2,2

(
x(0)2

)
+ ∂V2,2

∂x2,3

(
x(0)2

)
x2,3 + ∂V2,2

∂x2,4

(
x(0)2

)
x2,4

]
,

(6.31)

b(3ω0) = a3(ω0) ·
[

V3,1

(
x(0)2

)
+ ∂V3,1

∂x2,3

(
x(0)2

)
x2,3 + ∂V3,1

∂x2,4

(
x(0)2

)
x2,4

]
+ a(ω0)a(2ω0) · V3,2

(
x(0)2

)
, (6.32)

b(4ω0) = a4(ω0) ·
[

V4,1

(
x(0)2

)
+ ∂V4,1

∂x2,3

(
x(0)2

)
x2,3 + ∂V4,1

∂x2,4

(
x(0)2

)
x2,4

]
+ a2(ω0) ·

[
V4,2

(
x(0)2

)
+ ∂V4,2

∂x2,3

(
x(0)2

)
x2,3 + ∂V4,2

∂x2,4

(
x(0)2

)
x2,4

]
+ a2(ω0)a(2ω0) · V4,3

(
x(0)2

)
, (6.33)

b(5ω0) = a5(ω0)

[
V5,1

(
x(0)2

)
+ ∂V5,1

∂x2,3

(
x(0)2

)
x2,3 + ∂V5,1

∂x2,4

(
x(0)2

)
x2,4

]
+ a3(ω0)a(2ω0) · V5,4

(
x(0)2

)
, (6.34)

where we have defined the new following operating point x(0)2 to be

x(0)2 = (x2,0, x2,1, 0, 0, 0).

Note that the only DC terms needed in this expansion are

x2,0 = V0, x2,1 = a∗(ω0)a(ω0),

x2,3 = a∗(2ω0)a2(ω0) x2,4 = a(2ω0)a∗2(ω0).

The expansion derived above for two-harmonic excitation can easily be extended to
more harmonics. For example, the reflected wave b(ω0) for four incident harmonics can
be represented using the following Volterra series expansion:

b(ω0) = a(ω0) · V1,1

(
x(0)4

)
+ a(ω0) ·

[
∂V1,1

∂x4,3

(
x(0)4

)
x4,3 + ∂V1,1

∂x4,8

(
x(0)4

)
x4,8 + ∂V1,1

∂x4,23

(
x(0)4

)
x4,23

]
+ a(ω0) ·

[
∂V1,1

∂x4,4

(
x(0)4

)
x4,4 + ∂V1,1

∂x4,9

(
x(0)4

)
x4,9 + ∂V1,1

∂x4,24

(
x(0)4

)
x4,24

]
+ a∗(ω0)a(2ω0) · V1,2

(
x(0)4

)
+ a∗2(ω0)a(3ω0) · V1,4

(
x(0)4

)
+ a∗3(ω0)a(4ω0) · V1,8

(
x(0)4

)
, (6.35)
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where the operating point
(

x(0)4

)
for this perturbative analysis is

x(0)4 = (x4,0, x4,1, 0, 0, 0) = (V0, |a(ω0)|2, 0, . . . ).

Note that, of the original 34 DC terms x4, the only ones contributing in this first-order
pertubative analysis are the following 7 DC terms x4,i :

x4,1 = a∗(ω0)a(ω0),

x4,3 = a∗(2ω0)a2(ω0), x4,4 = a(2ω0)a∗2(ω0),

x4,8 = a∗(3ω0)a3(ω0), x4,9 = a(3ω0)a∗3(ω0),

x4,23 = a∗(4ω0)a4(ω0), x4,24 = a(4ω0)a∗4(ω0).

On generalizing these results to an arbitrary number n of harmonic excitations we
can recast this pertubative result in the traditional PHD form [9]:

br (pω0) =
n∑

p=1

Sr,1;p,q(V0, |a1(ω0)|)a1(qω0)+ Tr,1;p,q(V0, |a1(ω0)|)a∗
1(qω0).

Note that no phasor appears in this derivation as in [9] since we have taken the trivial
step described in the previous section of changing the time reference so that we have
a1(ω0) = |a1(ω0)| at port 1. The indices 1 and r were also added to indicate the input
port 1 and the output port r , respectively, for the SIMO system considered. For a MIMO
system with S input ports, this equation is generalized to

br (pω0) =
S∑

s=1

n∑
p=1

Sr,s;p,q(V0, |a1(ω0)|)as(qω0)+ Tr,s;p,q(V0, |a1(ω0)|)a∗
s (qω0).

For the four-tone SISO system analyzed perturbatively we have derived the following
results for the PHD parameters: Sr,1;p,q(V0, |a1(ω0)|) and Tr,1;p,q(V0, |a1(ω0)|), where
we have

Sr,1;1,1(V0, |a1(ω0)|) = a1(ω0) · V1,1

(
x(0)4

)
,

Tr,1;1,1(V0, |a1(ω0)|) = 0,

Sr,1;1,2(V0, |a1(ω0)|) = a1(ω0)a
∗2
1 (ω0) · ∂V1,1

∂x4,4

(
x(0)4

)
+ a∗

1(ω0) · V1,2

(
x(0)4

)
,

Tr,1;1,2(V0, |a1(ω0)|) = a3
1(ω0) · ∂V1,1

∂x4,3

(
x(0)4

)
,

Sr,1;1,3(V0, |a1(ω0)|) = a1(ω0)a
∗3
1 (ω0) · ∂V1,1

∂x4,9

(
x(0)4

)
+ a∗2

1 (ω0) · V1,4

(
x(0)4

)
,

Tr,1;1,3(V0, |a1(ω0)|) = a4
1(ω0) · ∂V1,1

∂x4,8

(
x(0)4

)
,

Sr,1;1,4(V0, |a1(ω0)|) = a1(ω0)a
∗4
1 (ω0) · ∂V1,1

∂x4,24

(
x(0)4

)
+ a∗3

1 (ω0) · V1,8

(
x(0)4

)
,

Tr,1;1,4(V0, |a1(ω0)|) = a5
1(ω0) · ∂V1,1

∂x4,23

(
x(0)4

)
.
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Figure 6.8 Power contour results for the two-tone PHD model.

Having rederived the PHD model from the Volterra expansion, we shall now test
its performance for the negative resistance modeled in Section 6.2.5. We first extract
a two-tone PHD model since the RTALP experiment considered is only exciting the
first and second harmonics. The results shown in Figure 6.8 exhibit a substantial dif-
ference between the contour plots obtained from the measured and extracted data
compared with Figure 6.6, even though the difference between contour lines is only
0.1 dB.

Next we extract a four-tone PHD model using the measured first, second, third, and
fourth harmonics. Much closer results are now obtained in Figure 6.9 for the con-
tour plots obtained for the extracted and measured data. The results obtained with
a first-order Volterra expansion for the second, third, and fourth harmonics are now
comparable to those obtained in Figure 6.6 using two harmonics but with a Volterra
expansion of order eight for the second harmonic. It is as if using more tones has enabled
us to reduce the order of the nonlinearity in the model. The source of this effect is related
to the impedances provided by the RTALP testbed.

The reflection coefficients exhibited by the RTALP testbed at the third and fourth
harmonic have amplitudes on average of 0.019 and 0.075, respectively; thus the testbed
is not perfectly matched. As a result the reflected waves b(3ω0) and b(4ω0) are par-
tially reflected back to the device as incident waves a(3ω0) and a(4ω0). Further, at high
power levels of the second-harmonic signal injected into the device, the fourth-harmonic
reflection coefficient is found to briefly increase up to almost unity in a narrow portion
of the phase locus. This results from a quasi-resonant nonlinear interaction between the
device and the generators. The non-ideal match observed at the third and fourth har-
monics increases the apparent nonlinearity of the device-plus-generator system when it
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Figure 6.9 Power contour results for the four-tone PHD model.

is modeled using only two harmonics. Indeed, in the two-harmonic model any non-zero
incident waves a(3ω0) and a(4ω0) are absorbed in the device nonlinearity just like any
other hidden dependent variables. On the other hand, in the four-harmonic model, these
independent variables are simply treated as excitations applied to the device.

This example illustrates (1) the importance of accounting for the non-ideal matching
characteristics of the load-pull testbed at all harmonics and (2) the interplay between
the nonlinearity order of the behavioral model and the number of tones included in the
device model. An effective decrease in the model nonlinearity order can be achieved
by accounting for more harmonic tones. This is the strategy of choice since it reduces
the model complexity. In mildly nonlinear circuits a linear treatment for the harmonics
(PHD approximation) is then sufficient, provided that enough of them are accounted for.
Further, the model can then handle different impedance terminations for the harmonic
considered.

6.3 Single-band multi-harmonic envelope PA model

Having discussed the case of a SISO system driven by multiple harmonics, let us now
consider the case in which the higher harmonics of the input signal are all filtered out
and a single tone of radial frequency ωRF is incident on the device. In such a case the
multi-harmonic response of the system reduces to

bout(ωRF) = f1(|ain(ωRF)|2) · a1(ωRF),

bout(2ωRF) = f2(|ain(ωRF)|2) · a2
1(ωRF),
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bout(3ωRF) = f3(|ain(ωRF)|2) · a3
1(ωRF),

bout(4ωRF) = f4(|ain(ωRF)|2) · a4
1(ωRF),

bout(5ωRF) = f5(|ain(ωRF)|2) · a5
1(ωRF),

. . .

bout(pωRF) = f p(|ain(ωRF)|2) · a p
1 (ωRF).

Up to now we have only considered a CW incident RF signal with no modulation. We
shall now discuss the extension to modulated incident signals.

6.3.1 Input signal

Let us assume now that the input RF tone ain(t) is modulated both in amplitude and in
phase:

ain(t) = E(t)cos[ωRFt + θ(t)]

= E(t)cos[θ(t)]cos(ωRFt)− E(t)sin[θ(t)]sin(ωRFt)

= I (t)cos(ωRFt)− Q(t)sin(ωRFt),

with

I (t) = E(t)cos[θ(t)], Q(t) = E(t)sin [θ(t)],

E2(t) = I 2(t)+ Q2(t), θ(t) = � [I (t)+ j Q(t)
]
,

where E(t), θ(t), andωRF are the time-varying envelope, time-varying phase, and center
frequency, respectively, of the input signal ain(t).

We still assume that no harmonic of ωRF is injected at the input. This is a good
assumption if the source driving the input is filtered to remove the higher harmon-
ics and the source is matched so that the harmonics generated by the amplifier at the
input are absorbed by the source. The amplifier device considered being nonlinear,
multiple harmonics will, however, be generated at the output. For a memoryless non-
linear amplifier we can express the output signal bout in terms of a power series. In
the following derivation we will consider an amplifier with nonlinearities up to seventh
order:

bML
out (t) = a0 + a1ain(t)+ a2a2

in(t)+ a3a3
in(t)+ a4a4

in(t)

+ a5a5
in(t)+ a6a6

in(t)+ a7a7
in(t). (6.36)

6.3.2 Orthogonal Chaillot expansion

Before proceeding with the evaluation of bML
out (t) let us define the functions Ii (t) and

Qi (t) with i a positive integer to be used for the orthogonal Chaillot expansion in the
frequency domain of I i (t) and Qi (t):

Ii (t) = Ei (t)cos[iθ(t)], Qi (t) = Ei (t)sin[iθ(t)]. (6.37)
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The even and odd powers of I (t) and Q(t) are then expressed in terms of Ii (t) and
Qi (t) as follows:

I (t) = I1(t),

I 2(t) = 1

2
E2(t)+ 1

2
E2(t)cos[2θ(t)]

= 1

2
E2(t)+ 1

2
I2(t),

I 3(t) = 3

4
E3(t)cos[θ(t)] + 1

4
E3(t)cos[3θ(t)]

= 3

4
E2(t)I1(t)+ 1

4
I3(t),

I 4(t) = 3

8
E4(t)+ 1

2
E4(t)cos[2θ(t)] + 1

8
E4(t)cos[4θ(t)]

= 3

8
E4(t)+ 1

2
E2(t)I2(t)+ 1

8
I4(t),

I 5(t) = 5

8
E5(t)cos[θ(t)] + 5

16
E5(t)cos[3θ(t)]

+ 1

16
E5(t)cos[5θ(t)]

= 5

8
E4(t)I1(t)+ 5

16
E2(t)I3(t)+ 1

16
I5(t),

I 6(t) = 10

32
E6(t)+ 15

32
E6(t)cos[2θ(t)] + 6

32
E6(t)cos[4θ(t)]

+ 1

32
E6(t)cos[6θ(t)]

= 10

32
E6(t)+ 15

32
E4(t)I2(t)+ 6

32
E2(t)I4(t)+ 1

32
I6(t),

I 7(t) = 35

64
E7(t)cos[θ(t)] + 21

64
E7(t)cos[3θ(t)]

+ 7

64
E7(t)cos[5θ(t)] + 1

64
E7(t)cos[7θ(t)]

= 35

64
E6(t)I1(t)+ 21

64
E4(t)I3(t)+ 7

64
E2(t)I5(t)+ 1

64
I7(t),

and

Q(t) = Q1(t),

Q3(t) = 3

4
E2(t)Q1(t)− 1

4
Q3(t),

Q5(t) = 5

8
E4(t)Q1(t)− 5

16
E2(t)Q3(t)+ 1

16
Q5(t),

Q7(t) = 35

64
E6(t)Q1(t)− 21

64
E4(t)Q3(t)+ 7

64
E2(t)Q5(t)− 1

64
Q7(t).

The Chaillot orthogonal components Ii (t) and Qi (t) can then be directly calculated in
terms of I (t) and Q(t) using
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X0(t) = 1,

I1(t) = I (t),

I2(t) = 2I 2(t)− E2(t),

I3(t) = 4I 3(t)− 3E2(t)I (t),

I4(t) = 8I 4(t)− 4E2(t)I2(t)− 3E4(t)

= 8I 4(t)− 8E2(t)I 2(t)+ E4(t),

I5(t) = 16I 5(t)− 5E2(t)I3(t)− 10E4(t)I1(t)

= 16I 5(t)− 20E2(t)I 3(t)+ 5E4(t)I (t),

I6(t) = 32I 6(t)− 6E2(t)I4(t)− 15E4(t)I2(t)− 10E6(t)

= 32I 6(t)− 48E2(t)I 4(t)+ 18E4(t)I 2(t)− E6(t),

I7(t) =64I 7(t)− 7E2(t)I5(t)− 21E4(t)I3(t)− 35E6(t)I1(t)

=64I 7(t)− 112E2(t)I 5(t)+ 56E4(t)I 3(t)− 7E6(t)I (t),

and
Q0(t) = 0,

Q1(t) = Q(t),

Q2(t) = E2(t)sin[2θ(t)] = 2I1(t)Q1(t),

Q3(t) = −4Q3(t)+ 3E2(t)Q(t),

Q4(t) = E4(t)sin[4θ(t)] = 2I2(t)Q2(t),

Q5(t) = 16Q5(t)+ 5E2(t)Q3(t)− 10E4(t)Q1(t)

= 16Q5(t)− 20E2(t)Q3(t)+ 5E4(t)Q(t),

Q6(t) = E6(t)sin[6θ(t)] = 2I3(t)Q3(t),

Q7(t) =−64Q7(t)+ 7E2(t)Q5(t)− 21E4(t)Q3(t)+ 35E6(t)Q1(t)

=−64Q7(t)+ 112E2(t)Q5(t)− 56E4(t)Q3(t)+ 7E6(t)Q(t).

Note that, in the limit E2(t) = 1, the Chaillot functions Ii (t) reduce to the Cheby-
shev polynomials of the first kind, and Qi (t) reduce to (−1)floor[i/2] of the Chebyshev
polynomials of the first kind, for i odd.

Similarly, for time-varying envelope E2(t) the Chaillot functions Ii (t) of arbitrary
order can be obtained using the following recurrence equation:

Ii (t) =
⎧⎨⎩

1, for i = 0
I (t), for i = 1
2I (t)Ii−1(t)− E2(t)Ii−2(t), i > 1

⎫⎬⎭ = Ti [I (t)] , (6.38)

where Ti [I ] are generalized Chebyshev functions of the first kind. The Chaillot
functions Qi (t) are calculated as

Qi (t) =

⎧⎪⎪⎨⎪⎪⎩
0, for i = 0
Q(t), for i = 1
(−1)floor[i/2]Ti [Q(t)] , for i odd
2Ii/2(t)Qi/2(t), for i even.

(6.39)
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6.3.3 Memoryless nonlinear system modeling

To analyze up to the seventh order a memoryless nonlinear system described by
Equation (6.36), we need to evaluate the following powers of ain :

ain(t) = E(t)cos[ωRFt + θ(t)]

= I1(t)cos(ωRFt)− Q1(t)sin(ωRFt),

a2
in(t) = {E(t)cos[ωRFt + θ(t)]}2

= 1

2
E2(t)+ 1

2
{I2(t)cos(2ωRFt)− Q2(t)sin(2ωRFt)},

a3
in(t) = {E(t)cos[ωRFt + θ(t)]}3

= 3

4
E2(t){I1(t)cos(ωRFt)− Q1(t)sin(ωRFt)}

+ 1

4
{I3(t)cos(3ωRFt)− Q3(t)sin(3ωRFt)},

a4
in(t) = {E(t)cos[ωRF(t)+ θ(t)]}4

= 3

8
E4(t)

+ 1

2
E2(t){I2(t)cos(2ωRFt)− Q2(t)sin(2ωRFt)}

+ 1

8
{I4(t)cos(4ωRFt)− Q4(t)sin(4ωRFt)},

a5
in(t) = {E(t)cos[ωRF(t)+ θ(t)]}5

= 5

8
E4(t){I1(t)cos(ωRFt)− Q1(t)sin(ωRFt)}

+ 5

16
E2(t){I3(t)cos(3ωRFt)− Q3(t)sin(3ωRFt)}

+ 1

16
{I5(t)cos(5ωRFt)− Q5(t)sin(5ωRFt)},

a6
in(t) = {E(t)cos[ωRF(t)+ θ(t)]}6

= 10

32
E6(t)

+ 15

32
E4(t){I2(t)cos(2ωRFt)− Q2(t)sin(2ωRFt)}

+ 6

32
E2(t){I4(t)cos(4ωRFt)− Q4(t)sin(4ωRFt)}

+ 1

32
{I6(t)cos(6ωRFt)− Q6(t)sin(6ωRFt)},

a7
in(t) = {E(t)cos[ωRF(t)+ θ(t)]}7

= 35

64
E6(t) {I1(t)cos(ωRFt)− Q1(t)sin(ωRFt)}

+ 21

64
E4(t){I3(t)cos(3ωRFt)− Q3(t)sin(3ωRFt)}
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+ 7

64
E2(t){I5(t)cos(5ωRFt)− Q5(t)sin(5ωRFt)}

+ 1

64
{I7(t)cos(7ωRFt)− Q7(t)sin(7ωRFt)}.

To infer the form of the modeling equations needed for such a nonlinear system,
it is very useful to sort the nonlinear terms generated in terms of frequencies rather
than in terms of the order of the nonlinearity generating them. The final output of the
seventh-order memoryless nonlinear system is

bML
out (t) = a0 + a1ain(t)+ a2a2

in(t)+ a3a3
in(t)+ a4a4

in(t)+ a5a5
in(t)+ a6a6

in(t)

+ a7a7
in(t)

= f0(E
2)

+ f1(E
2)[I1(t)cos(ωRFt)− Q1(t)sin(ωRFt)]

+ f2(E
2)[I2(t)cos(2ωRFt)− Q2(t)sin(2ωRFt)]

+ f3(E
2)[I3(t)cos(3ωRFt)− Q3(t)sin(3ωRFt)]

+ f4(E
2)[I4(t)cos(4ωRFt)− Q4(t)sin(4ωRFt)]

+ f5(E
2)[I5(t)cos(5ωRFt)− Q5(t)sin(5ωRFt)]

+ f6(E
2)[I6(t)cos(6ωRFt)− Q6(t)sin(6ωRFt)]

+ f7(E
2)[I7(t)cos(7ωRFt)− Q7(t)sin(7ωRFt)],

with the function fi (E2) given by

f0(E
2) = a0 + 1

2
a2 E2 + 3

8
a4 E4 + 10

32
a6 E6,

f1(E
2) = a1 + 3

4
a3 E2 + 5

8
a5 E4 + 35

64
a7 E6,

f2(E
2) = 1

2
a2 + 1

2
a4 E2 + 15

32
a6 E4,

f3(E
2) = 1

4
a3 + 5

16
a5 E2 + 21

64
a7 E4,

f4(E
2) = 1

8
a4 + 6

32
a6 E2,

f5(E
2) = 1

16
a5 + 7

64
a7 E2,

f6(E
2) = 1

32
a6,

f7(E
2) = 1

64
a7.

From the preceding derivation we infer that the output of a memoryless nonlinear
system represented by an nth-order power series can be modeled in general as follows:

bML
out (t) =

n∑
i=0

fi (E
2)[Ii (t)cos(iωRFt)−Qi (t)sin(iωRFt)], (6.40)
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fi (E
2) =

[n−i+even(i)]/2∑
k=0

αi,2k+i E2k, (6.41)

where n is the highest order of the nonlinear terms, i = 0, 1, 2, . . . , n, k is an integer,
and even(i) is 1 for i even and 0 otherwise; αi,2k+i gives the contribution weight of the
(2k + i)th-order nonlinearities to the i th-harmonic band (i × ωRF).

6.3.4 Quasi-memoryless nonlinear system modeling

The models expressed by Equation (6.40) are applicable only to memoryless systems
because the functions fi (E2) are dependent only on the instantaneous value of the enve-
lope square E2 of the baseband input pair [I (t), Q(t)] and no phase shift is used to
account for the system group delay. To account for quasi-memoryless effects [10] it
is necessary to introduce an independent phase shift φi for each harmonic i × ωRF.
In the general case these phase shifts φi are also functions of the instantaneous value
of the envelope square E2 (the AM/PM effect). By adding this phase contribution to
Equation (6.40) of the memoryless nonlinear system considered so far, we obtain the
following modeling equations for a quasi-memoryless (QML) nonlinear amplifier:

bQML
out (t) =

n∑
i=0

fi (E
2)
{

Ii (t)cos
[
iωRFt + φi (E

2)
]

− Qi (t)sin
[
iωRFt + φi (E

2)
]}
. (6.42)

On expanding cos
[
iωRFt + φi (E2)

]
and sin

[
iωRFt + φi (E2)

]
and factorizing the

terms cos(iωRFt) and sin(iωRFt), respectively, the modeling equations for the QML
nonlinear system can be rewritten as

bQML
out (t) =

n∑
i=0

{
cos(iωRFt)

[
Ii (t)gi (E

2)− Qi (t)hi (E
2)
]

− sin(iωRFt)
[

Ii (t)hi (E
2)+ Qi (t)gi (E

2)
]}
, (6.43)

where we introduced the functions gi (E2) and hi (E2):

gi (E
2) = fi (E

2)cos
[
φi (E

2)
]
, (6.44)

hi (E
2) = fi (E

2)sin
[
φi (E

2)
]
. (6.45)

Now, by defining the nonlinearly scaled and phase-shifted I ′
i and Q′

i modulation terms[
I ′
i (t)

Q′
i (t)

]
= fi (E

2)

[
cosφi (E2) −sinφi (E2)

sinφi (E2) cosφi (E2)

]
×
[

Ii (t)
Qi (t)

]
=
[

gi (E2) −hi (E2)

hi (E2) gi (E2)

]
×
[

Ii (t)
Qi (t)

]
, (6.46)
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we obtain the following compact equation:

bQML
out (t)=

n∑
i=0

[
I ′
i (t)cos(iωRFt)−Q′

i (t)sin(iωRFt)
]
. (6.47)

6.3.5 Power-series expansion

From Equations (6.44) and (6.45), it is seen that the nonlinearities of the system orig-
inate from two nonlinear sources: (1) the amplitude-distortion nonlinearity represented
by the functions fi (E2) and (2) the phase-distortion nonlinearity represented by the
functions φi (E2). For hard nonlinearity these functions are best represented by splines
such as the B-spline representation mentioned in Chapter 3.

On the other hand, for low enough input signal power, the functions gi (E2) and
hi (E2) can be expanded in a Taylor series like in Equation (6.41):

gi (E
2) =

[n−i+even(i)]/2∑
k=0

αi,2k+i · cosϕi,2k+i · E2k, (6.48)

hi (E
2) =

[n−i+even(i)]/2∑
k=0

αi,2k+i · sinϕi,2k+i · E2k . (6.49)

So, according to Equations (6.48) and (6.49), for a seventh-odd-order QML system
in the weakly nonlinear regime, we have

g0(E
2) = α0,0 cosϕ0,0 + α0,2 cosϕ0,2 E2 + α0,4 cosϕ0,4 E4 + α0,6 cosϕ0,6 E6,

g1(E
2) = α1,1 cosϕ1,1 + α1,3 cosϕ1,3 E2 + α1,5 cosϕ1,5 E4 + α1,7 cosϕ1,7 E6,

g2(E
2) = α2,2 cosϕ2,2 + α2,4 cosϕ2,4 E2 + α2,6 cosϕ2,6 E4,

g3(E
2) = α3,3 cosϕ3,3 + α3,5 cosϕ3,5 E2 + α3,7 cosϕ3,7 E4,

g4(E
2) = α4,4 cosϕ4,4 + α4,6 cosϕ4,6 E2,

g5(E
2) = α5,5 cosϕ5,5 + α5,7 cosϕ5,7 E2,

g6(E
2) = α6,6 cosϕ6,6,

g7(E
2) = α7,7 cosϕ7,7,

and

h0(E
2) = α0,0 sinϕ0,0 + α0,2 sinϕ0,2 E2 + α0,4 sinϕ0,4 E6 + α0,6 sinϕ0,6 E6,

h1(E
2) = α1,1 sinϕ1,1 + α1,3 sinϕ1,3 E2 + α1,5 sinϕ1,5 E4 + α1,7 sinϕ1,7 E6,

h2(E
2) = α2,2 sinϕ2,2 + α2,4 sinϕ2,4 E2 + α2,6 sinϕ2,6 E4,

h3(E
2) = α3,3 sinϕ3,3 + α3,5 sinϕ3,5 E2 + α3,7 sinϕ3,7 E4,

h4(E
2) = α4,4 sinϕ4,4 + α4,6 sinϕ4,6 E2,

h5(E
2) = α5,5 sinϕ5,5 + α5,7 sinϕ5,7 E2,

h6(E
2) = α6,6 sinϕ6,6,

h7(E
2) = α7,7 sinϕ7,7.
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6.3.6 Multi-path model partitioning

A more complex nonlinear model can sometimes advantageously be obtained by
superposing several models in parallel, which can then be represented by different
power-series expansions. Let us motivate the physical origin for such multi-path
modeling.

As we can infer from our derivations in Section 6.3.3, a memoryless nonlinear
term Xn contributes 2n−1 nonlinear sub-paths. For example, for n = 5 the coefficients
10/16, 5/16 and 1/16 weighting cos(θ), cos(3θ) and cos(5θ), respectively, which sum
to 16/16 = 1, are associated with 16 paths. But, more importantly, several paths can
contribute to the same nonlinearity at the harmonic i × θ . In the QML case, each path
contributing to the same nonlinearity is associated with not only a different amplitude
but also a different phase, so that the final coefficient for a specific nonlinearity is the
summation of the phasor of each path.

In some modeling situations these paths can be approximately independent and
the behavioral model can be beneficially presented using a summation over multiple
paths P:

gi (E
2) =

P∑
p=1

g(p)
i (E2) and hi (E

2) =
P∑

p=1

h(p)
i (E2).

In Chapter 8 we shall give an example of a nonlinear modulator switching from the
weak nonlinear regime to the hard nonlinear regime and demonstrate the benefit from
such multiple-path modeling.

6.3.7 Time-selective single-band multi-harmonic envelope PA model

The multi-harmonic model presented in the previous section is a piecewise QML
model; that is, only AM/AM and AM/PM effects have been accounted for each har-
monic. To account for dynamic memory effects, a combined frequency-selective and
time-selective model can be realized by using the memory polynomial approximation
[7] [8]. This approximation is equivalent to setting all the delays equal to the same
values τ throughout the Volterra expansion, effectively retaining only the diagonal
terms. For example, in the case of the third-order Volterra kernel, in Equation (6.2)
the three-dimensional integration collapses into a one-dimensional integration with
τ1 = τ2 = τ3 = τ . For the sake of discrete time processing, the integration can be
replaced by a summation of the delay τp, yielding at the fundamental frequency, for
a system of order n,

y(m) =
n∑

k=0

P∑
p=0

akp · x(m − p)|x(m − p)|k,

with x(k) = I1(k)+ j Q1(k) the input signal, y(k) = I ′
1(k)+ j Q′

1(k) the output sig-
nal, P the memory depth, and akp complex coefficients. The output is then the sum of
different nonlinear models driven by different delayed input signals.
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To generalize this memory polynomial model to multi-harmonic output signals we
switch back to the matrix I–Q representation. The output I ′

i and Q′
i modulation terms

for each harmonic i are now the summations of different components that are not only
nonlinearly scaled and phase-shifted but also time-shifted:[

I ′
i (t)

Q′
i (t)

]
=
∑

p

{[
gi,p[E2(t − τp)] −hi,p[E2(t − τp)]
hi,p[E2(t − τp)] gi,p[E2(t − τp)]

]
×
[

Ii (t − τp)

Qi (t − τp)

]}
.

(6.50)

Note that the different delays τp used need not necessarily be equally distributed. But in
practice we usually have τp = pτS with 1/τS = fS the sampling frequency required to
address memory of a specific order O . For example, if the baseband bandwidth is B and
the intermodulation nonlinearity order is O , the minimum sampling frequency required
is fS = 2 × O × B.

Note that the RF output accounting for the memory effect (ME) is still given by the
equations

bME
out(t)=

n∑
i=0

[
I ′
i (t)cos(iωRFt)−Q′

i (t)sin(iωRFt)
]
. (6.51)

This constitutes a generalization of the memory-polynomial approximation to multiple
harmonics. This multi-harmonic theory will find application in Chapter 8 for the lin-
earization of a single-sideband modulator by removing the spurious harmonics of the
digital IF.

An example of this envelope modeling is given in Figures 6.10 and 6.11 for the fun-
damental frequency for an 80-W GaN Doherty PA operating at average output power
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Figure 6.10 The output envelope for an 80-W GaN Doherty amplifier excited by a two-carrier WiMAX
signal. Superposed are the measured (circles) and predicted (crosses and line) data.
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Figure 6.11 The output phase for an 80-W GaN Doherty amplifier excited by a two-carrier WiMAX signal.
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Figure 6.12 The AM/AM conversion characteristic of an 80-W GaN Doherty amplifier for a two-carrier
WiMAX signal. Superposed are the measured (circles) and predicted (crosses) data.

48.5 dBm. The model was extracted for one WiMAX symbol and used to predict
a different WiMAX symbol. B-spline representation of order 5 with eight intervals
together with a memory depth of 5 was used.

Although the agreement between measured and predicted data appears reasonable, a
more revealing inspection is provided by the AM/AM and AM/PM results shown in
Figures 6.12 and 6.13. The non-zero thickness of the AM/AM and AM/PM curves
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Figure 6.13 The AM/PM conversion characteristic of an 80-W GaN Doherty amplifier for a two-carrier
WiMAX signal. Superposed are the measured (circles) and predicted (crosses) data.

constitutes a direct observation of memory effects. It would be highly desirable if
the predicted data (crosses) were tracking the measured data (circles). However, the
model is seen to yield a large phase error for weak input power levels while yielding
more accurate phase at high input power levels. This most probably originates from
the weaker output signal being more sensitive to memory effects induced by previous
stronger excitations. The RMS error between measured and predicted data is typically
found to be 1% when using this B-spline model and the B-spline parameters used here.
The spectrum of the data is found to be semi-quantatively predicted by the model as is
shown in Figure 6.14. Improved fitting of the data can be obtained in the extraction by
accounting for non-diagonal elements. However, the predicted data (reported above) for
different symbols were found to degrade for the particular PA considered. The memory-
polynomial approximation is therefore a preferable choice for this PA even though the
model performance is not fully satisfactory. A more complex model topology featur-
ing additional hidden variables/layers is then necessary for an improved modeling of
the memory effects associated with the multistage system. In general, the wider the
modulation bandwidth the more challenging the modeling of the memory effects.

6.4 Two-band fundamental envelope PA model

Let us consider now the case when a two-tone excitation a1(ω1) and a1(ω2) of
frequencies ω1 and ω2, respectively, is applied at port 1 of an amplifier.

Let us initially assume the nonlinearities of the amplifier to be well represented by
a third-order Volterra system. For the two-tone excitation the output b2 at port 2 of the
amplifier can be verified to be of the following form (see Figure 6.15):
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Figure 6.14 The output spectrum of an 80-W GaN Doherty amplifier for a two-carrier WiMAX signal.
Superposed are the measured (circles) and predicted (crosses) data.
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Figure 6.15 Third-order intermodulation for two-tone excitation. (From [11] with permission, c©2005 IEEE.)

b2(2ω1 − ω2) = H3ma2
1(ω1)a

∗
1(ω2),

b2(ω1) = H1ma1(ω1)+ H3mma1(ω1)|a1(ω1)|2 + H3mpa1(ω1)|a1(ω2)|2,
b2(ω2) = H1pa1(ω2)+ H3pma1(ω2)|a1(ω1)|2 + H3ppa1(ω2)|a1(ω2)|2,

b2(2ω2 − ω1) = H3pa2
1(ω2)a

∗
1(ω1).

This output features the two desired tones ω1 and ω2 plus two intermodulation tones,
2ω1 − ω2 and 2ω2 − ω1. The complex coefficients H1m , H1p, H3m , H3p, H3mm , H3mp,
H3pm , and H3pp which are calculated from third-order Volterra series can be meas-
ured using a nonlinear network analyzer (NVNA). For a memoryless PA with y(t) =
T1x(t)+ T3x3(t) we have H1m = H1p = T1 and H3m = H3p = H3mm = H3pp = 3T3

and H3mp = H3pm = 6T3.
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The Volterra series has been extended to larger input power for stochastic input sig-
nals with constant average power levels by Wiener [4]. Alternatively, for deterministic
signals with large input power, one can also generalize the Volterra formalism by mak-
ing the H coefficients introduced above power dependent, as discussed in the following
sections.

6.4.1 Nonlinear power-amplifier characterization with NVNA

The nonlinear characterization of the PA can be performed using an NVNA as shown
in Figure 6.16. With an NVNA we can measure the amplitude and phase of the incident
and transmitted, periodically modulated waves at the fundamental and harmonics [12].

In Figure 6.16, an LSNA was used to characterize the third-order intermodulation
response of a class-AB LDMOSFET 10-W PA at 895 MHz for a two-tone excitation
[11]. The LSNA is used to measure both the amplitude and the phase of the two-
tone RF excitation a1(ω1) and a1(ω2) incident on port 1, as well as the amplitude
and phase of the transmitted intermodulation RF signals b2(2ω1 − ω2), b2(ω1), b2(ω2),
and b2(2ω2 − ω1) transmitted to port 2. Using these intermodulation signals, we next
calculated the generalized Volterra coefficients H3m and H3p defined as

H3m(ω1, ω2, |a1(ω1)|2, |a1(ω2)|2) = b2(2ω1 − ω2)

a2
1(ω1)a∗

1(ω2)
, (6.52)

H3p(ω1, ω2, |a1(ω1)|2, |a1(ω2)|2) = b2(2ω2 − ω1)

a∗
1(ω1)a2

1(ω2)
. (6.53)

Note that these coefficients are found to be reproducible measurement after measure-
ment [11].

The amplitude and phase of these coefficients are plotted in Figure 6.17 respectively
as a function of tone spacing ωm = ω2 − ω1 and input power | a1(ω1) |2 = | a1(ω2) |2
from −4 to 6 dBm. As shown in Figure 6.17, the variation of H3m and H3p as a function

RF source

PA

a1 b2

LSNA

10 MHz reference

ω1 ω2 2ω2– ω1

ω1 ω2

modulation

Port 2Port 1

2ω1– ω2

Figure 6.16 A large-signal testbed used for nonlinear characterization. (From [11] with permission, c©2005
IEEE.)
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Figure 6.17 Comparison of amplitude and phase of H3m and H3p versus the tone spacing ωm for different
power levels (−4 to 6 dBm). (From [11] with permission, c©2005 IEEE.)
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strong differential memory effect above 1 MHz. (From [11] with permission, c©2005 IEEE.)
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of tone spacing ωm reveals the presence of memory effects (frequency-dependent
non-linearity) in the PA. Above 0.3 MHz the differences in amplitude and phase plot-
ted in Figure 6.18 increase rapidly with tone spacing. This is referred to as differential
memory. These generalized Volterra coefficients indicate that a QML model will not be
optimal for this PA for bandwidths above 0.3 MHz [11]. Note that the power dependence
originates from the contribution of higher-order nonlinearities (fifth, seventh, . . . orders)
in the PA. A higher-order extension of the two-band model is given in the next section.

6.4.2 Extension to higher-order nonlinearities

We are again considering a power amplifier with a two-tone excitation a1(ω1) and
a1(ω2) injected at the input port 1. The resulting seventh-order intermodulation terms
of the output bout(ω) at port 2 can be described with a Volterra system as follows [13]:

bout

(
p + 1

2
ω1 − p − 1

2
ω2

)
= f−p · a(p+1)/2

1 (ω1)a
∗(p−1)/2
1 (ω2),

. . .

bout(4ω1 − 3ω2) = f−7 · a4
1(ω1)a

∗3
1 (ω2),

bout(3ω1 − 2ω2) = f−5 · a3
1(ω1)a

∗2
1 (ω2), (6.54)

bout(2ω1 − ω2) = f−3 · a2
1(ω1)a

∗
1(ω2), (6.55)

bout(ω1) = f−1 · a1(ω1), (6.56)

bout(ω2) = f1 · a1(ω2), (6.57)

bout(2ω2 − ω1) = f3 · a2
1(ω2)a

∗
1(ω1), (6.58)

bout(3ω2 − 2ω1) = f5 · a3
1(ω2)a

∗2
1 (ω1),

bout(4ω2 − 3ω1) = f7 · a4
1(ω2)a

∗3
3 (ω1),

. . .

bout

(
p + 1

2
ω2 − p − 1

2
ω1

)
= f p · a(p+1)/2

1 (ω2)a
∗(p−1)/2
1 (ω1).

where the Volterra functions f−p and f p can be represented as

f−p(|a1(ω1)|2, |a1(ω2)|2, ω1, ω2) = bout ([(p + 1)/2]ω1 − [(p − 1)/2]ω2)

a(p+1)/2
1 (ω1)a

∗(p−1)/2
1 (ω2)

, (6.59)

f p(|a1(ω1)|2, |a1(ω2)|2, ω1, ω2) = bout ([(p + 1)/2]ω2 − [(p − 1)/2]ω1)

a∗(p−1)/2
1 (ω1)a

(p+1)/2
1 (ω2)

. (6.60)

Note that this Volterra expansion is not valid up to infinite order (p) since, for increas-
ing order, the intermodulation terms of the fundamental will eventually overlap with
those of the higher harmonics. Let us find the maximum nonlinearity order Omax, up
to which the Volterra equations (6.54)–(6.58) provide the only contribution occuring
at these frequencies. When higher-order nonlinearities are considered for the two-tone
excitation at ω0 and ω0 +�ω, the frequencies of the adjacent intermodulation products
are of the form
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fm,n = mω0 + n(ω0 +�ω)

= (m + n)ω0 + n�ω, (6.61)

with m + n = 1 for the fundamental band and m + n = 2 for the second harmonic.
Let us consider a nonlinear system of order O such that we have |n| + |m| ≤ O . The
intermodulation frequencies between the adjacent fundamental and second-harmonic
bands will not overlap when the highest-order upper-sideband intermodulation term for
the fundamental is lower than the highest-order lower-sideband intermodulation term
for the second harmonic:

ω0 + 1

2
(O + 1)�ω < 2ω0 − 1

2
(O − 2)�ω.

Omax is then the highest even-order integer satisfying this inequality. The maximum
order Omax of the Volterra system before the sideband tones of the adjacent harmonic
start overlapping is thus given by

Omax <
1

2
+ ω0

�ω
. (6.62)

The maximum order Omax obtained from Equation (6.62) is 10 and 100 for a com-
munication system with 10% and 1% fractional bandwidth, respectively. The two-band
Volterra expansion is seen to hold in practice for a relatively wide bandwidth since inter-
modulation terms of higher than tenth order are usually negligible in PAs intended for
communication systems.

6.4.3 Modulated two-band model

We shall now discuss the extension of this Volterra model to the case of narrow-
bandwidth modulated signals. Again we focus on the fundamental frequency. When
the baseband signal (I, Q) consists of two narrow sub-bands, say a lower sideband
(LSB) (IL, QL) and upper sideband (USB) (IU, QU) with center frequencies that are
far enough apart, it becomes advantageous to model the baseband signal as consisting
of two distinct baseband signals rather than to keep increasing the number of delays in
the time-selective model or memory polynomials to account for the wide modulation
bandwidth memory effects associated with their respective memory effects. The easiest
way to perform this two-band filtering is to partition the input I and Q in terms of their
USB and LSB components as follows:

I (t) = IU(t)+ IL(t),

Q(t) = QU(t)+ QL(t),

QU = ÎU,

QL = − ÎL.

Note that we use the notation Î (t) = H[I (t)] to denote the Hilbert transform of I (t).
One can readily verify that IU, IL, ÎU, and ÎL are obtained from I and Q and their
Hilbert transforms by using
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IL = I + Q̂

2
, ÎL = Î − Q

2
, IU = I − Q̂

2
, ÎU = Î + Q

2
.

Consider a nonlinearity of order p with p odd and positive (p = |p|). Given two
frequencies f1 and f2 with � f = f2 − f1 > 0, this odd nonlinearity will generate
intermodulation products around the fundamental frequencies f0 = ( f2 + f1)/2 at the
frequencies

f p = (n p + 1) f2 − n p f1 = f2 + n p � f = f0 +
(

n p + 1

2

)
� f = f0 +� f p,

f−p = (n p + 1) f1 − n p f2 = f1 − n p � f = f0 −
(

n p + 1

2

)
� f = f0 +� f−p,

(6.63)

with

n p = |p| − 1

2
and � f±p = ±

(
n p + 1

2

)
� f.

Let us assume the two tones are amplitude- and phase-modulated such that we can
write

IL(t) = EL(t)cos
(

1
2 �ω t + φL(t)

)
,

QL(t) = −EL(t)sin
(

1
2 �ω t + φL(t)

)
,

IU(t) = EU(t)cos
(

1
2 �ω t + φU(t)

)
,

QU(t) = EU(t)sin
(

1
2 �ω t + φU(t)

)
,

(6.64)

with �ω = 2π� f . The intermodulation terms generated will be of the form

Ip = E
n p
L E

n p+1
U cos

[
�ωp + (n p + 1)φU − n pφL

]
,

Q p = E
n p
L E

n p+1
U sin

[
�ωp + (n p + 1)φU − n pφL

]
,

I−p = E
n p
U E

n p+1
L cos

[
�ωp + (n p + 1)φL − n pφU

]
,

Q−p = E
n p
U E

n p+1
L sin

[
�ωp + (n p + 1)φL − n pφU

]
.

(6.65)

It is quite impractical (costly and less accurate) in a digital signal processing
implementation to calculate the instantaneous phases φU(t) and φL(t). An alterna-
tive approach is to calculate these intermodulation terms directly from (IL, QL) and
(IU, QU). The following identities can be established:

I1 = IU,

Q1 = QU,

I−1 = IL,

Q−1 = QL,

I3 = I 2
U IL + 2IU QU QL − Q2

U IL,

Q3 = −I 2
U QL + 2IU QU IL + Q2

U QL,

I−3 = IU I 2
L − IU Q2

L + 2QU IL QL,
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Q−3 = 2IU IL QL − QU I 2
L + QU Q2

L,

I5 = I 3
U I 2

L − I 3
U Q2

L + 6I 2
U QU IL QL − 3IU Q2

U I 2
L + 3IU Q2

U Q2
L − 2Q3

U IL QL,

Q5 = −2I 3
U IL QL + 3I 2

U QU I 2
L − 3I 2

U QU Q2
L + 6IU Q2

U IL QL − Q3
U I 2

L + Q3
U Q2

L,

I−5 = I 2
U I 3

L − 3I 2
U IL Q2

L + 6IU QU I 2
L QL − 2IU QU Q3

L − Q2
U I 3

L + 3Q2
U IL Q2

L,

Q−5 = 3I 2
U I 2

L QL − I 2
U Q3

L − 2IU QU I 3
L + 6IU QU IL Q2

L − 3Q2
U I 2

L QL + Q2
U Q3

L,

I7 = I 4
U I 3

L − 3I 4
U IL Q2

L + 12I 3
U QU I 2

L QL − 4I 3
U QU Q3

L − 6I 2
U Q2

U I 3
L

+ 18I 2
U Q2

U IL Q2
L − 12IU Q3

U I 2
L QL + 4IU Q3

U Q3
L + Q4

U I 3
L − 3Q4

U IL Q2
L,

Q7 = −3I 4
U I 2

L QL + I 4
U Q3

L + 4I 3
U QU I 3

L − 12I 3
U QU IL Q2

L + 18I 2
U Q2

U I 2
L QL

− 6I 2
U Q2

U Q3
L − 4IU Q3

U I 3
L + 12IU Q3

U IL Q2
L − 3Q4

U I 2
L QL + Q4

U Q3
L,

I−7 = I 3
U I 4

L − 6I 3
U I 2

L Q2
L + I 3

U Q4
L + 12I 2

U QU I 3
L QL − 12I 2

U QU IL Q3
L − 3IU Q2

U I 4
L

+ 18IU Q2
U I 2

L Q2
L − 3IU Q2

U Q4
L − 4Q3

U I 3
L QL + 4Q3

U IL Q3
L,

Q−7 = 4I 3
U I 3

L QL − 4I 3
U IL Q3

L − 3I 2
U QU I 4

L + 18I 2
U QU I 2

L Q2
L − 3I 2

U QU Q4
L

− 12IU Q2
U I 3

L QL + 12IU Q2
U IL Q3

L + Q3
U I 4

L − 6Q3
U I 2

L Q2
L + Q3

U Q4
L,

I9 = I 5
U I 4

L − 6I 5
U I 2

L Q2
L + I 5

U Q4
L + 20I 4

U QU I 3
L QL − 20I 4

U QU IL Q3
L − 10I 3

U Q2
U I 4

L

+ 60I 3
U Q2

U I 2
L Q2

L − 10I 3
U Q2

U Q4
L − 40I 2

U Q3
U I 3

L QL + 40I 2
U Q3

U IL Q3
L,

+ 5IU Q4
U I 4

L − 30IU Q4
U I 2

L Q2
L + 5IU Q4

U Q4
L + 4Q5

U I 3
L QL − 4Q5

U IL Q3
L,

Q9 = −4I 5
U I 3

L QL + 4I 5
U IL Q3

L + 5I 4
U QU I 4

L − 30I 4
U QU I 2

L Q2
L + 5I 4

U QU Q4
L

+ 40I 3
U Q2

U I 3
L QL − 40I 3

U Q2
U IL Q3

L − 10I 2
U Q3

U I 4
L + 60I 2

U Q3
U I 2

L Q2
L

− 10I 2
U Q3

U Q4
L − 20IU Q4

U I 3
L QL + 20IU Q4

U IL Q3
L + Q5

U I 4
L − 6Q5

U I 2
L Q2

L

+ Q5
U Q4

L,

I−9 = I 4
U I 5

L − 10I 4
U I 3

L Q2
L + 5I 4

U IL Q4
L + 20I 3

U QU I 4
L QL − 40I 3

U QU I 2
L Q3

L

+ 4I 3
U QU Q5

L − 6I 2
U Q2

U I 5
L + 60I 2

U Q2
U I 3

L Q2
L − 30I 2

U Q2
U IL Q4

L

− 20IU Q3
U I 4

L QL + 40IU Q3
U I 2

L Q3
L − 4IU Q3

U Q5
L + Q4

U I 5
L − 10Q4

U I 3
L Q2

L

+ 5Q4
U IL Q4

L,

Q−9 = 5I 4
U I 4

L QL − 10I 4
U I 2

L Q3
L + I 4

U Q5
L − 4I 3

U QU I 5
L + 40I 3

U QU I 3
L Q2

L

− 20I 3
U QU IL Q4

L − 30I 2
U Q2

U I 4
L QL + 60I 2

U Q2
U I 2

L Q3
L − 6I 2

U Q2
U Q5

L

+ 4IU Q3
U I 5

L − 40IU Q3
U I 3

L Q2
L + 20IU Q3

U IL Q4
L + 5Q4

U I 4
L QL − 10Q4

U I 2
L Q3

L

+ Q4
U Q5

L.

Similarly to the harmonic terms in the Chaillot expansion introduced in the previous
sections, these intermodulation terms will be nonlinearly scaled and phase-shifted as we
account for higher-order nonlinearities.
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The new intermodulation terms I ′
p and Q′

p become then[
I ′

p(t)
Q′

p(t)

]
=
[

gp
(
E2

L, E2
U

) −h p
(
E2

L, E2
U

)
h p
(
E2

L, E2
U

)
gp
(
E2

L, E2
U

) ]
×
[

Ip(t)
Q p(t)

]
. (6.66)

The output of the amplifier in the fundamental band for a two-band excitation is then
given by

Iout(t) =
P∑

p=−P

I ′
p(t),

Qout(t) =
P∑

p=−P

Q′
p(t),

bQML
out (t) =

P∑
p=−P

[Iout(t)cos(ω0t)− Qout(t)sin(ω0t)].

(6.67)

Note that now the functions gp and h p are functions of both the time-varying envelopes
EU(t) and EL(t) since both of these terms bring high-order DC corrections. Again the
functions gp and h p are conceptually accounting for infinite-order correction. How-
ever, this is rigorous only in the limit of constant upper- and lower-sideband envelopes.
Indeed, the memory effects associated with the time-varying (IL, QL) and (IU, QU)

components in each of the intermodulation sub-bands have not been accounted for
in non-zero modulation bandwidths. The model is therefore only piecewise quasi-
memoryless and only the AM/AM and AM/PM effects have been accounted for in each
of the intermodulation bands. Again memory effects can then be accounted for using
memory polynomials as was demonstrated for the single-band case.

Note that the intermodulation band of index p exhibits a bandwidth of (2n p + 1)B,
with B the individual bandwidth of the desired bands centered at f1 and f2. Since the
bandwith of each intermodulation band increases with the intermodulation index p and
the data bandwidth B, the various intermodulation bands will start overlapping for large
enough index p and wide enough bandwidth B. This points to the interplay between
bandwidth and nonlinearity in nonlinear devices. To benefit from the frequency selec-
tivity in modeling and linearization, the two-band model is therefore most beneficially
applied to two-band communication PA systems rather than two-carrier PA systems
owing to their larger frequency separation.

6.5 Appendix: Volterra series expansion for a four-tone excitation

The reflected waves b(ω0), b(2ω0), and b(3ω0) for four incident tones can be
represented using the following Volterra series expansion:

b(ω0) = a(ω0) · V1,1(x4)+ a∗(ω0)a(2ω0) · V1,2(x4)

+ a∗(2ω0)a(3ω0) · V1,3(x4)+ a∗2(ω0)a(3ω0) · V1,4(x4)
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+ a∗(3ω0)a
2(2ω0) · V1,5(x4)+ a∗(3ω0)a(4ω0) · V1,6(x4)

+ a∗2(4ω0)a
3(3ω0) · V1,7(x4)+ a∗3(ω0)a(4ω0) · V1,8(x4)

+ a∗(2ω0)a
∗(ω0)a(4ω0) · V1,9(x4)+ a∗(4ω0)a(2ω0)a(3ω0) · V1,10(x4)

+ a∗(4ω0)a
∗(ω0)a

2(3ω0) · V1,11(x4), (6.68)

b(2ω0) = a2(ω0) · V2,1(x4)+ a(2ω0) · V2,2(x4)

+ a∗(2ω0)a(ω0)a(3ω0) · V2,3(x4)+ a∗(ω0)a(3ω0) · V2,4(x4)

+ a∗2(2ω0)a
2(3ω0) · V2,5(x4)+ a∗(2ω0)a(4ω0) · V2,6(x4)

+ a∗(4ω0)a
2(3ω0) · V2,7(x4)+ a∗2(ω0)a(4ω0) · V2,8(x4)

+ a∗2(3ω0)a
2(4ω0) · V2,9(x4)+ a∗(3ω0)a(ω0)a(4ω0) · V2,10(x4), (6.69)

b(3ω0) = a3(ω0) · V3,1(x4)+ a(ω0)a(2ω0) · V3,2(x4)

+ a∗(ω0)a
2(2ω0) · V3,3(x4)+ a(3ω0) · V3,4(x4)

+ a∗(3ω0)a
3(2ω0) · V3,5(x4)+ a∗(ω0)a(4ω0) · V3,6(x4)

+ a∗3(3ω0)a
3(4ω0) · V3,7(x4)+ a∗(3ω0)a

∗(2ω0)a
2(4ω0) · V3,8(x4)

+ a∗(3ω0)a
2(ω0)a(4ω0) · V3,9(x4)+ a∗(3ω0)a(2ω0)a(4ω0) · V3,10(x4)

+ a∗(2ω0)a(ω0)a(4ω0) · V3,11(x4)+ a∗2(3ω0)a(ω0)a
2(4ω0) · V3,12(x4),

(6.70)

where each of the 32 functions Vn,i (x4, nω0) in (6.68)–(6.70) was found to be
functionally dependent on 34 DC terms x4,i :

Vn,i (x4) = Vn,i (x4,1, x4,2, . . . , x4,34). (6.71)

These DC terms are given by

x4,1 = a∗(ω0)a(ω0), x4,2 = a∗(2ω0)a(2ω0),

x4,3 = a∗(2ω0)a2(ω0), x4,4 = x∗
4,3,

x4,5 = a∗(3ω0)a(3ω0),

x4,6 = a∗(3ω0)a(ω0)a(2ω0), x4,7 = x∗
4,6,

x4,8 = a∗(3ω0)a3(ω0), x4,9 = x∗
4,8,

x4,10 = a∗(3ω0)a∗(ω0)a2(2ω0), x4,11 = x∗
4,10,

x4,12 = a∗2(3ω0)a3(2ω0), x4,13 = x∗
4,12,

x4,14 = a∗(4ω0)a(4ω0),

x4,15 = a∗2(4ω0)a∗(ω0)a3(3ω0), x4,17 = a∗(4ω0)a(ω0)a(3ω0),

x4,19 = a∗(4ω0)a2(2ω0), x4,21 = a∗(4ω0)a∗(2ω0)a2(3ω0),

x4,23 = a∗(4ω0)a4(ω0), x4,25 = a∗(4ω0)a∗2(ω0)a(2ω0),

x4,27 = a∗3(4ω0)a4(3ω0), x4,29 = a∗(4ω0)a∗2(ω0)a2(3ω0),

x4,31 = a∗2(4ω0)a(2ω)a2(3ω0), x4,33 = a∗(4ω0)a∗(ω0)a(2ω0)a(3ω0),

x4,i = x∗
4,i−1, for 16 < i (even)< 34.
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7 Kurokawa theory of oscillator design
and phase-noise theory1

Oscillators are essential components of radio-frequency (RF) transceivers in wireless
communication systems. Together with mixers, they are used for frequency transla-
tion. Oscillators are nonlinear autonomous circuits that establish their own operating
frequency and amplitude of oscillation. In this chapter we will review the nonlinear
Kurokawa theory developed for the design of oscillators. The Kurokawa theory is able to
account for the device nonlinearity to predict the oscillator operating point (frequency,
amplitude) and establish the stability of the operating point. Experimental vector meas-
urements of the nonlinear device line with an NVNA will then be presented. Next the
Kurokawa theory will be used to derive the oscillator phase noise and amplitude noise
for both white and flicker noise while accounting for amplitude and phase-noise correla-
tion. A comparison with other theories and simulation results will be presented. Finally,
the application of the Kurokawa theory to injection locking will be reviewed and a setup
for simultaneous large-signal RF measurements and additive noise measurements of an
injection-locked oscillator will be introduced.

7.1 Oscillator operating point

Consider an oscillator with a shunt resonator represented by the admittance circuit
shown in Figure 7.1. The impedance YL is the admittance of the resonator circuit
(load). YIN is the admittance of the active device which provides a nonlinear negative
conductance at the resonance frequency.

The voltage across the load and the active device can be represented in terms of its
harmonics by

v(t) = Re

{
N∑

n=−N

Vn exp
[

jn(ω0t + φ)
]}
,

where N is the number considered in the analysis. Note that φ is the phase for the first
harmonic ω0; Vn are complex numbers except for the fundamental frequency, where V1

is real and positive and therefore equal to its amplitude V1 = |V1| = A. The current in
the load is then given by

1 Research collaboration with Inwon Suh and Jayanta Mukherjee is gratefully acknowledged.
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iL

ΓINΓL

YL(ω)

−

+

v (t)

iIN

YIN(A)
Active device

(negative resistance)
Passive circuit

(resonator)

Figure 7.1 Admittance equivalent circuit for an oscillator at the fundamental frequency in steady state.

iL(t) = Re

{
N∑

n=−N

In exp
[

jn(ω0t + φ)
]}

= Re

{
N∑

n=−N

YL(nω0)Vn exp
[

jn(ω0t + φ)
]}
.

The current in the active device is given by

iIN(t) = Re

{
N∑

n=−N

In exp
[

jn(ω0t + φ)
]}

= Re

{
N∑

n=−N

YIN(A0, V2, . . . , VN , nω0)Vn exp
[

jn(ω0t + φ)
]}
.

Note that the admittance YIN(A0, V2, . . . , VN , nω0) of the nonlinear device is a function
of the amplitude A0 and the complex harmonic coefficients Vn for n larger than one.

In steady-state operation the current satisfies iIN + iL = 0, and it results that we have
for each harmonic

YIN(A0, V2, . . . , VN , nω0)+ YL(nω0) = 0.

Expressed in terms of reflection coefficients, we can rewrite this equation as

�IN(A0, V2, . . . , VN , nω0)× �L(nω0) = 1.

In harmonic-balance circuit simulations, the circuit shown in Figure 7.2 is used to obtain
the solution of these equations. The frequency-dependent S-matrix S(ω0) is given by

S(ω0) =

⎡⎢⎢⎣
0 1 0 0
0 0 0 1
1 0 0 0
0 0 0 0

⎤⎥⎥⎦ and S(nω0) =

⎡⎢⎢⎣
0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎦ .
It results that the harmonics nω (with n > 1) are terminated by the passive circuit
so that the circuit operates in closed loop for them. However, an open-loop circuit
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fundamental

harmonic

a4b3

S(ω)

ω

ΓINΓL

YL(ω) YIN(A)

Passive circuit
(resonator)

Active device
(negative resistance)

Figure 7.2 Oscillator circuit used for harmonic-balance analysis.

is generated for the fundamental frequency. The loop gain is then obtained from the
measurement

b3(ω)

a4(ω)
= �IN[A, �L(2ω), . . . , �L(Nω), ω] × �L(ω),

where the dependence of �IN on the harmonic impedance terminations �L(nω) is
indicated. The condition for sustained oscillation reduces then to

�IN[A0, �L(2ω0), . . . , �L(Nω0), ω0] × �L(ω0) = 1.

The explicit dependence on the harmonic impedance terminations �L(nω) reminds us
that the device line and the operating point can be modified by changing the harmonic
impedance terminations. This invites the optimization of the oscillator performance
using a load-pull, as will be considered in Section 7.3.

7.2 Kurokawa theory of oscillators

The steady-state nonlinear analysis reported in the previous section enables one to
obtain the various operating points possible but does not verify whether these operating
points are stable or unstable.

Following the Kurokawa analysis, the stability of an operating point can be studied
with the help of a perturbation analysis around the operating point. The perturba-
tion is to be conducted up to the first order in terms of the currents iIN and iL; that
is, equivalently up to the first order relative to the device admittance YIN and YL,
respectively.

Let us again consider the admittance model of an oscillator as shown in Figure 7.3.
The basic oscillator is still divided into a linear frequency-sensitive admittance YL(ω)

and a nonlinear or device admittance YIN(A, ω), which is both frequency- and
amplitude-sensitive. A perturbative (noise) current iN(t) with frequency around the
fundamental frequency is now placed in parallel with the circuit to disrupt the ideal
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YIN YL
iN

−

iIN iL

v(t)

+

Figure 7.3 An admittance model of an oscillator.

steady-state operation. Perturbation from higher harmonics can also be considered (see
Section 7.4). However, in conventional oscillators, the linear part usually represents a
tank or resonator. The tank circuit behaves as an open at resonance and as a short for
the harmonics, such that the dominant perturbations are usually around the fundamental
frequency.2

The perturbed voltage v(t) of the oscillator is then

v(t) = Re
{

A(t)e j[ω0t+φ(t)]} + harmonics, (7.1)

where A(t) and φ(t) are the instantaneous amplitude and phase, respectively, of the
oscillation, which are now assumed to be slowly varying in time. This is the so-called
envelope approximation. Note that ω0 will be taken as the operating frequency in steady
state.

To perform the stability and noise analysis, the Kurokawa theory introduces the
concept of the instantaneous frequency ωi (t) defined from the eigenvalue of the time
derivative operator:

d

dt

[
A(t)e j[ω0t+φ(t)]] = jωi (t)

[
A(t)e j (ω0t+φ(t))] ,

where the instantaneous frequency ωi is given by

ωi (t) = ω0 + dφ(t)

dt
− j

1

A(t)

d A(t)

dt
= ω0 + δω(t).

The current iIN(t) in the nonlinear device can still be expressed as

iIN(t) = Re
{

A(t)e j[ω0t+φ(t)]YIN[A(t), ωi (t)]
}

+ harmonics. (7.2)

Note that, instead of ω0 and A0, the instantaneous amplitude A(t) and instantaneous fre-
quency ωi (t) are now used in the functional dependence of YIN. Similarly, the current iL

flowing through the linear part is still given by

iL(t) = Re
{

A(t)e j[ω0t+φ(t)]YL[ωi (t)]
}

+ harmonics, (7.3)

where we use ωi (t) instead of ω0 in YL.

2 The assumption that YL represents a tank is not necessary. The test circuit in Figure 7.2 can handle
large voltage harmonics. Ring oscillators can also be analyzed with a modified test circuit (to be reported
elsewhere).
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Owing to the current conservation, the perturbation current iN = iL + iIN satisfies

iN(t) = Re
{

A(t)e j[ω0t+φ(t)] (YL[ωi (t)] + YIN[A(t), ωi (t)])
}

+ harmonics.

(7.4)

We shall now assume that the quantities dφ/dt and (1/A)d A/dt in ωi are much
smaller than ω0. By performing a Taylor series expansion in both YL and YIN in
terms of δω(t), multiplying then both sides of Equation (7.4) by cos(ω0t + φ(t)) and
− sin(ω0t + φ(t)) and finally integrating each of those equations in time over one
period of oscillation T , we obtain the following relations:

iN1(t) = 2

T

∫ t

t−T
iN cos[ω0t + φ(t)]dt

= A(t)

(
GL(ω0)+ GIN[A(t), ω0] + G ′

T(A0, ω0)
dφ

dt
+ B ′

T(A0, ω0)

A(t)

d A

dt

)
,

(7.5)

−iN2(t) = − 2

T

∫ t

t−T
iN sin[ω0t + φ(t)]dt

= A(t)

(
BL(ω0)+ BIN[A(t), ω0] + B ′

T(A0, ω0)
dφ

dt
− G ′

T(A0, ω0)

A(t)

d A

dt

)
,

(7.6)

where we define

G ′
T(A0, ω0) = G ′

L(ω0)+ G ′
IN(A0, ω0) = ∂GL

∂ω

∣∣∣∣
ω0

+ ∂GIN

∂ω

∣∣∣∣
A0,ω0

,

B ′
T(A0, ω0) = B ′

L(ω0)+ B ′
IN(A0, ω0) = ∂BL

∂ω

∣∣∣∣
ω0

+ ∂BIN

∂ω

∣∣∣∣
A0,ω0

.

Note that under steady-state conditions (d A/dt = dφ/dt = 0, ωi = ω0, A = A0, and
iN = 0) we have

GL(ω0)+ GIN(A0, ω0) = 0,

BL(ω0)+ BIN(A0, ω0) = 0.

Equations (7.5) and (7.6) can be further simplified by noting that, for small δA relative
to A0, we have the following perturbative expansion:

GIN[A(t), ω0] = GIN(A0, ω0)+ ∂GIN(A0, ω0)

∂A
δA

= GIN(A0, ω0)+ G ′
IN(A0, ω0)δA,

BIN[A(t), ω0] = BIN(A0, ω0)+ ∂BIN(A0, ω0)

∂A
δA

= BIN(A0, ω0)+ B ′
IN(A0, ω0)δA.
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Hence Equations (7.5) and (7.6) can be simplified as

iN1(t)

A0
= ∂GIN(A0, ω0)

∂A
δA + G ′

T(A0, ω0)
dφ

dt
+ B ′

T(A0, ω0)

A0

dδA

dt
,

− iN2(t)

A0
= ∂BIN(A0, ω0)

∂A
δA + B ′

T(A0, ω0)
dφ

dt
− G ′

T(A0, ω0)

A0

dδA

dt
.

The above two equations can be rewritten into the following final master equations:∣∣Y ′
T(ω0)

∣∣2 dδA(t)

dt
+ A0β δA(t) = B ′

T(A0, ω0)iN1(t)+ G ′
T(A0, ω0)iN2(t),

(7.7)

A0

(∣∣Y ′
T(ω0)

∣∣2 dφ(t)

dt
+ α δA(t)

)
= G ′

T(A0, ω0)iN1(t)− B ′
T(A0, ω0)iN2(t),

(7.8)

where we define Y ′
T as

Y ′
T = G ′

T,0 + j B ′
T,0 = G ′

T(A0, ω0)+ j B ′
T(A0, ω0) = ∂YL

∂ω

∣∣∣∣
ω0

+ j
∂YIN

∂ω

∣∣∣∣
A0,ω0

,

and the correlation factor α and stability factor β for shunt resonance as

α = G ′
T(A0, ω0)G

′
IN(A0, ω0)+ B ′

T(A0, ω0)B
′
IN(A0, ω0),

β = B ′
T(A0, ω0)G

′
IN(A0, ω0)− G ′

T(A0, ω0)B
′
IN(A0, ω0).

These equations are the same as those originally derived by Kurokawa [1] except for the
inclusion of the frequency dependence of YIN(A, ω) in the coefficient Y ′

T replacing Y ′
L.

It results from the master equation (7.7) that, for the operation point (A0, ω0) to be
stable, the perturbation δA(t) must decay, and therefore the stability factor must be
positive:

β > 0.

Note that the factor β can be expressed in terms of the following generalized scalar
cross product:

β = Y′
IN,0 × Y′

T,0 = ∣∣Y ′
T,0

∣∣ ∣∣Y ′
IN,0

∣∣sin θ,

where we define the vectors Y′
T,0 =

[
G ′

T,0 B ′
T,0

]
and Y′

IN,0 =
[
G ′

IN,0 B ′
IN,0

]
=[

G ′
IN(A0, ω0) B ′

IN(A0, ω0)
]
. The angle θ is defined, for consistency with the Kurokawa

theory [1] [2], as the angle clockwise from the device line direction −Y′
IN,0 to the load

line direction Y′
T as shown in Figure 7.4. The stability coefficient β is then positive if

we have

sin θ > 0.

It results that the angle θ must be between 0◦ and 180◦ in order for the operating point
to be stable. Graphical examples for a stable and an unstable operating point are shown
in Figures 7.4(a) and (b), respectively.
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Figure 7.4 Stable (a) and unstable (b) operating points using Kurokawa graphical analysis.

7.3 Vector measurement of device line with real-time active load-pull

Oscillators are usually designed using circuit simulations. In harmonic-balance simula-
tors, joint power sweep (A) and frequency sweep (ω) are used to determine the operating
point (A0, ω0) which enforces the unity loop gain �L(ω)�IN(A, ω) = 1. However, the
reliability of the simulation results obtained for predicting the performance of a phys-
ical circuit realization will depend on the fidelity of the device and circuit models. It
results that in many situations it would be desirable to be able to measure the device
line YIN to assist with the design of the oscillator circuit. The device line can also be
used in turn to optimize the output power and the phase-noise characteristics of the
oscillator [1] [3]. By finding the optimal load network of the oscillator at the fundamen-
tal frequency, the output power can be maximized [4] [5] [6]. In addition, the impedance
termination for the harmonics can be used to optimize the output power, phase noise,
and output harmonic content of the oscillator. Results from a previous study using active
load-pull measurements [7] indicate that the second-harmonic load impedance is of
importance for optimizing the oscillator’s output power and efficiency. In this section
we shall discuss the use of power sweep and real-time active load-pull (RTALP) for the
rapid prototyping of a 2.5-GHz discrete oscillator.

7.3.1 Test oscillator circuit

The oscillator circuit used for our analysis is shown in Figure 7.5. It is realized with
an ATF54143 pHEMT. A series feedback network and a terminating network are used
to induce a stable input reflection coefficient �IN(|a1|, ω0) with magnitude larger than
unity at the targeted frequency of 2.5 GHz [8]. For the associated negative resistance not
to break into self-oscillation during the measurements, the Nyquist stability condition
needs to be satisfied. That is, care must be taken that the loadline does not circle the
device line. As we shall see, this is readily achieved for a source impedance of 50 � if
the device line stays clear of the region neighboring the center of the Smith chart.

A drain voltage of 2.0 V and a gate voltage of 0.55 V yielding a drain current of 27
mA are applied to the device for its DC biasing. Both a broadband bias tee and a λ/4
bias line are used for the drain biasing.
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Figure 7.5 A schematic diagram of the resonant negative-resistance circuit tested.
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Figure 7.6 RTALP system used for the multi-harmonic characterization of the nonlinear negative resistance
of an oscillator designed to operate at the frequency f .

The terminating network is implemented with a transmission-line resonator. Series
feedback is implemented using a shorted stub with a capacitor tap for tuning the negative
resistance.

7.3.2 Real-time multi-harmonic active load-pull system

The diagram of the testbed used for the RF measurements is shown in Figure 7.6. This
test system which is configured with an LSNA is used to perform the frequency sweep,
power sweep, active load-pull, and real-time multi-harmonic active load-pull.

As shown, the RF sources (nω0) are connected to the oscillator via port 1 of the
LSNA. The incident wave a1(nω0) injected from the RF source (nω0) and the reflected
wave b1(nω0) from the oscillator are then measured with the LSNA.

To determine the optimal impedance termination for the second and third harmon-
ics, we adopt the the multi-harmonic RTALP technique introduced in Chapter 5. For



7.3 Vector measurement of device line with real-time active load-pull 209

this measurement, a frequency offset �ω of about 200 kHz is used. In this method an
incident wave (see Figure 7.6) at nω0 +�ω is injected into the oscillator network. The
time-varying reflection coefficient obtained for a given incident power,

Pinc = (nω0 +�ω) = 1

2
|a1(nω0 +�ω)|2 , (7.9)

can be calculated using

�L(nω0, t) =
∑SSB

p=−SSB a1(nω0 + p�ω)e jp�ωt∑SSB
p=−SSB b1(nω0 + p�ω)e jp�ωt

.

In addition to the reflection coefficient, the total output power can be represented by

Pout,total =
N∑

n=1

Pout(nω0, t),

where we defined Pout(nω0, t) as

Pout(nω0, t) = −1

2

SSB∑
p=−SSB

SSB∑
q=−SSB

v1(nω0 + p�ω)i∗1 (nω0 + q �ω)e j (p−q)�ωt .

(7.10)

7.3.3 Experimental results

The amplitude of the small-signal input reflection coefficient |�IN(0, ω0)| versus fre-
quency measured from 2 GHz to 3 GHz with the LSNA in its network-analyzer mode
is shown in Figure 7.7. The tuning capacitor and the length of the stubs were adjusted
such that the negative resistance peaked within the desired frequency range. As a result,
a magnitude of 3.7 is observed at 2.5 GHz in Figure 7.7.

2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3
0.5
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frequency (GHz)
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Figure 7.7 Measured magnitude of �IN(0, ω) versus frequency. (From [8] with permission, c©2007 IEEE.)
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Figure 7.8 Comparison of output power versus incident power for various biasing configurations and
second-harmonic impedance termination. A maximum output power (PL,max) of 23.8 mW
(dotted line) is obtained with the λ/4 drain bias tee. With a broadband drain bias tee, PL,max
increases to 31.0 mW (gray line). Using both recursive RTALP and power sweep, a maximum
output power of 38.8 mW is obtained with 9.1 dBm a1 (black line). (From [8] with permission,
c©2007 IEEE.)

Large-signal measurements are performed next. The nonlinear input reflection coeffi-
cient can be obtained from both the incident wave a1 and the reflected wave b1 measured
by the LSNA, using

�IN(|a1|, ω) = b1(ω)

a1(ω)
. (7.11)

The output power delivered to the load can be then calculated using

PL(ω0) = 1

2
|b1(ω0)|2 − 1

2
|a1(ω0)|2 (7.12)

To increase the maximum output power from the oscillator, the incident power on the
negative resistance is swept. A comparison of the output power obtained versus inci-
dent power for two different biasing configurations is shown in Figure 7.8. The output
power at the fundamental frequency obtained by using a λ/4 high-impedance bias line
connected to the drain is shown (dotted line). A maximum output power of 23.8 mW
is obtained. For this measurement, a 50-� termination is used for the second-harmonic
load impedance. Since the λ/4 bias line provides an open termination at the funda-
mental frequency, it also implements a short at the second harmonic, preventing any
further second-harmonic optimization from the load circuit. To circumvent this prob-
lem, a broadband bias tee can be used so that the second harmonic can be productively
tuned. As can be seen in Figure 7.8, the impact of the bias tee is quite significant as
the output power is increased to 31.0 mW. The load impedance at the fundamental
frequency which provides the maximum output power PL,max can then be identified
using
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Figure 7.9 Loci of �L(2ω0, t) obtained from the RTALP measurement with the LSNA. A frequency offset
of about 200 kHz is used. (From [8] with permission, c©2007 IEEE.)

�L(ω0) = 1

�IN(|a1,opt|, ω0)
. (7.13)

While keeping this optimum �L(ω0), the RTALP technique is applied next to find
the optimum �L(2ω0) which provides maximum output power. For this measurement, a
2ω0 +�ω signal is injected from the RF source (2ω0) and a 2.5-GHz signal is injected
from the RF source (ω0). Figure 7.9 shows the loci of �L(2ω0, t) obtained from the
RTALP measurements.

The output power contour plot in the �L(2ω0) plane is depicted in Figure 7.10. This
output power contour plot is generated on the basis of Equation (7.10) with the loci of
�L(2ω0). As can be seen, the maximum output power of 39.5 mW is obtained. However,
this is slightly affected by memory effects due to the phase sweeping. For the same
conditions an output power of 38.3 mW has been verified to be actually obtained using
active load-pull.

By fixing the second-harmonic load impedance to its optimal value, we can remeasure
a new output power versus incident power, which now accounts for the second-harmonic
termination. As shown in Figure 7.8, the maximum output power of the oscillator is
increased in the end from 31.0 mW to 38.8 mW. A new optimum value of �L(ω0) that
provides this maximum output power is also obtained from this measurement. A com-
parison of the output powers obtained for active load-pull and constant phase under
various measurement conditions is given in Table 7.1.

The optimum third-harmonic load impedance was also determined using RTALP
measurement. However, the third harmonic was found to have a negligible impact on the
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Table 7.1. Comparison of the measured output powers. (From [8] with permission, c©2007 IEEE.)

Method Termination Method Termination Output power
ω0 �L(ω0) 2ω0 �L(2ω0) (mW)

Power sweep 0.415 � 177.8◦ Load 0 � 0.0◦ 31.0
CW power 0.415 � 177.8◦ RTALP 1 � 168.0◦ 39.5
CW power 0.415 � 177.8◦ ALP 1 � 168.0◦ 38.3
Power sweep 0.416 � 171.0◦ ALP 1 � 168.0◦ 38.8
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Figure 7.10 Output power contour plot in the �L(2ω0) plane, obtained from the RTALP measurement
by the LSNA. The black dot indicates the optimum second-harmonic load impedance
(�L,opt(2ω0) = 1� 168◦) which maximizes the output power (39.5 mW). (From [8] with
permission, c©2007 IEEE.)

maximum oscillator output power. Other oscillator results with third-harmonic output
results are presented in Ref. [9].

A trajectory plot of the device line �−1
IN (|a1(ω0)|, ω0) for increasing incident power

|a1(ω0)|, obtained with (black top line) and without (gray bottom line) the optimum
�L,opt(2ω0) termination, is shown in Figure 7.11. The black arrow indicates the direc-
tion of increased incident power levels. The power is swept from −15 dBm to 14 dBm
in steps of 1 dBm. The bottom gray line is initially obtained from the power sweep using
a load termination of 50� for the second harmonic. The bottom gray dot gives the opti-
mum load �L,opt1(ω0) = 0.415 � 177.84◦ which provides the maximum output power
of 31.0 mW for 8.1 dBm of incident power. The top black line is measured after applying
the optimum second-harmonic termination �L,opt(2ω0) obtained from the RTALP meas-
urements. The black dot locates the optimum load �L,opt2(ω0) = 0.416 � 171.0◦ which
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Figure 7.11 Device line �−1
IN (|a1|, ω0) versus the incident power Pinc = (1/2)|a1(ω0)|2 for two different

measurement conditions. (From [8] with permission, c©2007 IEEE.)

provides the maximum output power of 38.8 mW with the incident power of 9.1 dBm.
As can be seen, the trajectory of the device loadline is slightly modified when using the
optimum load termination �L,opt(2ω0) for the second harmonic.

7.3.4 Self-oscillation test

To verify the accuracy of the device line �−1
IN (|a1|, ω0) for realizing an oscillator

using the Kurokawa theory, a self-oscillating circuit was tested [8]. A schematic dia-
gram of the experimental testbed used for the self-oscillation measurement is shown in
Figure 7.12. The broadband bias tee of the LSNA is used for the drain bias in this test.
The total loss including tuner (0.8 dB) and bias tee plus LSNA coupler plus cable (6.9
dB) losses adds up to 7.7 dB.

A load tuner is used to set the targeted reflection coefficient at 2.5 GHz. However, the
impedance of the second harmonic could not be controlled in this self-oscillating testbed
but was verified to be around �L(2ω0) = 0.43 � 100◦. The device line �−1

IN (|a1|, ω0) is
therefore measured for this constant second-harmonic termination.

Both the loadline �L(ω0) and the device line �−1
IN (|a1|, ω0) are plotted in Figure 7.13.

In this measurement, �L(ω0) is swept from 2 GHz to 3 GHz (gray arrow). The device
line is measured with the LSNA at 2.5 GHz with incident power from −15 dBm to 14
dBm (black line) while keeping �L(2ω0)= 0.43 � 100◦, which is the approximately 2ω0
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Figure 7.12 A schematic diagram of the testbed used for verifying the self-oscillation. (From [8] with
permission, c©2007 IEEE.)
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Figure 7.13 Loci of the device line �−1
IN (|a1|, ω0) and the loadline �L(ω0) of the tuner used to realize the

self-oscillating oscillator. (From [8] with permission, c©2007 IEEE.)

termination provided by the tuner. The black dot indicates the expected operating point
at �L(ω0) = �−1

IN (|a1|, ω0) = 0.56 � 175◦ of the oscillator at 2.5 GHz. This operating
point yields a power of 28.3 mW (14.5 dBm) as shown in Figure 7.14. The operating
point satisfied the graphical stability criteria (0◦ < θ < 180◦). Note that the Smith chart
provides a conformal mapping of the admittance (Y ) plane in the reflection-coefficient
(�) plane, such that the angle between any two direction vectors is conserved in the
Y -to-� mapping. The same Kurokawa rules as those derived in the Y plane can there-
fore also be applied for the analysis of the stability of the operating point in the �
plane.

Finally, note that the Nyquist requirement at |a1| = 0 for starting the oscillation with
the load tuner forces the selection of an operating point below the maximum-power
point in Figure 7.14.

Self-oscillation was verified using the load tuner and a spectrum analyzer. A com-
parison of predicted results from Kurokawa theory using LSNA measurements and
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Table 7.2. Comparison of predicted and measured oscillation frequency and
harmonic power. (From [8] with permission, c©2007 IEEE.)

Kurokawa theory Measured

Fundamental frequency (GHz) 2.5 2.515
Fundamental power (dBm) 14.5 14.1
Second-harmonic power (dBm) 1.22 −3.19
Third-harmonic power (dBm) −29.08 −36.8
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Figure 7.14 Output power versus a1 calculated from LSNA measurements. The dot gives the predicted
output power of 28.3 mW (14.5 dBm) at the operating point |a1| of 11.2 dBm obtained in
Figure 7.13 at 2.5 GHz. (From [8] with permission, c©2007 IEEE.)

spectrum-analyzer measurements of the self-oscillating oscillator circuit is summarized
in Table 7.2. The observed frequency of self-oscillation is 2.515 GHz. Accounting for
the losses from the testbed (6.9 dB) and tuner (0.8 dB), an oscillator output power of
14.075 dBm is obtained. This output power is in reasonable agreement with the pre-
dicted output power of 14.5 dBm in Figure 7.14, considering that the second-harmonic
load impedance is controlled only approximately in this simple self-oscillating testbed.
A complete circuit realization of the oscillator circuit with a multi-harmonic load cir-
cuit for optimal output power is reported in Ref. [9]. Note that, as we shall see in the
next sections, an optimal output power is an important criterion for reducing the output
phase noise of an oscillator in the case of white noise. In the case of 1/ f noise only the
amplitude noise will be reduced with increasing output power.

7.4 Impact of white noise on an oscillator

In this section we shall discuss the application of the Kurokawa theory to the deriva-
tion of amplitude and phase noise in an oscillator in the presence of white noise. The
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Kurokawa theory provides valuable circuit insights that complement the computational
noise-analysis techniques implemented in modern harmonic-balance simulators.

The advantage of the circuit-based Kurokawa theory over more recently devel-
oped phase-noise theories such as the impulse sensitivity function (ISF) approach
[14] is its ability to account for the correlation between amplitude and phase
noise (AM-to-PM conversion). Yet in the uncorrelated case (AM-to-PM conversion
neglected) the generalized Kurokawa theory yields similar results to the ISF approach
and harmonic-balance simulations. For the correlated case (strong AM-to-PM conver-
sion) the generalized Kurokawa theory yields similar results to harmonic-balance-based
simulations that use the conversion-matrix method [15] [16] and the perturbation
projection vector (PPV) technique [10] [11] [12] [13].

However, unlike other approaches [10] [11] [12] that rely on numerical computations,
the Kurokawa theory yields analytic circuit-based results that can be easily used by
circuit designers. In the generalized Kurokawa model presented here, the noise sources
can be either stationary (white noise) or cyclostationary (up-converted 1/ f noise;
down-converted white noise or shot noise associated with an RF current). Note that
a cyclostationary noise can be decomposed as the product of a stationary noise source
and a deterministic periodic RF oscillation. Additional cyclostationary effects such as
the impact of large-signal RF oscillations on noise sources can also be accounted for, as
was discussed in Chapter 5, for the Lorentzian (popcorn) and 1/ f noises generated by
traps [17].

The master equations (7.7) and (7.8) derived in Section 7.1 are still applicable except
that now the perturbing current iN applied across the oscillator is a white-noise source.
Flicker noise will be discussed in the next section.

Following Kurokawa [1], we have the following spectral densities:3

SiN( f ) = |e|2, SiN1( f ) = SiN2( f ) = 2|e|2.

If we assume that Equations (7.7) and (7.8) hold for all time (oscillator on for a long
time) and iN1(t) and iN2(t) are stationary processes then A(t) and φ(t) are also them-
selves stationary [18]. On taking the Fourier transform of Equations (7.7) and (7.8),
we get

j �ω
δA(�ω)

A0

∣∣Y ′
T

∣∣2+β δA(�ω)= 1

A0

[
iN1(�ω)B

′
T,0 + iN2(�ω)G

′
T,0

]
, (7.14)

j �ω
∣∣Y ′

T

∣∣2 φ(�ω)+α δA(�ω)= 1

A0

[
iN1(�ω)G

′
T,0 − iN2(�ω)B

′
T,0

]
. (7.15)

Note that in this Fourier transform we use the frequency �ω to emphasize that we are
dealing with a small (usually below 10 MHz) offset frequency compared with the RF
frequency ω0. From Equation (7.14) we get the amplitude-variation spectral density

3 This is equivalent to the so-called narrowband representation of noise: iN = iN1 cos(ω0t + ϕ)+
iN2 sin(ω0t + ϕ). Since the RF noise iN has twice the bandwidth B of the baseband noises iN1 and iN2,
we have 〈i2

N〉 = 2BSiN = BSiN1 = BSiN2 = 〈i2
N1〉 = 〈i2

N2〉.
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SδA(�ω) = 2
∣∣Y ′

T(ω0)
∣∣2 |e|2

A2
0β

2 +�ω2
∣∣Y ′

T(ω0)
∣∣4 ,

using |iN1(�ω)|2 = |iN2(�ω)|2 = 2|e|2 [1]. Then SδA(�ω) is normalized by A2
0 to

obtain the following final analytic expression for the white amplitude noise:

Sa,white(�ω) = 2
∣∣Y ′

T(ω0)
∣∣2 |e|2

A4
0β

2 +�ω2 A2
0

∣∣Y ′
T(ω0)

∣∣4 . (7.16)

The autocorrelation RδA(τ ) is obtained from a Fourier transform of SδA(�ω):

RδA(τ ) = |e|2
A0β

exp(−η|τ |), (7.17)

where we introduced the corner frequency η:

η = A0β∣∣Y ′
T(ω0)

∣∣2 .
From Equation (7.15), we get the following expression for Sφ,white:

Sφ,white(�ω) = 2|e|2
A2

0

∣∣Y ′
T(ω0)

∣∣2 �ω2

(
1 + α2

β2

)
−

∣∣Y ′
T(ω0)

∣∣2
�ω2

∣∣Y ′
T(ω0)

∣∣4 + A2
0β

2
× 2|e|2α2

A2
0β

2
.

(7.18)

The phase double-sided spectral density obtained in Equation (7.18) is in agreement
with [2] for the uncorrelated δA and φ case (α/β = 0). Note that the general solution
of Equation (7.15) is valid up to an arbitrary impulse:

Sφ,WHITE(�ω) = Sφ,white(�ω)+ 2π

(
σ 2 + α2|e|2

β3 A3
0

)
δ(ω). (7.19)

The impulse weight is selected so as to satisfy the non-zero boundary condition of
Rφ(0) = σ 2. By taking the inverse Fourier transform of Equation (7.19) we obtain for
the correlated case

Rφ(τ ) = σ 2 − |e|2
A2

0

∣∣Y ′
T(ω0)

∣∣2
(

1 + α2

β2

)
|τ | − α2|e|2

β3 A3
0

[
exp(−η|τ |)− 1

]
. (7.20)

Here we have used the relation α2 + β2 = ∣∣Y ′
IN(A0, ω0)

∣∣2 ∣∣Y ′
T(ω0)

∣∣2. These results have
been computed using the following inverse Fourier transform pairs:

F−1
[

1

ω2

]
=−1

2
|τ | and F−1

[
1

ξ2 +�ω2

]
= 1

2ξ
exp(−ξ |τ |).

In accordance with IEEE definitions [19], Equations (7.16) and (7.18) provide
the amplitude noise Sa,white(�ω) and phase noise L = Sφ,white(�ω), for white noise
injected across an oscillator with a shunt resonator. A phase detector is required to mea-
sure them. However, the amplitude and phase noises are sometimes evaluated from the
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spectral analysis of the voltage noise using a spectrum analyzer, and it is useful to derive
the voltage spectral density.

If the voltage across the tank is given by

v(t) = A(t)cos[ω0t + φ(t)] + harmonics,

then the autocorrelation of the voltage for stationary Gaussian noise processes is given
by (see Appendix II in [3]),

RV (τ ) = 1

2

[
A2

0 + RδA(τ )
]
cos(ω0τ)exp

[
Rφ(τ )− Rφ(0)

]
. (7.21)

RδA(τ ) and Rφ(τ ) represent the autocorrelation functions of the amplitude deviation
δA and the phase φ, respectively, derived in Equations (7.17) and (7.20).

The first term in Equation (7.21) which is proportional to A2
0 is the PM noise. The sec-

ond term involving RδA(τ ) is the AM noise term. Equation (7.21) is derived neglecting
a third contribution arising from the correlation between phase and amplitude noises.
This is justified since the PM noise will be verified below to be dominant over AM noise
so that it can be assumed to be dominant also over this third contribution.

The autocorrelation function for the tank voltage is then

RV (τ ) = 1

2

[
A2

0 + |e|2
A0β

exp(−η|τ |)
]

cos(ω0τ)

× exp

[
− |e|2

A2
0

∣∣Y ′
T(ω0)

∣∣2
(

1 + α2

β2

)
|τ |
(

e−η|τ | − 1
)]
.

According to the Wiener–Khintchine theorem, the power spectral density of the
voltage across the tank can now be obtained by taking the Fourier transform of RV (τ ):

SV (�ω) = F{RV (τ )}.
For α = 0 (no correlation), a closed-form solution in the form of a Lorentzian (defined
below) is obtained for SV . No exact analytic solution is available for the Fourier trans-
form of RV (τ ) when we account for the correlation between the amplitude and phase
(α non-zero). However, an approximate analytic Lorentzian solution can be obtained
for two practical limit conditions [3]:

SV,ssb(�ω) = A2
0

[
m1

m2
1 +�ω2

]
︸ ︷︷ ︸

PM Noise

+ c

[
m1 + η

(m1 + η)2 +�ω2

]
︸ ︷︷ ︸

AM Noise

, (7.22)

where SV,ssb(�ω) is the single-sideband voltage spectral density. In Equation (7.22) we
use c = |e|2/(A0β) and define m1 as

m1 =

⎧⎪⎨⎪⎩
m01 for �ω � η or for α = 0 and all �ω,

m01

[
1 +

(
α

β

)2
]

for η � m01 and �ω < η,
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with various Lorentzian

approximations for an L–C differential oscillator. (From [3] with permission, c©2007 IEEE.)

with

m01 = |e|2
A2

0

∣∣Y ′
T(ω0)

∣∣2 .
These asymptotic results therefore hold for large and small values of η. For inter-

mediate value of η the Fourier transform of RV (τ ) can readily be calculated numerically.
This is illustrated in Figure 7.15 for η/(2π) = 3.5 MHz. As is shown in Figure 7.15,
SV,ssb(�ω)/(A2

0/2) is seen to relax for �ω � η to the limiting Lorentzian with α = 0.
The voltage noise spectrum is no longer strictly a Lorentzian, and an inflexion point is
introduced in the PM voltage noise density at the frequency η/(2π).

Figure 7.16 compares the AM, PM, and AM-plus-PM white-noise components of
SV,ssb/(A2

0/2) for a differential oscillator [3]. On a logarithmic graph the approximate
PM/AM Lorentzian spectra have corner frequencies given by m1/(2π) � 0.6 MHz and
(m1 + η)/(2π) � 4.2 MHz, respectively. Since A2

0 (PM noise) exceeds c (AM noise)
(by 20 dB in Figure 7.16), m1/(2π) is the corner frequency of the total AM-plus-PM
white-noise spectrum.

The inflexion point at η observed in the PM noise spectrum is not easily observable
in the total AM-plus-PM noise spectrum due to the AM noise contribution. A close
agreement of the theory with a circuit simulator (ADS) using the conversion-matrix
method [15] [16] is verified at high offset frequencies (�ω � m1) for the circuit con-
sidered. Note that the ADS simulator calculates only the IEEE phase noise, which grows
indefinitely as the offset frequency vanishes.
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Note that both m1 and m1 + η are proportional to 1/
∣∣Y ′

T(ω0)
∣∣2. For a parallel tank,∣∣Y ′

T(ω0)
∣∣ � 2C and is proportional to the tank Q. This shows that, at large offset fre-

quencies, SV (�ω) is proportional to 1/Q2 [20]. Note that the equation derived above
presents the voltage noise in terms of measurable parameters Y ′

T(ω0) and Y ′
IN(A0, ω0).

The presence of the additional terms (α/β) in m1 provides greater accuracy in the
expression for the phase and voltage noise density. The ratio α/β should be as low as
possible for reducing phase noise,

α

β
= Y′

IN · Y′
T

Y′
IN × Y′

T
=
∣∣Y ′

T

∣∣ ∣∣Y ′
IN

∣∣ cos θ∣∣Y ′
T

∣∣ ∣∣Y ′
IN

∣∣ sin θ
= cot θ,

where θ is the clockwise angle from −Y′
IN to Y′

T. It results that when θ is 90◦ the
noise correlation is minimized: α/β = 0. When θ is 0◦ or 180◦ the noise correlation
is maximized: α/β = ∞ [1]. In the circuit considered above, the correlation term is
verified in Figure 7.15 to bring a shift on the order of ±3.8 dB for frequencies below
η/(2π).

The comparison of the Kurokawa theory presented above with the ISF theory [14]
is also of interest. As suggested in Ref. [21], the ISF differential equation describing
the phase evolution with time when a small perturbation signal e(t) is applied can be
defined as

dφ(t)

dt
= �[ω0t + φ(t)]e(t), (7.23)
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where �(θ) is the impulse sensitivity function which describes the response of the oscil-
lation phase to a perturbation. The impulse sensitivity is periodic in θ with period 2π
and can be expanded in a Fourier series:

�(θ) = Re

{ ∞∑
k=0

�k exp( jkθ)

}
.

The ISF equation (7.23) presents some similarities to the Kurokawa equation (7.8)
except that the correlation of the phase to the amplitude fluctuation (AM to PM) is
not accounted for.

Note that only the baseband frequency components of �[ω0t + φ(t)]e(t) impact the
slow phase evolution of φ(t), the higher RF oscillations of �[ω0t + φ(t)]e(t) being
averaged out. Therefore, in the ISF theory, the component of the white noise e(t) at the
fundamental frequency ω0 is down converted to baseband frequencies by the Fourier
coefficient �1 of the fundamental frequency (k = 1 for oscillations at ω0). Inspection of
Equation (7.15) thus indicates that the coefficients G ′

T,0/
∣∣Y ′

T(ω0)
∣∣2 and B ′

T,0/
∣∣Y ′

T(ω0)
∣∣2

are defining �1 such that we simply have

|�1| = 2

A0
∣∣Y ′

T(ω0)
∣∣ .

The ISF theory also predicts that other noise processes can be up converted or down
converted by the remaining �k Fourier coefficients of the ISF. In the next section we
will discuss 1/ f noise and develop a generalized Kurokawa theory that will enable us
to effectively calculate, from circuit considerations, the coefficient �0 reponsible for the
1/ f -noise up conversion. Similarly the contribution of the higher Fourier coefficients
�k can be accounted for in the generalized Kurokawa formalism if the dependence
of the nonlinear device current upon the higher harmonics of the device voltage is
included. For this purpose, the nonlinear device current YIN(A, ω0)× A can be replaced
by the multitone Volterra expansions introduced in the previous chapter (Section 6.2)
on behavioral modeling. In the limit of weak harmonic noise, the PHD approximation
can then be used to linearize the dependence of the nonlinear device current at the fun-
damental frequency upon the perturbating noise voltage δVk and δV ∗

k at the harmonic
frequency kω0 for a noise perturbation ek(t) = Re[δVk(t)exp(ikω0t)] located anywhere
inside the circuit,

IIN(A, ω, δVk) = YIN(A, ω, 0) A

+
∞∑

k=1

[
Y (1)IN,k(A0, ω0, 0)δVk(t)+ Y (2)IN,k(A0, ω0, 0)δV ∗

k (t)
]
.

The resulting noise sensitivity coefficient |�k | for k ≥ 1 is then

|�k |2 = 4

A2
0

∣∣Y ′
T(ω0)

∣∣4
×
{[

Y′
T(ω0) ·

(
Y(1)IN,k + Y(2)IN,k

)]2 +
[
Y′

T(ω0)×
(

Y(2)IN,k − Y(1)IN,k

)]2
}
.
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Note that in accordance with the PHD theory we have Y (2)IN,1 = 0 for k = 1 since no
down conversion is involved for noise at ω0. In devices with dominant cyclostationary
noise such as shot noise (white noise proportional to the instantaneous device current)
the down conversion of the noise at higher RF harmonics can be expected to play an
important role. But, once the �k for all the white-noise processes ek have been eval-

uated, it is sufficient to replace 4|e|2/
(

A2
0

∣∣Y ′
T(ω0)

∣∣2) = |e|2|�1|2 by
∑∞

k=0 |ek |2|�k |2
in the Kurokawa white-noise spectral densities derived above. The advantage of the
generalized Kurokawa formalism remains that the correlation between amplitude and
phase noise (AM-to-PM conversion) is also accounted for via the factor α2/β2 in
Equation (7.18).

7.5 Impact of 1/ f noise on an oscillator

In this section we proceed with the extension of the Kurokawa analysis to 1/ f noise. As
we have seen, the operation of an oscillator can be linearized around a stable operating
point. On the basis of this fact the Kurokawa analysis can be extended to account for 1/ f
noise by accounting for the variation of any DC current (or voltage) biasing [IN(t) =
IN0 + δ IN(t)] [22]. A single DC bias dependence is assumed in this work for the sake
of simplicity, but an arbitrary number of DC bias dependences could be accounted for if
needed. Using the above assumption, the admittance of the nonlinear part YIN(A, ω, IN)

can be represented as [3], defining YIN,0 = YIN(A0, ω0, IN0),

YIN(A, ω, IN) = YIN(A0, ω0, IN0)+ ∂YIN,0

∂A
δA + ∂YIN,0

∂ω
δω + ∂YIN,0

∂ IN
δ IN,

(7.24)

where the operating point (A0, ω0, IN0) represents the steady-state operating point
without noise and other perturbing signals (Figure 7.17).

The amplitude (δA) and phase (φ) deviation can be represented by the following
differential equations given by [3]:∣∣∣∣∂YT,0

∂ω

∣∣∣∣2 1

A0

dδA(t)

dt
+ β δA(t) = B δ IN(t), (7.25)∣∣∣∣∂YT,0

∂ω

∣∣∣∣2 dφ(t)

dt
+ α δA(t) = −A δ IN(t), (7.26)

YL

i iniL

IN

v(t) YIN

+

–

Figure 7.17 An admittance model of an oscillator with low-frequency modulation of the nonlinear device
impedance at the fundamental frequency.
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where YT,0 = YT(A0, ω0, IN0) and where the two constants A and B are defined as

A = ∂GT,0

∂ω

∂GIN,0

∂ IN
+ ∂BT,0

∂ω

∂BIN,0

∂ IN
,

B = ∂GT,0

∂ω

∂BIN,0

∂ IN
− ∂BT,0

∂ω

∂GIN,0

∂ IN
,

with

∂YIN,0

∂ IN
= ∂GIN,0

∂ IN
+ j

∂BIN,0

∂ IN
.

The derivative terms ∂YIN,0/∂A, ∂YIN,0/∂ IN, and ∂YT,0/∂ω represent the variation of
the admittances with perturbations, where G and B represent conductance and suscep-
tance, respectively. The correlation factor α accounts for the correlation between the
amplitude and phase deviations. δ IN(t) is the low-frequency 1/ f -noise current which
will be defined by its power spectral density Sδ IN,1/ f (�ω) = S/|�ω| in the following
subsection.

7.5.1 Derivation of Sa,1/ f (�ω)

As was discussed in Chapter 4, the spectral density for a single trap is given by a
Lorentzian spectrum

Sδ IN,1trap(�ω) = 2λk

�ω2 + λ2
. (7.27)

A noise process with a 1/ f distribution can then be obtained by a superposition of
many of these Lorentzian distributions with time constants τtrap(y) = 1/λ = τS exp(ρy)
that are spatially varying with position y in the oxide (MOS) or wide-bandgap region
(HFET):

Sδ IN,1/ f (�ω) =
∫ dmax

0
Sδ IN,1trap(�ω)dy

= 1

ρ

∫ λ1

λ0

Sδ IN,1trap(�ω)
(−dλ)

λ

= 2k

ρ �ω

[
tan−1

(
λ0

�ω

)
− tan−1

(
λ1

�ω

)]
� kπ

ρ �ω
= S

�ω
for λ1 < �ω < λ0,

where λ0 = 1/τS � ∞, λ1 = 1/τtrap(dmax) � 0 and S = kπ/ρ. It is assumed that each
of the traps captures electrons independently. This is usually justified since the traps are
spatially distributed.

By taking the Fourier transform of (7.25) and (7.26), the following frequency-domain
representations are obtained:∣∣∣∣∂YT,0

∂ω

∣∣∣∣2 1

A0
j �ω δA(�ω)+ β δA(�ω) = B δ IN(�ω), (7.28)
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∣∣∣∣∂YT,0

∂ω

∣∣∣∣2 j �ω φ(�ω)+ α δA(�ω) = −A δ IN(�ω). (7.29)

By solving (7.28), δA(�ω) is calculated to be

δA(�ω) = B δ IN(�ω)

β +
∣∣∣∣∂YT,0

∂ω

∣∣∣∣2 j �ω

A0

. (7.30)

Then the expression for the amplitude-noise spectral density for a single trap can be
obtained using (7.27):

SδA,1trap(�ω) = 2B2λk

(�ω2 + λ2)

⎛⎝β2 +
∣∣∣∣∣∂YT,0

∂ω

∣∣∣∣∣
4
�ω2

A2
0

⎞⎠ , (7.31)

where 0 < �ω < ω0. This equation can be rewritten compactly as

SδA,1trap(�ω) = KδA

[
1

(�ω2 + k2)(�ω2 + k3)

]
, (7.32)

where KδA = (
2B2λk A2

0

)
/
∣∣∂YT,0/∂ω

∣∣4, k2 = λ2, and k3 = (
A2

0β
2
)
/|∂YT,0/∂ω|4.

By taking a summation over all traps in the limit of λ0 = ∞ and λ1 = 0, the amplitude-
noise spectral density SδA,1/ f (�ω) is derived to be

SδA,1/ f (�ω) = 1

ρ

∫ λ1

λ0

SδA,1trap(�ω)

(−dλ

λ

)
= KδA

ρλ

1

�ω2 + k3

1

�ω

[
tan−1

(
λ0

�ω

)
− tan−1

(
λ1

�ω

)]
� SB2 A2

0∣∣∂YT,0/∂ω
∣∣4 1

�ω

1

�ω2 + k3
for λ1 < �ω < λ2. (7.33)

Finally SδA,1/ f (�ω) is normalized by A2
0 to obtain the final analytic expression for the

1/ f amplitude noise [23] [24]:

Sa,1/ f (�ω) = SB2∣∣∂YT,0/∂ω
∣∣4 1

�ω

1

(�ω2 + k3)
. (7.34)

7.5.2 Derivation of Sφ,1/ f (�ω)

To derive an expression for Sφ,1trap(�ω), Equation (7.29) is solved in terms of φ(ω),
yielding

φ(�ω) = −A δ IN(�ω)+ α δA(�ω)

j �ω
∣∣∂YT,0/∂ω

∣∣2 . (7.35)

Squaring Equation (7.35) yields the 1/ f phase-noise spectral density for a single trap:

Sφ,1trap(�ω) = Kφ

[
�ω2 + k1

�ω2(�ω2 + k2)(�ω2 + k3)

]
, (7.36)
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where Kφ = 2λkκ2, κ = A/
∣∣∂YT,0/∂ω

∣∣2, k2 = λ2, and k1 and k3 given by

k1 =
[

A2
0(βA + αB)2

]
/(A2|∂YT,0/∂ω|4),

k3 =
(

A2
0β

2
)
/|∂YT,0/∂ω|4.

By summing over all the traps as in Equation (7.33), the final analytic expression for
the 1/ f phase-noise spectral density Sφ,1/ f (�ω) is obtained:

Sφ,1/ f (�ω) = 1

ρ

∫ λ1

λ0

Sφ,1trap(�ω)
(−dλ)

λ

= 2kκ2(�ω2 + k1)

ρ �ω2(�ω2 + k3)

1

�ω

[
tan−1

(
λ0

�ω

)
− tan−1

(
λ1

�ω

)]
= Sκ2(�ω2 + k1)

�ω3(�ω2 + k3)
for λ1 < �ω < λ0

� Sκ2

�ω3

k1

k3
= Sκ2

�ω3

(
1 + αB

βA

)2

for λ1 < �ω < min
{√

k1,
√

k3, λ0
}
. (7.37)

The phase noise is seen to vary as 1/�ω3 for 1/ f noise due to the frequency shaping
resulting from the resonator. Here we have derived expressions for the amplitude and
phase spectral density for 1/ f noise that hold in the presence of correlation between
amplitude and phase noise.

Expressions for the amplitude (AM) and phase (PM) components for the oscillator
voltage spectral density SV,1/ f (�ω) are given in Ref. [3]. Note that closed-form expres-
sions are obtained for the autocorrelation Rφ,1/ f (τ ) and RδA,1/ f (τ ) (not reported). For
the uncorrelated case (k3 = k1) the phase autocorrelation Rφ,1/ f (τ ) reduces to

Rφ,1/ f (τ ) = kκ2

ρ

[
e−λ0|τ |

2λ2
0

− e−λ1|τ |

2λ2
1

+
(

1

λ0
− e−λ0|τ |

2λ0
− 1

λ1
+ e−λ1|τ |

2λ1

)
|τ |

+
(

Ei(−λ1|τ |)− Ei(−λ0|τ |)
) |τ |2

2

]
, (7.38)

with Ei(x) the exponential integral.
Substituting the analytic expressions for Rφ,1/ f (τ ) into Equation (7.21) while option-

ally neglecting RδA,1/ f (τ ) yields a closed-form expression for RV,1/ f (τ ). The voltage
noise density SV,1/ f (�ω) can then be obtained by calculating numerically the Fourier
transform of RV,1/ f (τ ). Unlike the IEEE phase noise Sφ,1/ f (�ω)/2, which diverges at
zero�ω, the voltage spectral density SV,1/ f (�ω) (observable with a spectrum analyzer
but not calculated by current commercial harmonic-balance simulators) is found to satu-
rate at low offset frequencies (see the free-running oscillator phase noise in Figure 7.24
later for an experimental example and Ref. [3] for Kurokawa modeling results). This
saturation is a requirement of power conservation, since the integration over frequency
of the voltage spectral density SV,1/ f,ssb(�ω) yields the oscillator output power

(
A2

0/2
)
.

An approximate estimate of the ceiling voltage noise density SV,1/ f (ceiling) and corner
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frequency � f1/ f (ceiling) can indeed be obtained from power conservation alone by
assuming that the 1/� f 3 spectrum holds up to the ceiling corner frequency:

SV,1/ f,ssb(ceiling) = 0.6 × A3
0√
F

with F = A2
0Sκ2k1

2η2

� f1/ f (ceiling) = 1

2π

(
F

SV,1/ f (ceiling)

) 1
3

.

It is of interest to compare the Kurokawa result for 1/ f noise with the result of
the perturbation projection vector (PPV) [11] [12] for the nonlinear time-dependent
techniques developed by Kaertner [10]. An analytic expression for Rφ,1/ f (�ω) that is
valid for small offset frequencies �ω has recently been reported for the PPV method
[13]. One can verify after numerical integration4 that, for large measurement times,
the PPV Rφ,1/ f (�ω) (Equation (73) in Ref. [13]) yields essentially the same volt-
age spectral density SV,1/ f (�ω) as that obtained from the Kurokawa Rφ,1/ f (�ω) of
Equation (7.38) independently of the strength S used for the 1/ f noise. In particular,
the same ceiling SV,1/ f (ceiling) is obtained from both numerical calculations for large
measurement times. Furthermore, no nonlinear dependence on the 1/ f -noise strength
S of the 1/�ω3 offset-frequency dependence of SV,1/ f (�ω) is observed at high offset
frequencies (away from saturation) for the PPV method, in agreement with the linear
Kurokawa theory. Note that this close agreement in SV,1/ f (�ω) for the two theories is
obtained despite the fact that the autocorrelation Rφ,1/ f in Ref. [13] is derived using
the Keshner model for 1/ f noise, whereas a sum of Ornstein–Uhlenbeck processes
is used for modeling the 1/ f noise in the above generalized Kurokawa derivation.
The advantage of the generalized Kurokawa treatment remains that the correlation
between amplitude and phase noise (AM to PM) is accounted for via the factor k1/k3

in the general expression for Rφ,1/ f given by Equation (24) in Ref. [3] as well as in
the IEEE phase noise L = Sφ,1/ f (�ω) given by Equation (7.37). The importance of the
AM-to-PM conversion and the accuracy of the Kurokawa phase-noise results obtained
for non-negligible correlation is further investigated in the next section.

Note that, in the presence of both white and 1/ f noise, the correct approach for
calculating the total voltage spectral density SV,1/ f (�ω) from RV,1/ f (τ ) is to first
sum their respective phase and amplitude autocorrelations Rφ,1/ f (τ )+ Rφ,white(τ ) and
RδA,1/ f (τ )+ RδA,white(τ ). Summing instead SV,1/ f (�ω) and SV,white(�ω) can yield
incorrect results for strong white noise. Indeed, the saturation of the voltage spectral
density SV,1/ f (�ω) for vanishing offset frequencies occurs only once, due to whichever
noise process (white or 1/ f ) induces it first (see Figure 12 in Ref. [3] for an example).
No such issue arises for the IEEE phase noises Sφ,i (�ω)/2 (and Sa,i (�ω)) of different
uncorrelated processes i , which can just be added like Rφ,i (τ ) (and RδA,i (τ )) owing to
the linearity of Equation (7.8).

Application of the white- and 1/ f -noise theory to the analysis of an L–C RFIC oscil-
lator has been reported in Ref. [3]. A mode theory is used to calculate the effective noise

4 Comparison to be reported elsewhere by Inwon Suh and the author.
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source across the tank contributed by the four transistors involved in the two CMOS
differential pairs. The contribution of the tail current is also accounted for.

7.5.3 Range of validity of the Kurokawa equations

Note that these analytic results for the Kurokawa theory were derived using a first-
order perturbation of the nonlinear admittance YL and YIN. The validity of the first-order
perturbation could be questioned for 1/ f noise due to the diverging amplitude of the
noise for low offset frequency. However, in practice the offset frequency assumed in
the 1/ f model is usually physically limited to a finite frequency range from �ωmin to
�ωmax. The validity of the Kurokawa approximation can then be verified by using a
second-order perturbation (defining YT = YL + YIN):

YIN(A, ω0, IN0) � YIN,0 + ∂YIN,0

∂A
δA + 1

2

∂2YIN,0

∂A2
δA2,

YT(A0, ω, IN0) � YT,0 + ∂YT,0

∂ω
δω + 1

2

∂2YT,0

∂ω2
δω2,

and verifying that the second-order terms are smaller than the first-order terms:

∣∣∣δA2(t)
∣∣∣ � 4

∣∣∣∣ ∂YIN,0

∂A

/
∂2YIN,0

∂A2

∣∣∣∣2 ,∣∣∣δω2(t)
∣∣∣ � 4

∣∣∣∣ ∂YT,0

∂ω

/
∂2YT,0

∂ω2

∣∣∣∣2 .
One can then determine whether these criteria are statistically met by using the average
values

∣∣δA2
∣∣ = RδA(0) and

∣∣δω2
∣∣ = Rδω(0), where their respective autocorrelations

RδA(0) and Rδω(0) at DC are obtained by integrating over frequency the spectral den-
sities: Sφ,1/ f (�ω) and SδA,1/ f (�ω). These criteria are usually easily verified for fmin

of 10−2 Hz or larger, for the 1/ f -noise strength S and correlation factor αB/(βA)
exhibited by common devices.

The circuit-based 1/ f -noise theory reported above can also be evaluated by com-
paring its results with those obtained from harmonic-balance simulators using the
conversion-matrix methodology [15] [16]. For this purpose, a modified Van der Pol
oscillator with nonlinear capacitances was developed to provide direct AM 1/ f -noise
and PM 1/ f -noise generation for the uncorrelated case as well as AM-to-PM 1/ f -noise
conversion for the correlated case [25].

Comparisons between the theoretical results and simulations obtained using the ADS
harmonic-balance simulator are shown in Figures 7.18 and 7.19 for the amplitude and
phase noise, respectively. Normalized correlation factors αB/(βA) of −10, 0, and
10 dB are used for the three comparisons shown. A very close agreement is observed
for the 1/ f amplitude and 1/ f phase noise between the analytic model and the circuit
simulator for weak-to-medium AM-to-PM conversion. The phase noise calculated from
SV,1/ f,ssb/

(
A2

0/2
)

(old IEEE definition) is also shown in Figure 7.19.
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Figure 7.18 Comparison of harmonic-balance simulation (symbols) and modeling results (lines) obtained for
amplitude noise using a correlation factor αB/(βA) of −10, 0, and 10 dB. (Simulations
performed by Inwon Suh at Ohio State University.)
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−
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v(t)

+

cos (ωSt)IS

Figure 7.20 Equivalent circuit for the one-port injection-locked oscillator.

7.6 Injection locking and additive phase-noise measurements

The Kurokawa stability and noise theories reported in the previous sections were devel-
oped for a free-running one-port oscillator. The Kurokawa envelope analysis can also
be applied to analyze injection-locked oscillators for both one-port [1] [2] and two-port
[26] oscillator circuits. The equivalent circuit for the case of the one-port oscillator is
shown in Figure 7.20. Under injection-locking conditions, the oscillator oscillates at the
same frequency as that of the injected signal. Also, the phase of the oscillator is no
longer slowly drifting due to the noise but is instead locked (with a constant offset) to
the phase of the injected external signal.

7.6.1 Theory

The Kurokawa analysis of injection locking proceeds using Equations (7.5) and (7.6),
where now the injected signal iN(t) is replaced by

iN(t) → |IS|cos(ωSt)+ iN(t),

with |IS| and ωS the amplitude and frequency of the locking signal. Note that ωS

is selected to be close to the oscillating frequency ω0 of the free-running oscillator.
The oscillator noise current source iN(t) shown in Figure 7.20 is also included for
completeness. The Kurokawa equations then reduce to

GL(ωS)+ GIN[A(t), ωS] + G ′
T(AS, ωS)

dφ

dt
+ B ′

T(AS, ωS)

A

d A

dt

= |IS|
AS

cosφ(t)+ iN1(t)

AS
, (7.39)

BL(ωS)+ BIN[A(t), ωS] + B ′
T(AS, ωS)

dφ

dt
− G ′

T(AS, ωS)

A

d A

dt

= −|IS|
AS

sinφ(t)− iN2(t)

AS
. (7.40)

Note that, under steady-state injection-locking conditions (d A/dt = dφ/dt = 0,
ωi =ωS, A = AS, and φ = φS), the operating point is obtained from the following
system of transcendental equations:

GL(ωS)+ GIN(AS, ωS) = |IS|
AS

cosφS, (7.41)

BL(ωS)+ BIN(AS, ωS) = −|IS|
AS

sinφS, (7.42)
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Figure 7.21 Kurokawa graphical analysis for injection-locking. The device line is assumed to be weakly
frequency-dependent for simplicity.

where φS and AS are the phase and amplitude, respectively, of the injection-locked
oscillator voltage at the fundamental frequency. Given the input variables |IS| and ωS,
we can solve Equations (7.41) and (7.42) for the output variables φS and AS.

A graphical analysis is constructed in Figure 7.21 from the vector
addition YL = −YIN + YS, where we introduced the injection vector YS =
(|IS|/AS)[cos(−φS) sin(−φS)] [1] with a phase −φS relative to the oscillator
fundamental voltage taken as a reference. For a small injected signal IS, the locked
operating point (ωS, AS) is close to the free-running operating point (ω0, A0) and a
perturbative analysis can be used for calculating the steady-state injection-locking
operating point. Equations (7.41) and (7.42) then reduce to the following approximate
linear system of equations:

G ′
T(ω0)δ�S + G ′

IN(A0, ω0)δAS = |IS|
A0

cosφS, (7.43)

B ′
T(ω0)δ�S + B ′

IN(A0, ω0)δAS = −|IS|
A0

sinφS, (7.44)

which is readily solved for δAS = AS − A0 and δ�S = ωS − ω0 in terms of |IS| and φS.
The stability and noise analysis for arbitrary injection power levels proceeds by

assuming that the injection-locked operating point is slightly perturbed by fluctua-
tions δA(t) and δφ(t) of the oscillator voltage amplitude and phase at the fundamental
frequency:

A(t) = AS + δA(t) and φ(t) = φS + δφ(t).

Subtracting the steady-state injection-locked solution from Equations (7.39) and (7.40)
yields the following state equations for small time-varying amplitude δA(t) and phase
δφ(t) components:

∂GIN(AS, ωS)

∂A
δA(t)+ G ′

T(AS, ωS)
dδφ(t)

dt
+ B ′

T(AS, ωS)

AS

dδA(t)

dt

= −|IS|
AS

sinφS δφ(t)+ iN1(t)

AS
, (7.45)
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∂BIN(AS, ωS)

∂A
δA(t)+ B ′

T(AS, ωS)
dδφ(t)

dt
− G ′

T(AS, ωS)

AS

dδA(t)

dt

= −|IS|
AS

cosφS δφ(t)− iN2(t)

AS
. (7.46)

The locking stability is then obtained by solving the characteristic equation
∣∣∣Y ′

T,S

∣∣∣2 s +
bs + a = 0 for the above system of equations with a and b as defined below. A stable
lock is obtained when we have positive coefficients b and a:

b = βAS + |IS|
AS

[
G ′

T(AS, ωS)sinφS + B ′
T(AS, ωS)cosφS

]
> 0, (7.47)

a = |IS| [G ′
IN(AS, ωS)cosφS − B ′

IN(AS, ωS)sinφS
]
> 0. (7.48)

For low-power injected signals IS, the first equation is usually satisfied, since as β is
positive at the operating point (A0, ω0) �= (AS, ωS). The stability coefficient is then
regulated by the second condition, which is graphically equivalent to the condition
−Y′

IN,S · YS < 0 with Y′
IN,S = Y′

IN(AS, ωS). This stability condition can be written as

−Y′
IN,S · YS =

∣∣∣Y′
IN,S

∣∣∣ |YS| cos ξ < 0, where we define ξ as the angle from the device-

line direction −Y′
IN,S to the injection vector YS. It results that the angle ξ must be

between 90◦ and 270◦ for a stable phase and frequency locking. Of the two possible
solutions for YS shown in Figure 7.21 for a given |IS| and δωS, only the left one leads
to a stable injection-locked oscillation.

For a weak injected signal |IS|, the locking phases φS± at the edge of stability are
obtained by setting a = 0 in Equation (7.48). This is equivalent to the phase condition
tanφS± = G ′

IN,0/B ′
IN,0. Note that the oscillator phases φS± correspond, respectively, to

the angles ξ± of 90◦ or 270◦ shown in Figure 7.22.

–Y IN(AS−) ξ

ξθ
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–Y IN(A)
Device line

~~YS A0

IS

YS

YL(ωS−)

–Y IN(AS+)

YL(ωS+)

YL(ω) Loadline

~~YS A0

ISYS

Figure 7.22 Graphical analysis for the locking-frequency range for a constant input power. The device line is
assumed to be weakly frequency-dependent for simplicity.
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Substituting the edge locking phases φS± into the solution of δ�S obtained from
Equations (7.43) and (7.44) yields the locking frequency range ��S:

��S = δωS+ − δωS− = 2|IS|
A0

×
∣∣Y ′

IN(A0, ω0)
∣∣

|β| = 2|IS|
A0

∣∣∣Y ′
T,0

∣∣∣ × 1

sin θ
, (7.49)

with β the stability factor. The smaller the stability factor β, the wider the locking
frequency range in the limit of small injection power levels. The locking-frequency
range derived reduces to Adler’s equation [27], if we set B ′

IN,0 = 0:

��S = 2|IS|
A0

× 1

B ′
T(A0, ω0)

= |IS|
A0

× ω0

QGT,0
,

with Q the oscillator quality factor given by Q = ω0 B ′
T,0/(2GT,0).

The output noise of the injection-locked oscillator [2] for a white-noise source iN(t)
placed in shunt across the oscillator can also be analyzed using Equations (7.45) and
(7.46). Limiting our analysis to the case of a weak correlation (α negligible), the additive
phase noise is obtained by eliminating dδA/dt from Equations (7.45) and (7.46) and
using α = 0. Note that the additive or residual phase noise denoted (+) is the phase
noise contributed by the oscillator when the external injection signal is taken as the
phase reference. It results that the additive phase-noise spectral density is

S(+),locking
φ,white (�ω) = 2|e|2

A2
0

∣∣∣Y ′
T,0

∣∣∣2 × 1

�ω2 +�2
C

, (7.50)

where the corner frequency �C is defined as

�C = |IS|
A0

∣∣∣B ′
T,0 cosφS + G ′

T,0 sinφS

∣∣∣∣∣∣Y ′
T,0

∣∣∣2 = YS,0 × Y′
T,0∣∣∣Y ′

T,0

∣∣∣2 = |IS|sinχ

A0

∣∣∣Y ′
T,0

∣∣∣ ,
with χ the anti-clockwise angle from YS,0 to Y′

T,0. It is to be noted that the corner
frequency is proportional to the locking bandwidth [26] given by Equation (7.49).

It results from Equation (7.50) that for offset frequencies �ω larger than �C the
additive phase-noise spectral density of the injection-locked oscillator is given by

S(+),locking
φ,white (�ω) � 2|e|2

A2
0

∣∣∣Y ′
T,0

∣∣∣2 �ω2
,

which is the white phase-noise spectral density (with α = 0) already derived in
Equation (7.18) in the absence of injection locking. For offset frequencies �ω larger
than�C, the additive phase noise of the injection-locked oscillator has therefore reduced
to the phase noise of the free-running oscillator

On the other hand, it results from Equation (7.50) that, for offset frequencies �ω
smaller than �C, the additive phase-noise spectral density of the injection-locked
oscillator reduces to a constant white noise given by
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S(+),locking
φ,white (�ω = 0) = 2|e|2|YT,0|2

|IS|2
∣∣∣B ′

T,0 cosφS + G ′
T,0 sinφS

∣∣∣2 = 2|e|2
|IS|2

1

sin2χ
.

This residual additive white noise S(+),locking
φ,white (�ω = 0) is minimized for χ close to 90◦

and |IS| large compared with the white-noise spectral density |e|2. For offset frequencies
smaller than�S, the residual additive white-noise spectral density S(+),locking

φ,white (�ω = 0)
is smaller than the phase-noise spectral density of the free-running oscillator, which is
proportional to 1/�ω2. Clearly the injection locking has prevented the generation of
1/�ω2 noise normally induced by the oscillator white noise iN(t). Using the model
introduced in Section 7.5, one can verify that this result holds also for 1/ f noise;5 the
injection lock prevents the generation of 1/�ω3 noise from the 1/�ω modulation noise
of the device admittance YIN. Thus injection locking can be used to reduce the noise of
a high-power oscillator by locking it to a less-noisy and lower-power oscillator.

An extension of this noise theory to two-port injection-locked oscillators has been
reported in Ref. [26]. In the two-port injection-locked oscillator circuit, one port is used
for the injection signal and the other port for the oscillator output. As in the case of 1/ f
noise, the nonlinear device impedance is perturbatively modulated by the injected exter-
nal signal assuming low injected power levels. Closed-form expressions are derived for
the phase noise, which exhibits the same trend as that for the one-port injection-locked
oscillator [2]. Namely, the phase noise of the injection-locked oscillator follows that
of the external source for small offset frequencies or that of the free-running oscillator
for large offset frequencies. A relationship between the locking bandwidth and the cor-
ner frequency at which the phase noise switches from that of the external source to the
free-running oscillator has also been established [26].

7.6.2 Experimental measurements

In the real-time active load-pull discussed in Section 7.3 a stable negative resistance was
characterized. It is also possible to test an oscillator (unstable circuit) with an NVNA if
the oscillator frequency is locked to an external RF signal source. In the case of a single-
port oscillator, this can be achieved with the testbed shown in Figure 7.23. In this testbed
a circulator is used for the signal injection. As a result the injection-locked oscillator
behaves much like a nonlinear unstable amplifier between port 1 and port 2. A specific
frequency range and power range is required at port 1 for locking of the oscillator. The
Kurokawa stability analysis [1] for the one-port injection-locked oscillator presented in
the previous section is directly applicable to the testbed shown in Figure 7.23.

The additive phase noise contributed by the locked oscillator can also be charac-
terized using the injection-locking testbed equipped with a phase detector as shown
in Figure 7.23. The merit of the additive phase-noise scheme is to remove the noise
contributed by the signal source used for locking the oscillator. Experimental results

5 Derivation to be reported elsewhere by Inwon Suh and the author.
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Figure 7.23 The LSNA testbed used for additive phase-noise measurements of an injection-locked oscillator.
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Figure 7.24 Phase noise for a free-running oscillator (black lines) and a locked oscillator (light gray lines)
and additive phase noise for a locked oscillator (dark gray lines). (Measured by Inwon Suh at
Ohio State University.)

are shown in Figure 7.24 for a pHEMT oscillator. The black lines represent succes-
sive measurements of the phase noise for the free-running oscillator. The dark gray
lines represent additive phase-noise measurements (limited to offset frequencies below
0.1 MHz) for the noise contributed by the oscillator circuit under injection locking. The
light gray lines are phase-noise measurements above 0.1 MHz of the injection-locked
oscillator.

The free-running oscillator (black lines) is exhibiting phase noise with a 1/� f 3

dependence from 1 kHz to 1 MHz. The additive phase noise measured below 0.1 MHz
(dark gray lines) is seen to have an approximate 1/� f dependence. The additive
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phase-noise curves (dark gray lines) of the locked oscillator are seen to intercept
the phase-noise curves (black lines) of the free-running oscillator at the noise cor-
ner frequency (�C/(2π) of 0.1 MHz. Given the relationship established in Ref. [26]
between the noise corner frequency and the locking bandwidth, the phase-noise data can
be interpreted as follows. Below 0.1 MHz, the offset frequency of the noise is below the
locking bandwidth ��S/(2π) of the injection-locked oscillator, and the up conversion
of the 1/� f noise of the negative resistance to 1/� f 3 is rejected by the phase-locking
mechanism. Conversely, above 0.1 MHz, the offset frequency of the noise is above the
locking bandwidth ��S/(2π) of the injection-locked oscillator, and the phase-locking
mechanism is no longer able to prevent the up conversion of the 1/� f noise of the neg-
ative resistance to 1/� f 3 phase noise. Indeed, the comparison of the dark and light gray
lines indicates that the phase noises measured for the free-running and locked oscillators
exhibit the same magnitude and 1/� f 3 dependence above 0.1 MHz.

The testbed shown in Figure 7.23 can also be used to characterize a two-port oscillator
as in Ref. [26] by connecting it between port 1 and port 2 in Figure 7.23. As for the
one-port oscillator, the output voltage amplitude AS, phase φS, and noise of the two-
port oscillator can then be characterized as functions of both the frequency ωS and the
amplitude of the injected signal at port 1.
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8 Design, modeling, and linearization of
mixers, modulators, and
demodulators1

This chapter is concerned with the system design, behavioral modeling, experimen-
tal characterization, balancing, and linearization of I–Q modulators and mixers. The
K-parameters are first introduced for the purpose of linear modeling and balancing. The
extraction of the K-matrix from LSNA measurements and a modulator–demodulator
chain is discussed. The polyphase up-converter topology which permits the realiza-
tion of linear single-sideband mixers is introduced next. The nonlinear modeling
of the single-sideband mixer is then discussed. Finally the linearization of single-
sideband mixers using the poly-harmonic predistortion technique is presented. These
techniques offer some interesting options for the filterless implementation of wideband
software-defined radio (SDR).

8.1 Vector characterization of an I–Q modulator

8.1.1 Balancing of an I–Q modulator

The balancing of I–Q modulators and demodulators is of critical importance in wireless
systems, especially for modern multi-carrier techniques (OFDM) employing higher-
order modulations such as QAM-64. This problem has been approached from the
receiver side using adaptive equalization techniques using known preambles [1] [2].
Balancing is also of importance in multi-band predistortion linearization of the trans-
mitter power amplifiers. As we shall see in Chapter 9 when introducing a frequency-
selective predistortion linearization algorithm that differentially linearizes the signal
in different bands [3], a balanced modulator is required in order for this linearization
scheme to be effective.

An effective technique has been developed for balancing modulators [4]. This
approach relies on the initial K-matrix modeling of I–Q modulators [5]. The extrac-
tion of the K-matrix of modulators using large-signal network analyzer measurements
[6] [7] will be discussed in the next section.

1 Research collaboration with Xi Yang, Dominique Chaillot, Suk Keun Myoung, and Shashank Mutha is
gratefully acknowledged.
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Figure 8.1 Ideal I–Q modulator used for up conversion.

8.1.2 K modeling

Consider the ideal I–Q modulator shown in Figure 8.1. The output of this I–Q
modulator is

xRF = I cos(ω0t)− Q sin(ω0t).

A non-ideal I–Q modulator can contribute a gain and phase error, for example, due
to imperfect in-phase and quadrature LO signals:

xLO,I =
(

1 + ε

2

)
cos

(
ω0t + θ

2

)
, (8.1)

xLO,Q =
(

1 − ε

2

)
sin

(
ω0t − θ

2

)
, (8.2)

where ε and θ are the amplitude and phase errors, respectively.
The resulting IRF and QRF baseband components after I–Q modulation are then

xRF = IxLO,I − QxLO,Q

= IRF cos(ω0t)− QRF sin(ω0t),

where we have[
IRF(t)
QRF(t)

]
=
[

K11 K12

K21 K22

] [
I (t)
Q(t)

]
= Km

[
I (t)
Q(t)

]
,

with Km given by

Km =
[
(1 + ε/2)cos(θ/2) (1 − ε/2)sin(θ/2)
(1 + ε/2)sin(θ/2) (1 − ε/2)cos(θ/2)

]
. (8.3)

The notation K is used since this is sometimes referred to as the K-matrix [5].
To measure the impact of the I–Q imbalance, consider for example the transmitted

constellation of an OFDM signal (see Figure 8.2) which is distorted by the imbalances
in the modulator and the demodulator (see Figure 8.3).
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Figure 8.2 OFDM signal constellation.
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Figure 8.3 Effect of I–Q mismatch (7% amplitude error and 3◦ phase error) on OFDM signal constellation.

Note that the K model is a quasi-memoryless linear model as far the I and Q signals
are concerned. In practice the K-matrix is found to be dependent on the spectral charac-
teristics of I (t) and Q(t). If I (t) and Q(t) are band-limited in a band centered around
ωm, the matrix Km can be made dependent on the modulation frequency ωm:[

IRF(t)
QRF(t)

]
=
[

K11(ωm) K12(ωm)

K21(ωm) K22(ωm)

] [
I (t)
Q(t)

]
.

This piecewise quasi-memoryless approximation finds application in the up conversion
of multi-band signals.

To correct for the non-ideal effect introduced by a non-diagonal K-matrix, it is
common practice to predistort the I and Q input signals [4]:
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[
I ′(t)
Q′(t)

]
=
[

M11(ωm) M12(ωm)

M21(ωm) M22(ωm)

] [
I (t)
Q(t)

]
= M

[
I (t)
Q(t)

]
,

such that MPD × K = U, with U the identity matrix. So MPD is the inverse of K:

MPD = K−1 = 1

1 − ε2/4

1

cos2(θ/2)− sin2(θ/2)

×
[
(1 − ε/2) cos(θ/2) −(1 − ε/2) sin(θ/2)
−(1 + ε/2) sin(θ/2) (1 + ε/2) cos(θ/2)

]
. (8.4)

8.1.3 I–Q modulator characterization with LSNA

An LSNA equipped with a hardware trigger can be used to characterize I–Q modulators.
Either an input trigger or an output trigger can be accepted by the ADCs of the LSNA
to start the measurement. The input trigger is favored because it enables one to lock
the trigger to the modulation frequency. As shown in Figure 8.4, the I and Q signals
are generated by a baseband generator that shares the same time base (10 MHz) as the
LSNA. The clock of the baseband generator is locked to the time base via a PLL. The
impedance of the baseband and RF generators is 50 �. The I and Q waveform can
be measured with a scope as well. In such a case the trigger used to start the LSNA
measurements can also be used to initiate the scope measurements.

As indicated in Figure 8.4 the LO signal is measured at port 1 and the RF modulator
output at port 2. This setup permits us to acquire the phase both of the LO signal and of
the RF signal.

As we have seen above, the simplest model we can use to represent the I–Q imbalance
of an I–Q modulator is the linear K model. Simple I and Q excitations can then be used
to evaluate K11, K12, K21, and K22. Consider the experiment shown in Figure 8.4,
where we inject I = cos(ωmt) and Q = sin(ωmt) into the modulator to generate the
upper sideband of amplitude M2 and phase φ2 at the frequency ω2 = ω0 + ωm. Owing
to the modulator imbalance, a parasitic lower sideband tone of amplitude M1 and phase
φ1 at the frequency ω1 = ω0 − ωm is also generated.

I(t) =cos(ωmt)

Port 1 Port 2

LSNA

10 MHz time base

RF source IRF

QRF

Trigger in
Time reference

Baseband
generator

Trigger
out

LO

I Q 

Q(t) = sin(ωmt)

Figure 8.4 Setup for the characterization of an I–Q modulator for a given modulation frequency ωm.
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The K-matrix of the modulator can then be extracted from the phases and amplitudes
φ0, M1, φ1, M2, and φ2 measured by the LSNA (see Figure 8.5) using the following
expression:

KM =
[

K11 K12

K21 K22

]
= M1

[
cos(φ1 − φ0) sin(φ1 − φ0)

sin(φ1 − φ0) − cos(φ1 − φ0)

]
+ M2

[
cos(φ2 − φ0) − sin(φ2 − φ0)

sin(φ2 − φ0) cos(φ2 − φ0)

]
= M1P1 + M2P2.

Figure 8.6 shows the phases �1 = φ1 − φ0 and �2 = φ2 − φ0 obtained in 10 suc-
cessive measurements. The standard deviations obtained for the trigger-in configuration

ω0ω1 ω2

(M2, φ2)

(M1, φ1)
ωm

ω0

(M0, φ0)

LO RF

I(t) = cos(ωmt) Q(t) = sin(ωmt)

Figure 8.5 The I and Q signals are selected to generate the upper sideband (M2,φ1). The lower sideband
(M1,φ1) arises from the imbalance of the I–Q modulator.
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[7] with permission, c©2005 IEEE.)
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Figure 8.7 Cascading the I–Q correction KPD and KPD,2 yields a 46-dBc I–Q imbalance suppression at
896 MHz relative to 894 MHz for a lower-sideband excitation for the I–Q modulator tested.
(From [7] with permission, c©2005 IEEE.)

are σφ1 = 0.1◦ and σφ2 = 0.03◦, respectively. The fluctuation of the phase is linked in
part to the rise time of the trigger, which is around 2 ns in this experiment.

To balance the I–Q modulator the matrix MPD derived in Equation (8.4) can be
used to predistort the I–Q data in the baseband generator. The results obtained are
shown in Figure 8.7 using squares. Alternatively, the K-matrix measurement suggests
the following inverse to predistort the I–Q data:

MPD,2 = M2P2(KM)
−1.

This I–Q conversion minimizes the change in phase by restoring the original group-
phase shift of the I–Q modulator while removing its imbalance. Note that implementing
a zero phase shift is unnecessary and could actually be undesirable. Indeed, the linear
K model used is a simplification of the I–Q modulator response and it is best to use
it only for relatively small amplitude and phase corrections. In fact, the best balancing
results are obtained by cascading of the two predistortion methods. In other words, the
predistortion using MPD2 is applied after the modulator has been pre-balanced using
MPD (PD1) in Equation (8.4). An I–Q imbalance suppression of 46 dBc and 43 dBc
for the lower and upper sides, respectively, was achieved by cascading these two I–Q
imbalance correction techniques as shown in Figure 8.7. Note that the balancing of
the K-matrix needs be checked for both lower- and upper-sideband excitations using
I = cos(ωmt) and Q = ±sin(ωmt) if both excitations are to be used.

Better balancing obtained with a different I–Q modulator (see results in Section 8.3.2)
reaches 60 to 70 dBc for a modulation frequency of 20 MHz. Note that in Figure 8.7 the
nonlinear intermodulation products are of the same magnitude as the unwanted upper-
sideband component. This indicates that the K model is an oversimplification of the
modulator response and that nonlinear effects must be modeled as well.
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Figure 8.8 Cascaded I–Q modulator and I–Q demodulator with a shared LO. The channel used consists of
various lossy or non-lossy delay lines.

8.1.4 K modeling of an I–Q modulator and an I–Q demodulator chain

This section presents a technique to balance an I–Q modulator and an I–Q demodulator
cascaded together in a wireless transmitter receiver. The setup is shown in Figure 8.8.
Since the I–Q modulator and I–Q demodulator are located in the same transmitter sys-
tem, they can use the same LO signal for both up conversion and down conversion. Such
a chain is typically used for the adaptive linearization of the power amplifier in wireless
basestations.

It is possible to simultaneously extract the amplitude and phase errors in these two
cascaded RF devices by inserting between them one or two calibrated delay lines in
addition to the thru connection [8]. The actual number of delay lines needed depends
on whether the delay-line losses can be neglected or not. An analytic equation can be
derived for the extraction of the parameters of the K-matrices of the modulator and
demodulator in terms of the measured K-matrices.

The signal path for the system shown in Figure 8.8 is as follows. The I and Q signals
pass through the modulator, the channel, and the demodulator. Each of these modifies
the I–Q signal according to its K-matrix.

We obtained the total K-matrix KM of the modulator from the K-matrix Km pre-
viously derived in Equation (8.3) by adding the modulator group delay φM and
gain GM:

KM = GMKD(φM)×
[
(1 + eM/2) cos(θM/2) (1 − eM/2) sin(θM/2)
(1 + eM/2) sin(θM/2) (1 − eM/2) cos(θM/2)

]
,

with eM the amplitude error and θM the phase error in the modulator.
The modulator K-matrix makes uses of the delay-line K-matrix Kg(φ) defined as

Kg(φ) =
[

cosφ −sinφ
sinφ cosφ

]
,

which transforms an input signal xin(t) = I cos(ωt)− Q sin(ωt) into an output signal
xout = I cos(ωt + φ)− Q sin(ωt + φ).
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The channel consists of switchable lossy delay lines. The K matrix KC,n for the
various delay lines used is therefore given by:

KC,n = Gc,nKg(φc,n),

where n is the index for the delay lines A, B, and C, Gc,n the delay-line gains (usually
smaller than unity), and φc,n the delay-line group phases.

The demodulator K-matrix KD is given by

KD = GD

[
(1 + eD/2)cos(θD/2) (1 + eD/2)sin(θD/2)
(1 − eD/2)sin(θD/2) (1 − eD/2)cos(θD/2)

]
× Kg(φD),

with GD the gain, φD the group delay phase, eD the amplitude error, and θD the phase
error in the demodulator. The I and Q signals are indeed obtained as follows:

Iout(t) = LP
[
2x ′

in(t)× x ′
LO,I (t)

]
,

Qout(t) = LP
[
−2x ′

in(t)× x ′
LO,Q(t)

]
,

where LP indicates lowpass filtering. Note that xin = I cos(ωt)− Q sin(ωt) in the input
signal on the demodulator, and x ′

in(t) = GD [I cos(ωt + φD)− Q sin(ωt + φD)] is the
input signal phase-shifted by the demodulator group delay phase φD and amplified
by the demodulator gain GD. The variables xLO,I and xLO,Q stand for the imper-
fect in-phase and quadrature LO signals (see Equations (8.1) and (8.2)) used by the
demodulator, which features an amplitude error eD and a phase error θD.

The following definitions are made for notational convenience:

GT,n = GM × Gc,n × GD,

θc,n = φM + φc,n + φD,

ψ1,n = (θM/2 + θc,n − θD/2),

ψ2,n = (θM/2 − θc,n + θD/2),

ψ3,n = (θM/2 + θc,n + θD/2),

ψ4,n = (θM/2 − θc,n − θD/2).

The system K-matrix for each delay n is then

Ksystem,n = KD × KC,n × KM =
[

M11,n M12,n

M21,n M22,n

]
,

where M11,n,M12,n,M21,n , and M22,n are given by

M11,n = GT,n

(
1 + eD

2

)(
1 + eM

2

)
cos(ψ1,n),

M12,n = GT,n

(
1 + eD

2

)(
1 − eM

2

)
sin(ψ2,n),
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M21,n = GT,n

(
1 − eD

2

)(
1 + eM

2

)
sin(ψ3,n),

M22,n = GT,n

(
1 − eD

2

)(
1 − eM

2

)
cos(ψ4,n).

Three Ksystem,n are obtained from the measurement of the A, B, and C delay lines. First
the phases ψ1,A and ψ3,A are extracted from the following system of equations:

tan(ψ1,A)+ P(11),(21),(B,A) cot(ψ3,A)

= cot
(
�φc,(B,A)

) (
P(11),(21),(B,A) − 1

)
,

tan(ψ1,A)+ P(11),(21),(C,A) cot(ψ3,A)

= cot
(
�φc,(C,A)

) (
P(11),(21),(C,A) − 1

)
.

Next the phases ψ2,A and ψ4,A are extracted from the following system of equations:

tan(ψ4,A)+ P(22),(12),(B,A) cot(ψ2,A)

= −cot
(
�φc,(B,A)

) (
P(22),(12),(B,A) − 1

)
,

tan(ψ4,A)+ P(22),(12),(C,A) cot(ψ2,A)

= −cot
(
�φc,(C,A)

) (
P(22),(12),(C,A) − 1

)
.

The following definitions are used in the above systems of equations:

�φc,(m,n) = φc,m − φc,n,

R(i j),(k,l),n = M(i j),n/M(k,l),n,

P(i j),(k,l),(m,n) = R(i j),(k,l),m/R(i j),(k,l),n .

The final amplitude and phase errors are then obtained from

eM = 2
S1 − 1

S1 + 1
and eD = 2

S2 − 1

S2 + 1
,

φM = 2
(
ψ1,A + ψ2,A

)
and φD = 2

(
ψ3,A − ψ1,A

)
,

S1 = R(11),(12),A
sin(ψ2,A)

cos(ψ1,A)
and S2 = R(11),(21),A

sin(ψ3,A)

cos(ψ1,A)
.

Given the indeterminacy of the phase extraction using an arctangent function, four
solutions are actually obtained and the unphysical ones need to be eliminated. For the
case in which the delay-line losses are negligible, a single delay line beside a thru is
required and the solution reduces to

ψ1,A = tan−1{[cos(θdelay)− M11,B/M11,A
]
/sin(θdelay)

}
,

ψ2,A = cot−1{[cos(θdelay)− M12,B/M12,A
]
/sin(θdelay)

}
,

ψ3,A = cot−1{[− cos(θdelay)+ M21,B/M21,A
]
/sin(θdelay)

}
,

ψ4,A = tan−1{[− cos(θdelay)+ M22,B/M22,A
]
/sin(θdelay)

}
,

θD = ψ1,A + ψ2,A,

θM = 1

2

(−ψ1,A + ψ2,A + ψ3,A − ψ4,A
)
,
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eM = 2
M11,A/M12,A − cos(ψ1,A)/sin(ψ2,A)

M11,A/M12,A + cos(ψ1,A)/sin(ψ2,A)
,

eD = 2
M11,A/M21,A − cos(ψ1,A)/sin(ψ3,A)

M11,A/M21,A + cos(ψ1,A)/sin(ψ3,A)
,

with θdelay defined as θc,B = θc,A + θdelay.
An alternative approach relies on two different LO frequencies for the modulator and

demodulator as shown in Figure 8.9 and the use of Fourier analysis. In such a case
it is no longer necessary to rely on extra delay lines to characterize the modulator–
demodulator chain. However, the modulator and demodulator K-matrices must be
weakly frequency-dependent (memoryless). This can be approximated by using a small
enough offset LO frequency at the cost of a larger Fourier analysis.

The use of a different LO frequency ωdem for the demodulator from the modulator
frequency ωmod effectively changes the time reference for the I and Q definition such
that the insertion of an extra K-matrix is required. Consider a signal x(t) present at the
demodulator input:

x(t) = I cos(ωmodt)− Q sin(ωmodt) = I ′ cos(ωdemt)− Q′ sin(ωdemt).

The following K-matrix K�ω(t) relating the input I and Q to the output I ′ and Q′ is
obtained:

K�ω(t) =
[

cos(�ω t) −sin(�ω t)
sin(�ω t) cos(�ω t)

]
,

using the offset LO frequency �ω = ωmod − ωdem. The K-matrix K�ω(t) associated
with a change of LO is therefore the same as that of the delay line Kg(φ) except that
now the phase shift φ = �ω t is time-dependent.

The total K-matrix for the system is then

Ksystem,2LO = KD × KC × K�ω(t)× KM =
[

M11 M12

M21 M22

]
,

LO 1 LO 2

Iin
Qin

Iout

Qout

IRF

QRF

Modulator

Q ′RF

I ′RF

DemodulatorChannel

ωdemωmod

Iin

Qin

Iout

Qout

KM KC KDKΔω

Figure 8.9 Cascaded I–Q modulator and I–Q demodulator with two different LO frequencies.
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where M11,M12,M21, and M22 are given by

M11 = GT

(
1 + eD

2

)(
1 + eM

2

)
cos(�ω t + ψ1),

M12 = −GT

(
1 + eD

2

)(
1 − eM

2

)
sin(�ω t − ψ2),

M21 = GT

(
1 − eD

2

)(
1 + eM

2

)
sin(�ω t + ψ3),

M22 = GT

(
1 − eD

2

)(
1 − eM

2

)
cos(�ω t − ψ4),

where the gain and phase parameters are still the same but defined for a single channel:

GT,n = GM × Gc × GD,

θc(t) = φM + φc + φD,

ψ1 = (θM/2 + θc − θD/2),

ψ2 = (θM/2 − θc + θD/2),

ψ3 = (θM/2 + θc + θD/2),

ψ4 = (θM/2 − θc − θD/2).

Let us assume that a single tone ωm is used to probe the system response such that

I = I0 cos(ωmt) and Q = Q0 sin(ωmt).

The output I and Q signals are then

Iout(t, I0, Q0) = I02GT

(
1 + eD

2

)(
1 + eM

2

)
× {cos[(ωm +�ω)t + ψ1] + cos[(ωm −�ω)t − ψ1]}
+ Q02GT

(
1 + eD

2

)(
1 − eM

2

)
× {cos[(ωm +�ω)t − ψ2] − cos[(ωm −�ω)t + ψ2]},

Qout(t, I0, Q0) = I02GT

(
1 − eD

2

)(
1 + eM

2

)
× {sin[(ωm +�ω)t + ψ3] − sin[(ωm −�ω)t − ψ3]}
+ Q02GT

(
1 − eD

2

)(
1 − eM

2

)
× {sin[(ωm +�ω)t − ψ4] + sin[(ωm −�ω)t + ψ4]}.

We can then perform a Fourier transform (an FFT in a DSP implementation):

Iout(ω, I0, Q0) = F [Iout(t, I0, Q0)] ,

Qout(ω, I0, Q0) = F [Qout(t, I0, Q0)] .
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If only the input I (t) is excited, I0 = 1 and Q0 = 0, the following phases can be
recovered:

ψ1 = � Iout(ω, 1, 0) and ψ3 = � Qout(ω, 1, 0)+ π

2
.

If only the input Q(t) is excited, I0 = 0 and Q0 = 1, the following phases can be
recovered:

ψ2 = −� Iout(ω, 0, 1) and ψ4 = −� Qout(ω, 0, 1)− π

2
.

The modulator and demodulator phase errors are then given by

φM = ψ1 + ψ2 and φD = ψ3 − ψ1.

The modulator and demodulator amplitude errors are then given by

eM = 2

[ |Iout(ωm +�ω, 1, 0)|
|Iout(ωm +�ω, 0, 1)| − 1

] [ |Iout(ωm +�ω, 1, 0)|
|Iout(ωm +�ω, 0, 1)| + 1

]−1

,

eD = 2

[ |Iout(ωm +�ω, 1, 0)|
|Qout(ωm +�ω, 1, 0)| − 1

] [ |Iout(ωm +�ω, 1, 0)|
|Qout(ωm +�ω, 1, 0)| + 1

]−1

.

This two-LO scheme can be beneficially integrated with the frequency-selective lin-
earization algorithms to be presented for single-sideband mixers and multi-band power
amplifiers in this chapter and in the next chapter, respectively. Indeed, the receiver band-
width can be realized with a small bandwidth in these linearization schemes, but it then
requires a frequency-agile demodulation LO signal ωdem relative to the modulation LO
frequency ωmod.

8.2 Polyphase multi-path technique

Our discussion so far has been limited to the linear modulator. Nonlinear issues have
become among the most challenging issues in the design of broadband multi-carrier
and multi-band RF transmitters. Indeed, broadband multi-carrier modulation schemes
exhibit high envelope fluctuation, which induces a strong nonlinear response in RF
mixers and RF amplifiers, leading to spectral regrowth, inband distortion, and inter-
ference between adjacent channels. Various linearization strategies are then employed
to reduce the nonlinearity or suppress the distortion products generated, while not
degrading the power efficiency of the transmitter.

Filtering is one of the most commonly used methods to remove the unwanted dis-
tortion products. The design of filters providing the desired selectivity and insertion
loss at RF frequencies is not without its challenges. Furthermore, different filters are
required according to the different standards, creating a bottleneck for developing wire-
less transceiver terminals that work with multiple bands and multiple standards. In
addition, filters cannot be used to remove inband distortion [9].

The polyphase multi-path technique has been proposed [9] [10] as an effective archi-
tecture for removing harmonics and intermodulation products. A well-known example
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is the balanced circuit, a two-path polyphase circuit that is able to cancel out the
even-order harmonics. By increasing the number of paths in the circuit, more distor-
tion products can be canceled out. An N -path system will suppress N − 1 spurious
bands out of each group of N adjacent spurious bands. The method could facilitate
the development of filterless software radios: one wideband integrated up converter
with no dedicated external filters [10]. However, this technique has its own limitations.
Mismatches between each path and the next will degrade the linearization performance
and must be dealt with separately. Finally, the fundamental in-band intermodulation
products, which are often the key issue in RF transmitters, cannot be removed by using
a polyphase multi-path architecture without canceling out the desired signal. Having
introduced the ideal multi-path mixer, we will then proceed in a subsequent section
with the development of a behavioral model [11] to predict the nonlinear response
of practical multi-path mixers. Armed with this realistic model, we shall then intro-
duce a poly-harmonic predistortion linearization technique [11] to reduce the remaining
uncanceled baseband harmonics and intermodulation products generated in practical
polyphase multi-path circuits. Further discussions regarding the in-band linearization
part will be postponed until Chapter 9.

8.2.1 Nonlinear behavior

To introduce the polyphase multi-path technique, we shall first consider a memoryless
weakly nonlinear baseband circuit. Such a system can be modeled using the following
Taylor series expansion:

y(t) = a0 + a1x(t)+ a2x2(t)+ a3x3(t)+ a4x4(t)+ a5x5(t)+ · · ·
When this system is excited by a two-tone baseband signal x(t) = cos(ω1t)+ cos(ω2t),
the output then consists of the desired baseband sinusoidal signals with fundamental
frequencies ω1 and ω2 plus undesired harmonics nω1 and nω2 and intermodulation
products kω1 + mω2, with n, k, and m all integers.

8.2.2 Polyphase multi-path technique

A technique called polyphase multi-path linearization [9] and [10] can be used to cancel
out distortion products. As is shown in Figure 8.10, the input signal is split into N
paths. For each path, a first phase shifter is used to generate a sequence of signals with
equally distributed phases, which are fed to N identical nonlinear devices, modeled by
Equation (8.5). A second phase shifter is used to cancel out the first phase shift for
the fundamental, and the N output signals are then combined. It results that, for the
linear response of the device, the output signals of the N paths are in phase and add
constructively, whereas for the nonlinear responses their phases are equally distributed
and the output signals cancel each other out. In this way, the desired signal will be
amplified/up converted while the unwanted distortions will be suppressed over a wide
bandwidth, provided that a sufficiently large number of paths with equally distributed
phase is selected.
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Figure 8.10 A polyphase multi-path circuit [9].

Assume the input signal x(t) = A cos(ωt) is applied to the circuit. After the first
phase shifter, the signal on each path is xi (t)= A cos(ωt + φi ) with φi = i2π/N ,
where i = 0, 1, . . . , N − 1. The desired output of the nonlinear circuit will be
a1 A cos(ωt +φi ). The second- and third-order nonlinear terms of Equation (8.5) will
give

a2x2(t) = a2(A cos(ωt + φi ))
2

= 1

2
a2 A2(1 + cos(2ωt + 2φi )), (8.5)

a3x3(t) = a3(A cos(ωt + φi ))
3

= 1

4
a3 A3(3 cos(ωt + φi )+ cos(3ωt + 3φi )). (8.6)

From Equations (8.5) and (8.6), we see that the nonlinear terms have the same effect
on the frequency and the phase. One can infer that in general the phase of the nth
harmonic of the nonlinear circuit will be nφi .

After the second phase shifter, the phase of the nth harmonic before the adder
becomes (n − 1)φi = (n − 1)i2π/N . For the desired fundamental signal, n = 1, or for
harmonics n = pN + 1 with p = 1, 2, 3, . . ., the phase will reduce to 0 or a multiple
of 2π in each path, and thus the signals will add constructively. For harmonics with n
not equal to pN + 1, the phase in each path remains uniformly distributed over 2π such
that these harmonics are suppressed when combined.

In this chapter, we focus on the application of the polyphase multi-path linearization
to nonlinear mixers. Figure 8.11 shows a four-path polyphase circuit, where the second
phase shifter is implemented by an ideal mixer to realize the wideband phase and fre-
quency shifts [9] [12]. The nonlinear behavior of the mixers at baseband is represented
by nonlinear circuits modeled by Equation (8.5) preceding the ideal linear mixers.

The input signal is divided into four paths with equally distributed phase
(0◦, 90◦, 180◦, 270◦). Since the phase rotation for the kth harmonic is k times the input
phase, the fundamental, the second harmonic, and the third harmonic will have phase
shifts of (0◦, 90◦, 180◦, 270◦), (0◦, 180◦, 0◦, 180◦), and (0◦, 270◦, 180◦, 90◦), respec-
tively, at the output of the nonlinear circuit. With the ideal mixer functioning as both a
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Figure 8.11 A four-path polyphase circuit using a mixer as a phase shifter.
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Figure 8.12 Output of the four-path polyphase circuit, (a) phasor diagrams and (b) output spectrum.

frequency shifter and a phase shifter, the harmonics of the nonlinear circuits will appear
on both sides of the LO frequency due to the sum and difference frequencies resulting
from mixing of the input and LO signals.

Figures 8.11 and 8.12 show the phases of the ±ω, ±2ω, and ±3ω frequency com-
ponents in each path at different stages, the phasor diagrams, and the final spectrum
resulting at the output of the four-path polyphase mixer.

For the upper sideband (USB), the desired signals cos[(ωLO + ω)t] have the same
phase at the end of each path and add constructively. However, for the second and third
harmonics at ωLO + 2ω and ωLO + 3ω, the phase of each path is equally distributed
over 2π and results in signal cancellation when the four paths are added together. Using
similar analysis, the fifth harmonic is found to have aligned phases, making it the first
uncanceled harmonic in the USB.

For the lower sideband (LSB), the image of the fundamental at ωLO − ω and that of
the second harmonic at ωLO − 2ω are similarly canceled out, because of their equally
distributed phase over 2π . However, the third harmonic component at ωLO − 3ω is not
canceled out because the phases are the same at the end of each path such that the
N -path output signals add constructively.



252 Design, modeling, and linearization of mixers, modulators, and demodulators

For an N -path polyphase circuit, with equally distributed phase, φi = i2π/N
with i = (0, 1, 2, . . . , N − 1), the uncanceled harmonic will be for n = pN + 1
(p = ± 1, ± 2, ± 3, . . .) [9]. If the input signal is a multitone signal, the intermodulation
products at kω1 + mω2 with k + m = n will be canceled out if the nth harmonic is can-
celed out. However, note that the fundamental in-band intermodulation products cannot
be canceled out unless the desired signal is also canceled out. Indeed, the results derived
above hold for the modulated case when the amplitude and phase are time-dependent in
the limit of a memoryless system.

Figure 8.13 shows MATLAB simulation results for a two-tone excitation x(t) =
cos(ω1t)+ cos(ω2t). The nonlinear circuit includes nonlinearities up to the seventh
order. The output (top) of the mixer without polyphase multi-path techniques features
up to seventh-order harmonic tones of the input frequency ω1 and ω2 on both sides
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of the LO. Each harmonic is surrounded by intermodulation products according to
kω1 + mω2.

The four-path polyphase circuit preserves the desired output cos(ωLO + ω1)t and
cos[(ωLO + ω2)t]. The uncanceled harmonics are the −7th,−3rd, and 5th harmonics
(the negative signs indicate that the harmonics appear at the LSB). The uncanceled inter-
modulation products are those bands associated with uncanceled harmonics, as well as
those within the desired output signal band (in-band). The eight-path polyphase circuit
results in additional distortion cancellation, leaving the −7th harmonic band uncanceled
in addition to the in-band intermodulation products.

Note that we have focused on the frequency bands around the LO. The presence of
harmonics of the LO signal will generate additional components. Some of them will
also be suppressed by the polyphase architecture [9]. However, the LO harmonics can
usually be easily removed using a lowpass filter if the transmitter bandwidth is smaller
than the LO frequency. Thus we shall not be concerned here with these higher LO
harmonic terms.

In summary, the polyphase multi-path technique is able to reduce the harmonics
and intermodulation products generated by a memoryless weakly nonlinear circuit
excited with a multi-carrier signal with wide envelope fluctuations. The larger the
number of paths, the more harmonics and intermodulation products are canceled out.
However, increasing the number of paths of the polyphase circuit increases the circuit
complexity and cost. Memory effects and mismatches between each path and the
next will degrade the ideal performance, yielding imperfect cancellation of undesired
tones/bands. Furthermore, the intermodulation products within the desired output band
will not be canceled out by the polyphase technique. Thus the polyphase multi-path
technique will benefit from being supplemented by a linearization technique account-
ing for memory effects and compensating for mismatches to remove the remaining
uncanceled harmonics and intermodulation products. The key to developing such a lin-
earization scheme is to first develop a behavioral model for the polyphase circuits. This
is pursued in the next section for a single-sideband mixer.

8.3 Poly-harmonic modeling of a single-sideband modulator

8.3.1 Theory

A common strategy used in microwave basestations is to rely on a digital IF for up
converting a baseband signal to RF. One of the motivations is that the LO leakage and
image band can then be easily suppressed since the RF band, the LO frequency, and the
image band are widely separated. The baseband I–Q signals I (t) and Q(t) are first used
at the digital level to modulate the IF tone ωIF:

aIF = I (t)cos(ωIFt)− Q(t)sin(ωIFt).

An analog single-sideband mixer is then used to shift the frequency from IF to RF. Such
an ideal single-sideband mixer can be realized (or modeled) with an I–Q modulator:
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Figure 8.14 Output spectrum for a single-sideband mixer in response to a two-tone excitation in the strongly
nonlinear regime. (Measured by Xi Yang at Ohio State University.)

bRF = IRF(t)cos(ωLOt)− QRF(t)sin(ωLOt),

if we select IRF(t) = aIF(t) and QRF(t) = ̂aIF(t) for generating the upper sideband
ωLO + ωIF or if we select IRF(t) = aIF(t) and QRF(t) = −̂aIF(t) for generating the
lower sideband ωLO − ωIF. We shall assume that the upper sideband is the desired one.

In practice the analog I–Q modulator is not perfectly balanced and the lower-sideband
image will also be detected, as we discussed at the begining of this chapter. Under
large-signal excitations, additional spurious signals will also be generated. To illustrate
these effects, the measured output spectrum from a single-sideband mixer implemented
with a differential I–Q modulator for a very strong two-tone2 input excitation is shown
in Figure 8.14. Beside the desired signal around ωLO + ωIF additions, spurious bands
surrounding the desired band are observed at ωLO − 7ωIF, ωLO − 3ωIF, ωLO + 1ωIF

(the desired band), and ωLO + 5ωIF. A spacing of 4ωIF is observed, in agreement
with the polyphase theory, since, owing to the differential nature of its circuit, the
single-sideband mixer is a polyphase circuit of order N = 4 (four paths). But, due to
mismatches existing in the circuit, the image band at ωLO − ωIF, the LO leakage at
ωLO, and even a spurious band at ωLO + 2ωIF are also observed.

Another feature to be noted is that the spurious and desired bands generated according
to the polyphase topology, ωLO − 7ωIF, ωLO − 3ωIF, ωLO − ωIF, and ωLO + 5ωIF, all
exhibit very dense spectral regrowth when this strongly nonlinear regime of operation

2 The input I and Q excitations actually consist in this case of a single tone, but this situation is referred to
as two-tone excitation because of the lower and upper sidebands generated at IF.
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Figure 8.15 Behavioral model used for modeling the single-sideband mixer around the fundamental
frequency.

is reached. Next we shall develop a behavioral model for such an up converter that can
predict a similar behavior, although operation in this strongly nonlinear mode is always
avoided.

In our effort to develop a behavioral model for the single-sideband mixer, we shall
focus on the bands surrounding the fundamental RF tone. We are indeed concerned
only with the harmonics and intermodulation products of the digital IF instead of the
LO, since the LO harmonics can usually be easily removed using a lowpass filter as
long as the IF frequency is a fraction of the LO frequency.

As we have clearly seen, even though the single-sideband mixer is supposed to gen-
erate only upper sidebands, we also need to account for the spurious lower sidebands
generated. In view of the above discussion, we can then represent all the possible spu-
rious bands around the fundamental by assuming that the IF signal is first amplified by
a nonlinear IF amplifier that generates the harmonics of the IF signal before being up
converted by an ideal I–Q modulator. Actually, two nonlinear IF amplifiers, U and L, are
required, as is indicated on Figure 8.15, since we need to separately generate the lower
and upper spurious sidebands at ωLO ± nωIF. Note that we assume that the bandwidth
of the I (t) and Q(t) baseband signal is smaller than the IF frequency ωIF. The IRF and
QRF signals for this model are therefore of the form

IRF(t) = bU
IF(t)+ bL

IF(t), (8.7)

with

bU/L
IF (t) =

n∑
i=0

I ′U/L
i (t)cos(iωIFt)− Q′U/L

i (t)sin(iωIFt),

and

QRF(t) = ̂bU
IF(t)− ̂bL

IF(t), (8.8)

with

̂

bU/L
IF (t) =

n∑
i=0

I ′U/L
i (t)sin(iωIFt)+ Q′U/L

i (t)cos(iωIFt),
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where I ′U/L
i and Q′U/L

i are the functions introduced in Chapter 6 in Equation (8.9),[
I ′U/L
i (t)

Q′U/L
i (t)

]
=
[

gU/L
i (E2) −hU/L

i (E2)

hU/L
i (E2) gU/L

i (E2)

]
×
[

Ii (t)
Qi (t)

]
, (8.9)

with Ii (t) = Ei (t)cos[iθ(t)] and Qi (t) = Ei (t)sin[iθ(t)] the Chaillot functions defined
using the envelope E(t) = √

I 2 + Q2 and phase θ = � (I + j Q). Note that super-
scripts U/L have been used to differentiate between the lower- and upper-sideband IF
nonlinear amplifiers. The present model is a piecewise quasi-memoryless model but can
be expanded to account for memory effects using the memory-polynomial technique
introduced in Chapter 6.

Let us first use the behavioral model developed in the previous section for qualita-
tively explaining the strong spectral regrowth observed in Figure 8.14. In the experiment
conducted in Figure 8.14, the wide bell-shaped spectral regrowth which takes place
simultaneously at ωLO − 7ωIF, ωLO − 3ωIF, ωLO + ωIF (in-band), and ωLO + 5ωIF can
be observed to arise rapidly above the noise floor once the amplitude of the input two-
tone signal reaches a certain threshold. For lower input signal amplitudes, only the two
and four center tones were observed, and the bell-shaped spectrum was not detected,
since it was presumably buried below the noise floor. This suggests the presence of
separate sources of nonlinearities competing in the transition from the weakly to the
strongly nonlinear regime. Furthermore, this spectral regrowth appears to be similar to
a phase-modulation process with a large phase-modulation index rather than an ampli-
tude saturation/clipping, which would generate wider and flatter spectral regrowth. Note
that the quadrature functions gU/L

i [x2(t)] and hU/L
i [x2(t)] introduced in Equation (8.9)

can be expressed in terms of the amplitude function f U/L
i [x2(t)] and phase function

φ
U/L
i [x2(t)] using

gU/L
i

[
x2(t)

]
= f U/L

i

[
x2(t)

]
× cos

(
φ

U/L
i [x2(t)]

)
,

hU/L
i

[
x2(t)

]
= f U/L

i

[
x2(t)

]
× sin

(
φ

U/L
i [x2(t)]

)
.

To account for the hard nonlinear regime observed, the nonlinear amplifiers U and L in
the modulator model in Figure 8.15 can be approximated as the superposition of two
nonlinear systems: the first features a dominant amplitude distortion, and the second
features a dominant phase distortion. By implementing such a model in MATLAB using
a ninth order Taylor series expansion for the phase φi [x2(t)], we can check the capa-
bility of the model to operate both in the weakly and in the strongly nonlinear regime.
The simulation results for the strongly nonlinear regime are shown in Figure 8.16. At
higher input signal power levels, the phase-distortion products (stem line with crosses)
resulting from the phase modulation φi [x2(t)] become comparable to the amplitude-
distortion products (stem lines with circles) and in some cases (such as ωLO − 7ωIF and
ωLO + 5ωIF) overcome it.

Under normal operation of the I–Q modulator, the hard nonlinear regime is avoided,
and in the next section we shall limit our analysis to the weakly nonlinear regime.
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Figure 8.16 Results for a mixer model with amplitude and phase distortion. (MATLAB simulation performed
by Xi Yang at Ohio State University.)

8.3.2 Poly-harmonic predistortion linearization test results

Having developed a behavioral model to predict the nonlinear response of the modu-
lator, we will now focus on linearizing it using predistortion. The conceptual problem
of inverting a transfer function will be discussed in the next chapter. For our present
purposes we shall proceed empirically and postulate that the modulator is operated in
its weakly nonlinear regime so that we can assume that the weak predistortion correc-
tions signals are themselves principally quasi-linearly up converted at the output of the
mixer.

For mild nonlinearities the linearization functions gU/L
i [x2(t)] and hU/L

i [x2(t)] can
be well implemented using a power series. The Taylor series parameters can be system-
atically extracted for gradually increasing input power levels by tuning the amplitude
and phase of each coefficient. Owing to the frequency selectivity of this approach, only
one complex coefficient needs to be tuned at a time. Alternatively, an adaptive extrac-
tion scheme can be implemented. At any rate, the goal is to implement a linearization
scheme that works for a wide range of power levels in the weakly nonlinear regime of
the single-sideband mixer.

Figure 8.17(a) and (b) shows the output of the single-sideband mixer (four paths) for
a two-tone excitation before and after poly-harmonic predistortion linearization. The
input baseband signal is up converted to 3.5 GHz. In Figure 8.17(b) the LO leakage
was removed using a DC offset at the I and Q inputs. The image band was suppressed
using balancing, and the in-band intermodulation products and the IF harmonics were
removed using the poly-harmonic predistortion algorithm.
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Figure 8.17 Poly-harmonic predistortion linearization results of a four-path polyphase mixer in response to a
two-tone input signal measured with a 30-kHz resolution bandwidth. (From [12] with
permission, c©2010 IEEE.)

When the input signal power level is increased up to the limit of the strongly non-
linear regime, the distortions remain canceled out without any further tuning of the
predistorted coefficients. In this particular experimental investigation the poly-harmonic
predistortion could handle an input signal power range up to −3 dBm for 2-tone and
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Figure 8.18 Poly-harmonic predistortion linearization results of a four-path polyphase mixer in response to a
64-tone input signal measured with a 10-kHz resolution bandwidth. (From [12] with permission,
c©2010 IEEE.)

−6.2 dBm for 64-tone multisine excitations, respectively, for the device under test
(TRF3703).

The results for a 64-tone multisine input signal of bandwidth 10 MHz before and
after poly-harmonic predistortion linearization are shown in Figures 8.18(a) and (b). In
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Table 8.1. Summary of results obtained

Input Third harmonic Image LO In-band Second harmonic ACLR

Two-tone 18 dB 30 dB 43 dB 13 dB 12 dB −70 dBc

Multisine 10 dB 22 dB 50 dB 10 dB 13 dB −62 dBc

OFDM 8 dB 19 dB 50 dB – 6 dB −60 dBc
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Figure 8.19 A CCDF plot of the 64-tone baseband multisine signal. (From [12] with permission, c©2010
IEEE.)

this linearization process, the predistortion coefficients used are the same as those used
for the two-tone linearization in Figure 8.18(b). This indicates that the poly-harmonic
predistortion linearization works with a multi-carrier modulation input signal with high
envelope fluctuations. Similar results are also obtained using an OFDM signal [11].

It can be seen that the fewer the input tones, the higher the adjacent-channel leak-
age ratio (ACLR) the system can achieve. This is to be expected since the more input
tones, the higher the peak-to-average power ratio (PAPR). The multisine CCDF3 was
optimized (see Figure 8.19) so as to approximate the CCDF of the OFDM signal. The
signal selected features a maximum PAPR of 6.1 dB with a probability of 0.01%.

Table 8.1 summarizes the results obtained using the various types of signals used.
Listed are the reductions achieved for the third-order harmonic, image band, LO

3 See Chapter 1 for a definition.
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leakage, in-band ACLR, and second harmonic as well as the overall spurious rejec-
tion. The overall rejections vary from −70 dBc to −60 dBc depending on the signal
type considered.

In summary, the poly-harmonic predistortion linearization technique can be used to
optimize the output spectrum of a polyphase multi-path circuit operated in the weakly
nonlinear regime. The polyphase multi-path technique combined with poly-harmonic
predistortion linearization offers an attractive approach for the development of filterless
software-defined radios.
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9 Linearization of RF power amplifiers
with memory1

One of the most challenging issues in designing RF power amplifiers is the linearity
requirement. The spurious emissions from nonlinear RF power amplifiers are spread
out over neighboring channels. As more complex wideband modulation techniques
such as wideband CDMA and OFDM are used and also combined in multi-carrier
and even multiband transmitters, higher peak-to-average power ratios (PAPRs) (e.g.
4.5 dB for a handset and 12 dB for a basestation in WCDMA) result, imposing stronger
linearity requirements on RF PAs. Memory effects also become more significant in high-
efficiency PAs operating with wideband signals and need to be taken into account for
their linearization. As we shall see, memory effects can be classified into two main
types: slow memory effects and fast memory effects [1] [2]. Slow memory effects,
which usually encompass temperature effects [3], traps, and power supplies’ response,
can usually be dealt with using adaptive linearization techniques [4] [5]. On the other
hand, fast memory effects, which typically originate from the intrinsic transistor as well
as matching and bias networks, are usually observed above 1 MHz [2] and require more
advanced instantaneous linearization techniques.

This chapter will focus on predistortion linearization for a few canonic cases.
First we will demonstrate how predistortion linearization is affected by electrical
and self-heating memory effects. Next we will investigate the linearization of quasi-
memory-less PA exhibiting AM/AM and AM/PM distortion. The linearization of PA
with memory will then be studied for the case of PAs that are well modeled using
memory polynomials [6] [7]. We will then conclude this chapter with the presenta-
tion of a frequency-selective two-band predistorter [8]. These examples are intended to
demonstrate the close relationship between PA behavioral modeling and predistortion
linearization.

9.1 Predistortion linearization and the impact of memory effects

In Chapter 4 we saw that a multi-R–C-time-constant electrical network could be used to
model the transient thermal response of an RF transistor. Combining such a thermal

1 Research collaboration with Suk Keun Myoung, Wenhua Dai, Dominique Chaillot, and Xi Yang is
gratefully acknowledged.
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Figure 9.2 Output spectra of a 60-W class-AB amplifier for various thermal models, tone spacing at 10 Hz.
(ADS simulation by Wenhua Dai at Ohio State University.)

network with a temperature-dependent device (see Figure 9.1) provides us with a
realistic electrothermal model for predicting the transient thermal response of a power
transistor excited by a time-varying electrical excitation. Using such an electrother-
mal model, we shall now investigate the impact of both thermal and electrical memory
effects on a linearized amplifier.

For this purpose we shall use a simulation experiment in which an LDMOSFET tran-
sistor is implemented with four different thermal networks in a circuit simulator. The
four non-distributed models are referred to as RC0 (Rth = 0), RC1 (one-stage RC),
RC3 (three-stage RC), and RC5 (five-stage RC) depending on the number of R–C ele-
ments involved. RC0 is an isothermal model, since the device temperature remains
constant. All of the other models have the same total steady-state Rth = ∑

i Rth,i . A
60-W class-AB power amplifier was then designed using the RC1 transistor model.

To approximate a communication signal with a wide time-varying envelope, a nine-
tone multi-sine excitation with a PAPR of 6.8 dB is used. The spectrum of the transistor
output obtained for this multisine is shown in Figure 9.2.
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Figure 9.3 A schematic diagram of an amplifier with RF predistortion.

The goal of our study is to evaluate the dependence of the ACPR of a linearized
amplifier upon the bandwidth of the multisine for the various thermal network models
RC0 to RC5. The ACPR in these multitone simulations is defined as the ratio of the total
adjacent-band power to the total in-band power. An RF predistorter circuit (Figure 9.3)
was thus implemented to linearize the amplifier designed. The predistorter improves the
ACPR, but at the same time also makes the amplifier more sensitive to memory effects.
For the amplifier under study, it increases the sensitivity (derivative) of the ACPR to
the device temperature by a factor of 10. Note that the bias tees used also have a strong
impact on the performance of the predistortion linearization. Indeed, the modulated
RF signals are down converted by the device’s electrical nonlinearities. It results that
a baseband signal (square of the RF envelope; loosely referred to as IF) can arise at
the drain terminal. The impedance termination presented by the bias tee at IF will then
consequently greatly impact the nonlinear response (ACPR) of the amplifier for varying
RF bandwidths. To help with the separation of the electrical memory effects from the
thermal memory effects, a bias tee that shorts the down-converted IF electrical signals
was implemented in the simulations, suppressing their impact on the ACPR. However,
the IF fluctuations of the temperature induced by the instantaneous power dissipated
(Joule effect, iDvDS) will continue to modulate the device characteristics and impact its
ACPR.

To investigate the thermal effects, the predistorter coefficients are first optimized for
a tone-spacing of 0.1 MHz (corresponding to a signal bandwidth of 0.9 MHz) using the
RC1 model. The input power used is set so that the average output power is 6 dB backed
off from P1dB. The predistorter improves the ACPR by about 30 dB.

Next the tone-spacing is swept from 1 Hz for 1 MHz and the lower-sideband (LSB)
and upper-sideband (USB) ACPR are measured. Four different thermal models (RC0,
RC1, RC3, and RC5) are then used, and the ACPR versus bandwidth is measured and
compared for each thermal model.

The LSB ACPR results are displayed in Figures 9.4(a) and (b). The results for
models RC3 and RC5 are similar, indicating that the transistor response is accurately
represented with a network relying on three thermal R–C time constants.

Among the thermal models compared in Figure 9.4, the RC0 model is the only
one which cannot exhibit thermal memory effects, since it has a thermal resistance
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Figure 9.4 (a) Lower-sideband and (b) upper-sideband ACPR versus bandwidth for a 60-W amplifier under
nine-tone excitation. (ADS simulation by Wenhua Dai at Ohio State University.)

of zero, and there is no temperature fluctuation with the signal envelope (the constant
device temperature in RC0 is simply set to the average temperature of RC1 at 0.1 MHz
tone spacing). It results that the memory effects in RC0 are purely of electrical ori-
gin. Any deviations arising in other thermal models are therefore of thermal origin.
It is observed in Figure 9.4 that, above 1 MHz bandwidth, all thermal models exhibit
the same magnitude of ACPR degradation. This indicates that the electrical memory
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effects completely dominate the thermal memory effects for signals with bandwidth
above 1 MHz. However, below 1 MHz bandwidth the ACPR of RC0 does not change
much, whereas other thermal models exhibit a greater degradation of the ACPR. This
indicates that thermal memory effects dominate electrical memory effects for signal
bandwidth below 1 MHz.

Below 1 MHz bandwidth, when thermal memory effects dominate over electrical
memory effects, the ACPR degradation remains moderate down to 100 Hz bandwidth.
But for bandwidth below 100 Hz the ACPR degradation rapidly rises again and reaches
17 dB at 10 Hz bandwidth. Obviously, in practice the signal bandwidth is not normally
that small. Instead, these slow thermal effects will be excited by slow variations in the
average power dissipated by the amplifier.

Above 1 MHz bandwidth, when electrical memory effects dominate over thermal
memory effects, the ACPR degrades by up to 17 dB as the bandwidth approaches
10 MHz. Clearly, due to memory effects, the linearization performance of a memoryless
predistorter will degrade with increasing bandwidth.

9.2 Predistortion for quasi-memoryless amplifiers

As we have seen, memory effects in power amplifiers cannot be neglected in predis-
tortion linearization since they degrade the linearization performance. To address this
issue, we first consider the case of an amplifier for which only quasi-memoryless (QML)
distortions are accounted for.

Let us assume that the RF amplifier is excited by a modulated RF signal xin:

xin = Iin(t)cos(ωt)− Qin(t)sin(ωt),

with Iin and Qin the baseband modulation signals. The output bQML
out of the QML power

amplifier excited by xin can then be expressed as follows:

bQML
out (t) = IA,out(t)cos(ω0t)− QA,out(t)sin(ω0t),

where IA,out and QA,out are given by[
IA,out(t)
QA,out(t)

]
=
[

G(E2) −H(E2)

H(E2) G(E2)

]
×
[

Iin(t)
Qin(t)

]
= KA ×

[
Iin(t)
Qin(t)

]
,

with G(E2) and H(E2) two functions of the envelope squared, E2 = I 2
in + Q2

in, and
KA(E2) the nonlinear K-matrix for the PA. The functions G(E2) and H(E2) can
themselves be expressed as

G(E2) = F(E2)cos
[
φA(E

2)
]
,

H(E2) = F(E2)sin
[
φA(E

2)
]
,
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Figure 9.5 K-matrix cascade for predistortion linearization.

where the amplitude F(E2) and phase φA(E2) functions describe the AM/AM and
AM/PM distortion. The gain F(E2) and phase φA(E2) functions satisfy the property

F(E2) =
[
G2(E2)+ H2(E2)

]1/2 =
[

I 2
A,out + Q2

A,out

]1/2

[
I 2
in + Q2

in

]1/2 = EA,out

E
,

φA(E
2) = �

[
G(E2)+ j H(E2)

]
= � (IA,out + j QA,out

)− � (Iin + j Qin).

In the limit of small input power, the PA is linear, and the nonlinear gain reduces
asymptotically to the linear PA gain G lin,0

A :

F(E2) � G lin,0
A .

We now wish to linearize the PA by predistorting its input signal. This is represented
symbolically in Figure 9.5 by cascading the predistortion block (PD) and the power
amplifier (PA).

Since the PA is QML, we can infer that the required predistortion function will be
QML. The output bP

out of the QML predistorter excited by xin can then be expressed as
follows:

bQML
out (t) = IP,out(t)cos(ω0t)− QP,out(t)sin(ω0t),

where IP,out and QP,out are given by

[
IP,out(t)
QP,out(t)

]
=
[

g(E2) −h(E2)

h(E2) g(E2)

]
×
[

Iin(t)
Qin(t)

]
= KP(E

2)×
[

Iin(t)
Qin(t)

]
,

with KP(E2) the nonlinear K-matrix for the predistorter.
The role of the predistorter is to compensate for the gain compression of the PA so

that the gain of the PA and PD cascaded remains constant. This implies a reduction
of the PA gain at low input power by a multiplicative factor α smaller than unity, as
is illustrated in Figure 9.6. Multiplying the K-matrices of the PA and PD system thus
yields the K-matrix for the linearized PA with gain αG lin,0

A :
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KA(E
2
P)× KP(E

2) =
[

G(E2
P) −H(E2

P)

H(E2
P) G(E2

P)

]
×
[

g(E2) −h(E2)

h(E2) g(E2)

]
,

= αG lin,0
A

[
1 0
0 1

]
, (9.1)

where we have defined EP =
√

I 2
P,out + Q2

P,out as the envelope at the predistorter output.
Equation (9.1) leads to the following system of equations:

G
(

E2
P

)
g(E2)− H

(
E2

P

)
h(E2) = αG lin,0

A ,

G
(

E2
P

)
h(E2)+ H

(
E2

P

)
g(E2) = 0. (9.2)

This system admits the following solution:

g(E2) = αG lin,0
A

G
(
E2

P

)
F2
(
E2

P

) ,
h(E2) = −αG lin,0

A

H
(
E2

P

)
F2
(
E2

P

) , (9.3)

with

EP · F
(

E2
P

)
= EA = αG lin,0

A E .

Note that the in-band envelopes E2 = I 2
in + Q2

in, E2
P = I 2

P,out + I 2
P,out, and E2

A =
I 2
A,out + I 2

A,out are those measured at the input and output of the predistortion stage
and the output of the amplifier, respectively. For the solution to hold, Equation (9.3)
needs to be solved for EP for all input E . Since Equation (9.3) gives E in terms of EP,
we simply need to invert it. A unique solution will therefore exist when the nonlinear
function EP · F(E2

P) is a monotonic function of EP.
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9.3 Linearization for PAs modeled with memory polynomials

We have seen in Chapter 6 that a popular behavioral model accounting for memory
effects relies on the memory-polynomial approximation in which only the diagonal
memory effects are accounted for in the Volterra series expansion [6] [7]. In discrete
time, this yields the following K-matrix system:[

IA(n)
QA(n)

]
=

Ni∑
i≥0

{[
Gi
[
E2

P(n − i)
] −Hi

[
E2

P(n − i)
]

Hi
[
E2

P(n − i)
]

Gi
[
E2

P(n − i)
] ]×

[
IP(n − i)
QP(n − i)

]}
,

where n is the time index, i the memory delay index, and Ni + 1 the total number of
memory taps required to model the PA. In a non-matrix form this can be rewritten as

IA(n) =
Ni∑

i≥0

{
Gi

[
E2

P(n − i)
]

IP(n − i)− Hi

[
E2

P(n − i)
]

QP(n − i)
}
,

QA(n) =
Ni∑

i≥0

{
Hi

[
E2

P(n − i)
]

IP(n − i)+ Gi

[
E2

P(n − i)
]

QP(n − i)
}
.

We wish now to linearize the PA by predistorting the input signal. To do so we shall
assume that the predistorted signal can be quite generally expanded in terms of the
various delayed input signals I (n − j) and Q(n − j) as

IP(n) =
N j∑
j≥0

{
g j (n)IP(n − j)− h j (n)QP(n − j)

}
, (9.4)

QP(n) =
N j∑

i≥0

{
h j (n)IP(n − j)+ g j (n)QP(n − j)

}
, (9.5)

with N j + 1 the total number of memory taps to be used by the predistorter. Note that
the PD functions g j (n) and h j (n) are not dependent on the input envelope E(n), but
rather are time-varying functions to be determined at each time n as a function of the
present ( j = 0) and past ( j > 0) values of I (n − j) and Q(n − j).

On substituting the predistortion output in to the PA model we obtain the following
equations for IA(n):

IA(n) =
N j∑
j≥0

Ni∑
i≥0

{
Gi [EP(n − i)] g j (n − i)− Hi [EP(n − i)] h j (n − i)

}
I [n − i − j]

−
N j∑
j≥0

Ni∑
i≥0

{
Gi [EP(n − i)]h j (n − i)+Hi [EP(n − i)]g j (n − i)

}
Q[n − i − j].

A similar redundant equation is obtained for QA(n). On setting to zero all the coeffi-
cients weighting I [n − i − j] and Q[n − i − j] except for the case i + j = i = j = 0,
which is for the linearized PA gain, we obtain
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min(k,Ni )∑
i≥max(0,k−N j )

Gi [EP(n − i)] gk−i (n − i) − Hi [EP(n − i)] hk−i (n − i)

= αG lin,0
A δk,0 ∀ 0 ≤ k ≤ N j + Ni ,

min(k,Ni )∑
i≥max(0,k−N j )

Gi [EP(n − i)] hk−i (n − i) + Hi [EP(n − i)] gk−i (n − i)

= 0 ∀ 0 ≤ k ≤ N j + Ni .

The linearization of a PA model with Ni + 1 taps leads to a system of 2(Ni +
N j + 1) equations for the I (n − i − j) and Q(n − i − j) input signals, with 2(N j + 1)
unknown predistorter coefficients g j (n) and h j (n) to determine at time n. Clearly, this
is an overdetermined system. Only the equations from k = 0 up to k = Ni can be solved
and the equations from k = Ni + 1 to k = Ni + N j introduce a residual error. However,
under normal conditions this residual error decreases with the number of taps N j + 1 in
the predistorter. An exact solution can then be approached if we let N j + 1 (the number
of taps of the predistorter) go to infinity. In practice it is found, however, that satisfactory
convergence occurs with a small number of taps in the predistorter.

Let us consider the case of a PA in which a couple of taps (one discrete delay) is
sufficient to account for the memory effects in the PA. Using the variables

F2
0 =

[
E2

P(n)
]

G2
0

[
E2

P(n)
]

+ H2
0

[
E2

P(n)
]
,

A(n) = −G0
[
E2

P(n)
]

G1
[
E2

P(n − 1)
]+ H0

[
E2

P(n)
]

H1
[
E2

P(n − 1)
]

F2
0

[
E2

P

] ,

B(n) = H0
[
E2

P(n)
]

G1
[
E2

P(n − 1)
]− G0

[
E2

P(n)
]

H1
[
E2

P(n − 1)
]

F2
0

[
E2

P

] ,

the required predisorter functions g j (n) and h j (n) are then given by

g0(n) = αG lin,0
A

G0
[
E2

P(n)
]

F2
0

[
E2

P(n)
] , (9.6)

h0(n) = −αG lin,0
A

H0
[
E2

P(n)
]

F2
0

[
E2

P(n)
] , (9.7)

gk(n) = A(n)gk−1(n − 1)− B(n)hk−1(n − 1) ∀ 0 ≤ k ≤ N j , (9.8)

hk(n) = B(n)gk−1(n − 1)+ A(n)hk−1(n − 1) ∀ 0 ≤ k ≤ N j . (9.9)

The first two equations are the same as in the QML case. The remaining equations
are associated with memory predistorter corrections. Note that the functions g j (n) and
h j (n) are simultaneously dependent, via the parameters A(n) and B(n), on both the
present (k = 0) and the past (k > 0) values of the envelope EP(n − k). It results that
they cannot be expressed in terms of a single EP(n − i), and the predistorter cannot be
recast in terms of memory polynomials like the PA.

A key feature of the solution expressed by Equations (9.6)–(9.9) is that the envelope
EP(n) at the output of the predistorter is unknown at time n and must be self-consistently
calculated at each new time step:
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EP(n) =
[

I 2
P (n)+ Q2

P(n)
]1/2

fn[EP(n)]. (9.10)

Indeed, IP(n) and QP(n) are calculated using Equations (9.4) and (9.5) from known past
values of IP(n − i) and QP(n − i) (i > 1) and yet-to-be-determined current values of
gk(n) and hk(n). But the values of gk(n) and hk(n), which are functions of past values
gk(n − i) and hk(n − i) (i > 1) in Equations (9.6)–(9.9), are also functions of the yet-
to-be-determined envelope EP(n) via the A(n) and B(n) variables. Thus Equation (9.10)
defined a time-varying transcendental equation EP = fn[EP(n)] in terms of EP(n) that
needs to be solved at each time step n.

The generalization of the above results to an arbitrarily large number of taps Ni + 1
and N j + 1 is more readily conducted using a complex-number representation:

X A(n) = IA,out(n)+ jQA,out(n), XP(n) = IP,out(n)+ jQP,out(n),

X (n) = I (n)+ jQ(n),

Ki

[
E2

P

]
= Gi

[
E2

P

]
+ jHi

[
E2

P

]
, L j (n) = g j (n)+ jh j (n).

The PA output is then rewritten using complex memory polynomials as

XA(n) =
Ni∑

i≥0

Ki

[
E2

P(n − i)
]

XP(n − i).

The PD output is then rewritten using complex notation as

XP(n) =
N j∑
j≥0

L j (n)X (n − j).

On cascading the linearization and the PA, we then have

XA(n) =
Ni∑

i≥0

N j∑
j≥0

Ki

[
E2

P(n − i)
]
L j (n − i)X (n − i − j).

Enforcing a linear gain αG lin,0
A for the PA reduces this equation to the following system

of equations:

min(k,Ni )∑
i≥max(0,k−N j )

Ki

[
E2

P(n − i)
]
Lk−i (n − i) = αG lin,0

A δk,0 ∀ 0 ≤ k ≤ N j + Ni .

The final solution for an arbitrary number of taps is then

L0(n) = αG lin,0
A

K0
[
E2

P(n)
] ,

Lk(n) = − 1

K0
[
E2

P(n)
] min(k,Ni )∑

i≥max(1,k−N j )

Ki

[
E2

P(n − i)
]
Lk−i (n − i) ∀ 0 ≤ k ≤ N j .
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Figure 9.7 An AM/AM plot for an OFDM signal with 8 dB PARP before (dots, top) and after (dots, center)
predistortion. The predistorter output (dots, bottom) is also shown.
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Figure 9.8 An AM/PM plot for an OFDM signal with 8 dB PARP before (dots, top) and after (dots, bottom)
predistortion.

This general solution can be verified to reduce to the two-tap case given above.
For the two-tap case, the weight of the predistortion correction brought about by the
tap k of the predistorter is approximately given by |K1(EP)/K0(EP)|k in the limit
of sufficiently high oversampling. The criterion for convergence is then given by
|K1(EP)/K0(EP)| < 1.

Simulation results for an OFDM signal are shown in Figures 9.7–9.9. The two-tap
PA model is extracted from measurements performed on an 80-W GaN Doherty PA.
The signal used for both modeling and linearization consists of a two-carrier 20-MHz
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Table 9.1. ACPR of input data and PA output data with and
without predistortion

ACPR for LSB ACPR for USB

Input data −48.72 −43.47
Original PA −32.17 −33.55
Linearized PA −48.70 −43.46
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Figure 9.9 Power spectral density for an OFDM signal with 8 dB PARP before (black dots) and after (gray
dots) predistortion.

WiMAX signal with 8 dB PARP after signal conditioning with crest-factor reduction
(CFR). As is shown in Figures 9.7 and 9.8, the AM/AM and AM/PM curves depart
from straight lines, indicating the device nonlinearity. Further, they exhibit clear mem-
ory effects in the thickness of the curves indicating that multiple output amplitudes and
phases are observed from the same instantaneous input envelope. Note that the predis-
torter generates an output signal that also exhibits memory effects in amplitude (see
Figure 9.7) and phase (not shown) in order to suppress the memory effects of the PA.
A predistorter with 11 taps is used to linearize the 2-tap PA. The AM/AM and AM/PM
curves for the linearized PA take the form of straight and thin lines, indicating that the
amplitude and phase have both been linearized and that memory effects have greatly
decreased.

The extent of the linearization is also demonstrated by the power spectral density
shown in Figure 9.9. The ACPRs for the LSB and USB are given in Table 9.1. The
linearizer is seen to have recovered, up to four digits, the ACPR of the original input
two-carrier OFDM signal. The spectral regrowth (ACPR) in this simulation example is
therefore limited not by the linearized PA but by the CFR stage which had introduced
undesirable spectral regrowth (see Chapter 1) in the process of reducing the PAPR from
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10 to 8 dB. Obviously, in a physical system, the actual performance of the linearizer with
the original PA will depend on how accurately the memory-polynomial model used is
actually predicting the PA performance.

9.4 Two-band frequency-selective predistorter

To conclude this chapter on linearization, we consider now the case of a multi-band
PA. We define a multi-band PA as a multi-carrier PA for which the subcarriers are suffi-
ciently separated. If the subcarrier separation is sufficiently large, strong memory effects
can be expected from frequency-dependent nonlinearities. To linearize such a PA, a
wideband predistorter with a large number of taps may then be required. An alternative
approach is to use a frequency-selective algorithm [8] [9] that addresses the linearization
of each subcarrier band separately while accounting for their interactions.

Let us consider the case of the two-band PA model discussed in Chapter 6. The cas-
caded two-band predistorter and two-band power amplifier are shown in Figure 9.10. If
we account for 2 × O intermodulation bands, the PA output then reduces to

IA,U =
O∑

k=1

I ′
k, QA,U =

O∑
k=1

Q′
k, XA,U = IA,U + jQA,U,

IA,L =
−O∑

k=−1

I ′
k, QA,L =

−O∑
k=−1

Q′
k, XA,L = IA,L + jQA,L,

where I ′
k and Q′

k are the scaled and phase-shifted versions of the intermodulation terms
Ik and Qk obtained from

X ′
k = Kk Xk, X ′

k = I ′
k + jQ′

k, Xk = Ik + jQk,

with

Kk(|XP,U|2, |XP,L|2) = Gk(|XP,U|2, |XP,L|2)+ jHk(|XP,U|2, |XP,L|2),
XP,U = IP,U + jQP,U, XP,L = IP,L + jQP,L,

IA,U

QA,U

IU

QU

IA,L

QA,L

IL

QL

QP,U

QP,L

IP,U

IP,L

PredistorterAmplifier

A POutput Input

Figure 9.10 A cascaded two-band predistorter and amplifier.
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where the intermodulation terms Ik and Qk themselves are given in Section 6.4.3. For
example, in the present notation we have, for k varying from −3 to 3,

I−3
(
XP,L, XP,U

) = IP,U I 2
P,L − IP,U Q2

P,L + 2QP,U IP,L QP,L,

Q−3
(
XP,L, XP,U

) = 2IP,U IP,L QP,L − QP,U I 2
P,L + QP,U Q2

P,L,

I−1 = IP,L, Q−1 = QP,L,

I1 = IP,U, Q1 = QP,U,

I3
(
XP,L, XP,U

) = I 2
P,U IP,L + 2IP,U QP,U QP,L − Q2

P,U IP,L,

Q3
(
XP,L, XP,U

) = −I 2
P,U QP,L + 2IP,U QP,U IP,L + Q2

P,U QP,L.

The linearization of the two-band PA therefore leads to the following system of
equations:

O∑
k=1

Kk(|XP,U|2, |XP,L|2)Xk
(
XP,L, XP,U

) = αG lin,0
A XU,

−O∑
k=−1

Kk(|XP,U|2, |XP,L|2)Xk
(
XP,L, XP,U

) = αG lin,0
A XL.

(9.11)

The unknowns are the output signals XP,L = IP,L + jQP,L and XP,U = IP,U + jQP,U of
the predistorter. The inversion of this two-band PA model leads to a fairly complex
system of transcendental equations to solve for XP,L and XP,U at each input XL =
IL + jQL and XU = IU + jQU:

XP,U = 1

K1(|XP,U|2, |XP,L|2)

×
[
αG lin,0

A XU −
O∑

k=2

Kk(|XP,U|2, |XP,L|2)Xk
(
XP,L, XP,U

)]
,

XP,L = 1

K−1(|XP,U|2, |XP,L|2)

×
⎡⎣αG lin,0

A XL −
−O∑

k=−2

Kk(|XP,U|2, |XP,L|2)Xk
(
XP,L, XP,U

)⎤⎦.
An improved insight is gained if we seek a perturbative solution. For a third-order

Taylor expansion of the Kk functions using the notation introduced in Figure 6.15, we
have

K1(|XP,U|2, |XP,L|2) = H1p + H3pm |XP,L|2 + H3pp|XP,U|2,
K−1(|XP,U|2, |XP,L|2) = H1m + H3mm |XP,L|2 + H3mp|XP,U|2,
K3(|XP,U|2, |XP,L|2) = H3p,

K−3(|XP,U|2, |XP,L|2) = H3m .
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Now, using the following perturbative expansion for the unknown predistortion vari-
ables XP,L and XP,U to determine

XP,U = X (0)P,U +�X (1)P,U +�X (3)P,U,

XP,L = X (0)P,L +�X (1)P,L +�X (3)P,L,

the final system of equations to solve reduces to

H1p X (0)P,U = αG lin,0
A XU,

H1m X (0)P,L = αG lin,0
A XL,

H1p �X (1)P,U +
[

H3pm

∣∣∣X (0)P,L

∣∣∣2 + H3pp

∣∣∣X (0)P,U

∣∣∣2] X0
P,U = 0,

H1m �X (1)P,L +
[

H3mm

∣∣∣X (0)P,L

∣∣∣2 + H3mp

∣∣∣X (0)P,U

∣∣∣2] X0
P,U = 0,

H1p �X (3)P,U + H3p X3

(
X (0)P,L, X (0)P,U

)
= 0,

H1m �X (−3)
P,L + H3m X−3

(
X (0)P,L, X (0)P,U

)
= 0, (9.12)

where G lin,0
A = min(H1p, H1m). The solution of this system is therefore

X (0)P,U = αG lin,0
A

H1p
XU,

�X (1)P,U = −
[

H3pm

H1p

∣∣∣X (0)P,L

∣∣∣2 + H3pp

H1p

∣∣∣X (0)P,U

∣∣∣2] X0
P,U,

�X (3)P,U = − H3p

H1p
X3

(
X (0)P,L, X (0)P,U

)
,

X (0)P,L = αG lin,0
A

H1m
XL,

�X (1)P,L = −
[

H3mm

H1m

∣∣∣X (0)P,L

∣∣∣2 + H3mp

H1m

∣∣∣X (0)P,U

∣∣∣2] X0
P,L,

�X (3)P,L = − H3m

H1m
X−3

(
X (0)P,L, X (0)P,U

)
.

Six parameters are therefore required in the third-order perturbative approximation to
linearize the two-band PA.

The performance of the proposed linearization algorithm was investigated using
wideband WCDMA signals. Figures 9.11 and 9.12 show the frequency-selective lin-
earization of a two-carrier WCDMA signal for a 10-W LDMOS PA with 14 dB gain
for 34.8 dBm (3 W) output power. The vertical scale is 5 dB per division and the hor-
izontal scale is 15 MHz per division for a total span of 60 MHz. Each WCDMA band
has a bandwidth of 5 MHz. The centers of the two bands are separated by 15 MHz. As
indicated in Figure 9.12(a), each band is immediately flanked on both sides by spectral-
regrowth bands (each of bandwidth about 5 MHz) originating from the interaction of
each band with itself via H3mm and H3pp and with the adjacent band via H3mp and
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Figure 9.11 Four-band frequency-selective (a) USB interband, (b) USB inband plus interband, (c) LSB
interband, and (d) LSB inband plus interband vectorial predistortion linearization of a
two-carrier WCDMA signal for a PA with differential memory. (From [8] with permission,
c©2008 IEEE.)

H3pm . In addition, the two bands interfere with each other due to the terms H3m and
H3p and generate two intermodulation bands at −22.5 MHz and +22.5 MHz relative to
the LO (center tone).

The ability of the frequency-selective predistortion-linearization algorithm to reduce
the spectral interband regrowth of either the LSB only or the USB only is demonstrated
in Figures 9.11(a) and (c). Further, as shown in Figures 9.11(b) and (d), not only the
intermodulation bands at −22.5 and +22.5 MHz but also the in-band spectral regrowth
surrounding the original bands themselves can be reduced. The proposed differential
algorithm can address separately six types of in-band and interband spectral regrowth
in the LSB and USB.

Finally, Figure 9.12(b) shows the combined reduction of the in-band and interband
spectral regrowth on both sides of the LO. These results demonstrate the ability of
this algorithm to linearize a PA exhibiting differential memory effects (H3m �= H3p) as
defined in Section 6.4.1. Higher-order expansion can be used to improve the QML lin-
earization (AM/AM and AM/PM) performance. In addition, memory polynomials can
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Figure 9.12 (a) Nonlinearized spectrum and (b) joint in-band and interband LSB and USB
frequency-selective predistortion linearization of a two-carrier WCDMA signal in a PA with
differential memory. (From [8] with permission, c©2008 IEEE.)

be used to account for memory effects. Note that the nonlinearities which extend over
a bandwidth of 50 MHz were reduced in this demonstration by using real-time process-
ing [8], with no feedback loop required. However, the implementation of an adaptive
algorithm using a feedback path to extract the required linearization coefficients is
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greatly facilitated by the frequency-selective nature of the linearization [9]. Indeed,
the receiver bandwidth just needs to be centered via a tunable LO on the band to be
linearized, since for mild nonlinearities each band is linearized separately.
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