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Preface

In late 2001, Bill Gates was having dinner with a group of journalists on the night 
before Microsoft’s launch of the Windows XP operating system. At that time, the 
dotcom crash was just unfolding, and during dinner, Bill Gates said (correctly) that 
the dotcom bubble was a distraction and caused a lot of money to be wasted on 
things that did not offer much innovation. Then Mr. Gates was asked if anything 
significant came out in the last few years.

“People will look back and say, ‘Wow, at least they did 802.11,’” he was quot-
ed as replying [1].

He is right. Most of us today cannot imagine working (and living) without 
802.11-based wireless networks, popularly known as Wi-Fi. Traveling profession-
als who really needed to send an e-mail and who had to drive around town looking 
for a hot spot can attest to the technology’s importance. At the end of the twentieth 
century and the beginning of the twenty-first century, people became used to high-
speed wireless networking in the local area (i.e., hot spots). Similarly, as the twenty-
first century progresses, we will become used to high-speed mobile networking in 
the wide area (i.e., everywhere).

This book is designed as a broad examination of orthogonal frequency di-
vision multiplexing (OFDM) and orthogonal frequency division multiple access 
(OFDMA), which are fast becoming the de facto methods of transmission at the 
physical layer in broadband mobile systems. The associated functions necessary to 
support OFDM and OFDMA at layer 2 are also addressed. This book focuses on 
system analysis, design, and engineering of an OFDMA-based system, and it deals 
with both the theory and the application of OFDMA in the context of a broadband 
mobile wireless network. To the extent possible, based on the analysis of OFDMA, 
this book develops and presents applicable design frameworks in different areas of 
treatment.

In addition, the book adopts the approach of focusing on key results from the 
literature where appropriate so as not to detract readers from the central theme of 
the book. Should readers wish to pursue a particular topic further, relevant refer-
ences are provided. This way, those who are interested can research those areas that 
are of most interest to them. Moreover, this book uses the case of the IEEE 802.16 
standard to exemplify the general concepts of OFDMA. It does not attempt to 
encompass all details of the standard. Rather, this book covers those salient points 
that are important to a system-level understanding of the technology. Given that 
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IEEE 802.16 is a well-understood implementation of OFDMA, it serves as a solid 
foundation from which to investigate the relevant subject matters.

Instead of making the chapters modular so that they can be considered individ-
ually, the author structured this book so that the best result can be obtained when 
a reader proceeds through the chapters sequentially. This organization is due to the 
intertwined nature of OFDMA and IEEE 802.16 themselves, so it is recommended 
that the reader reads this book in its arranged sequence of chapters.

Chapter 1 provides a general introduction to OFDM and OFDMA. To un-
derstand their benefits in a broadband wireless system, one should recognize the 
impairments introduced by a terrestrial mobile wireless channel, topics covered 
by Chapter 2. Chapter 3 deals with those aspects of digital communication and 
networking related to an OFDMA system. After going through these background 
materials, this book proceeds to Chapters 4 to 6, which deal with the physical layer 
(layer 1). Specifically, Chapter 4 presents the theoretical details of OFDMA, Chap-
ter 5 addresses the OFDMA implementation from the perspectives of time and 
frequency, and Chapter 6 addresses the same topics from the perspective of space 
(i.e., multiple antennas). 

Moving from layer 1 to layer 2, Chapters 7 through 9 examine how IEEE 
802.16 implements layer 2. In particular, Chapter 7 analyzes functions related to 
data traffic transfer, and Chapters 8 and 9 examine functions related to control and 
management.

Chapter 10 discusses quality of service (QoS), which is an important topic, 
as broadband wireless systems are increasingly called upon to transport hetero-
geneous traffic. In addition, network security has always been critical in wireless 
systems. After Chapter 11 reviews the fundamentals of network security, Chapter 
12 describes the actual security functions as implemented by the standard. Finally, 
Chapters 13 and 14 deal with system design, emphasizing the trade-off between 
coverage and capacity. Specifically, Chapter 13 addresses the design of an OFD-
MA-based broadband wireless system from the perspective of coverage, and Chap-
ter 14 addresses system design from the perspective of capacity.

Reference

[1] Maney, K., “Gates Speaks on Bioterror, Passport and 802.11,” USA Today, October 31, 
2001, available at http://www.usatoday.com/tech/columnist/2001/10/31/money.htm, re-
trieved on April 29, 2010.
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C H A P T E R  1 

Introduction to OFDM and OFDMA 

1.1 Motivation

People are increasingly accustomed to communicate anywhere, anytime, in any way 
they want, and this pattern of communication is accompanied by the ever-increasing 
demand for mobile broadband wireless access. As demand increases, wireless net-
work access providers and network service providers are deploying next-generation 
systems that can support high-speed data. The International Telecommunication 
Union—Radiocommunication Sector/International Mobile Telecommunications 
(ITU-R/IMT)-Advanced group specifies the requirements for next-generation sys-
tems in Report ITU-R M.2134. Among the requirements specified, the cell spectral 
efficiency η is perhaps the most important and is defined as the ratio of the aggre-
gate throughput of all users to the product of bandwidth and the number of cells. 
More specifically, it is (for either the uplink or the downlink) [1]:

 
χ

η ==
∑

1

N

i
i

TWM
 (1.1)

where 

 • χi is the number of correctly received bits (contained in service data units 
delivered to layer 3) for user i;

 • N is the number of users in the system;

 • W is the bandwidth;

 • T is the time over which the bits are received; and

 • M is the number of cells.

The first three requirements listed by Report ITU-R M.2134 are as follows:

 • The cell spectral efficiencies are 2.2 bps/Hz/cell on the downlink and 1.4 
bps/Hz/cell on the uplink (base coverage urban). These values assume a con-
figuration of four transmit antennas and two receive antennas (4 × 2) on the 
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downlink and two transmit antennas and four receive antennas (2 × 4) on 
the uplink.

 • The peak (highest theoretical) spectral efficiencies are 15 bps/Hz on the 
downlink and 6.75 bps/Hz on the uplink. These values assume a configu-
ration of four transmit antennas and four receive antennas (4 × 4) on the 
downlink and two transmit antennas and four receive antennas (2 × 4) on 
the uplink.

 • The support of scalable bandwidth is up to and includes 40 MHz; the con-
sideration of wider bandwidths such as 100 MHz (achievable through fre-
quency aggregation, for example) is encouraged.

Given a bandwidth of 40 MHz, the first two requirements shown above 
become:

 • The aggregate throughputs are 88 Mbps/cell on the downlink and 56 Mbps/
cell on the uplink (base coverage urban); and

 • The peak (highest theoretical) data rates are 600 Mbps on the downlink and 
270 Mbps on the uplink.

As mobile wireless systems around the world evolve to those that can sup-
port these kinds of throughputs, the underlying technology is changing from ones 
based on direct-sequence spread spectrum (DSSS) to ones based on orthogonal fre-
quency division multiplexing (OFDM) and orthogonal frequency division multiple 
access (OFDMA).1 Third-generation (3G) systems are based mostly on DSSS, such 
as Evolution-Data Optimized (EV-DO) and High-Speed Packet Access (HSPA). 
Most fourth-generation (4G) systems use OFDM and OFDMA, including Mobile 
WiMAX2 and Long Term Evolution (LTE).

This evolution in wireless wide area networks (WWANs) is not surprising given 
that we have already seen a similar shift in wireless local area networks (WLANs). 
Earlier, lower-speed versions of the IEEE 802.11 standards, such as IEEE 802.11b, 
use DSSS at the physical layer. Later, higher-speed versions, such as IEEE 802.11g 
and IEEE 802.11n, predominantly use OFDM. One reason for such a shift is that 
OFDM offers some intrinsic advantages in delivering high-speed data, especially in 
a multipath, frequency-selective fading environment.

Given that OFDM and its variants are rapidly becoming the technology of 
choice in broadband wireless communications, it is important for wireless profes-
sionals to have a working knowledge of this scheme. In addition, when discussing 
OFDM it is important to place OFDM in the context of a specific technology 
implementation. Because WiMAX is the first widely deployed broadband wireless 
network in the United States and around the world, this book discusses OFDM in 
the context of WiMAX and the IEEE 802.16 family of standards. It uses the case 
of WiMAX to demonstrate the general concepts of OFDM. Since WiMAX is a 
well-understood implementation of an OFDM-based broadband wireless system, 
it serves as a solid foundation from which to exposit OFDM. Later OFDM-based 

1. One notable exception is ultra-wideband (UWB), which is outside the scope of this book.

2. WiMAX is an acronym for Worldwide Interoperability for Microwave Access.
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mobile broadband access technologies make use of fundamental concepts that were 
originally used in Mobile WiMAX [2]. We start with a definition of OFDM:

OFDM is a method of multiplexing by which a high-rate data stream is divided 
into multiple low-rate substreams, which are then simultaneously transmitted over 
multiple subcarriers at the same time, and data carried by the subcarriers are sent 
in such a way that they do not interfere with one another in frequency.

1.2 Conventional FDM

Given the definition just presented, OFDM sounds similar to the conventional fre-
quency division multiplexing (FDM), but OFDM differs from conventional FDM 
in some important respects. Figure 1.1 shows the transmitter portion of a conven-
tional digital FDM system. At the input of the transmitter, there is a single high-rate 
stream of baseband data symbols running at a rate of Rs symbols per second (sps). 
This high-rate stream of baseband data symbols consists of blocks of complex data 
symbols, and each block contains L complex data symbols.

A serial-to-parallel (S-to-P) converter converts the high-rate stream into K sep-
arate low-rate substreams. As a result, each low-rate substream has a rate of Rs/K 
sps. Also, the serial-to-parallel converter breaks the one large block containing L 
symbols into K smaller blocks in parallel, each containing L/K data symbols. Each 
low-rate substream goes through a digital-to-analog (D-to-A) converter and is then 
modulated by its own complex sinusoid exp(−j2πfkt), where fk is the subcarrier 
frequency assigned to each low-rate substream. After modulation, the K modulated 
subcarriers at K different frequencies are summed, and the composite signal is then 
transmitted over the air.

R
(sps)

s

+

exp( 2−j f t)π 1

D/A

D/A
R /K
(sps)

s

L symbols
per block L/K symbols

per block

High-rate data
symbol stream

Transmitted
signal

exp( 2−j f t)π 2

exp( 2−j f  t)π K

D/A

S-
to

-P

Low-rate data
symbol stream

Figure 1.1 A conventional FDM transmitter.
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Figure 1.2 depicts the spectrums of the high-rate stream and the K low-rate 
substreams. The spectrums shown are for the continuous-time equivalents of the 
symbol streams. While we do not go into details of computing the spectrums, it suf-
fices for our purposes to state that the bandwidth of a stream of symbols is mostly 
confined to 1/Ts, where Ts is the symbol time (duration) of a symbol in the stream. 
Since the symbol rate Rs = 1/Ts, for now we can assume that the bandwidth of a 
stream of symbols is limited to its symbol rate Rs [3].3

In this example, the high-rate stream has a symbol rate of Rs sps and a spec-
trum that is Rs Hz wide; each symbol lasts 1/Rs s. The serial-to-parallel converter 
divides the high-rate stream into K low-rate substreams, and each low-rate sub-
stream now has a lower rate of Rs/K sps and a narrower spectrum that is Rs/K Hz 
wide. Because of the lower rate, each symbol in the substream lengthens to K/Rs s. 
Then, each low-rate substream is modulated by a complex sinusoid exp(−j2πfkt) 
to a different frequency fk. After summation, the composite signal consists of K 
signals multiplexed in the frequency domain. As a result, K separate low-rate, nar-
rowband subcarriers are used to transmit the original high-rate, wideband stream.

To minimize interference between subcarriers, a guard band is placed between 
two adjacent subcarriers. In Figure 1.2, the K subcarriers have frequencies f1, f2,… 
fK that are sufficiently spaced to minimize interference between subcarriers. Be-
cause of the guard bands between subcarriers, the total bandwidth occupied by 
the K subcarriers is greater than simply K times the bandwidth of each subcarrier.

Although Figure 1.2 shows that there are K different subcarriers, in FDM all K 
subcarriers are used to carry data for one user only.

3. For an excellent treatment of power spectra of different discrete-time waveforms, consult [4].

High-rate data
symbol stream

f1 f2 f3 fK

Low-rate data
symbol stream
(each)

Transmitted
signal
(baseband)

R /Ks

R /Ks

Rs

Rs>

Figure 1.2 The spectrums of the high-rate data symbol stream, the low-rate data symbol sub-
streams, and the transmitted FDM signal.
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1.3 Advantages of FDM

At this point, the reader may ask, “Why bother with dividing the high-rate stream 
of data symbols into K separate low-rate substreams?” From a systems perspective, 
transmitting a high-rate stream through K separate low-rate substreams has the fol-
lowing advantages (for a multicarrier system):

 • It is effective at combating intersymbol interference (ISI) and multipath 
fading;

 • It can adjust modulation and coding for each subcarrier; and

 • It has simple equalization.

1.3.1 Intersymbol Interference (ISI) and Multipath Fading 

Transmitting K separate, narrowband subcarriers is effective in combating ISI and 
multipath fading. In the time domain, multipath leads to the “spreading out” of the 
arrival time of received signals due to multiple propagation paths through which 
signals travel. This dispersion of arrival time is called channel delay spread τ.

In a high-speed wireless system, the symbol rate Rs is high, hence the sym-
bol time Ts is low. As the symbol rate Rs becomes higher and the symbol time Ts 
becomes shorter, eventually Ts can become much shorter than the channel delay 
spread τ (i.e., Ts << τ) for a given channel. When the symbol time becomes small as 
compared to the channel delay spread, the delayed versions of one symbol start to 
leak into and interfere with the subsequent symbol (see Figure 1.3). This phenom-
enon, called ISI, turns out to be a major impediment to high-speed wireless systems.

Transmitting narrowband subcarriers addresses the problem of ISI by artifi-
cially lengthening the symbol time. The symbol time is lengthened by reducing 
the symbol rate, and the symbol rate is reduced by dividing the high-rate symbol 
stream into many low-rate symbol substreams, each with a lower symbol rate Rs/K. 

Transmitted
symbols

Time

A
m

p
lit

ud
e

A
m

p
lit

ud
e

Received
symbols

Time
Ts

Symbol

Symbol

Figure 1.3 Intersymbol interference (ISI).
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As a result, the symbol time of each low-rate symbol substream becomes TsK. 
Thus, from the perspective of each low-rate substream of data symbols, each sym-
bol experiences little ISI. This is so because when the symbol time of a symbol in 
the substream becomes large relative to the channel delay spread τ (i.e., TsK >> τ), 
delayed versions of a symbol have little effect on the next symbol.

The same issue can be examined in the frequency domain. In the frequency 
domain, multipath leads to “nulls” in the frequency response of the channel in 
frequency (see Chapter 2). Thus, multipath fading is also known as frequency-
selective fading. A frequency-selective channel is characterized by the coherence 
bandwidth Wc, which is the bandwidth over which the channel appears relatively 
flat and unvarying.

Transmitting narrowband subcarriers addresses the problem of frequency-se-
lective fading by artificially dividing a wideband carrier into smaller narrowband 
subcarriers. As a result, each narrowband subcarrier has a much smaller band-
width (than the original wideband carrier). Each narrowband subcarrier undergoes 
its own fade. If the bandwidth of each narrowband subcarrier is sufficiently small 
(usually much smaller than the coherence bandwidth), then each narrowband sub-
carrier can be said to undergo flat fading. Thus, from the perspective of each nar-
rowband subcarrier, the subcarrier experiences little frequency-selective fading. In 
other words, when the bandwidth Rs/K of a subcarrier becomes small relative to 
the channel coherence bandwidth Wc (i.e., Rs/K << Wc), frequency-selective fading 
is substantially reduced.

The robustness against ISI and multipath fading is the key advantage of using 
multiple narrowband subcarriers, and this advantage is carried into OFDM and 
OFDMA discussed later. Dealing with the effect of multipath fading experienced by 
wideband signals is the main reason why many high-speed technologies are adopt-
ing OFDM and OFDMA. ISI and other channel impairments are discussed in more 
detail in Chapter 2.

1.3.2 Modulation and Coding per Subcarrier

When the system puts data symbols across multiple subcarriers all over the band, at 
any given time some subcarriers experience fades but other subcarriers experience 
no fades. For those subcarriers that experience fades, they can fall back to a more 
robust modulation (e.g., quadrature phase shift keying or QPSK) and/or lower-rate 
error correction code (e.g., rate 1/3 convolutional code). Doing so increases the 
chance that data symbols will be received without errors but reduces the effective 
bit rate. For those subcarriers that experience little fades, they can take advantage 
of a more efficient modulation scheme (e.g., 16-quadrature amplitude modulation 
or 16-QAM) and/or higher-rate error correction code (e.g., rate 3/4 convolutional 
code). Doing so increases the effective bit rate without sacrificing the error rate. By 
adapting modulation and coding for each subcarrier, the system can achieve the best 
possible overall capacity and performance.

1.3.3 Simple Equalization

The receiver needs an equalization function to invert (i.e., equalize) the channel 
response. When a subcarrier is narrow, the required equalization function for that 
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subcarrier in the receiver is simpler. This is because a narrow subcarrier in fre-
quency means a long transmission symbol in time. Note that in a receiver, a chan-
nel equalizer is still required for each subcarrier. Thus a total of K (albeit simpler) 
equalizers are needed in the receiver.

1.4 Disadvantages of FDM

FDM in its conventional form has two disadvantages (from the perspective of a 
multicarrier system). First, the transmitter needs to have K separate D-to-A con-
verters and K separate radio frequency (RF) modulators. Second, FDM is not 
bandwidth efficient. The extra guard bands necessarily add to the total bandwidth 
requirement. So is there a way to address these disadvantages and, at the same time, 
retain the advantage of transmitting multiple narrowband subcarriers? The answer 
is yes—in the form of OFDM.

1.5 Basics of OFDM 

In OFDM, the objective is still to transmit a high-rate stream using multiple subcar-
riers. OFDM overcomes the problem of the large bandwidth requirement imposed 
by guard bands. Instead of using K local oscillators (LOs) and K multipliers in 
modulation, OFDM uses a mathematical technique called discrete Fourier trans-
form (DFT)4 to generate the subcarriers. The subcarriers generated this way do not 
need additional guard bands and can be placed closer together in the frequency 
domain. The subcarriers are also orthogonal to each other over a set duration (i.e., 
over the duration of an OFDM symbol). In addition, DFT and its inverse can be 
efficiently computed, eliminating the need for separate RF components for separate 
subcarriers.

Figure 1.4 depicts a simplified OFDM transmitter matching the example pre-
sented in the FDM section. The high-rate stream of data symbols is still running at 
a rate of Rs sps, and each data symbol lasts 1/Rs s. This high-rate stream of data 
symbols consists of blocks of complex data symbols, and each block contains K 
complex data symbols.

Since K subcarriers are to be generated, the serial-to-parallel converter converts 
the high-rate stream into K separate low-rate substreams; each low-rate substream 
has a rate of Rs/K sps. In doing so, the serial-to-parallel converter assigns succes-
sive data symbols (at its input) to K separate substreams (at its outputs). So at any 
given time at the output of the serial-to-parallel converter, there is a set of K data 
symbols in parallel.

The set of K data symbols in parallel pass through the inverse DFT (IDFT) func-
tion, which transforms the K data symbols. After IDFT, the K transformed symbols 
in the K substreams then pass through the parallel-to-serial (P-to-S) converter that 
puts the K transformed symbols in series. This block of K transformed symbols in 
series constitutes a single block or an OFDM symbol. Successive OFDM symbols 

4. In actuality, inverse DFT (IDFT) is used to generate the subcarriers at the transmitter, and DFT is used 
to recover the data symbols at the receiver.
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at the output of the parallel-to-serial converter are running at a rate of Rs/K OFDM 
symbols per second, and each OFDM symbol lasts K/Rs s. Note that an OFDM 
symbol is different from a data symbol, which encodes one or more user bits and is 
the input to the serial-to-parallel converter.

Figure 1.5 shows the spectrums of the high-rate stream, the low-rate sub-
streams, and the transmitted signal. In particular, the spectrum of the transmitted 
OFDM signal is shown over one block or one OFDM symbol. In the transmitted 
OFDM signal, the subcarriers are separated such that they physically overlap in 
frequency, but the first zero crossings of one subcarrier fall on the peaks of the two 
adjacent subcarriers. In fact, all zero crossings of a subcarrier fall on the peaks of 
all adjacent subcarriers. Because OFDM recovers the data symbol at the peak of 
each subcarrier, the subcarriers are orthogonal to each other and there is no inter-
ference—hence the term orthogonal FDM (OFDM). Chapter 4 discusses in more 
detail the OFDM operation that produces the overlapping subcarriers.

Although Figure 1.5 shows that there are K different subcarriers, all K subcar-
riers in a block (an OFDM symbol) are assigned to only one user. In other words, 
only one user transmits in a block (an OFDM symbol).

1.6 Advantages of OFDM

Because OFDM also transmits using multiple narrowband subcarriers, it is robust 
against ISI and multipath fading, can adjust modulation and coding for each sub-
carrier, and has simple equalizers. In addition, OFDM offers two more important 
advantages: 

 • OFDM has low-complexity modulation; and 

Figure 1.4 An OFDM transmitter.
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 • OFDM achieves a better spectral efficiency than conventional FDM.

1.6.1 Low-Complexity Modulation

OFDM does not require K separate D-to-A converters and K separate RF modula-
tors in the transmitter (and corresponding components in the receiver). Instead, 
OFDM modulation can be simply performed by a digital IDFT function in the 
transmitter and a digital DFT function in the receiver. In fact, mathematically equiv-
alent (and more efficient) ways of computing IDFT and DFT, called inverse fast 
Fourier transform (IFFT) and fast Fourier transform (FFT), are used to rapidly 
compute the K-point transforms.

1.6.2 Spectral Effi ciency

Compared with conventional FDM, OFDM achieves a better spectral efficiency. 
This is because whereas conventional FDM requires a guard band between adja-
cent carriers, OFDM do not. As an example, Figure 1.6 shows four subcarriers at 
passband over the duration of one OFDM symbol. The subcarriers are arranged in 
such a way that the zero crossings of one subcarrier coincide with the peaks of all 
other subcarriers.

K-1 K1 2Subcarrier: 3

Zero
crossing

High-rate data
symbol stream

Low-rate data
symbol stream
(each)

Transmitted
signal
(baseband)

R /Ks

Rs

Zero
crossing

R /Ks

Figure 1.5 The spectrums of the high-rate data symbol stream, the low-rate data symbol sub-
streams, and the transmitted OFDM signal. The spectrum of the transmitted OFDM signal is shown 
for the duration of one OFDM symbol. Note that the fi rst zero crossings of subcarrier 2 fall on the 
peaks of adjacent subcarriers 1 and 3.
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After an OFDM receiver demodulates the subcarriers to baseband, it ultimately 
recovers the data symbol at the peak (i.e., center frequency) of a corresponding 
subcarrier. Because the peak of the corresponding subcarrier is where the zeros 
of all other subcarriers are, subcarriers do not interfere with one another over the 
period of one OFDM symbol. Thus in OFDM, subcarriers do overlap in frequency, 
but as far as the recovery of data symbols is concerned, they do not interfere with 
one another. Such overlapping subcarriers are what enable OFDM to have a total 
bandwidth less than that of conventional FDM. 

1.7 Basics of OFDMA

Whereas OFDM assigns one block (in time) to one user, OFDMA is a method that 
assigns different groups of subcarriers (in frequency) to different users. This way, 
more than one user can access the air interface at the same time. Recall that in 
OFDM all K subcarriers are used to carry data for one user only. OFDM assigns 
all subcarriers to a single user at the same time, and only one user can transmit at a 
time. If multiple users want to transmit using OFDM, then those users have to take 
their turns in time. For example, in OFDM each user can be assigned one OFDM 
symbol in time, and OFDM symbols are assigned to their respective users before 
OFDM symbols enter the OFDM transmitter (Figure 1.4). 

In OFDMA, instead of sequentially assigning OFDM symbols in time to dif-
ferent users, the system directly assigns subcarriers in frequency to different users. 
Figure 1.7 shows a simplified OFDMA transmitter. The high-rate stream of base-
band data symbols is still running at a rate of Rs sps, and each data symbol lasts 
1/Rs s. This high-rate stream consists of J groups of complex data symbols; each 
group contains L complex data symbols, and each group (of L data symbols) is 

Figure 1.6 The spectrum of an OFDM signal consisting of four subcarriers. The spectrum is shown 
over the duration of one OFDM symbol.
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later assigned to a different user. So there are a total of JL complex data symbols 
in J groups.

The serial-to-parallel converter assigns the high-rate stream into JL separate 
low-rate substreams; each low-rate substream has a rate of Rs/JL sps. In doing so, 
the serial-to-parallel converter assigns successive data symbols (at its input) to JL 
separate low-rate substreams (at its outputs). So at any given time at the output of 
the serial-to-parallel converter, there is a set of JL data symbols in parallel.

The subcarrier mapper maps JL data symbols to their respective subcarriers 
(which are assigned to different users). Specifically, the subcarrier mapper assigns 
J groups of data symbols to J users in frequency. In effect, the subcarrier mapper 
reorders the parallel data symbols according to the particular subcarriers assigned 
to each user. 

The set of mapped JL(= K) data symbols in parallel pass through the IDFT 
function, which transforms the K data symbols. The K transformed symbols in K 
substreams then pass through the parallel-to-serial converter that puts the K trans-
formed symbols in series. This block of K transformed symbols in series constitutes 
a single OFDM symbol. Successive OFDM symbols at the output of the parallel-to-
serial converter are running at a rate of Rs/K OFDM symbols per second, and each 
OFDM symbol lasts K/Rs s.

Figure 1.8 shows the spectrums of the high-rate stream, the low-rate sub-
streams, and the transmitted signal. In particular, the spectrum of the transmitted 
signal is shown over J groups of data symbols, or one OFDM symbol, only. The 
subcarriers are spaced so that they overlap in frequency but are orthogonal because 
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Figure 1.7 An OFDMA transmitter.
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a data symbol is recovered at the peak of a subcarrier. Note that, in this case, data 
symbols belonging to a user are carried by contiguous subcarriers. 

In general, there are two ways to assign users’ data symbols to subcarriers: 
distributed and contiguous. In a distributed subcarriers arrangement, subcarriers 
are assigned pseudorandomly to users. In a contiguous subcarriers arrangement, 
subcarriers are assigned to users in continuous sets (this is the scheme shown in 
Figure 1.8). 

1.8 Advantages of OFDMA

In addition to possessing low-complexity modulation and better spectral efficiency, 
OFDMA affords two further advantages: 

 • OFDMA can take advantage of frequency diversity through distributed sub-
carriers for a single user. Distributing a user’s subcarriers pseudorandomly 
throughout the band means some of the user’s subcarriers likely would not 
experience fades while some of the user’s other subcarriers likely would.

 • OFDMA can take advantage of multiuser diversity through contiguous sub-
carriers. Multiuser diversity occurs because different users at different loca-
tions would likely experience different channel responses, thus the system can 

K11 2 L L+1

User 1 User 2 User J

2LSubcarrier:

High-rate data
symbol stream

Low-rate data
symbol stream
(each)

Transmitted
signal
(baseband)

Rs

Rs<

R /JLs

R /JLs

K-1

Figure 1.8 The spectrums of the high-rate data symbol stream, the low-rate data symbol sub-
streams, and the transmitted OFDMA signal. The spectrum of the transmitted OFDMA signal is 
shown for the duration of an OFDM symbol (J groups). The fi gure shows that data symbols belong-
ing to a user are carried by contiguous subcarriers.
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improve a particular user’s link by assigning to that user a set of contiguous 
subcarriers that experience the best channel condition.

Therefore, in summary, an OFDMA system has the following advantages:

 • It is effective at combating ISI and multipath fading;

 • It can adjust modulation and coding for each subcarrier;

 • It has simple equalization;

 • It has low-complexity modulation that can be implemented using IDFT/DFT 
(and more efficiently using IFFT/FFT);

 • It has better spectral efficiency;

 • It can take advantage of frequency diversity through distributed subcarriers; 
and

 • It can take advantage of multiuser diversity through contiguous subcarriers.

1.9 Some Practical Issues of OFDM and OFDMA

The OFDM and OFDMA examples shown thus far serve to illustrate the basic 
principles. They show how a transmitter can send a single high-rate stream us-
ing multiple, narrowband orthogonal subcarriers. However, there are practical is-
sues, especially in a mobile environment, that can degrade the performance of such 
systems. In particular, there are two important issues with implementing working 
OFDM and OFDMA systems: interblock interference (IBI) and intercarrier interfer-
ence (ICI).

1.9.1 Time Domain: Interblock Interference

Dividing a high-rate stream into multiple low-rate substreams results in a lower 
Rs/K and hence a longer TsK for each substream. Since the resulting longer TsK 
is large relative to the channel delay spread τ (i.e., TsK >> τ), ISI is substantially 
reduced. However, although this technique reduces ISI between adjacent data sym-
bols within an OFDM symbol, it does not reduce IBI between adjacent OFDM 
symbols (i.e., adjacent blocks).

To reduce interference between successive OFDM symbols transmitted through 
the channel, an extra “guard time” is provisioned at the end of each OFDM symbol 
to further prevent delayed versions of itself from interfering with the next OFDM 
symbol. This guard time is referred to as the cyclic prefix and is discussed in more 
detail in Chapter 4. In short, if the guard time is larger than the delay spread τ, then 
successive OFDM symbols would not interfere with each other, and IBI is reduced.

1.9.2 Frequency Domain: Intercarrier Interference

The second issue has to do with frequency synchronization. This problem comes 
about when there is a difference between the carrier frequency at the transmitter 
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and the carrier frequency at the receiver. Looking at Figure 1.6, readers can eas-
ily see that frequency synchronization is very important in OFDM. If the center 
frequency of a subcarrier is shifted just a little bit, then that subcarrier is no longer 
orthogonal to its neighboring subcarriers, and intercarrier interference (ICI) will 
result. The issue of frequency synchronization in OFDM is discussed in more detail 
in Chapter 4.

1.10 OFDM and DSSS

In a traditional DSSS system, the (interference-rejection) performance and capacity 
depend on the processing gain Gp, which is defined as

 =p
b

W
G

R
 (1.2)

where W is the final spread bandwidth and Rb is the baseband bit rate (see Figure 
1.9) [3]. As we know, users continue to demand broadband mobile applications 
that require a higher and higher bit rate Rb. If Rb increases, W necessarily has to 
increase as well to maintain the same Gp. If Rb increases but W is fixed (e.g., due to 
a specific spectrum allocation), then Gp decreases. In addition, the number of code 
channels that a traditional DSSS system can support depends on Gp [3, 5], so Gp 
relates to the capacity of the system also. 

OFDM is a technique that belongs to a larger class of modulation schemes 
called multicarrier modulation. In multicarrier modulation, one high-rate stream 
is divided into many low-rate substreams, which are then transmitted over parallel 
frequency subcarriers. Initial works on multicarrier modulation were done in the 
1960s in the United States, and in the 1970s it was demonstrated that DFT can 
be used to implement an FDM system [6]. What makes OFDM unique is that in 
OFDM the subcarriers are arranged in such a way that they are orthogonal to each 
other. 

1.11 Overview of the Book

This chapter serves as a brief introduction to OFDM and OFDMA and their advan-
tages. However, the simplified transmitter structures shown in this chapter do not 
take into account some practical implementation issues. To help understand these 
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Figure 1.9 Processing gain Gp in a traditional DSSS system.
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issues, Chapter 2 characterizes the types of impairments that a terrestrial mobile 
wireless channel imparts, and Chapter 3 covers the fundamentals of digital com-
munication and networking relevant to the understanding of an OFDM system. 

After discussing these backgrounds, we then consider more implementation 
details of OFDM and OFDMA. Chapters 4–6 cover the physical layer (layer 1). 
Chapter 4 goes through those aspects of OFDM that are conducive to transmitting 
and receiving high-rate streams over a wireless channel, especially one that is time 
dispersive. After going through the general remedy that OFDM offers, the book 
proceeds to Chapter 5, which covers the specific format of the physical layer as im-
plemented in IEEE 802.16. Specifically, Chapter 5 addresses the physical layer from 
the perspective of channel structure (i.e., time and frequency), whereas Chapter 6 
addresses the physical layer from the perspective of multiple antennas (i.e., space).

Broadband wireless networks cannot only rely on the increase in raw bit rate 
provided by the enhanced physical layer. To be sure, any increase in throughput 
as perceived by a higher-layer application also depends on how effectively the me-
dium access control layer (layer 2) utilizes the physical layer. Thus, any increase in 
throughput relies on enhancements made in layer 2. Chapters 7–9 use IEEE 802.16 
as a case and examine how layer 2 is implemented by this standard. Specifically, 
Chapter 7 discusses layer 2 with respect to the data traffic it transports, whereas 
Chapters 8 and 9 discuss layer 2 from the perspective of its control and supervisory 
functions.

Chapters 10–12 discuss two special topics that are particularly relevant to op-
erating modern and future broadband wireless networks: quality of service (QoS) 
and security. Chapter 10 presents QoS. The use of QoS has enabled different net-
works (both wireless and wireline) to deliver heterogeneous traffic based on the 
needs of individual users. Given that broadband wireless networks are inherent-
ly capacity-constrained, the application of QoS is an important topic to address. 
In addition, a broadband wireless network carries with it unique security issues. 
Chapter 11 first reviews the fundamentals of network security, then Chapter 12 
shows how important security features work in an actual network (IEEE 802.16). 
The book concludes with Chapters 13 and 14, which cover topics in the design of 
an OFDMA-based broadband wireless system. Since a broadband wireless system 
effectively trades off coverage against capacity, the design aspects are presented in 
a coverage part (Chapter 13) and a capacity part (Chapter 14). 
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C H A P T E R  2 

Characterization of the Mobile Wireless 
Channel

2.1 Introduction

The characterization of the mobile wireless channel is important in understand-
ing why OFDM has become a popular technology of choice in broadband mobile 
systems.1 Here the characterization of the channel takes the form of models, which 
are analytical or empirical conceptualizations of a real-world phenomenon. Before 
going into the various impairments introduced by the mobile wireless channel, we 
need to emphasize that some channel impairments can be corrected by increasing 
the transmit power (e.g., path loss and shadowing loss), while other impairments 
cannot be compensated by merely increasing the transmit power (e.g., delay spread 
and Doppler spread). In a broadband mobile system, it is often the latter impair-
ments that present the greatest challenge to system designers. In fact, the evolution 
of wireless communication can be likened to humankind’s effort to combat the ef-
fects of channel impairments in the quest for higher bit rates.

To organize the discussion of different channel impairments, this chapter cat-
egorizes the impairments into three categories:

 • Distance: Path loss, shadowing loss, and multipath fading (Section 2.3);

 • Time: Multipath delay spread and time dispersion (Section 2.4);

 • Frequency: Doppler spread and frequency dispersion (Section 2.5).

We first start with an overview of the link equation in Section 2.2 and then 
proceed to discuss the different categories of impairments.

2.2 Link Analysis

In any communication system, we are concerned with an important parameter 
called the signal-to-noise ratio (SNR), or S/N, at the receiver. The parameter defines 

1. Some parts of this chapter are adopted from Chapter 2 of [1] with substantial enhancements and revisions tailored 
to those issues relevant to a high-speed OFDM system.
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how much received signal power there is as compared to the noise power at the 
receiver; therefore, the SNR can be considered a figure of merit for the communica-
tion system.

The classical link equation is a formula that calculates the SNR using several 
other parameters of the communication system.

 ( )
= T c T p RS L G L GS

N N
 (2.1)

where:

 • ST is the signal power at the output of the transmitter power amplifier;

 • Lc is the cable loss between the power amplifier and the transmit antenna;

 • GT is the gain of the transmit antenna;

 • Lp is the propagation loss introduced by the channel;

 • GR is the gain of the receive antenna;

 • N is the thermal noise power. 

The product (STLcGT) is also known as the effective isotropic radiated power 
(EIRP) from the transmit antenna. The thermal noise power N is defined as

 =N kTW  (2.2)

where k is the Boltzman’s constant (1.38 × 10−23 W/Hz-K or −228.6 dBW/Hz-K), 
T is the noise temperature of the receiver, and W is the bandwidth of the system. 

A parameter that is more comprehensive than the SNR is the signal-to-interfer-
ence plus noise ratio (SINR), or S/(I+N). The SINR differs from the SNR in that the 
denominator of SINR includes not only thermal noise power, but also interference 
powers from other sources, such as adjacent (sub)carriers in frequency or nearby 
cells in space. SINR is a more descriptive figure-of-merit because it takes into ac-
count other interference effects, which are common in a terrestrial broadband wire-
less system.

Another parameter that is often used in terrestrial systems is the signal-to-
interference ratio (SIR) or S/I. The SIR is sometimes used to approximate SINR, 
especially in an interference-limited system where other interference effects (e.g., 
interference from other cells) are more prominent than thermal noise.

As one can see from (2.1), the link quality is dependent on parameters such 
as gains of transmit and receive antennas, transmitter power, and receiver noise 
temperature. These parameters are largely within the control of the system designer 
and can be changed to optimize system performance. One parameter, however, in 
(2.1) is not entirely within the control of the system designer. This parameter is the 
propagation loss, which is discussed in the next section. 
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2.3 Distance Dimension: Propagation Loss

The propagation loss refers to the attenuation that the signal suffers en route from 
the transmitter to the receiver. In the context of (2.1), the propagation loss includes 
three components: path loss, shadowing loss, and multipath fading. These are the 
types of attenuations that can be compensated by increasing the transmit power. 
All these losses are present in a terrestrial wireless system where the mobile is either 
stationary (i.e., fixed at one location) or moving (i.e., traveling at some speed).

2.3.1  Path Loss

Path loss is the mean power loss that the signal experiences between the transmit-
ter and the receiver. There are many models used to describe and predict path loss, 
and they can be analytical or empirical in nature. Although the models differ in 
their methodologies, all have distance between the transmitter and the receiver as 
a critical parameter. Other effects may also come into play in addition to distance. 
For example, a model may have a parameter that describes the clutter of the chan-
nel being modeled, with a value for “dense urban” that produces a higher loss and 
another value for “rural” that produces a lower loss. Several models for calculating 
path loss are examined next.

2.3.1.1 Free-Space Model

This model is an analytical model that describes the power loss in free space. In 
free space, electromagnetic waves diminish as a function of inverse square, or 1/d2, 
where d is the distance between the transmitter and the receiver. Physically, as the 
signal radiates away from a point source in space, the spherical wavefront expands 
and diminishes in intensity.

In its linear form, the free-space path loss is

 ( ) ( )
λ

π π
= =

2 2

2 2 2 2
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c
L L

d f d
 (2.3)

where d is the distance (in meters), λ is the wavelength of the signal (in meters), f is 
the frequency of the signal (in hertz), and c is the speed of light (in meters/second); 
the speed of light is a product of frequency and wavelength (i.e., c = λf). Equation 
(2.3) can also be rewritten in a decibel (dB) form:

 ( ) ( )= − −147.56 20log 20logpL f d  (2.4)

where path loss Lp is in decibels. Note that once the carrier frequency f of the signal 
is known, the second term of (2.4) is effectively a constant, and Lp varies strictly as 
a function of d in the third term. If we plot (2.4) on a log-log graph, then the slope 
of the curve would be −20 dB/decade.

The free-space model is mostly used in satellite and deep-space communication 
systems where the signal truly travels through free space. In a mobile communica-
tion system where additional losses are introduced by ground reflections, terrestrial 
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obstacles, and other impairments, alternative models are needed to accurately pre-
dict path loss.

2.3.1.2 Plane-Earth Model

In a terrestrial environment, the path loss experienced is worse than that in free 
space. The most significant difference between terrestrial and free space is the pres-
ence of ground (and ground reflections) in a terrestrial environment. In addition, 
there are often obstacles between the base station and the mobile.2 As a result, the 
received signal can be made up of signals traveling via direct and indirect paths. Sig-
nals traveling via direct paths are those in line of sight (LOS), whereas signals trav-
eling via indirect paths are those in nonline of sight (NLOS) and involve refraction 
and reflection from objects (e.g., buildings, trees, and hills) between the transmitter 
and the receiver. Therefore, the path loss in the terrestrial environment is higher 
than that in free space, and the extent of the loss is even more strongly influenced 
by the distance between the transmitter and the receiver.

In the terrestrial environment, an analytical model known as the plane-Earth 
model is

 =
2 2

4
t r

p

h h
L

d
 (2.5)

where d is the distance (in meters) between the transmitter and the receiver, ht is 
the height (in meters) of the transmit antenna, and hr is the height (in meters) of the 
receive antenna. The model analytically calculates path loss by taking into account 
the phase difference between two paths, the direct path and the ground-reflected 
path, and by assuming that d >> ht and d >> hr (see Figure 2.1).

This model is known as the plane-Earth model because it considers reflection 
from the ground that is flat, not curved. Note that in this case, the path loss varies 
as an inverse power of 4 in contrast to an inverse power of 2 in free space. In other 

2. This book uses the term “mobile” as a mobile user device that communicates with the base station. 
Other similar terms in the literature include the mobile station (MS) and the subscriber station (SS).

Receiver Transmitter

Ground-
reflected
path

hr

ht

d

Direct path

Figure 2.1 There are two paths, the direct path and the ground-refl ected path, in the plane-Earth 
model.
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words, the path loss encountered in the terrestrial environment is worse than that 
seen in free space. In addition, the modeled loss becomes less as the antenna heights 
increase. 

In practice, a correction factor a that depends on the frequency of the carrier 
is added to yield

 
2 2

4
t r

p

h h
L a

d
=  (2.6)

Converting (2.6) into decibel form produces

 ( ) ( ) ( ) ( )= + + −10log 20log 20log 40logp t rL a h h d  (2.7)

where the path loss Lp is in decibels. Note that in (2.7) the path loss slope is −40 
dB/decade.

2.3.1.3 Simple Empirical Model

Although the two analytical models presented thus far have strong theoretical un-
derpinnings (one based on expanding wavefronts in free space and one based on 
two paths on plane Earth), in terrestrial environments the power loss rarely varies 
by exactly 1/d2 or 1/d4. Path loss models often have to be augmented by actual mea-
surements of the propagation environment. A simple empirical model of path loss 
that can be tuned by measurements is:
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where d is the distance between the transmitter and the receiver (in meters), and dref 
is a reference distance, commonly taken to be some fixed distance from the trans-
mitter. The path loss exponent α depends on the actual propagation environment, 
often ranging from 3 in rural areas (i.e., low loss) to 5 in dense urban areas (i.e., 
high loss).

One can recognize that the first factor of (2.8) is the free-space model, so an 
interpretation of (2.8) is that it is the free-space loss (at dref) corrected by 1/dα (at 
d). The similarity can also be seen when (2.8) is rewritten in the decibel form:

 ( ) ( ) ( ) ( )ref ref147.56 20log 20log 10 log 10 logpL f d d dα α= − − + −  (2.9)

and 

 ( ) ( )α= − −147.56 20log 10 logpL f d  (2.10)

for dref = 1m. The slope of this equation is −10α dB/decade. Note that this equation 
differs from the decibel form of the free-space model only in the coefficient of the 
last term. 
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2.3.1.4 Erceg Model

The Erceg model is an empirical model that is more complex. A useful path loss 
model should be a function of different parameters that describe the different char-
acteristics of the propagation environment. The Erceg model illustrates a more 
complicated path loss model that depends on parameters such as frequency, height 
of the base station, height of the mobile, and terrestrial conditions. The model is 
quite powerful and uses these different parameters to model path loss. It is based on 
propagation measurements taken at 1.9 GHz [2], but has since been modified for 
higher frequencies. The median path loss is given by (in decibels):

( ) ( ) ( ) ( )ref ref147.56 20log 20log 10 log 10 logp f hL f d d d C Cα α= − − + − + +  (2.11)

where f is the frequency (in hertz), d is the distance between the base station and 
the mobile (in meters), α is the path loss exponent, dref is the reference distance (= 
100m), Cf is the frequency correction factor, and Ch is the correction factor for the 
height of the mobile. One can recognize that the first five terms of (2.11) constitute 
the simple empirical model, so an interpretation of (2.11) is that it is the simple 
empirical model (at d) further corrected by the correction factors Cf and Ch.

The path loss exponent is:

 α = − +b
b

c
a bh

h
 (2.12)

where hb is the antenna height of the base station in meters. hb needs to be between 
10m and 80m.

The parameters in the path loss exponent expression depend on three types of 
terrain ranging from high loss to low loss: terrain A (hilly/moderate to heavy den-
sity of trees), terrain B (hilly/light density of trees or flat/moderate to heavy density 
of trees), and terrain C (flat/light density of trees). The parameters are:

 • For terrain A: a = 4.6, b = 0.0075, and c = 12.6;

 • For terrain B: a = 4, b = 0.0065, and c = 17.1;

 • For terrain C: a = 3.6, b = 0.005, and c = 20.

The frequency correction factor Cf is 

 ⎛ ⎞= − ⎜ ⎟⎝ ⎠× 96 log
2 10f

f
C  (2.13)

Thus, the higher the frequency, the higher the loss. 
The correction factor for the height of the mobile Ch is

 10.8log for terrain A and terrain B
2
m

h

h
C

⎛ ⎞= ⎜ ⎟⎝ ⎠
 (2.14)
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2
m

h

h
C

⎛ ⎞= ⎜ ⎟⎝ ⎠
 (2.15)

where hm is the antenna height of the mobile in meters. hm needs to be between 2m 
and 10m. The higher the antenna height of the mobile, the lower the loss.

2.3.1.5 Okumura-Hata Model

The Okumura-Hata model is another empirically based path loss model. It was 
based on extensive empirical measurements taken in urban environments by Oku-
mura and others in 1968 [3]. Then in 1980, Hata simplified the work of Okumura 
and provided an expression for path loss that later became known as the Okumura-
Hata model [4]. The path loss expression is:
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where f is the carrier frequency (in megahertz), hb is the antenna height (in meters) 
of the base station, hm is the antenna height (in meters) of the mobile, and d is the 
distance (in kilometers) between the base station and the mobile user. The terms 
a(hm) is a correction factor that depends on the height of the mobile antenna. The 
model is valid for frequencies from 150 MHz to 1.5 GHz, and for many years, it 
has been a widely used model for predicting path loss in wireless systems, especially 
at the cellular frequencies.

2.3.1.6 COST-231 Hata Model

Although the Okumura-Hata model has been used in wireless communications for 
a long time, the model is only valid up to 1.5 GHz. The European Cooperation in 
the field of Scientific and Research (COST) extended the Okumura-Hata model to 
the COST-231 Hata model [5], which is an empirical model that is valid up to 2 
GHz. The path loss predicted by the COST-231 Hata model is:
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where f is the carrier frequency (in megahertz), hb is the antenna height (in meters) 
of the base station, hm is the mobile antenna height (in meters), and d is the distance 
(in kilometers) between the base station and the mobile user. For these parameters, 
there are only certain ranges in which the model is valid (i.e., hb should only be 
between 30m to 200m, hm should be between 1m to 10m, and d should be between 
1 km to 20 km). Note that the slope of (2.17) is −[44.9 − 6.55log(hb)] dB/decade.

The terms a(hm) and K0 are used to account for whether the propagation takes 
place in an “urban” or a “dense urban” environment. In particular,
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 ( ) ( ) ( )1.1log 0.7 1.56log 0.8m ma h f h f= ⎡ − ⎤ − ⎡ − ⎤⎣ ⎦ ⎣ ⎦  for “urban” (2.18)

 ( ) ( ) 2
3.2 log 11.75 4.97m ma h h⎡ ⎤= −⎣ ⎦  for “dense urban” (2.19)

and

 • K0 = 0 dB for urban;

 • K0 = 3 dB for dense urban.

The COST-231 Hata model is a popular model for predicting path loss. In fact, 
the WiMAX Forum makes use of the COST-231 Hata model in its published docu-
ments [6, 7].

2.3.1.7 Observations

The path loss models presented thus far can be written in a general form of straight-
line equation (in decibels):

 ( )γ= − −0 logpL L d  (2.20)

where L0 is the intercept and γ is the slope. The slope is a factor showing how severe 
the loss becomes as a function of distance. For illustration purposes, Figure 2.2 
shows a comparison among three path loss models: free-space, simple empirical, 
and COST-231 Hata. Note that the slopes for these models are, respectively, −20 
dB/decade, −45 dB/decade, and −35.2 dB/decade—all for a base station height of 
30m.

These models have their limitations when used to predict path loss in terrestrial 
environments. The accuracy of these models typically varies between 6 dB to 8 dB 
when compared to field measurements. The accuracy can be increased, however, by 
integrating field measurement results with the model. For example, it is a common 
industry practice to take field measurements and custom-calculate the model slope 
that is used over certain distances from the base station. See [8] for a comparison 
of empirical models of path loss.

Another limitation is that these models are not as well suited in microcell re-
gions. The microcell regions refer to those distances that are very close to the base 
station. Other propagation phenomena dominate when one attempts to predict 
path loss very close to the base station; hence, specialized microcell models are 
needed to predict losses in these regions. A popular model for predicting path loss 
in microcell regions is the Walfisch-Ikegami model [9]. See also [10] for a good 
discussion of microcell path loss models.

2.3.2 Shadowing Loss

As discussed previously, the median path loss increases when the distance between 
the transmitter and the receiver increases. However, at different locations from the 
transmitter, different obstacles (such as trees, buildings, and moving trucks) would 
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move in the way and out of the way of the signal path, and such distribution of ob-
stacles causes occasional extra rises and falls in power loss. This variation in power 
loss occurs over relatively large distances (on the order of tens of meters) and is thus 
called slow fading. 

Slow fading is usually modeled by a log-normal distribution with a mean and a 
standard deviation expressed in decibels. In log-normal distribution, the variation 
of path loss is distributed as 10ξ/10, where ξ is a normal (Gaussian) random vari-
able. The standard deviation in a cellular environment can vary between 5 dB and 
12 dB. Some references recommend using 10 dB for modeling shadowing loss in 
macrocell environments [11].

The log-normal distribution has the following probability density function:

 ( )
( )
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where x is the random variable describing the path loss (in decibels), m is the mean 
path loss (in decibels), and σ is the standard deviation of the path loss (in decibels).

We know that the median path loss increases as the distance increases between 
the transmitter and the receiver. One way to visualize slow fading is to picture that 
there is a slow loss variation (occurring over relatively large distances) on top of the 
median path loss, and that variation can be described by a log-normal probability 
distribution (see Figure 2.3).
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Figure 2.2 As an illustration, the graph shows the path loss versus distance for three different path 
loss models: free-space, simple empirical, and COST-231 Hata. The antenna height and carrier fre-
quency are 30m and 1.8 GHz, respectively. α is taken to be 4.5 for the simple empirical model. For 
the COST-231 Hata model, a mobile antenna height of 1.5m and a “dense urban” scenario are used.
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The reason for the log-normally distributed slow fading is that the received 
signal is the result of the transmitted signal passing through or reflecting off many 
different objects, such as trees and buildings. Each object attenuates the signal to 
some extent, and the final received signal power is the product of transmission or 
reflection factors of all these objects. As a consequence, the logarithm of the re-
ceived signal equates to the sum of a large number of logarithms of transmission/
reflection factors, each of which can then be expressed in decibels. As the number 
of transmission/reflection factors becomes large, the central limit theorem states 
that the distribution of the sum approaches Gaussian, even if the individual terms 
are not Gaussian [12].

2.3.3 Multipath Fading

There are times when a receiver is completely out of sight of the transmitter (i.e., 
there is no signal path traveling to the receiver via LOS). In this case, the received 
signals are made up of a group of reflections from objects, and none of the reflected 
paths is any more dominant than the other ones. The different reflected signal 
paths arrive at slightly different times, with different amplitudes, and with differ-
ent phases. These paths superimpose constructively and destructively to cause the 
received power to go up and down. These variations in loss occur over very small 
distances (on the order of a wavelength), so it is called fast fading.

It was verified, both theoretically and experimentally, that the envelope of a 
received carrier signal over small distances is Rayleigh distributed [13]. Therefore, 
this type of fading is also called Rayleigh fading.3 The theoretical model makes the 

3. Strictly speaking, the Rayleigh distribution describes the variations in received power when there is 
no LOS between the transmitter and the receiver; the Rician distribution describes the variations in 
received power when there is LOS.
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Figure 2.3 As an illustration, the graph shows shadowing loss superimposed on top of the path 
loss; both are functions of the distance between the transmitter and the receiver. The distribution of 
variation in shadowing loss is log-normal.
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use of the fact that there are many (N) reflected signal paths from different direc-
tions with different phases. The received signal envelope s in complex form is:

 θ

=

= ∑
1

n

N
j

n
n

s es  (2.22)

where sn is the amplitude of the nth signal path, θn is the phase of the nth signal path 
uniformly distributed between 0 and 2π, and s is a composite of N signal paths. If 
one assumes that individual N signal paths are independent and identically-distrib-
uted (i.i.d.) random variables, then the central limit theorem can be invoked. The 
central limit theorem states that if N is large, the sum of i.i.d. random variables 
becomes a zero-mean Gaussian random variable. Thus, if N is large, s becomes a 
zero-mean complex Gaussian random variable.

Because s is complex, it can be broken down into a real part (sr) and an imagi-
nary part (si):

 = +r is jss  (2.23)

where it can be shown that sr and si are real Gaussian random variables. The am-
plitude of s then is:

 = +2 2
r is s s  (2.24)

which is a random variable that has a Rayleigh distribution. The Raleigh distribu-
tion has the following probability density function:
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and p(s) = 0 for s < 0. One way to visualize this type of fading is to picture a trans-
mitter sending an unmodulated carrier with a constant envelope. As the receiver 
measures the received envelope at different locations, the measurements (at dif-
ferent locations) would be different and be distributed according to a Rayleigh 
distribution. 

This type of fading occurs in addition to median path loss and shadowing loss. 
Figure 2.4 shows that there is an additional loss variation (occurring over very 
small distances) on top of both median path loss and shadowing loss, and that 
variation can be described by a Rayleigh probability distribution.

Constructive and destructive interferences result because there are many differ-
ent signal paths. Thus, another way to visualize this particular fading phenomenon 
is to picture electromagnetic fields radiated by a transmitter combining construc-
tively and destructively, forming a standing-wave pattern in the surrounding area. 
As a receiver changes place to different locations in the pattern, it would experience 
ups and downs in amplitudes; a severe drop in received power is sometimes called a 
deep fade (see Figure 2.5). The distance and spacing between each fade are depen-
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dent on the carrier frequency. In a wireless environment, the amplitude variation 
due to this fading phenomenon can be as much as −20 dB. 

Example 2.1

Compare the distance between fades between a carrier frequency of 2.5 GHz and 
a carrier frequency of 700 MHz. Use Figure 2.5 as the propagation environment.

The wavelengths at 2.5 GHz and 700 MHz are:
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The half wavelengths at 2.5 GHz and 700 MHz are then:
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Thus, a lower-frequency carrier has fades that are farther apart from each other 
than a higher-frequency carrier.

It is important to note that the term “fast fading” does not necessarily mean 
that the receiver (or the transmitter) is moving. It simply means that the distance 
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Figure 2.4 As an illustration, the graph shows multipath fading superimposed on top of both path 
loss and shadowing loss. The distribution of variation in multipath fading is Rayleigh.
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between successive fades is small due to constructive and destructive interferences 
of multiple signal paths. If one takes a number of loss measurements at a number of 
stationary positions (separated by small distances) around a transmitter, then those 
measurements are Rayleigh distributed (provided the measurements are taken at 
locations with no LOS to the transmitter). Of course, if the receiver or the transmit-
ter is moving, then the time between successive fades will be short, and successive 
fades occur very quickly.

2.3.4 Concluding Remarks

The three types of impairments discussed so far—path loss, shadowing loss, and 
multipath fading—occur along the distance dimension. They introduce losses into 
the channel and degrade the received power. These impairments can be compen-
sated by adjusting the transmit power and adding enough link margin. Specifically, 
path loss is compensated by including it in the link budget during system design. 
Shadowing loss is compensated by including an additional margin for shadowing 
loss in the link budget, and the exact margin to include depends on the availability 
that the system designer desires. In practice, shadowing loss can also be compen-
sated in real time by power control.

Because power loss due to multipath fading can be large (e.g., −20 dB), system 
designers typically do not include a margin for multipath fading in the link budget. 
Instead, it is expected that channel coding (i.e., forward error correction) applied in 
the physical layer can reduce the amount of transmit power required. Whatever ad-
ditional amount of power is still required is then compensated by power control. In 
short, multipath fading requires that modulation and coding be carefully designed 
and chosen to ensure that a sufficient bit error rate is maintained at a given SINR. 
For power control, because multipath fades occur over such short distances (and 
over such short intervals if there is relative motion between the transmitter and the 
receiver), power control that compensates for multipath fading typically has to be 
faster than power control that compensates shadowing loss.

In the distance dimension, using power control to combat shadowing loss and 
multipath fading actually leverages a form of diversity called multiuser diversity. 
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Figure 2.5 In the standing-wave pattern around the transmitter, a receiver at location A suffers a 
deep fade as compared to another receiver at location B. In this case, fades occur once every half 
wavelength. Note that the standing-wave pattern shown is a simple example resulting from the ad-
dition of two equally strong waves that are 180° out of phase.
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The idea is that in the coverage area of a base station, there is a multitude of mo-
biles, and these mobiles are at different locations. As a result, it is unlikely that 
these mobiles would all experience fades at the same time. It is more likely that, 
at any given moment, some of them would experience fades (thus requiring more 
power from the base station) and some of them would not experience fades (thus 
requiring less power from the base station). This is how a power amplifier in the 
base station, with a fixed transmit power budget, can serve many mobiles. Of 
course, if all mobiles served by a base station are experiencing fades at the same 
time, then there would not be enough transmit power available at the base station 
for all the mobiles; as a result, some links would experience high bit error rates, 
and some links would drop. Chapter 8 discusses power control as implemented by 
IEEE 802.16e.

2.4 Time Dimension: Multipath Delay Spread

Contrary to different types of propagation loss described in the previous section, 
multipath delay spread cannot be compensated by only adjusting the transmit 
power at the system level. Multipath occurs when signals arrive at the receiver via 
different paths due to reflection by or transmission through objects. The amount of 
signal reflection depends on factors such as angle of arrival, carrier frequency, and 
polarization of incident wave. As discussed previously, the multipath phenomenon 
causes multipath fading, which occurs over short distances due to constructive and 
destructive interferences of signals of multiple paths. This impairment takes place in 
the distance dimension. The same multipath phenomenon also causes another type 
of impairment in the time dimension. Multipath delay spread occurring in the time 
dimension is also referred to as time dispersion.

2.4.1 Delay Spread

In multipath, because path lengths are different among different paths, different 
signal paths could arrive at the receiver over different distances at different times. 
Figure 2.6 illustrates the concept. An impulse is transmitted at time 0; assuming that 
there is a multitude of reflected paths present, a receiver approximately 1-km away 
should detect a series of pulses, or delay spread. Due to multipath, delay spread 
originates from a single impulse transmitted in time.

If the time difference τMAX between the earliest arriving pulse and the latest ar-
riving pulse is significant compared to one symbol period, intersymbol interference 
(ISI) can occur.4 In other words, symbols arriving significantly earlier or later than 
its own symbol period can corrupt preceding or trailing symbols. Given fixed path 
differences and a specific delay spread, a higher symbol-rate system is more likely 
to suffer ISI. Given a fixed symbol-rate system, an environment with longer path 
differences (and thus a higher delay spread) is more likely to result in ISI. 

4. In practice, the root-mean square delay spread τRMS is typically used to characterize the length of a 
signifi cant spread.
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Example 2.2

Determine if the delay spread profile shown in Figure 2.6 will cause ISI to a mobile 
communication system using 270.833 ksps as its symbol rate.

 
3

270.833 ksps

1 1
3.69 s

270.833 10 sps

s

s
s

R

T
R

μ

=

= = =
×

Since the symbol period is only a little more than twice the delay spread (1.67 
μs) shown in Figure 2.6, ISI could occur in this situation without any use of equal-
ization. Note that the GSM system uses a symbol rate of 270.833 ksps.

Example 2.3

Determine if the delay spread profile shown in Figure 2.6 will cause ISI to a mobile 
communication system using 1.2288 Msps as its symbol rate.5
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Since in this case the symbol period is less than the delay spread (1.67 μs), ISI 
would normally occur. Note that the IS-95 CDMA system uses a symbol rate of 
1.2288 Msps.

5. In IS-95, it is also known as the chip rate because symbols are used to transmit chips in IS-95.
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Figure 2.6 An example of delay spread. Here the delay spread is the result of a single impulse 
transmitted in time. 
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The way the IS-95 CDMA system deals with ISI is to use a special form of time 
diversity to recover the signal. The system uses a rake receiver to lock onto differ-
ent multipath components. If a time reference is provided, then different multipath 
components can be separately identified as distinct echoes of the signal separated 
in time. These separately identified components of the received signal can then be 
brought in phase and combined to yield a final composite received signal [14]. 

However, the IS-95 CDMA system cannot separately identify or resolve mul-
tipath components that are less than 0.81 μs apart. In a dense urban environ-
ment such as New York City, where base stations are very close to each other and 
each base station is operating at low power, multipath components may arrive 
at a spread of less than 0.81 μs with very low power. In this case, IS-95 CDMA 
would not be able to resolve the components and combine their powers to yield a 
usable signal. This is one of the reasons UMTS (also called wideband CDMA or 
WCDMA) uses a higher symbol rate of 3.84 Msps, and as such it can theoretically 
resolve multipath components that are 0.26 μs apart.

To deal with ISI, OFDM artificially decreases the symbol rate (and hence de-
creases the bandwidth) via the use of subcarriers. See Section 2.4.3 for more details.

2.4.2 Coherence Bandwidth

Although multipath delay spread is best visualized in the time domain, it has a phys-
ical manifestation in the frequency domain as well. The delay spread that occurs in 
the time domain is directly related to a quantity called the coherence bandwidth Wc 
in the frequency domain. The coherence bandwidth is the range of frequency over 
which the transfer function H(f) of the channel varies little, that is,

 ( ) ( )≈ + Δ Δ ≤where cH f H f f f W  (2.26)

 ( ) ( )≠ + Δ Δ >where cH f H f f f W  (2.27)

In other words, delay spread τMAX in the time domain characterizes the dura-
tion of time over which the channel impulse response h(t) lasts, whereas coherence 
bandwidth Wc specifies the range of frequency over which the channel transfer 
function H(f) is approximately the same. Another way to look at it is that coher-
ence bandwidth Wc is the range of frequency over which the channel is correlated. 
In fact, the two quantities, coherence bandwidth and delay spread, are inversely 
proportional to each other, that is,
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If one defines the coherence bandwidth as the range of frequency over which 
the correlation is greater than 0.5, then the coherence bandwidth is [15]:
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The physical manifestation of delay spread in the time domain is frequency 
selectivity in the frequency domain. In other words, delay spread in the time do-
main translates directly into a frequency selective channel in the frequency domain. 
This makes sense because if there is no delay spread, then the impulse response of 
the channel is a single impulse (admittedly at a smaller amplitude). The frequency 
response of the channel in the frequency domain is the Fourier transform of the im-
pulse response in the time domain. Given that the Fourier transform of an impulse 
is a constant (flat), the frequency response of a channel with no delay spread is 
flat, or constant over all frequencies. In this case, all components at all frequencies 
would experience the same attenuation.

In general, if the bandwidth-delay spread product of the channel is greater than 
or equal to 0.1, that is,

 τ ≥ 0.1MAXW  (2.30)

then the channel is seen as being frequency selective. If the bandwidth-delay spread 
product is less than 0.1, that is,

 τ < 0.1MAXW  (2.31)

then the channel is treated as frequency flat [16, 17].
Let’s use a simple two-path model to illustrate how a channel is no longer flat 

if there are multipaths. Assume that there are two multipaths having the same am-
plitude A as shown in Figure 2.7. One multipath is delayed by τMAX relative to the 
other multipath.

The received signal is

 ( ) ( ) ( )τ= + − MAXr t As t As t  (2.32)

Mobile

Base
stationAs t( )

Building B

Building A

MAXAs t )( −τ

Figure 2.7 Two multipath components separated by time τMAX.
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By taking the Fourier transform, we arrive at the spectrum of r(t)

 ( ) ( ) ( ) π τ−= + 2 MAXj fR f AS f AS f e  (2.33)

which can be rewritten as

 ( ) ( ) ( ) ( )π τ−⎡ ⎤= + =⎣ ⎦
21 MAXj fR f AS f e AS f H f  (2.34)

Here H(f) is effectively the transfer function of the channel that transforms the 
original signal AS(f). H(f) can also be written as
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 (2.35)

and the magnitude spectrum |H(f)| is

 ( ) 2cos 2 2
MAXH f f τπ⎛ ⎞⎛ ⎞= ⎜ ⎟⎝ ⎠⎝ ⎠  (2.36)

|H(f)|2 is shown in Figure 2.8. The frequency-selective fading is evident in the 
nulls of the magnitude spectrum as a result of multipath delay. The channel is said 
to be a frequency selective channel, where different components at different fre-
quencies experience different degradations.

Note that in this simple two-path model, the delay spread is τMAX, thus, the 
coherence bandwidth Wc is:

Frequency

|H f |( ) 2

1/2τMAX 1/τ 3/2τ 2τ 5/2τMAX MAX MAX MAX

Figure 2.8 Frequency-selective fading is evident in the nulls of the transfer function.
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τ

≈
1

c
MAX

W

which happens to be the width between successive nulls.

2.4.3 Implications for OFDM

The delay spread (and consequently the coherence bandwidth) turns out to be an 
important parameter in OFDM. Recall in Chapter 1 that the bandwidth of a ran-
dom discrete-time waveform is mostly confined to Rs = 1/Ts, where Rs is the symbol 
rate and Ts is the symbol time or the duration of a symbol. By using narrower sub-
carriers, OFDM makes Rs small, and a small Rs leads to a large Ts. When symbol 
time Ts becomes much larger than the channel delay spread τ (i.e., Ts >> τ), a symbol 
suffers little from delay spread, or delay spread has little effect on a symbol. This is 
how OFDM combats ISI in the time domain.

In the frequency domain, dividing a carrier into narrower subcarriers (as in 
OFDM) has the following advantage: each narrow subcarrier is said to be experi-
encing a flat channel. To see this, let’s substitute (2.28) into (2.26) and (2.27). The 
substitutions yield:

 ( ) ( )
τ

≈ + Δ Δ ≤
1

where
MAX

H f H f f f  (2.37)

 ( ) ( )
τ

≠ + Δ Δ >
1

where
MAX

H f H f f f  (2.38)

As τMAX becomes smaller, the range of frequency over which H(f) does not 
change (i.e., is flat) becomes larger. Of course, in the limit when τ = 0 (e.g., in free 
space where there is no delay spread), H(f) is identical for all frequencies. When 
there is no delay spread in the time domain, then there is a frequency flat channel 
in the frequency domain.

In the terrestrial environment, a true frequency flat channel is not possible be-
cause there is always some delay spread. However, the effect of frequency flatness 
can be approximated by keeping Rs and the bandwidth of each subcarrier less than 
the coherence bandwidth. If the bandwidth Rs of each subcarrier is much less than 
the coherence bandwidth, that is,

 
τ

<< <<
1

ors c s
MAX

R W R  (2.39)

then according to expression (2.37) each subcarrier can be said to be experiencing 
an approximately flat channel (see Figure 2.9). Note that a frequency flat channel 
can be easily corrected by using an equalizer at the receiver.
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2.5 Frequency Dimension: Doppler Spread

The two categories of impairment discussed previously (i.e., path loss and mul-
tipath delay spread) are applicable to all wireless environments, including station-
ary, nomadic, and mobile. A third category of impairment exists only in a mobile 
wireless channel, which is applicable when either the transmitter or the receiver is 
moving relative to each other,6 or one or more scattering objects between the trans-
mitter and the receiver are moving. This impairment is called Doppler spread and 
is often modeled first in the frequency domain; Doppler spread is also referred to as 
frequency dispersion. This section examines Doppler spread first from the perspec-
tive of the frequency domain and then from the perspective of the time domain.

2.5.1 Doppler Spread

We are all familiar with the phenomenon of the changing pitch of a train whistle as 
it moves toward us or away from us. When a train moves toward us, the frequency 
of its whistle sounds higher. When the train moves away, the frequency of its whistle 
sounds lower. The same phenomenon exists for electromagnetic waves emitted by 
a wireless transmitter. This impairment occurs in the frequency dimension. When 
there is relative motion between the transmitter and the receiver, the change in fre-
quency or Doppler shift is

 φ= − cosD

f
f v

c
 (2.40)

where fD is the Doppler shift, v is the relative velocity between the transmitter and 
the receiver, f is the carrier frequency of the signal, c is the speed of light, and φ is the 
angle between the velocity of the relative motion and the direction of the transmis-

6. In a mesh network, both the transmitter and the receiver can move at the same time.

Frequency

Wc

Rs

|H f |( ) 2

Figure 2.9 By keeping the bandwidth of a subcarrier much less than the coherence bandwidth, the 
subcarrier is experiencing an approximately fl at channel.
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sion (see Figure 2.10). If the receiver is moving directly toward the transmitter, then 
φ is 180° and the Doppler shift is at a maximum; the maximum Doppler shift is

 =D

f
f v

c
 (2.41)

Example 2.4

A base station is located next to the freeway and has an omnidirectional transmit 
antenna. A receiver in a car moves toward the base station at 90 km/hour. Compare 
the maximum Doppler shifts experienced by two carrier signals: one at 2.5 GHz 
and another at 700 MHz. The receiver has an omnidirectional receive antenna.

 km km 1,000m hour m
90 90 25

hour hour km 3,600 s
v

⎛ ⎞⎛ ⎞= = × × =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

The maximum Doppler shifts experienced at 2.5 GHz and 700 MHz are:
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Thus, a lower-frequency carrier experiences a smaller Doppler shift than a 
higher-frequency carrier.

If there is relative motion between the transmitter and the receiver, a carrier 
with a carrier frequency f received at the receiver is shifted to f + fD. When the 
transmitter and the receiver are moving directly toward each other, the relative 
velocity v is positive. Thus, a carrier with carrier frequency f is shifted to f + |fD|. 
When they are moving away from each other, the relative velocity is negative. Thus, 
the carrier frequency f at the receiver is shifted to f − |fD|. Figure 2.11 shows what 
happens to a single carrier transmitted in free space when there is relative motion. 

Figure 2.11 shows what happens to a single carrier in frequency when there is 
no reflection (as in free space). But what if there are many reflected paths (as in a 
terrestrial environment)? To model this phenomenon on the ground, we proceed 
to modify (2.22) to incorporate the Doppler shift. Because there is now a relative 
motion between the transmitter and the receiver, the N reflected paths now experi-
ence a Doppler shift. In particular, each path n has an amplitude of sn, and each 

φ

Transmitter Receiver

Figure 2.10 Relative motion between a transmitter and a receiver.
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path experiences a frequency shift fD,n due to relative motion. The received signal 
envelope s in complex form is:

 ( )θ π+

=

= ∑ ,2

1

n D n

N
j f t

n
n

s es  (2.42)

where θn is the phase of the nth signal path uniformly distributed between 0 and 
2π, and s is a composite of N signal paths. By definition, the autocorrelation func-
tion of s is

 ( ) ( ) ( )*R t E t t tΔ = ⎡ + Δ ⎤⎣ ⎦s s  (2.43)

where s* is the complex conjugate of s and E is the expectation operator. It is well 
known that the power spectrum is the Fourier transform F of the autocorrelation 
function, so the power spectrum is given by

 ( ) ( ){ }= ΔS f F R t  (2.44)

which is also known as the Doppler spectrum. It describes the power spectrum of 
the received signal at different frequencies. It has been shown that, under certain 
assumptions, (2.44) can be analytically derived to be [13, 18]:
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where fc is the carrier frequency. S(f) is shown in Figure 2.12.
If one transmits a single carrier (at a single frequency), then due to relative 

motion, reflections, and Doppler spread, the received signal would have a power 
spectrum that is spread (as shown in Figure 2.12). In a real terrestrial environment, 
the actual Doppler spectrum shows that power is distributed toward +fD and –fD. 
Just as multipath causes a single impulse transmitted in time to spread out in time, 
relative motion causes a single impulse transmitted in frequency to spread out in 
frequency.

Frequency
f

fDfD

Figure 2.11 The relative motion between the transmitter and the receiver causes the received 
frequency of a single carrier to shift. Here the Doppler shift comes from a single carrier transmitted 
in free space.
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2.5.2 Coherence Time

The Doppler spread 2fD that occurs in the frequency domain is directly related to a 
quantity called coherence time Tc in the time domain. The coherence time is the pe-
riod of time over which the impulse response h(t) of the channel varies little, that is,

 ( ) ( )≈ + Δ Δ ≤where ch t h t t t T  (2.46)

 ( ) ( )≠ + Δ Δ >where ch t h t t t T  (2.47)

In other words, the Doppler spread 2fD in the frequency domain specifies the 
range of frequency over which the channel transfer function H(f) is spread (due to 
motion), whereas the coherence time Tc specifies the period of time over which the 
channel impulse response h(t) is approximately the same. Another way to look at it 
is that the coherence time Tc is the period of time over which the channel is corre-
lated. In fact, the two quantities, coherence time and Doppler spread, are inversely 
proportional to each other, that is,

 ≈
1

2c
D

T
f

 (2.48)

Another expression for coherence time is given by [15]:

 
π

≈
3

4
c

D

T
f

 (2.49)

The physical manifestation of Doppler spread in the frequency domain is time 
selectivity in the time domain. In other words, Doppler spread in the frequency 
domain translates directly into a time selective channel in the time domain. A time 
selective channel means that the channel is time-varying (i.e., changing with time). 
This makes sense because if there is relative motion between the transmitter and the 
receiver, then the channel cannot be expected to remain constant over time. One 

2fD

Frequency

fDf −c fDf +cfc

Figure 2.12 The Doppler spectrum when there are refl ections. As an illustration, fD is 208.33 Hz, 
which is the Doppler shift experienced by a 2.5-GHz carrier when the relative speed is 25 m/s. s0 = 
1 in the graph.
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simple example is a mobile moving through the coverage area of a base station and 
undergoing multipath fading as a function of time.

Let’s examine a simple case of a mobile undergoing a changing channel because 
of multipath fading. Assume that there are two equally strong signals that are 180° 
out of phase. Then a standing-wave pattern would form with fades occurring once 
every half wavelength (see Figure 2.5). The distance Δd between two fades is then:

 Δ =
2
c

d
f

 (2.50)

where c is the speed of light and f is the carrier frequency. Also assume that the mo-
bile is moving at a velocity v directly toward a stationary transmitter. This means 
that the time Δt between fades experienced by the mobile is

 
Δ

Δ = =
2

d c
t

v fv
 (2.51)

which is the same as coherence time Tc, that is,
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⎜ ⎟⎝ ⎠

1 1
2 2

2
c

D

c
T

ff fv
v

c

 (2.52)

In other words, in this simple two-path model, coherence time is the same as 
the period of time between two consecutive fades experienced by a mobile moving 
at a velocity v.

2.5.3 Implications for OFDM

A mobile wireless channel implies that the mobile is moving; hence, the channel 
between the base station and the mobile is by definition dynamic and changing 
with time. How often the channel changes is stipulated by (2.48), which states that 
coherence time Tc over which the channel is approximately constant is inversely 
proportional to Doppler spread 2fD. It follows, therefore, that if the symbol time 
Ts is much less than the coherence time Tc (i.e., Ts << Tc), then each symbol should 
suffer little from Doppler spread. To see this, let’s substitute (2.48) into expressions 
(2.46) and (2.47). The substitutions yield:

 ( ) ( )≈ + Δ Δ ≤
1

where
2 D

h t h t t t
f

 (2.53)

 ( ) ( )≠ + Δ Δ >
1

where
2 D

h t h t t t
f

 (2.54)
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As fD becomes smaller, the time duration over which h(t) does not change (i.e., 
is flat) becomes longer. In the limit when fD = 0 (i.e., if there is no relative motion 
between the transmitter and the receiver), then h(t) is the same for all time. In other 
words, when there is no Doppler spread in the frequency domain, then there is a 
time flat (or time invariant) channel in the time domain.

In a broadband mobile system, Doppler shift has two important implications 
for an OFDM system. First, the Doppler shift degrades the orthogonality between 
subcarriers. In OFDM, subcarriers are carefully placed and centered at equally 
spaced subcarrier frequencies. For each subcarrier, its zero crossings are precisely 
at where the peaks of adjacent subcarriers are. Because data samples are taken at 
the peaks of subcarriers, there is no interference among subcarriers, and orthogo-
nality among subcarriers is maintained. However, this orthogonality is degraded if 
subcarriers are misaligned due to Doppler shift, and the problem is exacerbated if 
fD becomes significant as compared to the subcarrier bandwidth Rs. Chapter 13 
examines the Doppler shift in OFDM system design.

Second, a high Doppler spread requires more frequent channel feedback. For 
example, if a receiver is moving at 90 km/hour (25 m/s) toward the transmitter 
operating at 2.5 GHz, then the coherence time Tc is 2.4 ms according to (2.48). 
This means that the channel changes once every 2.4 ms—very quickly. The link can 
be improved if the receiver gives feedback on the channel back to the transmitter. 
Power control feedback sent by the receiver is one such channel feedback that char-
acterizes only the amplitude response of the channel. More sophisticated feedback 
involves the receiver sending information on both amplitude and phase responses 
of the channel, which can be utilized, for example, by multiple-antenna techniques. 
Power control is further discussed in Chapter 8. Multiple-antenna techniques are 
discussed in Chapter 6.

2.6 Conclusions

This chapter addresses the different kinds of impairments that are introduced by a 
wireless channel. The path loss, shadowing loss, and multipath fading occur in the 
distance dimension in that they primarily attenuate the signal power as a function 
of distance. 

The delay spread occurs in the time dimension and is caused by multipath. 
Figure 2.13 summarizes the impairments that have a physical cause of multipath. 
The phenomenon of multipath results in the delay spread τ, also known as time 
dispersion in the time domain. The delay spread τ results in a frequency selective 
channel in the frequency domain, and that channel is characterized by coherence 
bandwidth Wc. The delay spread introduces ISI in time and results in a frequency 
selective channel in frequency. Of course, if there is no multipath, there is no delay 
spread in the time domain, and then the channel in frequency is a frequency flat 
channel.

The Doppler spread occurs in the frequency dimension and is present only if 
there is relative motion between the transmitter and the receiver. Figure 2.14 sum-
marizes the impairments that have a physical cause of relative motion between the 
transmitter and the receiver. Such a motion results in the Doppler spread 2fD, also 
known as frequency dispersion in the frequency domain. Doppler spread results 
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in a time selective (time varying) channel in the time domain, and that channel is 
characterized by coherence time Tc. Doppler spread degrades orthogonality among 
OFDM subcarriers and requires frequent feedback on the channel from the receiv-
er. If there is no motion, then there is no Doppler spread in the frequency domain, 
and the channel in time is a time flat (time invariant) channel.

Figure 2.15 depicts a 2 × 2 framework of the different types of wireless channels.
Given these different types of wireless channels, Figure 2.16 presents a system 

design framework that shows the generic countermeasures appropriate for the dif-
ferent wireless channels.

No multipath
No delay spread

No motion
No Doppler shift

Multipath
Delay spread τ in time

Coherence BW in freqWc

Motion

Flat

Ti
m

e
Fr

eq
ue

nc
y

Selective

D

c

Doppler shift f
T

in freq
Coherence time in time

Figure 2.15 Four different types of wireless channels. 
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C H A P T E R  3

Fundamentals of Digital Communications 
and Networking 

3.1 Introduction 

In this chapter we address some of the fundamental issues in digital communication 
and networking, particularly as applied to modern broadband wireless networks.1 

In particular, this chapter considers some key functions of the medium access con-
trol (MAC) layer and the physical layer and also describes how these layers handle 
errors. Figure 3.1 shows the two layers, where an upper layer at the sender wants 
to send the data to the corresponding upper layer at the receiver. As such, the upper 
layer first hands its data to the MAC layer (layer 2) below it.

At the sender, the MAC layer organizes the data into a MAC protocol data unit 
(PDU). The MAC layer then hands the MAC PDU to be sent to the physical layer. 

The physical layer (layer 1) is responsible for actually transmitting the bits (i.e., 
0 or 1) in the MAC PDU over the physical medium. To do so, the physical layer 
uses signals (i.e., sinusoidal waveforms) to physically transmit the bits. This chap-
ter examines the way that the physical layer transmits the bits and also describes 
how the MAC layer handles error in a MAC PDU.

3.2 Basic Functions of a Transceiver

At the physical layer, discussions of the transmitter and the receiver thus far have 
been at the level of data symbols. In other words, the inputs at the left side of Figure 
1.4 (OFDM transmitter) and Figure 1.7 (OFDMA transmitter) are data symbols. 
Before going into details of an actual system (i.e., IEEE 802.16e), it is necessary to 
examine how data symbols themselves are constructed and how they relate to data 
bits. In short, a data symbol is different from a data bit because one symbol can 
carry one or more bits, depending on the specific set of data symbols (i.e., “constel-
lation”) used.

1. Some parts of this chapter are adopted from Chapter 3 of [1] with enhancements and revisions tailored to those 
issues relevant to a high-speed OFDM system.
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Figure 3.2 shows the functional block diagram of a typical digital wireless 
transmission and receiving system [2]. The data to be sent come from the MAC 
layer. The channel coding function codes the bits for the purpose of combating 
various degrading effects of the channel. Then the symbol mapping function maps 
the data bits to data symbols (drawn from a predetermined set or “constellation”). 
The modulation function converts the signals from baseband to bandpass wave-
forms that can be transmitted. The RF function performs the necessary filtering 
and power amplification functions before actual transmission. 

On the receive side, the received bandpass waveform is intercepted by the an-
tenna and goes through low-noise amplification and filtering in the RF function. 
The demodulation function converts the signals from RF to baseband. The sym-
bol mapping function maps the data symbols back to data bits. Then the channel 
decoding function attempts to correct the errors in the data bits that have been 
introduced by the channel. 

The subsequent sections discuss the channel coding, symbol mapping, and 
modulation functions shown in Figure 3.2. 
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Figure 3.2 Main components of a digital transceiver.
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Figure 3.1 The MAC layer organizes data into a MAC PDU and passes it to the physical layer, which 
physically transmits the bits.
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3.3 Channel Coding

On a wireless channel, redundancy needs to be added to the information bits. This 
is done to improve performance by enabling the subsequent signals to better with-
stand the effects of channel impairments, such as interference and fading. The goal 
of channel coding is that, given a desired probability of bit error, the required en-
ergy per bit Eb over noise power density N0 (Eb/N0) is reduced; alternatively, given 
an achievable Eb/N0, the probability of bit error is reduced. The cost of these two 
goals is more bandwidth or more redundancy bits that the system has to transmit 
[2].

This section specifically deals with error-correcting codes, which when applied 
to channel coding improve the error performance of the system. The purpose is to 
add extra bits to the information bits so that errors may be found and corrected at 
the receiver. In other words, a sequence of bits is represented by a longer sequence 
of bits with enough redundancy to protect the data [3]. For example, the simplest 
code is to repeat the information bits. Suppose there is a bit that I wish to send and 
error-protect. The bit can simply be repeated three times (i.e., if I have “1,” I will 
send “111”). This way, I will improve the chance that the receiver correctly receives 
a “1” in case any one of the transmitted bits is flipped to “0” during transmission. 
In this case, the receiver will use majority decoding. Namely, the receiver will only 
decide a “1” if a majority of the three bits are received as 1s. This code is known 
as a (3, 1) code. (n, k) refers to a code where n is the length of the coded sequence 
and k is the length of the information sequence. A code can also be described by its 
rate. The code rate R of a code is defined as

 =
k

R
n

 (3.1)

Two popular classes of error-correcting codes are block codes and convolution-
al codes. Block codes, as the name implies, code information sequences one block 
at a time. Convolutional codes, on the other hand, have a memory property. The 
memory depends on the constraint length K of the convolutional code. The n-tuple 
output of a convolutional coder is not only a function of the current input k-tuple, 
but also a function of the previous K − 1 input k-tuples [2].

3.3.1 Linear Block Codes

Linear block codes are a class of codes that can be used for the purpose of error 
detection or error correction. A linear block code can be characterized by the (n, k) 
notation, and for a given code, the coder transforms a block of k information bits 
into a longer block of n code bits [4]. The code bits are only a function of the cur-
rent block of information bits. For example, we can define a (7, 4) linear block code 
where a block of seven code bits is used to represent a block of four information 
bits. Given the four information bits (i1, i2, i3, i4), the three extra redundancy bits 
(r1, r2, r3) are appended using the following functions [3]:

 = + +1 1 2 3r i i i  (3.2)
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 = + +2 2 3 4r i i i  (3.3)

 = + +3 1 2 4r i i i  (3.4)

where + represents the modulo-2 addition. For example, if the information bits are 
(1, 0, 1, 0) corresponding to (i1, i2, i3, i4), then the extra redundancy bits are

 
1

2

3

1 0 1 0

0 1 0 1

1 0 0 1

r

r

r

= + + =
= + + =
= + + =

and the code word (1, 0, 1, 0, 0, 1, 1) is used to represent the four information bits. 
Table 3.1 is a complete enumeration of this (7, 4) linear block code. This simple (7, 
4) linear block code is also known as the (7, 4) Hamming code, and the redundancy 
bits are also known as the parity bits.

It is intuitive that the extra redundancy bits improve the error performance of 
the system. To quantify this performance, we introduce the concept of Hamming 
distance. The Hamming distance between any two code words is the number of 
places in which the two code words differ. For example, the Hamming distance 
between (1, 1, 1, 1, 1, 1, 1) and (1, 1, 1, 0, 1, 0, 0) is 3.

Table 3.1 (7, 4) Hamming Code

Information Bit
Sequence
(i1, i2, i3, i4)

Redundancy Bits
(r1, r2, r3)

Code Sequence
(i1, i2, i3, i4, r1, r2, r3)

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 1 1 0 0 0 1 0 1 1

0 0 1 0 1 1 0 0 0 1 0 1 1 0

0 0 1 1 1 0 1 0 0 1 1 1 0 1

0 1 0 0 1 1 1 0 1 0 0 1 1 1

0 1 0 1 1 0 0 0 1 0 1 1 0 0

0 1 1 0 0 0 1 0 1 1 0 0 0 1

0 1 1 1 0 1 0 0 1 1 1 0 1 0

1 0 0 0 1 0 1 1 0 0 0 1 0 1

1 0 0 1 1 1 0 1 0 0 1 1 1 0

1 0 1 0 0 1 1 1 0 1 0 0 1 1

1 0 1 1 0 0 0 1 0 1 1 0 0 0

1 1 0 0 0 1 0 1 1 0 0 0 1 0

1 1 0 1 0 0 1 1 1 0 1 0 0 1

1 1 1 0 1 0 0 1 1 1 0 1 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1
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The minimum distance d* of a code is the Hamming distance of a pair of code 
words that have the smallest Hamming distance. For the Hamming code shown 
above, d* is 3, which is the smallest Hamming distance for all possible pairs of 
code words. The minimum distance turns out to be a critical parameter that speci-
fies the performance of a particular code. If t errors occur during the transmission 
of a code word, and if the (Hamming) distance between the received word and 
every other code word is larger than t, then the decoder will properly correct the 
errors if it assumes that the closest code word to the received word was actually 
transmitted [3]. In other words,

 ≥ +* 2 1d t  (3.5)

If (3.5) holds for a code, then this code is capable of correcting t errors. On the 
other hand, (3.6) summarizes the error detection capability q of a code.

 ≥ +* 1d q  (3.6)

If (3.6) holds for a code, then the code is capable of detecting q errors. Thus, 
given that d* of the (7, 4) Hamming code is 3, the (7, 4) Hamming code is capable 
of correcting t = 1 error and detecting q = 2 errors.

As mentioned earlier, in order to decode a received code word, the decoder as-
sumes that the closest code word to the received code word was actually transmit-
ted. For example, suppose that a received code word is (0, 0, 0, 1, 1, 1, 1). Since this 
received code word is not one of the specified code words in the (7, 4) Hamming 
code, an error (or errors) must have occurred. Assuming that the closest code word 
to the received code word was actually transmitted, the decoder decides that the 
code word (0, 0, 0, 1, 0, 1, 1) was actually sent by the transmitter. This function 
can be easily implemented using a digital logic circuit.

In practice, block codes are popular for use at the MAC layer because they can 
be readily applied to a packet (block) of bits at the MAC layer. One popular code 
is the cyclic redundancy check (CRC), which is used to detect error in a packet 
received by the MAC layer at the receiver. If the CRC detects an error in a packet, 
then the receiver can request retransmission of that packet, thus correcting the er-
ror. The CRC is discussed later in this chapter.

3.3.2 Convolutional Codes

In addition to using block codes (e.g., CRC) at the MAC layer, broadband wireless 
systems also use forward error correction (FEC) at the physical layer. Convolutional 
codes are a popular way of implementing FEC. FEC codes not only can detect error 
but also can correct error without the need for retransmission.

The block codes are said to be memoryless, which means that the code word or 
the additional redundancy bits are only a function of the current block. The con-
volutional codes, on the other hand, do have memory. For convolutional codes, the 
coded bits are functions of information bits and the constraint length. Specifically, 
every coded bit (at the output of the convolutional coder) is a linear combination 
of some previous information bits. For example, an IEEE 802.16e system requires 
the use of convolutional codes. In particular, a rate 1/2, constraint length K = 7 
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convolutional coder is used as the baseline. Figure 3.3 shows the coding structure 
of this rate 1/2 convolutional coder [5].

Initially, all the registers are initialized to zero. As the information message 
bits mi are clocked in from the left, bits are tapped off different stages of the delay 
line and summed in a modulo-2 adder. The summation is the output of the convo-
lutional coder. Since this is a rate 1/2 coder, two bits are generated for each clock 
cycle. A commutator switch toggles through two output points (of the two adders) 
for every input clock cycle, hence the number of output bits is effectively twice the 
number of input bits. The generator function for the two output bits iy′  and iy′′  
(shown in Figure 3.3) can also be written as

 ( ) = + + + +′ 6 3 2 1g x x x x x  (3.7)

 ( ) = + + + +′′ 6 5 3 2 1g x x x x x  (3.8)

To derive convolutional codes that have rates other than 1/2, the coder can 
first generate the bit sequence i iy y′ ′′  using the rate 1/2 coder shown, then puncture 
out (delete) selected bits in the sequence. For example, to derive a rate 2/3 convo-
lutional code, the coder would first generate the following bit sequence using the 
original rate 1/2 coder:

 ′ ′′ ′ ′′ ′ ′′ ′ ′′1 1 2 2 3 3 4 4...y y y y y y y y  

Then the coder would puncture one out of every 4 bits (or include 3 out of 
every 4 bits):

 1 1 2 3 3 4...y y y y y y′ ′′ ′′ ′ ′′ ′′

With puncturing, the effective code rate R becomes:

 
′=

−1 p

R
R

r  (3.9)

yi’

’’
Modulo-2 adder

mi

yi

Modulo-2 adder

Figure 3.3 Convolutional coding (rate 1/2) in the IEEE 802.16e standard.
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where R′ is the original code rate and rp is the puncturing ratio. For the above ex-
ample, the effective code rate would then be 

 

′= = = =
− −

1 2 1 2 2
11 3 4 31
4

p

R
R

r

Note that if there is no puncturing, then R = R′.
The decoding mechanism for convolutional codes is beyond the scope of this 

book. It suffices to mention that convolutional decoding uses a tree-search algo-
rithm through a “trellis.” The algorithm is a variant of linear dynamic program-
ming. See [6] for a good  discussion of convolutional decoding.

3.4 Symbol Mapping and Modulation

In a wireless communication system, the physical layer includes the wireless me-
dium, so the physical layer uses analog signals to carry the bits. In other words, 
sinusoidal waveforms are used to transmit coded bits (0s and 1s) over the air.

In a digital communication system, the sinusoidal waveforms are “discrete 
time” in nature in that a single sinusoidal waveform (representing a bit or a group 
of bits) has a fixed duration with a well-defined start time and end time. Figure 
3.4 shows such an arrangement. Here, the coded bits to be transmitted are 1101, 
and the following scheme is used to physically transmit the bits: if the data bit is a 
1, then transmit a positive cosine waveform; if the data bit is a 0, then transmit a 
negative cosine waveform.

Figure 3.5 shows the physical implementation of this example. The baseband 
bit stream of 1101 goes into a symbol mapper, which maps each bit to a base-
band symbol. The baseband symbol is +1 if the corresponding bit is 1 and −1 if 

1101

1 1 0 1

Figure 3.4 A simple signaling scheme (BPSK).

1101 Symbol
mapping

D/A
+1 +1 −1  +1

cos(2πft)

Figure 3.5 A simple digital transmitter (BPSK).
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the corresponding bit is 0. The baseband symbol is then multiplied by a carrier 
cos(2πft). The resulting passband waveforms s(t) is then transmitted over the air.

Figure 3.6 shows the symbol constellation for this scheme. There are only two 
possible symbols {+1, −1}. In addition, these possible symbols are real numbers, 
have only real components, and lie on the real axis only; there are no imaginary 
components in these symbols. Also note that these two symbols differ only in their 
phase, not in their magnitude. The +1 symbol and the −1 symbol both have a mag-
nitude of 1, but they have a phase difference of 180°. This scheme is known as the 
binary phase shift keying (BPSK).

In the example shown in Figures 3.4 to 3.6, the transmitted signals only make 
use of the real component. There are two symbols in the symbol constellation. As 
such, each symbol can only carry 1 bit of baseband data. However, if one adds two 
additional symbols along the imaginary axis,2 then there would be a total of four 
symbols in the constellation. Figure 3.7 shows these four symbols, which are {+1, 

2. In digital communications, the real dimension (axis) is also known as the “in-phase” dimension, and 
the imaginary dimension (axis) is also known as the “quadrature” dimension.

(0) (1) Re

Im

−1 +1

180°

Figure 3.6 A simple symbol constellation (BPSK).
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+j

(01)
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Im
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Figure 3.7 A symbol constellation consisting of four symbols (QPSK).
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-1, +j, −j}. These four symbols are real numbers and imaginary numbers. Note that 
the four symbols still differ only in their phase, not in their magnitude. All symbols 
have a magnitude of 1, but adjacent symbols now have a phase difference of 90°. 
This scheme is known as quadrature phase shift keying (QPSK).

Because there are now four symbols in the constellation, each symbol can carry 
two data bits at a time. Figure 3.7 also shows a possible way to assign groups of 
2 bits to the symbols. For example, the +1 symbol carries the bits 00, and the +j 
symbol carries the bits 01. The bit assignment shown in Figure 3.7 is an example of 
Gray coding, which assigns bits in such a way that adjacent symbols carry groups 
of bits that differ by 1 bit. This is done to minimize bit error rate. If, at the receiver, 
the +1 symbol got misinterpreted into a +j symbol, then there would be at most one 
bit error (as opposed to two bit errors) as a result of this symbol error.

In general, the number of bits b carried by a symbol is

 = 2logb M  (3.10)

where M is the total number of symbols in the constellation. In the previous ex-
ample, there are four symbols (M = 4) in the constellation, so each symbol can carry 
2 bits (b = 2) at a time.

For the same bit sequence 1101, Figure 3.8 shows the corresponding signaling 
scheme. The first two bits are 11, so a negative cosine (a cosine shifted by 180°) 
waveform is transmitted. The second two bits are 01, so a positive sine (a cosine 
shifted by 90°) waveform is transmitted.

Figure 3.9 shows the physical implementation of this example. The baseband 
bit stream of 1101 goes into a symbol mapper, which maps a group of two bits to 
a baseband symbol. The baseband symbol is −1 if the corresponding bits are 11, 
and the baseband symbol is +j if the corresponding bits are 01. To show the ac-
tual implementation, Figure 3.9 depicts that the symbol mapper actually have two 
physical outputs: real and imaginary. Mapping the bits 11 into the symbol −1, the 
symbol mapper outputs −1 on the real line and 0 on the imaginary line during the 
corresponding symbol period. This is because the symbol −1 is more completely 
written as −1 + 0j in complex form. Mapping the bits 01 into the symbol +j, the 
symbol mapper outputs 0 on the real line and +1 on the imaginary line during the 
next symbol period. Similarly, this is because the symbol +j is more completely 
written as 0 + j in complex form. 

In general, the real part (ai) of the complex symbol is multiplied by a cosinusoi-
dal carrier, and the imaginary part (bi) of the complex symbol is multiplied by a si-
nusoidal carrier. The reason why the carriers are 2 cos(2 )T ftπ  and 2 sin(2 )T ftπ  
is because the following integrals become unity, 

1101

11 01

Figure 3.8 A more complex signaling scheme (QPSK).
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which facilitate the mathematical modeling of the demodulation process later on. 
Note that T is the time duration of a symbol, and the integrations are over one 
symbol period.

To produce the resulting passband waveforms s(t), the summer adds the real 
part and the imaginary part:

 ( ) 2 2
cos2 sin2i is t a ft b ft

T T
π π= +  (3.13)

For the sake of brevity Figure 3.9 and similar diagrams are often depicted as 
that shown in Figure 3.10 in complex form, where the complex multiplication is 
simply shown as the multiplication by exp(−j2πft).

11  01 Symbol
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D/A−1     0

+

D/A0    +1

ai

bi

Im
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SymbolsBits

2/ sin(2T ft)π

2/ cos(2T ft)π

s t( )

Figure 3.9 A more complex digital transmitter.

Symbol
mapping

D/A

exp( 2− πft)2/T

Figure 3.10 A complex equivalent of the more complex digital transmitter.
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In general, data symbols are complex. Using complex symbols allows the sys-
tem designer to exploit the imaginary dimension to add more symbols, and more 
symbols (i.e., higher M) means that more bits (i.e., higher b) can be carried in a 
symbol duration [see (3.10)]. Because the imaginary dimension (sine) is by defini-
tion orthogonal to the real dimension (cosine), using both dimensions to add more 
symbols is a rare free lunch in digital communication. For example, in the original 
IS-95 [7], the physical layer used BPSK (similar to Figure 3.6). The subsequent 
CDMA2000-1x [8] used QPSK (similar to Figure 3.7). As a result, part of the ca-
pacity gain from IS-95 to CDMA2000 came from the exploitation of the imaginary 
dimension in the physical layer.

The ability of one symbol to carry more than 1 bit of data is important because 
the RF bandwidth consumed by a transmitted signal is a function of the symbol 
rate, not the bit rate. In fact, a rule of thumb is that the RF bandwidth is taken 
to be approximately the symbol rate. Therefore, using increasingly higher order 
constellations (QPSK, 16-QAM, and so forth) enables more bits to be transmitted 
using a given symbol. 

The IEEE 802.16e standard calls for the mandatory support of QPSK and 16-
QAM in its OFDM and OFDMA options. These modulation schemes are sup-
ported on both uplink and downlink and are shown in Figure 3.11. Note that the 
QPSK constellation is rotated by 45º as compared to that shown in Figure 3.7. In 
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11 10

01 00
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Figure 3.11 QPSK and 16-QAM supported by IEEE 802.16e.
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addition, instead of using a magnitude of unity, the QPSK constellation shown has 
a magnitude of E . This is because squaring the magnitude E  yields E, which is 
the energy per symbol.

IEEE 802.16e can also optionally support 64-QAM as shown in Figure 3.12. 
The 64-QAM modulation may be supported on both downlink and uplink. Pack-
ing six data bits into each symbol, 64-QAM achieves the highest bandwidth effi-
ciency at the cost of higher transmitter power. Also note that for all these modula-
tion schemes (QPSK, 16-QAM, and 64-QAM) the bits assigned to a symbol differ 
from those of an adjacent symbol by at most 1 bit (i.e., Gray coding).

3.5 Demodulation

3.5.1 Matched Filter

This section looks at the demodulation function. One implementation of the de-
modulator is the matched filter approach shown in Figure 3.13. The received signal 
r(t) consists of s(t), which is the original transmitted signal, and n(t), which is the 
noise introduced by the channel. In other words, r(t) = s(t) + n(t). For simplicity, 
fading experienced by s(t) is ignored for now. r(t) is multiplied by both a cosinusoid 
and a sinusoid and then integrated to extract the real and imaginary components 
of the symbol.
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Figure 3.12 64-QAM supported by IEEE 802.16e.
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Here, QPSK is used to illustrate the demodulation function. The QPSK constel-
lation shown in Figure 3.11 is used where

 

,
2 2

,
2 2

i

i

E E
a

E E
b

⎧ ⎫⎪ ⎪∈ + −⎨ ⎬
⎪ ⎪⎩ ⎭
⎧ ⎫⎪ ⎪∈ + −⎨ ⎬
⎪ ⎪⎩ ⎭

 

for the purpose of scaling the energy E of each symbol.
After the integrators, the real path yields:

( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

Re

2

Re

2
cos 2

2 2 2
cos 2 sin 2 cos 2 cos 2

2 2 2
0 cos 2

2

2
cos 2

t T

t

t T t T t T

i i
t t t

t T

i i
t

t T

i
t

i

y r t ft dt
T

a ft dt b ft ft dt n t ft dt
T T T

T
a b n t ft dt

T T T

a n t ft
T

a n

π

π π π π

π

π

+

+ + +

+

+

=

= + +

⎛ ⎞= + +⎜ ⎟⎝ ⎠

= +

= +

∫

∫ ∫ ∫

∫

∫

 (3.14)

where the first term ai is the recovered real part of the symbol, and the second term 
nRe is the noise contribution along the real dimension.

The integrated result is fed into the decision threshold. The decision threshold 
decides that ai sent is + /2E if yRe is greater than 0; the decision threshold decides 
that ai sent is − /2E  if yRe is less than 0. In the absence of noise, only the first term 
remains at the integrator output, and the decision threshold can easily decide if ai 
sent was + /2E  or − /2E .

Correspondingly, the imaginary path yields:
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where the first term bi is the recovered imaginary part of the symbol, and the second 
term nIm is the noise contribution along the imaginary axis. 

On the imaginary path, the integrated result is also fed into the decision thresh-
old. The decision threshold decides that bi sent is + /2E  if yIm is greater than 0, or 
that bi sent is − /2E  if yIm is less than 0. Again, if there is no noise, then the deci-
sion threshold can easily decide if bi sent was + /2E  or − /2E . 

Given ai′ and bi′ decided by the decision thresholds, the symbol mapper then 
outputs the detected symbols, specifically,

 • If ai′ = + /2E  and bi′ = + /2E , then the transmitted bits are 00.

 • If ai′ = − /2E  and bi′ = + /2E , then the transmitted bits are 01.

 • If ai′ = − /2E  and bi′ = − /2E , then the transmitted bits are 11.

 • If ai′ = + /2E  and bi′ = − /2E , then the transmitted bits are 10.

In this maximum likelihood detector, it is assumed that the probability of send-
ing any one of the (four) symbols is identical. 

The demodulation process again demonstrates why the quadrature component 
may be added without interfering with the in-phase component. This is because the 
two are orthogonal to each other; that is,

 ( ) ( )
0

cos 2 sin 2 0 for 0,1,2...
k f

ft ft dt kπ π = =∫  (3.16)

For the above demodulation process to work, it is assumed that the demodula-
tor is coherent, meaning that the phases of the carriers in the demodulator perfectly 
match those in the modulator.

Similarly, for the sake of brevity Figure 3.13 and similar diagrams are often 
depicted as that shown in Figure 3.14 in complex form. Here the demodulation 
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Figure 3.13 A demodulator using the matched fi lter approach. Note that ai′ and bi′ are the de-
tected real and imaginary parts of the symbol, which may be different from the original ai and bi sent.
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process is shown simply as the complex multiplication by exp(j2πft), which is the 
complex conjugate of the modulating carrier exp(−j2πft).

3.5.2 Symbol Error

Let us consider the effect of noise for a moment. Figure 3.15 shows two transmis-
sions, which both transmit the same symbol 00. In the first transmission, the sym-
bol transmitted has the magnitude 1E . In the second transmission, the symbol 
transmitted has the magnitude 2E  such that E2 > E1.

Noise is multidimensional, but the matched filter extracts only the noise con-
tribution along the real dimension (nRe) and along the imaginary dimension (nIm). 
In this example, the noise introduced by the channel has the same magnitude for 
both transmissions, and the magnitude of the noise is slightly larger than 1 2.E  
As we can see, in the first transmission, the noise vector nRe is large enough so that 
it could easily “push” the transmitted symbol into the upper left quadrant—the de-
cision region for symbol 01. If so, the detector would interpret the received symbol 
to be 01, not 00, and a symbol error would occur. Similarly, the noise vector nIm 
is also large enough so that it could easily “push” the transmitted symbol into the 
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Figure 3.14 A complex equivalent of the demodulator using the matched fi lter approach.
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Figure 3.15 Two transmissions of the same QPSK symbol where E2 > E1.
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lower right quadrant—the decision region for symbol 10. If that happens, the de-
tector would interpret the received symbol to be 10, not 00. A symbol error would 
occur here, too.

In the second transmission, neither nRe nor nIm is large enough to push the 
received symbol into an adjacent decision region. In other words, both ai and bi 
stay below the thresholds, and the received symbol stays in the decision region for 
symbol 00. Thus, the detector interprets the received symbol to be 00, and there is 
no symbol error.

From Figure 3.15, readers can easily see that for a given magnitude of noise, the 
larger the symbol magnitude, the farther away the received symbol likely is from 
an adjacent decision region. This larger distance results in fewer symbol errors. Of 
course, the cost is that a larger symbol magnitude (hence signal power) is required.

If the SINR is high, then a received symbol would likely drift, at most, only 
into an adjacent decision region (due to noise). Because of Gray coding, an adjacent 
symbol is decoded as b bits that differ by 1 bit, and there is a single bit error as a 
result of a received symbol being misinterpreted as an adjacent symbol. Therefore, 
the relationship between the probability of symbol error Pe and the probability of 
bit error Pb can be approximated as [9]:

 1
b eP P

b
≈  (3.17)

if the SINR is high.

3.6 Adaptive Modulation and Coding

One important advantage of OFDMA is that each subcarrier can use the best pos-
sible combination of modulation and coding suitable to the fading experienced by 
that subcarrier. For example, if a subcarrier is experiencing small fade and high 
SINR, then that subcarrier can use a high order modulation (e.g., 64-QAM) and a 
high code rate (e.g., rate 3/4) to maximize bandwidth efficiency. If a subcarrier is 
experiencing large fade and low SINR, then that subcarrier can fall back to a low 
order modulation (e.g., QPSK) and a low code rate (e.g., rate 1/2) to maximize reli-
ability but at the expense of bandwidth efficiency [10]. The process by which this 
dynamic change in modulation and coding is carried out is called adaptive modula-
tion and coding (AMC).

The theoretical bandwidth efficiency eB for a single carrier is

 ( )( )2log 1B Pe R M P= −  (3.18)

where R is the error-correcting code rate, M is the total number of symbols in the 
constellation (and modulation scheme), and PP is the probability of packet error, so 
bandwidth efficiency is in bps/Hz. For a given symbol rate and bandwidth (hertz), 
a high bandwidth efficiency (bps/Hz) results in a high bit rate (bps). Conversely, a 
low bandwidth efficiency results in a low bit rate for a given symbol rate.
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A higher order modulation such as M = 64 increases bandwidth efficiency. 
However, the SINR required by 64-QAM to maintain a respectable distance be-
tween symbols (hence an acceptable symbol error rate) is quite high. This is be-
cause 64-QAM has subtle amplitude and phase differences among its symbols, so 
64-QAM needs a higher SINR to keep the symbols apart to minimize error. This 
is in contrast to QPSK whose symbols have more dramatic amplitude and phase 
differences, so QPSK does not require a high SINR to keep its symbols apart to 
minimize error. Therefore, high bandwidth efficiency, hence high bit rate, is only 
possible when the link SINR is high. 

Figure 3.16 uses (3.18) to show that, through AMC, the bandwidth efficiency 
changes as a function of distance from the transmitter. When the receiver is close to 
the transmitter, the link SINR is high, so the transmitter can change to a high order 
modulation and high code rate to achieve high bandwidth efficiency. When the re-
ceiver is far from the transmitter, the link SINR is low, so the transmitter changes to 
a low order modulation and low code rate, resulting in a low bandwidth efficiency.

As the distance between transmitter and receiver increases and the SINR de-
creases, the transmitter can increase transmit power first, but stays with the current 
modulation and coding. If the SINR starts to drop, increasing transmit power can 
at first maintain the SINR at the required level for a given modulation and coding. 
However, if the SINR continues to drop, the transmitter may reach a maximum 
transmit power beyond which it can no longer increase power. At this time, the 
transmitter can switch to a lower order modulation and/or lower code rate. Power 
control for IEEE 802.16e is discussed in Chapter 8.
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In order for AMC to work, the transmitter has to know what the SINR is on 
the link so that it can change modulation and coding accordingly. This knowl-
edge of the link SINR requires that the receiver sends some estimate of the link 
SINR back to the transmitter. With this knowledge of the SINR, the transmitter 
then determines the optimal modulation, coding, and transmit power to use. Of 
course, how often the transmitter needs this knowledge of the SINR depends on 
how quickly the channel changes. If the channel changes quickly as a function of 
time, then the transmitter would need the knowledge of the link SINR more often. 
Recall from Chapter 2 that coherence time Tc is the length of time over which the 
channel varies little:

 
2c

c
T

fv
≈  (3.19)

where c is the speed of light, f is the frequency, and v is the velocity of the mobile. 
The smaller the Tc, the more often the channel changes.

3.7 Cyclic Redundancy Check (CRC)

Each packet generated by the MAC layer typically uses block coding to indicate 
the quality of the packet (containing a block of data bits). For example, the IEEE 
802.16e system uses a cyclic redundancy check (CRC), which is one of the most 
common block codes. CRC is used to detect error in a packet but cannot correct 
error by itself. To correct error in a packet, the MAC layer has to request retrans-
mission of the packet (in which CRC detected error).

For CRC, the information bits are treated as one long binary number. This 
number is divided by a unique prime number that is also binary, and the remain-
der is appended to the information bits as redundancy bits. When the packet is 
received, the receiver performs the same division using the same prime divisor and 
compares the calculated remainder with the remainder received in the packet [11]. 
If both remainders are identical, then the decision is that no error occurred. If they 
are different, then the decision is that some error occurred.

To demonstrate binary division, the (7, 4) Hamming code discussed previ-
ously can be generated using a prime divisor of (1, 0, 1, 1). The method can be 
more clearly seen if we represent binary bits (or a binary number) in a polynomial 
form. For example, the binary bits or number (1, 0, 1, 1) can be represented as a 
polynomial:

 ( ) 3 1g x x x= + +  (3.20)

where each term in the polynomial corresponds to each 1-bit of the binary number. 
The polynomial g(x) is a prime polynomial.

Suppose the message (1, 0, 1, 0) needs to be coded using the (7, 4) Hamming 
code. To do so, we first convert the message into its polynomial form, that is,

 ( ) 3m x x x= +  (3.21)
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then we shift the message up by (n − k) positions. This can be done very easily in the 
polynomial form by multiplying the message polynomial m(x) by xn−k. In this case 
(n − k) = (7 − 4) = 3, so we multiply m(x) by x3

 ( )3 6 4x m x x x= +  (3.22)

Note that this polynomial corresponds to (1, 0, 1, 0, 0, 0, 0). 
The redundancy bits can be obtained by dividing x3m(x) by g(x), or 

 ( )( ) ( )6 4 3 31 1 1x x x x x x+ = + + + + +  (3.23)

where (x6 + x4) is x3m(x), (x3 + 1) is the quotient, (x3 + x + 1) is the generator poly-
nomial g(x), and (x + 1) is the remainder. The remainder polynomial (x + 1) repre-
sents the redundancy bits to be appended to the message, that is, the redundancy 
bits are (0, 1, 1). As we can see in the (7, 4) Hamming code in Table 3.1, (0, 1, 1) are 
indeed the redundancy bits to be appended to the message (1, 0, 1, 0). See [12] for 
a good discussion on cyclic redundancy codes. References [3] and [6] give a good 
discussion on cyclic codes in general.

In an IEEE 802.16e system, CRC is used to check the bits in the header and 
payload portions of the MAC PDU (i.e., “packet”). Specifically, the OFDMA ver-
sion uses CRC-32, which generates 32 redundancy bits. The generator polynomial 
used to generate the redundancy bits is [5]:

( ) 32 26 23 22 16 12 11 10 8 7 5 4 2 1g x x x x x x x x x x x x x x x= + + + + + + + + + + + + + +   (3.24)

The way CRC is used to detect error is shown in Figure 3.17. This process 
takes place in the MAC layer. Using the procedure described earlier, the sender 
calculates the CRC (remainder) over the MAC header and MAC payload. If there 
is any encryption that is applied to the payload, then the CRC calculation is done 
over the header and encrypted payload.

The CRC is appended to the header and payload and all are sent over the 
medium. At the receiver, the receiver takes the received MAC PDU and passes it 
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Figure 3.17 Packet error detection using CRC.
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through the same CRC calculation used by the sender. The same CRC calculation 
produces a local CRC calculated at the receiver. Then the receiver compares the 
(locally) calculated CRC with the received CRC. If they are the same, then the deci-
sion is that the packet contains no error. If they are different, then the decision is 
that the packet contains error.

Because of the need for retransmission if a packet contains error, the concept of 
the probability of packet error PP is more relevant at layer 2. If there are P bits in 
a packet, then the number of symbols in a packet is P/b. If one assumes that error 
is randomly distributed in a packet, then the probability of no error in a packet is:

 ( )1 1
P b

P eP P− = −  (3.25)

Thus the probability of packet error is [9]:

 ( )1 1
P b

P eP P= − −  (3.26)

If there is error in the packet, then the receiver, or more specifically, layer 2 at 
the receiver would request retransmission of that packet.

3.8 Automatic Repeat Request (ARQ)

The process of requesting and receiving a retransmitted packet is called automatic 
repeat request (ARQ). There are two main variants of ARQ: stop-and-wait ARQ 
and sliding window ARQ.

3.8.1 Stop-and-Wait ARQ

In stop-and-wait ARQ, the sender sends a packet and then waits for an acknowl-
edgment back from the receiver. The receiver may send either a positive acknowl-
edgment (ACK) letting the sender know that the packet has been received correctly, 
or a negative acknowledgment (NAK) letting the sender know that the packet was 
received in error. Figure 3.18 illustrates the process of stop-and-wait ARQ. The 
sender sends a series of packets. In the figure, the first packet was received cor-
rectly, so the receiver sends an ACK to the sender. However, the second packet 
was received with error, so the receiver sends a NAK to the sender (and effectively 
requests a retransmission of the packet). The sender retransmits the packet, which 
was received correctly; the receiver sends an ACK to the sender. Then the sender 
continues with sending the next packet.

The sender has a timer and would start the timer after sending a packet. If 
a packet was lost and never reached the receiver, then the receiver can never ac-
knowledge the packet. In this case, the sender waits and the timer would run out 
at the sender. After the timer runs out, the sender resends the same packet again. 

If an acknowledgment (ACK or NAK) was lost and never reached to the sender, 
the sender cannot send the next packet because it does not know if the previous 
packet was correctly received. In this case, the sender still waits, and the timer 
would run out at the sender. After the timer runs out, the sender resends the same 
packet again.
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In short, with stop-and-wait ARQ, the sender cannot send the next packet 
without getting an acknowledgment (either ACK or NAK) from the receiver. In ef-
fect, the sender sends a packet, stops, and waits for an acknowledgment back from 
the receiver before sending another packet. If there is no acknowledgment after the 
timer runs out, then the sender resends the last packet again.

3.8.2 Sliding Window ARQ

In sliding window ARQ, the sender sends a packet but does not stop and wait for an 
acknowledgment back from the receiver. Instead, the sender sends the next packet 
right away. As such, each packet has to be numbered (with a sequence number) in 
order to keep track of the packets, and the acknowledgments have to be numbered 
as well in order to know to which packet an acknowledgment pertains. 

In sliding window ARQ, the sender maintains a “window” Wsender in the unit 
of number of packets. This (sliding) window is effectively the number of packets 
that the sender is capable of buffering (because it may have to retransmit some of 
them later). The sender also keeps track of the maximum sequence number of a 
packet that may be sent Nmax to send and the sequence number of the last acknowl-
edgment (ACK or NAK) that was received Nlast ACK-NAK received. At all times, the 
following relationship must hold true at the sender:

 sender maxtosend last ACK NAK receivedW N N −≥ −  (3.27)
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Figure 3.18 The stop-and-wait ARQ.
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Figure 3.19 shows an example. In this case, Wsender is a system parameter that 
is set at 8. Nlast ACK-NAK received = 3. This means that the sender can keep on send-
ing packets with sequence numbers up to (8 + 3) or 11 (=Nmax to send). The sender 
may not send a packet with sequence number of 12 because that packet would be 
outside the sliding window.

Similarly, the receiver maintains a window Wreceiver in the unit of number of 
packets. This (sliding) window is effectively the number of packets that the receiver 
is capable of buffering. The receiver keeps track of the sequence number of last 
packet that was received, Nlast packet received, and the maximum sequence number 
of a packet that the receiver can accept, Nmax to accept. At all times, the following 
relationship must hold true at the sender:

 receiver maxtoaccept last packet receivedW N N≥ −  (3.28)

Figure 3.19 also shows an example at the receiver. In this case, Wreceiver is a 
system parameter that is set at 8. Nlast packet received = 9. This means that the receiver 
can keep on accepting packets with sequence numbers up to (9 + 8) or 17. The 
receiver may not receive a packet with sequence number of 18 or greater because 
that packet would be outside the sliding window. Afterwards, the receiver may not 
receive a packet with a sequence number of 9 or less because that packet would 
also be outside the sliding window.

Given the constraints imposed by the sliding windows, the receiver sends ac-
knowledgments for those packets received inside the (receiver) sliding window. 
Acknowledgments can be sent for specific packets, or an acknowledgment can be 
sent for the highest sequence number of a series of packets that has been received 
correctly.
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Figure 3.19 The sliding windows at the sender and the receiver.
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In the sliding window ARQ, the sender also has a timer and would start the 
timer after sending a packet. If the timer runs out for that packet before any ac-
knowledgment is received by the sender, the sender resends the same packet again. 

Typically, the sender window Wsender is the same as the receiver window 
Wreceiver. This setting means that the receiver is capable of buffering the amount 
of packets sent by the sender. Note that the stop-and-wait ARQ is really a sliding 
window ARQ that has a window of 1. See [13] for a good discussion of a sliding 
window. 

3.9 Hybrid ARQ

Unlike ARQ, which is performed by the MAC layer alone, hybrid ARQ (HARQ) is 
performed by both the MAC layer and the physical layer. This crosslayer process-
ing has become popular in recent years and represents a gradual shift toward more 
cooperation between protocol layers (as opposed to isolated processing within each 
layer) to improve performance. In traditional ARQ, if the MAC layer detects an 
error in a packet, it would discard the erroneous packet and request retransmis-
sion. However, potentially useful information contained in the erroneous packet is 
thrown away. In HARQ, if the MAC layer detects an error in a packet (i.e., CRC 
fails), it would still send a NAK to request retransmission, but when the newly 
retransmitted packet arrives, the physical layer would combine this retransmitted 
packet with the original packet to yield more information for FEC decoding. If 
the combined packet passes CRC, then the receiver sends an ACK and the HARQ 
process ends. If the combined packet still does not pass the CRC, then the receiver 
sends a NAK to request another retransmitted packet to be used by HARQ. 

Figure 3.20 shows that the combining of packets takes place prior to FEC 
decoding, and FEC decoding operates on the bits in the combined packet. In fact, 
several subsequently retransmitted packets may be jointly processed with the origi-
nal packet for decoding, but the system typically specifies a maximum number of 
retransmitted packets.

There are two types of HARQ: chase combining and incremental redundancy. 
In chase combining, the bits in the subsequently retransmitted packet(s) are FEC-
coded the same way as those in the original packet. For example, if the bits in the 
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Figure 3.20 HARQ process. If an initially received packet fails CRC, then the receiver requests re-
transmission. The transmitter retransmits the packet. All packets are combined prior to FEC decoding.
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original packet are coded using a rate 2/3 convolutional code, then the bits in any 
retransmission of the same packet are also coded using the same rate 2/3 convolu-
tional code. The puncturing patterns used to generate the two rate 2/3 codes are 
the same. At the receiver, the original packet and the retransmitted packet(s) are 
simply combined in a bit-wise fashion to yield a combined packet, and the bits in 
the combined packet are decoded by FEC decoding.

In incremental redundancy, the bits in the subsequently retransmitted packet 
(or packets) are FEC-coded differently from those in the first packet. The idea is 
that the redundancy bits previously punctured out are “incrementally” sent with 
each retransmitted packet. Figure 3.21 illustrates the process. At the transmitter, 
the bits in the original packet undergo a specific puncturing pattern to have its 
bits selectively punctured to achieve the rate 3/4. In IEEE 802.16e, the puncturing 
pattern is characterized by the subpacket ID (SPID), and there are four puncturing 
patterns that can be applied in HARQ using incremental redundancy. For example, 
the bits in the original packet undergo a puncturing pattern (SPID = 0). If this 
packet fails CRC at the receiver, the bits in the retransmitted packet would undergo 
a different puncturing pattern (e.g., SPID = 2) to again achieve the rate 3/4. But the 
puncturing pattern is different this time so that bits previously punctured are now 
sent. At the receiver, the receiver then jointly combines the original packet and the 
retransmitted packet. 

As one can see, HARQ is a form of time diversity that leverages information 
sent in a previous packet. In HARQ, because the sender has to wait for the receiver 
to finish processing the original packet plus the retransmitted packet(s) and to send 
an ACK or a NAK, the ARQ exchange necessarily has to be stop-and-wait ARQ. 

Because HARQ can be set per mobile or per connection in each mobile, a sys-
tem designer should not use HARQ for those mobiles that are experiencing good 
SINR. This is because there is not that much to be gained from HARQ at high 
SINR. This makes sense because at high SINR, a packet would most likely pass the 
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CRC upon the first transmission [14]. It has been shown that HARQ is suitable 
when used in conjunction with aggressive modulation (i.e., high M) and coding 
(i.e., high R) [15].
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C H A P T E R  4

Fundamentals of OFDM and OFDMA: 
Transceiver Structure

4.1 Basic Transmitter Functions

Both Chapter 1 and Chapter 2 illustrate the theoretical advantages of OFDMA 
for a broadband wireless system in the terrestrial environment, but there are some 
implementation details that need to be addressed in order to make OFDM and 
OFDMA work. Care has to be taken in both the frequency domain and the time 
domain. Figure 4.1 depicts the simplified OFDM transmitter [1] shown in Chapter 
1. In short, the baseband high-rate stream of data symbols at a rate of Rs goes into 
the serial-to-parallel converter, which assigns successive data symbols to K separate 
low-rate substreams. As a result, each low-rate substream has a rate of Rs/K. At the 
output of the serial-to-parallel converter, there is a set of K data symbols in parallel 
at any given time, so the serial-to-parallel converter arranges the baseband, serial 
data symbol stream into groups of K parallel data symbols.

The IDFT function transforms the set of K parallel data symbols from the fre-
quency domain into the time domain. In OFDM, the system pretends that the data 
symbols originally exist in the frequency domain. That is why later at the receiver, 
the data symbols are recovered at the peaks of the (overlapping) sync functions in 
the frequency domain. In any case, the set of K transformed symbols in parallel 
then pass through the parallel-to-serial converter, which puts the K transformed 
symbols in series. A set of K transformed symbols in series is called an OFDM 
symbol, and the OFDM symbols at the output of the parallel-to-serial converter are 
running at a rate of Rs/K (OFDM symbols per second or blocks per second). Then 
the OFDM symbols are upconverted to produce the transmitted signal.

4.2 Time Domain: Guard Time

The simplified transmitter just presented has a problem. Figure 4.1 dictates that 
each OFDM symbol comes right after the previous OFDM symbol, without any 
guard time in between. Figure 4.2 shows this serial stream of OFDM symbols (each 
OFDM symbol contains K transformed symbols) with no guard time. Because of 
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the multipath, delayed versions of an OFDM symbol can fall on the next OFDM 
symbol. As a result, there is inter-OFDM symbol interference (i.e., interblock inter-
ference, or IBI) between adjacent OFDM symbols. 

An advantage of OFDM is that the data symbols in a single OFDM symbol do 
not interfere with one another inside an OFDM symbol. To state it in another way, 
the K data symbols do not affect one another within the symbol time of an OFDM 
symbol as far as data recovery at the receiver is concerned. This is because data are 
recovered at the peaks of the overlapping sync functions (in the frequency domain). 
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However, successive OFDM symbols (in the time domain) can still interfere with 
one another if they are not sufficiently separated in time. 

To reduce such interference between adjacent OFDM symbols, one needs to 
add an extra guard time between adjacent OFDM symbols. In practice, extra sym-
bols are inserted at the beginning of each OFDM symbol to add the guard time. 
Figure 4.3 shows the implementation. Here, g extra symbols are added right before 
the parallel-to-serial converter, so that the parallel-to-serial converter produces a 
total of (K + g) symbols for each OFDM symbol.

Figure 4.4 shows that when adjacent OFDM symbols are separated by g sym-
bols, the interference between OFDM symbols can be avoided. The guard symbols 
are also called the cyclic prefix. In practice, the cyclic prefix is generated by simply 
copying the last g transformed symbols in an OFDM symbol and repeating them 
at the front of the OFDM symbol. For example, if K = 8, g = 2, and the eight 
transformed symbols at the output of an 8-point IFFT are {A B C D E F G H}, then 
the cyclic prefix is {G H} and the OFDM symbol with the cyclic prefix appended 
is {G H A B C D E F G H}. If the guard time afforded by the cyclic prefix is larger 
than the delay spread, then interference between adjacent OFDM symbols can be 
eliminated.
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Another advantage of adding a cyclic prefix is that it turns the channel opera-
tion from a linear convolution to a circular convolution, which can be easily imple-
mented using DFT. See Section 4.5 for more details.

4.3 Frequency Domain: Synchronization

In OFDM, subcarriers overlap in the frequency domain, but data symbols can still 
be recovered at the receiver because they are sampled at the peaks of the sync func-
tions (see Figure 4.5). Chapter 1 lists the advantages of such an arrangement of 
subcarriers in the frequency domain, including:

 • Enhanced ability to combat ISI;

 • Adaptive modulation and coding for each subcarrier;

 • Simple equalization;

 • Low-complexity modulation;

 • Better spectral efficiency.

However, the disadvantage of this arrangement of subcarriers is that it is very 
sensitive to frequency offset. As can be seen in Figure 4.5, the peak of a subcarrier 
has to occur precisely at the zero-crossings of other subcarriers. Any offset would 
introduce interference from one subcarrier to where the peak of another subcarrier 
is and to where the data symbol is recovered.

One cause of frequency offset between the transmitter and the receiver is rela-
tive motion between them. Such a motion introduces a Doppler shift (see Chapter 
2). Another cause of frequency offset is the mismatch of the transmitter and the 
receiver circuits. Some frequency offset will always be present. IEEE 802.16e at-
tains frequency synchronization by using symbols that are known a priori. For 
example, on the downlink, the preamble containing known symbols is used to ob-
tain frequency and timing synchronization; on the uplink, the ranging subchannels 
transmitting known symbols are used to obtain synchronization.

In addition to the preamble (downlink) and ranging (uplink), the OFDM sys-
tem itself can be configured to minimize the effect of frequency offset. For a given 
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frequency offset (in hertz), a wider subcarrier bandwidth would help lessen the 
effect of frequency offset. This is because, given a fixed frequency offset (in hertz), 
the percent frequency offset (in %) decreases if a subcarrier becomes wider. One 
way to increase the subcarrier bandwidth is to decrease the number of subcarriers 
in a given band. However, this option may not be available if a network access 
provider has already chosen a technology to implement.

4.4 Basic Receiver Functions

A simple OFDM receiver is shown in Figure 4.6. After downconversion and a low-
pass filter (LPF), the signal is now at the baseband but is still continuous in time. 
The analog-to-digital converter converts baseband continuous-time signals into 
baseband discrete-time symbols. 

The serial-to-parallel converter assembles the incoming symbols into groups of 
OFDM symbols, each OFDM symbol consisting of K symbols and g cyclic prefix 
symbols. After throwing away the g cyclic prefix symbols, the remaining K symbols 
go into the DFT function, which transforms the K symbols in the time domain to K 
received data symbols in the frequency domain. The equalizer in each path corrects 
the data symbol carried by the corresponding subcarrier and removes the effects of 
the channel, and the detector in each path decides what data symbol was actually 

Data
symbol

Data
symbol

Data
symbol

Data
symbol

Figure 4.5 A set of OFDM subcarriers. The spectrum is shown over the duration of one OFDM 
symbol.
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carried by the corresponding subcarrier. Afterwards, the parallel-to-serial converter 
rearranges the K parallel substreams of recovered data symbols into a single, high-
rate stream of data symbols.

4.5 Equalization

The equalizers in Figure 4.6 are unique in OFDM and bear some explanation. We 
know that in the analog world (continuous in time and continuous in frequency) a 
linear communication system can be modeled by the diagram shown in Figure 4.7. 

In the time domain, the system includes: input signal x(t), impulse response of 
the channel h(t), and output signal y(t). It is well known that the output signal y(t) 
is the convolution of the input signal x(t) with the impulse response of the channel 
h(t), that is,

 ( ) ( ) ( )*y t x t h t=  (4.1)

Given that convolution in time is multiplication in frequency, we have in the 
frequency domain:

 ( ) ( ) ( )Y f X f H f=  (4.2)

where X(f) and Y(f) are the Fourier transforms of x(t) and y(t), respectively; H(f) is 
the Fourier transform of h(t) and is also known as the transfer function. 
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Figure 4.7 Channel operation turning input signal x(t) into output signal y(t).
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Thus, at the receiver, a simple linear equalization used to recover the input 
(transmitted) signal in the frequency domain is dividing the output (received) signal 
by the transfer function, that is,

 ( ) ( )
( )

Y f
X f

H f
=  (4.3)

In the digital domain (discrete in time and discrete in frequency), the applicable 
Fourier transform to use is the discrete Fourier transform (DFT).1 Specifically, the 
DFT converting from the discrete-time, time-domain signal xn to the discrete, fre-
quency-domain signal Xk is:
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1 2

0

DFT
knK j
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The IDFT that converts from the discrete, frequency-domain signal Xk to the 
discrete-time, time-domain signal xn is:

 { }
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knK j
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One advantage of using the DFT and the IDFT is that they can be efficiently 
calculated. In fact, the fast Fourier transform (FFT) and the inverse fast Fourier 
transform (IFFT) [2] are efficient implementations of the DFT and the IDFT and 
have enabled many new applications in digital signal processing. Another advan-
tage of the DFT is that it is the only class of Fourier transform2 that can be finitely 
parameterized [3].

Similarly, the convolution-multiplication property of the DFT states that if

 n n ny x h=  (4.6)

then

 k k kY X H=  (4.7)

where  denotes circulation convolution. In other words, circular convolution of 
two signals in time is equivalent to multiplication of DFTs of two signals in fre-
quency. yn is the circular convolution of xn and hn and is operationally

1. Readers may recall another transform called discrete-time Fourier transform (DTFT), but DTFT is 
applied to signals that are continuous in frequency and discrete in time.

2. The four classes of Fourier transform are Fourier series (FS), Fourier transform (FT), discrete-time 
Fourier transform (DTFT), and discrete Fourier transform (DFT).
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Circular convolution is used because the convolution-multiplication property 
of the DFT requires that xn is periodic with the period K.3 In practice, xn is made 
to look like a periodic sequence by adding the cyclic prefix. Recall that the cyclic 
prefix is generated by copying the last g transformed symbols in an OFDM symbol 
and repeating them at the front of the OFDM symbol. Doing so makes the (K + g) 
data symbols look periodic, at least for the duration over which circular convolu-
tion is performed. 

In DFT, being able to perform circular convolution is what makes the relation-
ship Yk = Xk Hk true. Once this relationship is true (by adding the cyclic prefix), the 
effect of the channel is simply to multiply each original data symbol Xk by a com-
plex number Hk [4], where Hk is the channel response at subcarrier k. Therefore, 
at the OFDM receiver, a simple linear equalization can be used to recover the input 
(transmitted) Xk in the frequency domain by just dividing the output (received) Yk 
by the channel response Hk, that is,

 k
k

k

Y
X

H
=  (4.9)

In actuality, the channel also introduces noise nk; thus, (4.7) is rewritten as

 k k k kY X H n= +  (4.10)

and the equalized data symbol is:

 k k k k k
k

k k k k

Y X H n n
X

H H H H
= + = +  (4.11)

In general, Hk (i.e., the channel) has to be known or at least estimated before 
the transmitted signal Xk can be recovered. In OFDM, each subcarrier k experi-
ences its own channel response Hk, and the channel response may be different at 
different frequencies. This means that each subcarrier k requires its own estimated 
channel response Hk. That is why the OFDM receiver diagram shown previously 
has K separate equalizers, one for each subcarrier.

In OFDM, a number of the subcarriers are used as pilot subcarriers. Pilot sub-
carriers carry known signals, and the receiver can estimate the response of the 
channel based on what are actually received on the pilot subcarriers. Figure 4.8 
shows an arrangement of pilot subcarriers and data subcarriers. Figure 4.8, as an 
example, shows that there are six data subcarriers between two pilot subcarriers. 
Typically, the system transmits pilot subcarriers at a higher power to ensure that 
channel estimates are reliable. Because the channel response may be different at 

3. Strictly speaking, hn should be periodic as well when applying the DFT, but to compute circular con-
volution, only xn needs to be periodic. For more details, consult [3].
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different frequencies, the actual response for a data subcarrier has to be interpo-
lated based on measurements of the two nearest pilot subcarriers. In general, the 
more pilot subcarriers are provisioned, the more accurate the channel estimates 
are. However, the obvious tradeoff is that the more pilot subcarriers are provi-
sioned, the fewer subcarriers are available to carry data.

4.6 OFDM Symbol

We are now ready to examine in more detail the subcarriers that make up the 
OFDM signal. Thus far, we have stated that the OFDM spectrum (over the duration 
of an OFDM symbol) consists of a group of overlapping subcarriers. In exploring 
the OFDM signal, we will work backwards through the transmitter chain and see 
how this spectrum of overlapping subcarriers is produced. Recall that a multicarrier 
signal can be produced conventionally by a series of complex multipliers shown in 
Figure 4.9.

This series of complex multipliers generates a multicarrier signal x(t) that has 
the spectrum shown in Figure 4.10. The delta functions in frequency correspond to 
the complex sinusoids in time.

The ensemble of complex sinusoids shown in the figure can be characterized 
by a series of complex data symbols Xk carried by a series of complex subcarriers 
exp(j2πfkt). In the complex baseband equivalent form, it is
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=
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where fk is the center frequency of the kth subcarrier and K is the number of 
subcarriers. 
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Figure 4.8 An example of arrangement of data and pilot subcarriers.
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The spectrum of the multicarrier signal consists of delta functions scaled by 
complex data symbols at fk. The spectral lines constitute the multicarrier signal 
because the complex sinusoids exp(j2πfkt) exist for all time. 

Now, let us truncate the multicarrier signal in time so that it exists only for a 
limited duration Tos, that is,

 ( )
1

2

0

1
0k

K
j f t

k os
k

x t X e t T
K

π
−

=

= < <∑  (4.13)

(As seen later in this section, Tos is really the duration of an OFDM symbol.)
Limiting any signal to a range in time is equivalent to multiplying it by a rect-

angular function in time, and multiplication by a rectangular function in time is 
equivalent to convolution with a sinc function in frequency. If the rectangular func-
tion in time lasts Tos seconds, then its corresponding sinc function in frequency is 
2/Tos wide (between the first two zeros).

Therefore, truncating the multicarrier signal in time results in a magnitude 
spectrum that is the convolution of a series of delta functions with a sinc func-
tion. Figure 4.11 shows that convolution of a series of delta functions with a sinc 
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Figure 4.10 The spectrum of the multicarrier signal for all time.
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Figure 4.9 Generating a multicarrier signal using complex multipliers.
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function results in copies of the sinc function duplicated at where the delta func-
tions used to be.

If the sinc functions overlap, then according to Figure 4.11 the difference be-
tween the centers of two adjacent sinc functions is 1/Tos, so fk = k/Tos. Substituting 
k/Tos for fk in the (4.13) yields:

 ( )
1 2
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1
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kK j t
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x t X e t T
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=

= < <∑  (4.14)

This equation is the continuous-time (analog) version of the multicarrier signal. 
In other words, it is the signal found at position “B” immediately after the digital-
to-analog converter in Figure 4.1.

To derive the discrete-time (digital) form of the multicarrier signal, one pro-
ceeds to sample x(t) in time. Remember that x(t) exists only between t = 0 and t = 
Tos. In the duration of Tos seconds, K equally spaced samples are taken in time, so 
the nth sample takes place at t = (Tos/K)n. Replacing t with (Tos/K)n produces:
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because the argument of x(·) in discrete time is the sample number n itself.
Due to sampling, (4.16) is the discrete-time (digital) form of the multicarrier 

signal. In other words, it is the signal found at position “A” immediately before 
the digital-to-analog converter in Figure 4.1. More importantly, one can easily rec-
ognize now that (4.16) for xn is simply the IDFT of Xk shown previously in (4.5). 
What this means is that xn in time (within an OFDM symbol) can be easily gener-
ated by a K-point IDFT function, that is,
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In summary, (4.16) is the discrete-time (digital) form of the OFDM signal, over 
the duration Tos, produced by the K-point IDFT. Equation (4.14) is the continuous-
time (analog) version of the OFDM signal, also over the duration Tos, after the 
digital-to-analog conversion. Tos, of course, is also known as the duration of the 
OFDM symbol.

There are three important points to remember regarding the generation of the 
OFDM signal:

 • In the magnitude spectrum of the OFDM signal, the sync functions are pres-
ent because the multicarrier signal is truncated in time [5].

 • In the magnitude spectrum of the OFDM signal, adjacent sync functions 
overlap and are separated by 1/Tos peak-to-peak because the multicarrier 
signal is truncated in time and limited to a duration of Tos.

 • Having adjacent sync functions separate by 1/Tos peak-to-peak also enables 
the discrete-time version of the OFDM signal to match the IDFT of Xk. See 
the derivation of (4.14) and (4.16). This match allows the generation of the 
OFDM signal using IDFT rather than using many complex multipliers.

Figure 4.12 illustrates an OFDM symbol in the time domain. The OFDM sym-
bol lasts from t = 0 to t = Tos. In particular, Figure 4.12(a) shows that this OFDM 
symbol is made up of four data symbols (four subcarriers), and each subcarrier at 
a specific frequency is represented by a (truncated) cosinusoid with that frequency. 
The four subcarriers all have the same magnitude (e.g., 1, 1, 1, 1); thus, the four 
subcarriers all carry identical data symbols (e.g., 1, 1, 1, 1).

Two important observations can be made regarding this figure. First, in an 
OFDM symbol, each data symbol lasts the entire Tos. Second, these four subcarri-
ers have frequencies 1/Tos, 2/Tos, 3/Tos, and 4/Tos (at baseband); thus:

 • The subcarrier with frequency 1/Tos completes one cycle in Tos.

 • The subcarrier with frequency 2/Tos completes two cycles in Tos.

 • The subcarrier with frequency 3/Tos completes three cycles in Tos.
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 • The subcarrier with frequency 4/Tos completes four cycles in Tos.

In other words, a subcarrier always completes an integer number of cycles from 
t = 0 to t = Tos. Figure 4.12(b) depicts the actual superposition of four data symbols 
in time over the duration of Tos.

It is easy to recognize orthogonality among subcarriers in the frequency do-
main. In Figure 4.11, one can see that a data symbol Xk is recovered at the peak 
of the sync function, and the sync functions are arranged in frequency so that the 
peak of one sync function is at the zeros of all other sync functions. Because a data 
symbol Xk is recovered at the peak of the sync function, other sync functions do 
not interfere with Xk [6].

While it is straightforward to see orthogonality among subcarriers in the fre-
quency domain, can one quantitatively show that the subcarriers (sync functions 
shifted by 1/Tos) are orthogonal to each other and do not interfere with each other 
while in their analog form? To put it another way, can one be sure that the data 
symbols Xk carried by the subcarriers do not interfere with each other? The an-
swer is yes, and such a proof can be more clearly shown in the time domain. To 
demonstrate the orthogonality among subcarriers in the time domain, we multiply 
the analog signal x(t) by the complex conjugate of another subcarrier and integrate 
over the duration of an OFDM symbol (0 < t < Tos):
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Figure 4.12 (a) An illustration of an OFDM symbol in the time domain over the duration of Tos. 
The OFDM symbol consists of four data symbols. (b) The actual superposition of four data symbols 
in time.



84 Fundamentals of OFDM and OFDMA: Transceiver Structure

Note that the complex conjugate of this other subcarrier has an arbitrary fre-
quency l/Tos. This integral is evaluated as follows:
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Thus, we see that: 

 • If the complex conjugate of a subcarrier has the same center frequency l/Tos 
as the center frequency k/Tos of a subcarrier carrying Xk, then the data sym-
bol Xk is recovered.

 • Data symbols carried by other subcarriers l (≠ k) do not interfere with Xk. In 
other words, subcarrier k is orthogonal to any other subcarrier l (≠ k). 

The reason the above expression is 0 if l ≠ k is that a subcarrier (in an OFDM 
signal) always completes an integer number of cycles from t = 0 to t = Tos as shown 
in Figure 4.12(a), and the integration of a sinusoid over an integer number of cycles 
is always 0.

In OFDM systems, the data symbols to be sent are Xk. Recall that OFDM pre-
tends that the data symbols originally exist in the frequency domain. In the receiver, 
after the receiver receives xn (plus noise and distortion) in time, it passes xn (within 
an OFDM symbol) through the K-point DFT function to recover the original data 
symbols Xk (plus noise and distortion), that is,
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4.7 OFDMA Transmitter

This section examines an actual OFDMA transmitter (and receiver) specified in the 
IEEE 802.16e [7] standard as a case. Figure 4.13(a) shows the basic structure of 
the transmitter. Note that it is similar to the transmitter shown in Figure 4.3 with 
some additions; the additions are shown boldfaced in Figure 4.13(a). The stream 
of information bits from the MAC layer are first fed into the data randomizer. The 
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Figure 4.13 (a) Basic structure of the OFDMA transmitter in IEEE 802.16e. (b) Basic structure of the 
OFDMA receiver complementing the transmitter in IEEE 802.16e.
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data randomizer XORs the data bits with bits produced by a shift register. The 
randomizer has three purposes:

 • It scrambles the bits so that a casual eavesdropping receiver cannot easily 
intercept the data bits. 

 • It redistributes the bits to avoid long runs of 1s or 0s. A long run of 1s or 0s 
can cause a subcarrier to become unmodulated.

 • It redistributes the bits to avoid long runs of 1s or 0s. A long run of 1s or 0s 
can cause the received bit stream (at the receiver) to lose synchronization. Bit-
level synchronization requires a sufficient number of bit transitions (1-to-0 
and 0-to-1) in a given time.

The randomizer only operates on the information bits and is present in both 
the uplink and the downlink.

After data randomization, the scrambled bits go into the forward error correc-
tion (FEC) function, which uses an error-correcting code to add redundancy bits 
for error correction. In addition to convolutional codes described in Chapter 3, 
the IEEE 802.16e standard specifies three additional FEC codes: block turbo code, 
convolutional turbo code, and low density parity check code. The convolutional 
code is mandatory in IEEE 802.16e.

After FEC, the coded bits are operated by the interleaver. The purpose of the 
interleaver is to ensure that the coded bits become sufficiently separated in frequen-
cy space and constellation space. In fact, the interleaver operates in two phases. 
The first phase is for frequency space. In the first phase, consecutive, coded bits are 
reordered to make sure that these bits are later mapped (by the subcarrier mapper) 
to nonadjacent subcarriers for frequency diversity. The second phase is for constel-
lation space. In the second phase, consecutive, coded bits are reordered to make 
sure that these bits are later mapped fairly (by the symbol mapper) to more and less 
significant bits of the constellation.

After interleaving, the bits are organized into slots. At this point, the system 
can use the repetition function to further increase the reliability of the transmitted 
bits. The bits may be repeated by a repetition rate of 2, 4, or 6. Repetition provides 
a quick way for system designers to trade capacity for coverage. If a system design-
er would like to increase coverage, he or she can do so by increasing the repetition 
rate by a desired amount. This is because repetition decreases the required SNR at 
the receiver. However, the tradeoff is reduced capacity because available slots are 
occupied by repetitive bits [8].

The symbol mapper maps the (interleaved and/or repetitive) bits to data sym-
bols based on the constellation used at the time (i.e., QPSK, 16-QAM, or 64-QAM). 
Note that each data symbol (later carried by a corresponding subcarrier) can be 
a QPSK, 16-QAM, or 64-QAM data symbol depending on the channel condition 
experienced by that subcarrier. If that subcarrier is experiencing high SINR, then it 
may carry a 64QAM data symbol to maximize bit rate. If that subcarrier is experi-
encing low SINR, then it may just carry a QPSK data symbol to ensure reliability.

The serial-to-parallel converter converts the serial stream of data symbols into 
parallel streams. Then the data symbols go into the subcarrier mapper, which 
assigns the individual data symbols to the individual subcarriers (i.e., assigning 
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a subcarrier index to each data symbol). The subcarrier mapper is necessary in 
OFDMA because different data symbols may have come from different users, and 
assigning data symbols to different subcarriers allows multiple users to access the 
air interface simultaneously. 

The pilot/null insertion function inserts pilot symbols and null symbols. The 
pilot subcarriers are for channel estimation, and the null subcarriers include the 
guard subcarriers and the DC subcarrier. The null guard subcarriers and the null 
DC subcarrier have no power. This way, the (zero-power) guard subcarriers help 
contain the signal spectrum at the band edges, and the (zero-power) DC subcarrier 
introduces no DC component to the OFDM signal.

The input to the K-point IFFT consists a total of K parallel symbols, includ-
ing data symbols, pilot symbols, and null symbols. The K-point IFFT transforms 
data, pilot, and null symbols from the frequency domain to the time domain. The 
K transformed symbols, along with g cyclic prefix symbols, go into the parallel-
to-serial converter, which produces a serial output of transformed symbols in the 
time domain. At the output of the parallel-to-serial converter, the block of K trans-
formed symbols constitutes an OFDM symbol, and the g CP symbols constitute the 
cyclic prefix.

The digital-to-analog converter changes the discrete-time symbols to analog 
signals, which are upconverted and transmitted over the air.

4.8 OFDMA Receiver

Figure 4.13(b) shows the basic structure of the receiver. At the receiver, the reverse 
of the process of Figure 4.13(a) takes place. The 802.16e standard specifies, in 
detail, what the transmitter does and contains. However, as has become the con-
vention, the standards do not explicitly specify the architecture of the receiver. This 
is done to leave some details of the end-to-end implementation to the vendor, and 
many vendors differentiate themselves by how they implement their receivers. Fig-
ure 4.13(b) depicts one possible implementation of an OFDMA receiver arrived at 
by modifying the receiver shown in Figure 4.6.

After downconversion and analog-to-digital conversion, the received discrete-
time symbols at baseband go into the serial-to-parallel converter, which converts 
the serial stream of received symbols into parallel streams. The g cyclic prefix sym-
bols are removed, and the remaining K symbols go into the K-point FFT function. 
The K-point FFT function transforms the K symbols in the time domain to the K 
data (and pilot and null) symbols in the frequency domain.

The equalizer (in each path) takes the effects of the channel out of each received 
data symbol and corrects the received data symbol. Then the detector (in each 
path) estimates what the original data symbol is (see also Figure 4.6). The pilots are 
read and used for channel estimation, and then both the pilot symbols and the null 
symbols are removed. What remain are the recovered data symbols.

The subcarrier demapper rearranges the recovered data symbols in parallel 
back in the order by which users were originally assigned (to the individual sub-
carriers). In effect, the subcarrier demapper assigns the individual data symbols 
(recovered in the frequency domain) back to the individual users.
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The parallel-to-serial converter rearranges the parallel substreams of recovered 
data symbols into a single, high-rate stream of data symbols. This high-rate stream 
of data symbols then go into the symbol demapper, which matches each data sym-
bol in the stream to the bit pattern that data symbol represents. The resulting 
high-rate stream of bits then go through derepetition, deinterleaver, FEC decoder, 
and derandomizer, which constitute the inverse of the first four functions in the 
transmitter.

4.9 OFDMA

OFDMA is a method that assigns different users to groups of orthogonal subcar-
riers so they can access the air interface at the same time. The subcarrier mapper 
shown in Figure 4.13(a) is key in implementing OFDMA because it is the subcar-
rier mapper that assigns users to subcarriers. More accurately, it is the subcarrier 
mapper that assigns users’ data symbols to subcarriers. Figure 4.14 and Figure 4.15 
show a train of OFDM symbols along both time and frequency dimensions, and 
these figures compare and contrast OFDM and OFDMA in a situation where three 
users (A, B, and C) would like to access the air interface. There are a total of eight 
subcarriers, and the figures show how these users are assigned to subcarriers as a 
function of time.

A

A

A

A

A

A

A

A

B

B

B

B

B

B

B

B

C

C

C

C

C

C

C

Ck=1

i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8

k=2

k=3

k=4

k=5

k=6

k=7

k=8 A

A

A

A

A

A

A

A

OFDM symbol
(Time)

Su
bc

ar
rie

r
(F

re
q

ue
nc

y)

An OFDM symbol

B

B

B

B

B

B

B

B

A

A

A

A

A

A

A

A

B

B

B

B

B

B

B

B

C

C

C

C

C

C

C

C

Figure 4.14 Multiple users using OFDM.



4.9 OFDMA 89

Figure 4.14 shows the situation in OFDM. In OFDM, the subcarrier mapper 
assigns all subcarriers to a single user at a time, so only one user can access the air 
interface at a time. In this case, each user is assigned an OFDM symbol in time, so 
users take turns to access the air interface. In effect, Figure 4.14 shows an OFDM/
TDMA arrangement. Note that in this figure, user C is allocated less bandwidth 
than either user A or user B. 

Figure 4.15 shows the situation in OFDMA. In OFDMA, the subcarrier map-
per assigns different users to different subcarriers at a time. In general, there are 
two ways of assigning users to subcarriers: distributed subcarriers and contiguous 
subcarriers. A logical set of subcarriers is sometimes called a subchannel. (Each 
user may be assigned one or more subchannels.)

Figure 4.15(a) illustrates the arrangement of distributed subcarriers, where us-
ers are assigned pseudorandomly to subcarriers. For example, in the first OFDM 
symbol, user A is assigned two subcarriers (k = 5, 8), whereas user B is assigned 
three subcarriers (k = 3, 4, 6). Alternatively, in the first OFDM symbol, user A’s two 
data symbols are carried by subcarrier k = 5 and subcarrier k = 8, whereas user B’s 
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Figure 4.15 Multiple users using OFDMA: (a) distributed subcarriers and (b) contiguous subcarriers.
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three data symbols are carried by subcarrier k = 3, subcarrier k = 4, and subcarrier 
k = 6. Distributing subcarriers pseudorandomly affords frequency diversity (to a 
single user).

Figure 4.15(b) illustrates the arrangement of contiguous subcarriers. In con-
tiguous subcarriers, subcarriers are assigned to users in continuous groups. For 
example, in the first OFDM symbol, user A is assigned two subcarriers (k = 1, 2), 
user B is assigned three subcarriers (k = 3, 4, 5), and user C is assigned three subcar-
riers (k = 6, 7, 8). Contiguous subcarriers can take advantage of multiuser diversity. 

IEEE 802.16e has certain ways of arranging users’ data symbols in time and 
frequency, called permutation modes. The next chapter describes those ways in 
more detail.

4.9.1 Frequency Diversity

Frequency diversity is achieved by forming a subchannel through distributed sub-
carriers. For distributed subcarriers, the subcarrier mapper pseudorandomly dis-
tributes a user’s subcarriers across the band. As far as a single user is concerned, 
such a distribution of subcarriers offers frequency diversity. This is so because if 
a user’s subcarriers are distributed pseudorandomly, some of its subcarriers likely 
would not experience fades while some of its other subcarriers would.

Frequency diversity afforded by distributed subcarriers is well suited for mobile 
users because as a mobile user changes its location, the user experiences different 
multipath fadings at different locations. Figure 4.16 illustrates. For a user travel-
ing from location X to location Y, that user experiences two different channel 

Frequency

Frequency

Location
X

Location
Y

Figure 4.16 A mobile user travels from location X to location Y. At location X, none of the user’s 
subcarriers is degraded by the channel response. At location Y, a subcarrier is experiencing deep fade.
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responses at the two locations. If a user’s subcarriers are distributed across the 
band, some of its subcarriers may avoid fading.

4.9.2 Multiuser Diversity

Multiuser diversity occurs when different users at different locations experience 
different channel responses. This form of diversity can be achieved by forming a 
subchannel through contiguous subcarriers. For contiguous subcarriers, a group 
of adjacent subcarriers are assigned to a single user. This scheme cannot take ad-
vantage of frequency diversity because all of the user’s subcarriers are in the same 
vicinity of the spectrum. If a deep fade falls on top of those subcarriers belonging 
to a user, then that user will experience degraded channel. However, contiguous 
subcarriers can offer multiuser diversity.

Multiuser diversity afforded by contiguous subcarriers is well suited for fixed 
users because a fixed user’s location does not change, so the channel response ex-
perienced by the user is relatively constant. This way, the system can assign a user 
a set of contiguous subcarriers based on the user’s channel response. Figure 4.17 
shows the case for two users. User A is fixed at location X, and user B is fixed at 
location Y. The two users experience two different channel responses because they 
are at two different locations. Therefore, the system can assign user A a set of con-
tiguous subcarriers where user A is experiencing a good channel response, and it 
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Figure 4.17 User A is at location X and user B is at location Y. At location X, user A’s subcarriers are 
experiencing a good channel response (away from the null). At location Y, user B’s subcarriers are 
also experiencing a good channel response (away from the null).
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can assign user B a different set of contiguous subcarriers where user B has a good 
channel response.

Typically, the base station measures the channel response across the band by 
using pilot subcarriers that locate throughout the band. In OFDMA systems, it is 
possible to assign subcarriers based on their SINRs. For contiguous carriers, the 
base station can assign to a user a set of contiguous subcarriers that experience 
high SINR. 

For a fixed user, contiguous subcarriers are especially helpful on the uplink in 
conserving the user’s battery power. By transmitting on those subcarriers that expe-
rience strong SINR, the user device does not have to expend much power to attain 
a desired uplink bit rate. 

4.9.3 Concluding Remarks

In dynamically assigning subcarriers to users, the subcarrier mapper performs an 
important scheduler function, which “schedules” different subcarriers to carry dif-
ferent users’ data symbols. For example, in the first four OFDM symbols shown 
in Figure 4.15(b), user A is allocated less bandwidth than user B. However, in the 
second four OFDM symbols shown in the same figure, user A is allocated more 
bandwidth than user B. This change in granted bandwidth as a function of time 
is probably due to different users’ bandwidth requests at different times subject to 
any quality-of-service (QoS) constraints. In fact, the scheduler makes optimizations 
decisions on the assignments of subcarriers and allocation of bandwidth resources 
based on multiple factors, including a user’s current request for bandwidth, other 
users’ pending (and competing) requests for bandwidth, users’ QoS requirements, 
and channel quality experienced by each user.

Because OFDMA can dynamically allocate resources both in frequency (sub-
carriers) and in time (OFDM symbols), it is expected that broadband mobile sys-
tems will mostly use the more flexible OFDMA in the physical layer. In fact, the 
Mobile WiMAX System Profile specifies only the OFDMA implementation at the 
physical layer because OFDMA’s scalable architecture is more suitable for mobile 
usage [9]. As such, this book focuses on OFDMA in subsequent chapters. After 
the reader becomes familiar with OFDMA, the OFDM implementation should be 
easily grasped. 

4.10 Peak-to-Average Power Ratio

Figure 4.12(a) showed an example of an OFDM symbol made up of four subcar-
riers, and Figure 4.12(b) showed the actual superposition of these four subcarriers 
in one OFDM symbol. As seen in Figure 4.12(b), the peaks of the OFDM symbol 
in time are quite high. In this case, the peaks occur when all four subcarrier come 
in phase and add up together at the beginning and at the end of the OFDM symbol 
period. For an OFDM symbol, the continuous-time representation of an OFDM 
symbol is made up of its constituent subcarriers, each with its own frequency. As 
the subcarriers are superimposed and combined in time, high peaks can manifest 
themselves. The high peaks (in magnitude) can occur when the subcarriers come 
in phase and when the data symbols carried by the subcarriers are mostly positive 
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(or mostly negative). For the example shown in Figure 4.12(b), the two high peaks 
occur because the four data symbols carried by the four subcarriers are all identical 
(i.e., 1, 1, 1, 1) in the OFDM symbol. 

This high peak-to-average power ratio (PAPR) is a typical problem with a signal 
made up of subcarriers of different frequencies (i.e., a multicarrier signal). If there 
are multiple subcarriers at multiple frequencies, they invariably come in phase (to 
form peaks and valleys) and out of phase (to form values close to zero) for different 
combinations of carried data symbols. Formally, the PAPR is defined as
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For example, the PAPR of the OFDM symbol shown in Figure 4.12(b) is 6.7, 
or 8.3 dB.

High PAPR is actually a nontrivial issue for OFDM-based systems because it 
decreases the efficiency of the power amplifier, and low efficiency of the power am-
plifier is a problem, especially in small mobile devices on the uplink. Techniques ex-
ist to deal with the PAPR issue in OFDM, including both signal scrambling schemes 
(e.g., block coding) and signal distortion schemes (e.g., clipping) [10]. An overview 
of the different PAPR-reduction techniques for OFDM can be found in [10, 11]. 
Incidentally, LTE has adopted single-carrier frequency-division multiple access (SC-
FDMA) on the uplink because SC-FDMA has lower PAPR than multicarrier trans-
missions [12].

4.11 Conclusions

IEEE 802.16e specifies two implementations at the physical layer: WirelessMAN-
OFDM and WirelessMAN-OFDMA. WirelessMAN-OFDM uses 256-point IFFT/
FFT, whereas WirelessMAN-OFDMA can use up to a 2,048-point IFFT/FFT. Spe-
cifically, WirelessMAN-OFDMA’s IFFT/FFT size can vary from 128 to 2,048 (i.e., 
128, 512, 1,024, and 2,048). Because of the presence of the subcarrier mapper, the 
basic transmitter shown in the last section applies to both the OFDM option and 
the OFDMA option. For the OFDM option, the subcarrier mapper can basically be 
a straight-through device.

A broadband mobile channel over a metropolitan area or wide area introduces 
both delay spread and Doppler spread. Delay spread comes about because the sys-
tem is operating in a terrestrial environment, and the longer transmission paths in 
metro and wide areas (as compared to local areas) mean that delay spread is non-
negligible. Doppler spread comes from the fact that, in a mobile channel, there is 
relative motion between the transmitter and the receiver. These impairments cause 
the channel to be both frequency selective and time varying.

OFDM deals with the effects of a frequency selective channel by dividing a 
high-speed symbol stream into many low-speed symbol streams and narrow sub-
carriers. As a result, each subcarrier experiences little ISI because the data symbol 
time of a subcarrier is now much greater than the channel delay spread. Equiva-
lently, the data symbol rate (and hence bandwidth) of a subcarrier is now much 
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less than the channel coherence bandwidth Wc. However, by now readers probably 
detected a tradeoff. If the subcarrier bandwidth decreases, then the effect of the 
Doppler shift fD as compared to the bandwidth becomes more prominent, and a 
non-negligible fD causes subcarriers to interfere with one another. Needless to say, 
increasing the number of subcarriers in a fixed band necessarily decreases the sub-
carrier bandwidth, and narrower subcarrier bandwidth is more advantageous in 
environments with large delay spreads. 

IEEE 802.16e fixes the subcarrier spacing at 10.9375 kHz (in frequency), which 
does not change regardless of the bandwidth of the RF channel. This way, if the 
bandwidth of the RF channel increases or decreases (e.g., due to a country’s spe-
cific spectrum regulation), then the number of subcarriers can increase or decrease 
proportionally. Fixing the subcarrier spacing fixes the atomic unit of physical-layer 
resource in frequency. This way, scaling bandwidth has a minimal impact to higher 
layers [13]. In addition, considerable cost savings result because one does not have 
to design a brand-new physical layer for every possible RF channel bandwidth. 
This scheme is also called scalable OFDMA (SOFDMA) [14].

Having gone through the fundamental workings of OFDM and OFDMA, we 
are now ready to go into other details of the IEEE 802.16e implementation of 
OFDMA. The next chapter investigates how its physical layer is structured in time 
and frequency. Unless otherwise noted, subsequent chapters will focus on the more 
advanced attributes of the IEEE 802.16e standard.
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C H A P T E R  5

Physical Layer: Time and Frequency

5.1 Introduction 

In a layered protocol architecture, the physical layer is responsible for the actual 
transmission of bits across the medium. In doing so, the physical layer at the trans-
mitter accepts bits from the MAC layer above and converts these bits into physical 
waveforms (i.e., symbols). The physical layer then injects the waveforms into the 
medium. At the receiver, the physical layer intercepts the waveforms, reinterprets 
them into bits, then delivers the bits to the MAC layer above. See Figure 5.1.

This chapter examines the physical layer in more detail. Whereas Chapters 3 
and 4 describe how raw data symbols are transmitted and received over the air 
interface and the principles of OFDM and OFDMA, this chapter looks at how an 
actual system (i.e., IEEE 802.16e) organizes the data symbols logically to carry user 
and control information. 

The standard supports both time division duplex (TDD) and frequency divi-
sion duplex (FDD). In single-band operation, TDD uses the same RF band for both 
downlink and uplink transmissions. So in TDD, the base station and the mobile 
take turns in time to transmit in the same RF band (see Figure 5.2). Using TDD has 
three advantages:

 • The system can leverage channel reciprocity because both the downlink and 
the uplink transmit in the same frequency band.

 • Resources on the downlink and the uplink can be proportioned dynamically 
in time, thus realizing asymmetric bit rates on the downlink and the uplink; 
asymmetric bit rates are typical of a Web traffic profile. 

 • The complexity and cost of the mobile can be lower. Because the mobile 
does not have to transmit and receive at the same time in TDD, there is no 
duplexer and no duplexer loss in the mobile [1].

A disadvantage of TDD is that temporal resources in the same band have to be 
shared between the downlink and the uplink, so timing synchronization is critical.

In paired-band operation, FDD can be used where one band is dedicated to the 
downlink and another band is dedicated to the uplink (see Figure 5.3). An advan-
tage of FDD is that the downlink can transmit continuously in its own band and 
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the uplink can transmit continuously in its own band. The disadvantage, of course, 
is the inability to leverage channel reciprocity. In addition, IEEE 802.16e supports 
half duplex FDD (H-FDD). In H-FDD, one band is for the downlink transmission 
and another band is for the uplink transmission, but at any given time, the mobile 
can only transmit or receive, not both (hence half duplex). H-FDD can be used in 
countries that mandate paired-band operation. Because an H-FDD mobile does not 
transmit and receive simultaneously, its cost can be lower.
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Figure 5.1 The relationship between the physical layer and the MAC (sub)layer.
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Both TDD and FDD can be used with OFDMA. It is expected that network 
access providers would predominantly use the OFDMA option for flexible band-
width management and performance optimization. Also, TDD is expected to be 
popular because of the importance of channel reciprocity and the ability to divide 
allocations in time between the downlink and the uplink. Thus, this chapter focuses 
on TDD and the OFDMA option of IEEE 802.16e and is based on the system speci-
fications stated in the standard [2, 3].

Figure 5.4 illustrates that logical units of data are organized in a hierarchi-
cal manner at the physical layer. At the lowest level, subcarriers (that carry data 
symbols) are transmitted and received over the air. Chapter 4 discusses OFDMA 
subcarriers. At the next level up, subcarriers are organized into subchannels by us-
ing one of the subcarrier permutation modes. 

At the next higher level, subchannels (in frequency) and OFDM symbols (in 
time) are organized into slots. Slots are important because a slot is the smallest unit 
of physical-layer resource allotted to a user. The ability to allocate one or more 
slots to a particular user is important because a user can receive some minimum 
allocation of bandwidth resources, and the base station can then change the alloca-
tion based on the bandwidth requirements of a particular user.

The following are some relevant parameters:

 • NFFT is the total number of subcarriers (= K in previous chapters).

 • Nused is the number of used subcarriers, including data subcarriers, pilot 
subcarriers, and the DC subcarrier. Thus, (NFFT − Nused) is the number of 
guard subcarriers.

 • Nsubcarriers is the number of subcarriers per subchannel.

 • Nsubchannels is the number of subchannels.

In particular, data subcarriers carry discrete data symbols for data transmis-
sion. Pilot subcarriers carry continuous signals for channel estimation. The DC 
subcarrier is a null subcarrier that has no power and is at the middle of the channel 
band. Guard subcarriers are also null subcarriers that have no power but are at 
the edges of the channel band. This way, guard subcarriers help contain the signal 
spectrum at band edges.

Subcarrier

Subchannel

Slot

Subcarrier
permutation mode

Subcarrier
permutation mode

Figure 5.4 Hierarchy of data organization in IEEE 802.16e.
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Because IEEE 802.16e uses scalable OFDMA (SOFDMA), the standard fixes 
the subcarrier separation at 10.9375 kHz. This way, the total number of subcarri-
ers is a function of the channel bandwidth. For example, if the channel bandwidth 
is 5 MHz, then NFFT = 512; if the channel bandwidth is 10 MHz, then NFFT = 
1,024.

Starting in the next section, we examine how subcarriers are organized to form 
subchannels using one of the subcarrier permutation modes.

5.2 Distributed Subcarrier Permutation: Forming Subchannels on 
Downlink

On the downlink, there are two required subcarrier permutation modes: full us-
age of subchannels (FUSC) and partial usage of subchannels (PUSC). These two 
modes were first specified in the original IEEE 802.16-2004 standard. In addition, 
the IEEE 802.16e standard specified two optional subcarrier permutation modes 
that are important to system design and optimization: tile usage of subchannels 
1 (TUSC1) and tile usage of subchannels 2 (TUSC2). All these modes use what is 
called distributed subcarrier permutation because these modes form a subchannel 
by using nonadjacent subcarriers that are pseudorandomly scattered throughout 
the frequency band. As such, frequency diversity can be achieved. These modes of 
distributed subcarrier permutation primarily differ in how data subcarriers are as-
signed. Ultimately, we want to assign each subcarrier k to a subchannel s.

5.2.1 Full Usage of Subchannels (FUSC)

If the downlink uses FUSC, the system first assigns the pilot subcarriers, and then 
it assigns the remaining data subcarriers to different subchannels. The procedure of 
allocating data subcarriers to subchannels is as follows:

 • Assign the pilot subcarriers. The number of pilot subcarriers to be assigned 
depends on NFFT. They are:

• If NFFT = 128, the number of pilot subcarriers is 10.
• If NFFT = 512, the number of pilot subcarriers is 42.
• If NFFT = 1,024, the number of pilot subcarriers is 82.
• If NFFT = 2,048, the number of pilot subcarriers is 166.

 • Assign the remaining data subcarriers to subchannels according to a permu-
tation formula.

At the end, each subchannel would have 48 data subcarriers. Because of the 
permutation, data subcarriers in each subchannel are distributed across the band. 

For pilot subcarriers, there are actually two types of pilot subcarriers in the 
downlink FUSC: constant-set pilot subcarriers and variable-set pilot subcarriers. 
The positions of constant-set pilot subcarriers do not change over successive OFDM 
symbols, whereas the positions of variable-set pilot subcarriers do change over suc-
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cessive OFDM symbols. The reason for having variable-set pilot subcarriers is that 
they can estimate the channel at a variety of frequencies over time.

In FUSC, one slot is defined as one subchannel by one OFDM symbol. So the 
minimum allocation is 48 data subcarriers (in one OFDM symbol).

5.2.2 Partial Usage of Subchannels (PUSC)

If the downlink uses PUSC, the system initially assigns subcarriers to clusters. Then 
in each cluster, the system assigns the pilot subcarriers and the data subcarriers. The 
procedure of assigning data subcarriers to subchannels is as follows:

 • Divide the subcarriers into clusters. Each cluster contains 14 subcarriers.

 • Allocate the clusters to six groups in a permuted fashion. This way, physically 
adjacent clusters are more likely to be assigned to different groups.

 • Assign the pilot subcarriers in each cluster of each group. Each cluster has 
two pilot subcarriers (and hence 12 data subcarriers).

 • Assign the remaining data subcarriers (in all clusters of each group) to sub-
channels according to the same permutation formula used in downlink FUSC.

At the end, each subchannel would have four pilot subcarriers and 24 data sub-
carriers. For example, for NFFT = 1,024 in 10 MHz of RF channel, there are 1,024 
subcarriers. Out of these subcarriers, 840 subcarriers are for the pilot subcarriers 
and data subcarriers, and 184 subcarriers are for the DC subcarrier (at the middle 
of the RF channel) and the guard subcarriers (near the edges of the RF channel). 
The system divides the 840 subcarriers into 60 clusters, each consisting of 14 sub-
carriers. Each cluster contains two pilot subcarriers and 12 data subcarriers. Then 
using predefined algorithms, the system allocates the 60 clusters to six groups so 
that physically adjacent clusters are assigned to different groups (to achieve fre-
quency diversity).

Afterwards, the system assigns pilot subcarriers in each cluster to predefined 
locations. (The locations of pilot subcarriers are different depending on if they 
are sent in an even-numbered or odd-numbered OFDM symbol in a permutation 
zone.) Then, in an OFDM symbol, the system proceeds to form subchannels for 
each group. It does so by choosing 24 data subcarriers from the clusters assigned 
to a group; it uses a permutation formula to choose the 24 data subcarriers so that 
they are picked from different frequency locations. As an illustration, group 0 has 
12 clusters. In one OFDM symbol, the system forms a subchannel for group 0 by 
choosing 24 data subcarriers from the 12 clusters in group 0. 

The 12 clusters in group 0 contain 144 data subcarriers because each cluster 
has 12 data subcarriers. Thus the system can form six subchannels for group 0. 

Note that in even-numbered and odd-numbered OFDM symbols, the system 
forms different versions of the six subchannels to accommodate the different loca-
tions of the pilot subcarriers (in even-numbered and odd-numbered OFDM sym-
bols). In addition, the assignment of data subcarriers to subchannels is different 
across neighboring cells.
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The reason why PUSC is called partial usage of subchannels is that, in the 
PUSC permutation mode, a sector of a base station can only use some (but not all) 
of the available subchannels. In other words, a sector of a base station can use one 
group of subcarriers. This is done through segmentation, which is similar to sector-
ization in cellular systems. A segment is a subdivision of available subchannels for 
deploying a single instance of MAC [1]. In effect, the clusters are assigned to six 
groups, and a sector of a base station can use one group of subcarriers. (See Section 
5.9.2 for more details on segmentation.)

In downlink PUSC, one slot is defined as one subchannel by two OFDM 
symbols. So the minimum allocation is again 48 data subcarriers (in two OFDM 
symbols).

5.2.3 Tile Usage of Subchannels 1 (TUSC1)

This subcarrier permutation mode was first specified by the IEEE 802.16e standard 
as an enhancement. The physical structure of TUSC1 on the downlink matches that 
of PUSC on the uplink. PUSC on the uplink is described in Section 5.3.1.

In TDD, this correspondence between the downlink (e.g., TUSC1) and the up-
link (e.g., PUSC) turns out to be important when the system uses multiple-antenna 
techniques with closed-loop feedback. The reason is that if the structures match be-
tween the downlink and the uplink, then the system can exploit channel reciprocity 
between the downlink and the uplink.

In TUSC1, one slot is defined as one subchannel by three OFDM symbols. As 
seen in Section 5.3.1, the minimum allocation is 48 data subcarriers (over three 
OFDM symbols).

5.2.4 Tile Usage of Subchannels 2 (TUSC2)

This subcarrier permutation mode was also first specified by the IEEE 802.16e 
standard as an enhancement. The physical structure of TUSC2 on the downlink 
matches that of optional PUSC on the uplink. Optional PUSC on the uplink is 
described in Section 5.3.2. Similarly in TDD, using TUSC2 on the downlink and 
optional PUSC on the uplink allows the system to exploit channel reciprocity.

In TUSC2, one slot is defined as one subchannel by three OFDM symbols. As 
seen later in Section 5.3.2, the minimum allocation is also 48 data subcarriers (over 
three OFDM symbols).

5.3 Distributed Subcarrier Permutation: Forming Subchannels on 
Uplink

On the uplink, the required subcarrier permutation mode is partial usage of sub-
channels (PUSC). There is also an optional mode called optional PUSC. Both modes 
were first specified in the IEEE 802.16-2004 standard. These modes also use dis-
tributed subcarrier permutation because they form a subchannel by using nonadja-
cent subcarriers (which are pseudorandomly distributed throughout the frequency 
band). Again, the goal is to assign each subcarrier k to a subchannel s.
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5.3.1 Partial Usage of Subchannels (PUSC)

Using PUSC on the uplink, the system initially assigns subcarriers to tiles. Then in 
each tile, the system assigns the pilot subcarriers and the data subcarriers. The pro-
cedure of assigning data subcarriers to subchannels is as follows:

 • Divide the subcarriers over three OFDM symbols into tiles. Each tile contains 
four subcarriers over three OFDM symbols, or 12 subcarriers.

 • Assign the pilot subcarriers in each tile. Each tile has four pilot subcarriers 
(and hence eight data subcarriers).

 • Assign tiles to subchannels according to a permutation formula. This way, 
the data subcarriers in the tiles are assigned to subchannels as well.

Each subchannel is formed using six tiles. Thus, each subchannel has (6 × 4) or 
24 pilot subcarriers and (6 × 8) or 48 data subcarriers. The subcarriers in a tile are 
adjacent, but the tiles in a subchannel are not physically adjacent. In addition, the 
assignment of data subcarriers to subchannels is different across neighboring cells.

Each subchannel has 24 pilot subcarriers and 48 data subcarriers. The high 
number of pilot subcarriers as compared to the number of data subcarriers affords 
excellent channel estimation on the uplink. Thus PUSC can be used in those areas 
with large multipath delay spread (e.g., urban environments). Recall from Chapter 
2 that coherence bandwidth Wc is the range of frequency over which the transfer 
function H(f) of the channel varies little, and Wc is inversely proportional to delay 
spread τMAX. As delay spread goes up, coherence bandwidth goes down. A small 
coherence bandwidth means that the transfer function of the channel has many 
variations as a function of frequency, and the channel requires more pilots to esti-
mate. However, the better channel estimation comes at a cost of reduced user bit 
rate due to the high number of pilot subcarriers.

In uplink PUSC, one slot is defined as one subchannel by three OFDM symbols. 
So the minimum allocation is 48 data subcarriers (over three OFDM symbols).

5.3.2 Optional Partial Usage of Subchannels (Optional PUSC)

The optional PUSC on the uplink is similar to PUSC described in the previous sec-
tion. The major differences are that in the optional PUSC, 

 • Each tile contains three subcarriers over three OFDM symbols, or nine 
subcarriers.

 • Each tile has one pilot subcarrier (and hence eight data subcarriers).

Here, each subchannel is also formed using six tiles. This way, each subchan-
nel has (6 × 1) or six pilot subcarriers and (6 × 8) or 48 data subcarriers. The low 
number of pilot subcarriers as compared to the number of data subcarriers allows 
a higher user bit rate, but it does not offer as good of a channel estimation. Thus 
optional PUSC can be used in those areas with small multipath delay spread.

In optional PUSC, one slot is defined as one subchannel by three OFDM sym-
bols. Again, the minimum allocation is 48 data subcarriers (over three OFDM 
symbols).
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5.4 Adjacent Subcarrier Permutation: Downlink and Uplink

An optional method of forming subchannels is called adjacent subcarrier permu-
tation. The IEEE 802.16-2004 standard first specified this method for the down-
link only. Then IEEE 802.16e specified the same method for the uplink. Adjacent 
subcarrier permutation essentially forms a subchannel using subcarriers that are 
adjacent to each other in frequency. In other words, each subchannel contains sub-
carriers that are contiguous in frequency. Adjacent subcarrier permutation is also 
known as adaptive modulation and coding (AMC) mode. In AMC mode, the sys-
tem can quickly assign a specific modulation and FEC coding by using fast feedback 
channels [4]. Downlink AMC has the same structure as the uplink AMC mode [5]. 

The procedure of allocating data subcarriers to subchannels is as follows:

 • Divide the subcarriers in one OFDM symbol into bins. Each bin contains 
nine subcarriers.

 • Assign one pilot subcarrier in each bin. Each bin has one pilot subcarrier (and 
hence eight data subcarriers). 

 • Assign bins to subchannels according to several fixed schemes or types. They 
are:

• First type: Assign six consecutive bins to a subchannel.
• Second type: Assign two bins to a subchannel.
• Third type: Assign three bins to a subchannel.
• Fourth type: Assign one bin to a subchannel. 

 • Then the slot is defined as follows:

• First type: One slot is defined as one subchannel by one OFDM symbol.
• Second type: One slot is defined as one subchannel by three OFDM 

symbols.
• Third type: One slot is defined as one subchannel by two OFDM symbols.
• Fourth type: One slot is defined as one subchannel by six OFDM symbols.

As readers can see, each slot is always formed using six bins. Thus, each slot 
always has (6 × 1) or six pilot subcarriers and (6 × 8) or 48 data subcarriers. Inci-
dentally, the position of the pilot subcarrier in each bin does not change, and this 
fixed position supports the operation of the advanced antenna systems (AAS) [6].

5.5 Summary of Subcarrier Permutation Modes

Figure 5.5 depicts a summary of different subcarrier permutation modes. Distrib-
uted subcarriers are well suited for frequency diversity, while adjacent subcarriers 
are more appropriate for multiuser diversity. In addition, downlink TUSC1 struc-
turally matches uplink PUSC, and downlink TUSC2 structurally matches uplink 
optional PUSC. This way, in TUSC1 and TUSC2 the system can allocate (to a user) 
a downlink burst and an uplink burst that occupy the same subcarriers. In TDD, 
this arrangement is beneficial to closed-loop multiple-antenna techniques, where 
the transmitter (i.e., base station) requires channel feedback from the receiver (i.e., 



5.6 Bursts and Permutation Zones 105

mobile). If a (user’s) downlink burst and the uplink burst occupy the same subcarri-
ers (and frequencies), then the base station can exploit channel reciprocity and infer 
the channel state based on the uplink. This arrangement minimizes the amount of 
channel feedback necessary from the mobile.

Interestingly, the minimum allocation in all the modes is always 48 data sub-
carriers (carrying 48 data symbols).

5.6 Bursts and Permutation Zones

After subchannels and slots are defined, the next higher units of organization are 
bursts and permutation zones. A burst is an allocation of a group of contiguous 
slots. Figure 5.6 shows an example (on the downlink). Occupying this two-dimen-
sional space of subchannels (i.e., frequency) by OFDM symbols (i.e., time), a burst 
consists of a group of neighboring slots. As Figure 5.6 shows, a slot is the smallest 
unit of physical-layer resource that can be allocated to a user. 

On the downlink, a burst is a rectangular allocation of logically contiguous 
subchannels and contiguous OFDM symbols. The base station transmits a burst 
using a particular modulation and coding scheme specified by the downlink map 
(DL-MAP) message [1]. A burst is also known as a data region [6], which can be 
allocated to a single user (i.e., unicast), to selected users (i.e., multicast), or to all 
users (i.e., broadcast) [4].

On the uplink, a single burst must span the entire permutation zone. Typically, 
only one permutation zone exists on the uplink. This is because uplink traffic is 
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typically lighter than downlink traffic. In contrast, on the downlink there is typi-
cally more than one permutation zone in the downlink subframe.

A permutation zone is a section of OFDM symbols in time that uses the same 
subcarrier permutation mode. Figure 5.7 shows an example. In this two-dimen-
sional space of subchannels (i.e., frequency) by OFDM symbols (i.e., time), a per-
mutation zone is simply a section of OFDM symbols during which a particular 
subcarrier permutation mode (e.g., PUSC) applies. It is important to note that 
more than one permutation zone may exists in a downlink subframe (or in an 
uplink subframe). On the downlink, the base station dictates the transition to a 
different permutation zone through the DL-MAP message. On the uplink, the base 
station communicates the permutation zone to use through the uplink map (UL-
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MAP)message. In addition, the IEEE 802.16e standard also supports a special zone 
specifically used for AAS.

5.7 Subframes and Frames

Bursts are used to constitute a downlink subframe and an uplink subframe, which 
together make up a frame. Figure 5.8 shows an example of a frame, which consists 
of a downlink subframe and an uplink subframe. In TDD, the uplink subframe fol-
lows the downlink subframe. At the end of the downlink subframe, the base station 
stops transmitting, waits for a period of time equal to the transmit/receive transition 
gap (TTG), then starts receiving the uplink subframe. The TTG allows the base sta-
tion’s hardware and software to switch from transmitting to receiving, as well as 
allows the mobile to switch from receiving to transmitting. At the end of the uplink 
subframe, the base station stops receiving, waits for a period of time equal to the 
receive/transmit transition gap (RTG), then starts transmitting the next frame. The 
RTG allows the base station to switch from receiving to transmitting; it also allows 
the mobile to switch from transmitting to receiving.

In general, the advantage of a longer frame is higher transmission efficiency 
because the frame can transport more user data for a given amount of frame over-
head. The disadvantage of a longer frame is a longer delay because users have to 
wait for the entire (longer) frame to be processed before getting their data. The 
5-ms frame shown in Figure 5.8 results in a balance between low delay (and jit-
ter) and reasonable transmission efficiency [7]. For 5-MHz and 10-MHz channels, 
there are a total of 47 OFDM symbols available for downlink and uplink sub-
frames (excluding TTG and RTG).

Figure 5.9 shows an example of a downlink subframe. During the period of the 
downlink subframe, the base station transmits a preamble, a frame control header 
(FCH), a downlink map (DL-MAP) message, and an uplink map (UL-MAP) mes-
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sage. Then the base station transmits different bursts to different mobiles in its 
coverage area. 

Figure 5.10 shows an example of an uplink subframe. After TTG, the base 
station starts to receive the uplink subframe, which may contain bursts from more 
than one mobile in the coverage area of the base station. Note here that some 
subchannels are used for ranging; these subchannels are dynamically assigned, and 
their location is shown in the UL-MAP message. The mobile uses the ranging chan-
nel to synchronize with the system, as well as to make contention-based bandwidth 
requests. (See Chapter 8 for more details on ranging.) In addition, the uplink chan-
nel quality indicator channel (CQICH) and the uplink ACK channel may be allo-
cated in the uplink subframe. The uplink CQICH is for the mobile to quickly send 
information on the channel back to the base station, and this information on the 
channel is quantized to 64 levels using six bits. The uplink ACK channel is for the 
mobile to send downlink HARQ ACKs back to the base station [8].

Figure 5.9 and Figure 5.10 also show the different permutation zones that may 
exist in a frame. The first permutation zone in every frame must be PUSC, which is 
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used to transmit the DL-MAP message and the FCH. In Figure 5.9, after the first 
PUSC permutation zone, another PUSC permutation zone follows in the downlink 
subframe. In Figure 5.10, the uplink subframe contains a single PUSC permutation 
zone. The length of the frame is variable depending on how many bursts are (and 
how much user data is) sent. In fact, because only the preamble and the first PUSC 
permutation zone are required in each frame, it is possible for a frame to have only 
the preamble and the first PUSC permutation zone (containing the DL-MAP and 
the FCH), with no subsequent bursts on the downlink and the uplink. 

In this illustration of the downlink subframe, both the FCH and the DL-MAP 
message last two OFDM symbols; this is because in downlink PUSC, one slot is 
defined as one subchannel by two OFDM symbols, and both FCH and DL-MAP 
are in the (required) PUSC permutation zone. Recall that a slot is the smallest unit 
of physical-layer resource allotted. Similarly for the different bursts in the next 
PUSC permutation zone (in the same downlink subframe), a burst lasts a multiple 
of two OFDM symbols because, again, one slot is defined as one subchannel by 
two OFDM symbols in downlink PUSC.
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In the uplink subframe, on the other hand, a burst lasts a multiple of three 
OFDM symbols; this is because in uplink PUSC, one slot is defined as one subchan-
nel by three OFDM symbols.

In an OFDMA system, allocations of bursts to users can be different from 
one frame to the next frame. This way, the system can quickly respond to users’ 
requests for bandwidth and dynamically allocate resources to users from frame to 
frame. The ratio of downlink subframe duration to uplink subframe duration is 
typically 3:1 for Web traffic because the Web surfing profile is highly asymmetric. 
The same ratio becomes 1:1 for voice traffic because voice traffic is symmetric. The 
default ratio becomes 2:1 for a mix of Web traffic and voice traffic [7].

5.7.1 Preamble

The first OFDM symbol of a frame is the preamble, which is known a priori to 
the mobile. In other words, its data symbols in the OFDM symbol are known to 
the mobile. Transmitted on the downlink, the preamble is used for initial timing 
synchronization, initial frequency estimation, and initial channel estimation. Using 
the preamble, the mobile can measure the carrier-to-interference and noise ratio 
(CINR) and report it back to the base station via the MOB_SCN-REP (scanning 
result report) message or the MOB_MSHO-REQ (mobile station handover request) 
message. Figure 5.11 shows how subcarriers in the preamble are organized. All sub-
carriers in the preamble are assigned to three groups (or “carrier sets” as they are 
called in the standard). Those subcarriers marked “0” belong to group 0, those sub-
carriers marked “1” belong to group 1, and those subcarriers marked “2” belong 
to group 2. As shown in the figure, the subcarriers in the same group are simply 
spaced three subcarriers apart. 

The reason why the subcarriers in the preamble are assigned to three groups is 
because they can then be allocated to three segments (sectors) of a base station. In 
particular, segment 0 uses subcarriers in group 0 of the preamble, segment 1 uses 
subcarriers in group 1 of the preamble, and segment 2 uses subcarriers in group 2 
of the preamble. To distinguish the different segments in a geographic area, each 
segment in a cluster of base stations is modulated by a different pseudonoise (PN) 
code. For maximum link performance, the subcarriers in the preamble are trans-
mitted using BPSK at an elevated transmit power.

5.7.2 Frame Control Header (FCH)

The FCH contains a data structure called DL_Frame_Prefix. DL_Frame_Prefix has 
24 bits of information,1 including:

 • The “used subchannel bitmap,” which shows what subchannels are used (in 
PUSC) by the segment (sector) transmitting the FCH.

 • The forward error correction (FEC) code used to transmit the subsequent 
DL-MAP message (i.e., convolutional code and block turbo code). The DL-
MAP is always coded at the rate of 1/2.

1. DL_Frame_Prefi x has 12 bits for NFFT = 128.
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 • The length of the DL-MAP message. This way, the mobile has sufficient in-
formation to read the DL-MAP message that follows the FCH.

The FCH transmission begins in the first subchannels of the second OFDM 
symbol of the frame (see Figure 5.9). For robust link performance, the FCH is 
transmitted using QPSK at a rate of 1/2. To ensure that the mobile receives the 
FCH, the base station transmits the FCH with a repetition rate of four.2

The standard refers to DL_Frame_Prefix as a data structure rather than a mes-
sage. This is because a message needs to come from the MAC layer. DL_Frame_
Prefix is technically not a message because it originates from the physical layer, not 
the MAC layer. Thus, the first message in the frame is really the DL-MAP message 
that follows the FCH.

5.7.3 Downlink MAP (DL-MAP) and Uplink MAP (UL-MAP)

After the FCH, the base station transmits downlink map (DL-MAP) followed by 
uplink map (UL-MAP), which are MAC messages. Specifically, DL-MAP contains 
information on subchannels and OFDM symbols that are assigned to each mo-
bile in the downlink subframe, and UL-MAP has information on subchannels and 
OFDM symbols that are assigned to each mobile in the uplink subframe. Every mo-
bile needs to read both DL-MAP and UL-MAP to find out what its allocations are 
in the frame. DL-MAP and UL-MAP are called map messages because they define 
maps of different bursts that are allocated to different mobiles (in the subchannel  
× OFDM symbol space). DL-MAP and UL-MAP are critical control messages used 
for allocating resources to the mobiles. The map messages effectively point out the 
place (in time and frequency) where the system has allocated resources to a mobile.

5.8 TDD and FDD

This chapter focuses much of its discussions on TDD. But it is important to note 
that IEEE 802.16e also supports FDD (if, for example, paired bands are avail-
able). The subframe structure in FDD is not that much different from that in TDD. 
In TDD, a base station transmits a downlink subframe and receives the uplink 
subframe at different times, as shown in Figure 5.8. In FDD, a base station sim-
ply transmits a downlink subframe in one frequency band and receives the uplink 

2. Repetition is not applied for NFFT = 128.
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subframe in another frequency band. Similar operations take place at the mobile as 
well. Obviously, both TTG and RTG are not used in FDD.

5.9 System Design Issues

In this section, we address some of the system design issues arising out of the topics 
discussed in this chapter. The IEEE 802.16e standard has built-in options that allow 
system designers much flexibility in adopting their systems to specific environments.

5.9.1 Frequency Diversity and Multiuser Diversity

In forming subchannels, distributed subcarrier permutation modes use permutation 
schemes to pseudorandomly disperse subcarriers to form a subchannel, thus achiev-
ing frequency diversity. Distributed subcarrier permutation can be used in those 
environments where there are moving mobiles. While mobiles are moving, their 
transfer functions would change as a function of time as well. In these situations, 
frequency diversity can be employed to ensure a higher probability of survival of a 
subchannel, and it can be assumed that using distributed subcarrier permutation, 
subchannels have a similar quality. Another advantage of distributed subcarriers is 
intercell (or intersector) interference averaging. If adjacent cells (or sectors) use the 
same physical RF channel and subcarriers are scattered pseudorandomly across the 
channel, then the chance that identical subcarriers are used is lowered [6].

On the other hand, adjacent subcarrier permutation modes construct subchan-
nels using subcarriers that are contiguous in frequency. Needless to say, adjacent 
subcarrier permutation modes cannot deliver much frequency diversity because 
subcarriers (used to form a subchannel) are together in frequency. However, adja-
cent subcarrier permutation can leverage multiuser diversity. The idea is that if us-
ers are distributed in locations around a base station, then there is already diversity 
in these mobiles’ transfer functions. Thus, a user can be allocated a subchannel at 
a part of the frequency band that has a high SINR. In an environment with high 
multiuser diversity, each user should experience high SINR at a different part of 
the frequency band; subcarriers with high SINRs can use higher-order modula-
tion, which increases bandwidth efficiency (bps/Hz) [9]. By assigning each user a 
subchannel where the subchannel has high SINR, the base station can maximize its 
aggregate throughput. Typically, adjacent subcarriers are more suited for fixed or 
nomadic users [5].

5.9.2 Segmentation

In IEEE 802.16e, segmentation is akin to sectorization in cellular systems. To see 
the use of segmentation, consider a network access provider who has won through 
auction a slice of spectrum that can accommodate three physical RF channels (see 
Figure 5.12). This access provider intends to deploy an IEEE 802-16-based system. 
Using TDD, an access provider can assign these three RF channels A, B, and C to 
three sectors of a base station in a system with (intracell) frequency reuse factor 
K = 3, as shown in Figure 5.12. For those access providers that have sufficient 
spectrum, frequency reuse is expected to be a predominant approach of deploying 
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an IEEE 802.16-based system because of the need to minimize adjacent cell/sector 
interference.

On the other hand, a network access provider who does not have sufficient 
spectrum may have a problem with managing adjacent cell/sector interference. 
Consider an access provider who has only enough spectrum for a single physical 
RF channel (see Figure 5.13). Using TDD, this RF channel X can only be deployed 
using frequency reuse factor N = 1, as shown in Figure 5.13. But deploying a system 
with frequency reuse factor N = 1 can introduce severe adjacent cell interference. 

(a)

(b)

X

X

X

X

X

X

X

X

X

X

X

Figure 5.13 A system using frequency reuse factor N = 1. (a) Only one physical RF channel in fre-
quency. (b) The one physical RF channel is used everywhere.
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Figure 5.12 A system using (intracell) frequency reuse factor K = 3. (a) Three physical RF channels 
in frequency. (b) Three physical RF channels arranged in space.
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The problem of interference would be especially severe in those places that border 
between cells/sectors.

Segmentation, in effect, affords the second access provider (who does not have 
sufficient spectrum) a way to implement frequency reuse. Figure 5.14 shows how 
this can be done. Figure 5.14(a) shows that within a single RF channel, the stan-
dard allocates six groups of subchannels (groups 0, 1, 2, 3, 4, and 5).3 This way, 
the system designer can assign these groups of subchannels to different segments 
(sectors). The standard stipulates that, if segmentation is used, segment 0 should 
use subchannels in group 0, segment 1 should use subchannels in group 2, and seg-
ment 2 should use subchannels in group 4 [see Figure 5.14(b)]. For NFFT = 1,024 
and NFFT = 2,048, groups 1, 3, and 5 are available and can be assigned on-demand 
among the three segments. For example, groups 1, 3, and 5 may all be assigned to 
one segment, or groups 1, 3, and 5 may be assigned to segments 0, 1, and 2, respec-
tively. Note that segmentation is supported on both the downlink and the uplink.

For reference, Table 5.1 shows, for different NFFT, the subchannels used in dif-
ferent subchannel groups.

For example, for NFFT = 1,024 in 10 MHz of the RF channel in downlink 
PUSC, groups 0, 2, and 4 have six subchannels (or 12 clusters of subcarriers) per 
group, while groups 1, 3, and 5 have four subchannels (or eight clusters of subcar-
riers) per group. In downlink PUSC (see Section 5.2.2), each subchannel has four 

3. For NFFT = 128 and NFFT = 512, no subchannel is allocated to group 1, group 3, and group 5.
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Figure 5.14 A system using segmentation: (a) Subchannel groups for segmentation. Note that 
subchannels in each group are not physically adjacent to each other due to distributed subcarrier 
permutation. (b) Subchannel groups arranged in space.



5.10 Adaptive Burst Profi les 115

pilot subcarriers and 24 data subcarriers. Thus, in groups 0, 2, and 4 there are 24 
pilot subcarriers and 144 data subcarriers per group, while in groups 1, 3, and 5 
there are 16 pilot subcarriers and 96 data subcarriers per group.

5.10 Adaptive Burst Profi les

5.10.1 Burst Profi les

In IEEE 802.16e, a burst profile is a specific combination of modulation and FEC 
(including FEC rate) assigned to a user. To implement adaptive modulation and 
coding (see Chapter 3), the base station can dynamically change a user’s burst pro-
file in response to changing channel conditions experienced by that user. If the chan-
nel condition is good, then the link can use a more bandwidth-efficient burst profile 
(e.g., 64-QAM, rate 3/4 convolutional code) to maximize bit rate. If the channel 
condition is poor, then the link can throttle back to a more robust burst profile (e.g., 
QPSK, rate 1/2 convolutional code) to maximize link reliability. In general, a system 
that uses adaptive modulation and coding performs better than a system that does 
not use adaptive modulation and coding [10, 11].

The burst profile applies to a burst and can change from burst to burst for each 
user, thus enabling the system to trade off bit rate with reliability in real time. Table 
5.2 lists some examples of burst profiles. During the registration process, the mo-
bile tells the base station the set of burst profiles that the mobile supports.

An index called downlink interval usage code (DIUC) identifies the specific 
burst profile on the downlink in IEEE 802.16; another index uplink interval usage 
code (UIUC) identifies the burst profile used on the uplink. The base station trans-
mits the downlink and uplink burst profiles to the mobile by using MAC manage-
ment messages such as the downlink channel descriptor (DCD) message and the 
uplink channel descriptor (UCD) message.

In determining the burst profile to use, the base station can use three param-
eters [12]:

 • Entry threshold: This is the SINR value above which the link may transition 
to a more bandwidth-efficient burst profile.

Table 5.1 Subchannels Used in 
Subchannel Groups

Subchannel
Group  NFFT

 128 512 1,024 2,048

0  0 0–4 0–5 0–11

1  — — 6–9 12–19

2  1 5–9 10–15 20–31

3  — — 16–19 32–39

4  2 10–14 20–25 40–51

5  — — 26–29 52–59
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 • Exit threshold: This is the SINR value below which the link transitions to a 
more robust burst profile.

 • Existing SINR: This is the current SINR on the link.

Table 5.3 lists the minimum required SNR values for burst profiles that consist 
of QPSK, 16-QAM, and 64-QAM and convolutional turbo codes at different rates. 
These SNR values are for a probability of a bit error of 10−6 in the additive white 
Gaussion noise (AWGN) channel.

5.10.2 Channel Quality Feedback

Obviously, the base station knows the SINR of the uplink because it can directly 
measure it. On the downlink, the base station gets the SINR of the downlink 
through channel feedback sent by the mobile. The IEEE 802.16e standard supports 
two types of channel feedback: received signal strength indicator (RSSI) and carrier-
to-interference plus noise ratio (CINR).

Table 5.3 Minimum Required SNR (Convolutional Turbo 
Code for Pb = 10−6 in AWGN Channel) [2]

SNR value

QPSK, convolutional turbo code, rate = 1/2 2.9 dB

QPSK, convolutional turbo code, rate = 3/4 6.3 dB

16-QAM, convolutional turbo code, rate = 1/2 8.6 dB

16-QAM, convolutional turbo code, rate = 3/4 12.7 dB

64-QAM, convolutional turbo code, rate = 1/2 13.8 dB

64-QAM, convolutional turbo code, rate = 2/3 16.9 dB

64-QAM, convolutional turbo code, rate = 3/4 18 dB

Table 5.2 Sample Burst Profiles

QPSK 16-QAM 64-QAM

Convolutional code, rate = 1/2 √ √ √

Convolutional code, rate = 2/3 — — √

Convolutional code, rate = 3/4 √ √ √

Convolutional turbo code, rate = 1/2 √ √ √

Convolutional turbo code, rate = 2/3 — — √

Convolutional turbo code, rate = 3/4 √ √ √

Block turbo code, rate = 1/2 √ — —

Block turbo code, rate = 3/4 √ — —

Low density parity code, rate = 1/2 √ √ √

Low density parity code, rate = 2/3 √ √ √

Low density parity code, rate = 3/4 √ √ √
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For RSSI, the mobile measures its total receive signal strength and reports it 
back to the base station through the channel measurement report response (REP-
RSP) message. The advantage of the RSSI measurement is that it can be taken 
relatively quickly and does not require receiver demodulation. The disadvantage is 
that the measurement has everything in it, including signal, noise, and interference.

For CINR, the mobile demodulates the base station’s transmission, separates 
out the signal from the noise and the interference, and reports the CINR back 
to the base station through the REP-RSP message or over a fast channel quality 
indicator channel (CQICH) (in the uplink subframe). The CINR measurement is 
a more accurate reflection of the channel condition, but its measurement requires 
receiver demodulation.
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C H A P T E R  6

Physical Layer: Spatial Techniques 

6.1 Introduction

While time and frequency techniques employed by OFDMA at the physical layer 
are well suited for high-speed, wireless data transmission, various spatial techniques 
are also available to further increase performance. Advanced broadband wireless 
systems not only exploit resources in time (i.e., OFDM symbols) and in frequency 
(i.e., subcarriers), but also take advantage of resources in space (i.e., antennas). 
Increasingly, system design efforts incorporate a view of time, frequency, and space 
together [1]. In these three domains (time, frequency, and space), two broad classes 
of methods exist: multiplexing and diversity. Figure 6.1 shows a framework depict-
ing the different techniques.

In terms of diversity, distributed subcarriers and interleaving can take advan-
tage of frequency diversity, and of course, HARQ and FEC are intrinsically forms 
of time diversity [2]. In terms of multiplexing, OFDM multiplexes data in fre-
quency primarily to combat ISI. OFDMA, by assigning different users to different 
subcarriers, can leverage an additional degree of freedom to scale bandwidths for 
different users. In this chapter, we also examine diversity and multiplexing in the 
spatial domain.

With spatial techniques, the system uses multiple transmit and receive anten-
nas, thereby artificially creating additional wireless paths between pairs of transmit 
and receive antennas; then it exploits these additional paths to achieve higher per-
formance (e.g., bit rate and/or reliability). This chapter provides an introduction to 
some popular spatial techniques.

In general, there are three types of gains1 that can be achieved with multiple 
antennas (Mt transmit antennas and Mr receive antennas) [3]:

 • Spatial diversity gain: Spatial diversity improves link reliability by transmit-
ting via multiple means in space and by appropriately combining the received 
signals. Spatial diversity gain depends on the paths being uncorrelated. It is 
well known that the maximum diversity gain is MtMr (i.e., diversity order) 

1. Another type of gain from multiple antennas is array gain, which depends on the amount of signal 
power collected by multiple antennas, not on the paths being uncorrelated. It is attained when the 
receiver coherently combines the signals and increases the received SNR.
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because MtMr is the maximum number of uncorrelated paths between the 
transmitter and the receiver.2

 • Spatial multiplexing gain: Spatial multiplexing increases the bit rate by 
transmitting via additional paths created by multiple antennas [4]. It is well 
known that spatial multiplexing can increase the bit rate by min(Mt, Mr) be-
cause min(Mt, Mr) is the number of unique received paths (over which unique 
data streams may travel) between the transmitter and the receiver.3

 • Cochannel interference reduction: Multiple antennas can be used to discrimi-
nate between the desired signal and the cochannel interfering signals, hence 
reducing cochannel interference.

Along these three types of gains are three general classes of spatial techniques: 
spatial diversity (to improve reliability), spatial multiplexing (to increase bit rate), 
and beamforming (to reduce cochannel interference), each discussed in the fol-
lowing sections. Figure 6.2 depicts these techniques and their benefits. Spatial di-
versity results in lower error rates, spatial multiplexing achieves higher bit rates, 
and beamforming increases SINR, which can be used for lower error rates and/or 
higher bit rates.

In addition, a spatial technique can be termed open-loop or closed-loop. Open-
loop refers to those techniques in which the transmitter has no knowledge of the 
channel transfer function, whereas closed-loop refers to those techniques in which 
the transmitter makes use of knowledge of the channel transfer function.

6.2 Spatial Diversity: Receive Diversity

Receive diversity has been used on cellular systems since they began appearing in 
early 1980s. Although receive diversity in the form of two receive antennas (at 
the base station) has been mostly implemented on the uplink, it has nevertheless 

2. Assuming that the paths between multiple transmit antennas and multiple receive antennas are inde-
pendent and identically distributed (i.i.d.) Rayleigh faded.

3. If the receiver has perfect knowledge of the channels.
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Figure 6.1 Different techniques in time, frequency, and space.



6.2 Spatial Diversity: Receive Diversity 121

enhanced the link that is often the weakest due to limited transmit power available 
at the mobile. 

Figure 6.3 depicts a system that uses receive diversity. Here there is one trans-
mit antenna and Mr receive antennas. It is well known that if the receive antennas 
are placed sufficiently apart, the Mr paths between the transmitter and the receiver 
would be approximately uncorrelated. These uncorrelated paths are important be-
cause when one path experiences a deep fade, another path would likely not experi-
ence a fade. Given this desired outcome (owing to uncorrelated paths), the question 
then becomes how the antenna postprocessor combines the Mr signals from the 
Mr paths for the receiver. For systems that use receive diversity, two combining 
schemes are popular: receive antenna selection and maximal ratio combining.
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Figure 6.3 Receive diversity. Note that in an actual system there may be multiple transmit anten-
nas as well.
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6.2.1 Receive Diversity: Antenna Selection

In receive antenna selection, the receive antenna system measures the signal powers 
of the Mr paths and simply selects the path with the best signal power (see Figure 
6.4). Although this scheme is simple in terms of implementation, it does not per-
form as well as maximal ratio combining because antenna selection throws away 
useful, uncorrelated (albeit weaker) signals gathered by other antennas. Receive 
antenna selection primarily offers (spatial) diversity gain because the signal from 
the best path is chosen [6].

6.2.2 Receive Diversity: Maximal Ratio Combining

In maximal ratio combining, the receive antenna system makes use of the signals 
from all paths. Specifically, it scales the signal of each path by a coefficient fi and 
adds up all (scaled) signals to produce the final signal for the receiver (see Figure 
6.5).

In general, the received symbols y can be written in the matrix format, that is,

 ( )= +y F Hx n  (6.1)

where y is the received symbol vector (M × 1), x is the transmitted symbol vector (M 
× 1), H is the channel matrix (Mr × Mt), and F is the combining matrix (M × Mr). 
n is the noise vector (M × 1). If the system transmits one symbol at a time (M = 1), 
(6.1) can be rewritten as:

 ( )y x= +F H n  (6.2)

For a system that has three receive antennas (Mr = 3) and one transmit antenna 
(Mt = 1), (6.2) can be rewritten as

Path 1

Path 2

Path Mr

Figure 6.4 Antenna selection.
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The coefficients (i.e., f1, f2, and f3) can be derived in such a way that the resul-
tant SNR of the combined signal y is maximized. Thus, the maximal ratio combin-
ing offers both array gain and diversity gain [6].

6.3 Spatial Diversity: Transmit Diversity

Contrary to the long history of receive diversity, transmit diversity has only re-
cently become popular in actual deployments. A transmit diversity system has mul-
tiple antennas at the transmitter. Transmit diversity is typically implemented on 
the downlink for two reasons. First, although the downlink is often thought of as 
the stronger of the two links (because the base station has more transmit power 
available), experience with 3G wireless systems has shown that a system is often 
downlink-limited. This is because in 3G many mobile devices run bandwidth-in-
tensive applications such as video streaming that is asymmetrically biased toward 
the downlink. If enough mobiles in a cell run such applications, then the base sta-
tion serving the cell can quickly exhaust its transmit power resources. This type of 
resource limitation is termed power-limited. Second, because of the small size and 
limited processing power of the mobile device, mounting even two receive antennas 
on a mobile device may be difficult. For example, at 700 MHz, half a wavelength is:
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Figure 6.5 Maximal ratio combining.
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While it is possible to mount two antennas 8.4 inches apart on a notebook 
computer, it would be difficult to mount the same two antennas on a smartphone 
because of its small size. Therefore, implementing transmit diversity (at the base 
station) lessens the need for multiple receive antennas at the mobile device, de-
creases receiver complexity, and shifts the cost and complexity to the base station.

Figure 6.6 shows a transmit diversity scheme. There are Mt transmit antennas 
at the transmitter and one receive antenna at the receiver. As a result, there are Mt 
paths between the transmitter and the receiver, and each path has a transfer func-
tion hi. Analogous to the postprocessor at the receiver for receive diversity, there 
is now a preprocessor at the transmitter for transmit diversity. The preprocessor 
trains the transmit signal and encodes it for transmission out of multiple transmit 
antennas. 

6.3.1 Transmit Diversity: Open-Loop 2 × 1

Figure 6.7 shows a basic open-loop transmit diversity system that has two trans-
mit antennas and one receive antenna. This is referred to as a 2 × 1 system. In this 
system, the preprocessor prearranges consecutive symbols (from the transmitter) 
S1 and S2 and sends them out of two transmit antennas in the following manner: 
S1 and –S2* from antenna 1 and S2 and S1* from antenna 2. The key idea is that 
the transmitter transmits a symbol in one symbol period through one antenna and 
retransmits the same symbol in the next symbol period through another antenna 
(see Figure 6.7).

At the receiving end, the received symbol in the first symbol period is

 1 1 1 2 2 1R S h S h N= + +  (6.5)

and the received symbol in the second symbol period is

 2 2 1 1 2 2* *R S h S h N= − + +  (6.6)
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Figure 6.6 Transmit diversity. Note that in an actual system, there are typically multiple receive 
antennas as well.
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Given these received symbols, the postprocessor can estimate and recover the 
transmitted symbols 1S  and 2S  by using the following equations:

 1 1 1 2 2* *S R h R h= +  (6.7)

 2 1 2 2 1* *S R h R h= −  (6.8)

To see how the postprocessor can recover the transmitted symbols 1S  and 2S , 
substitute (6.5) and (6.6) into (6.7). This results in:

 ( )
1 1 1 1 1 2 2 1 1 1 2 2 2 2 1 2 2

2 2

1 2 1 1 1 2 2

* * * * * *

* *

S h h S h h S h N h h S h h S h N

h h S h N h N

= + + − + +

= + + +


 (6.9)

Note that the recovered symbol 1S  depends only on the transmitted symbol S1 
(and noise) but not S2. Similarly, substituting (6.5) and (6.6) into (6.8) yields:

 ( )
2 1 2 1 2 2 2 2 1 1 1 2 1 2 1 1 2

2 2

1 2 2 2 1 1 2

* * * * * *

* *

S h h S h h S h N h h S h h S h N

h h S h N h N

= + + + − −

= + + −



 (6.10)

which only depends on the transmitted symbol S2 (and noise) but not S1.
Two observations can be made:

 • By using (6.7) and (6.8), the postprocessor can eliminate the “crossterms” 
(i.e., 1 2 2*h h S  and 1 2 2*h h S ).

 • With the knowledge of the paths h1 and h2, the postprocessor in the receiver 
can recover the transmitted symbols. The receiver can estimate these paths by 
receiving the transmitted pilot symbols or some other means.

This transmit diversity scheme exploits two separate (and uncorrelated) paths 
h1 and h2 created by the two transmit antennas. This can be readily seen in (6.9)—
if h1 is in deep fade and near zero, h2 is most likely still a viable channel. Hence, S1 
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Figure 6.7 Open-loop 2 × 1 transmit diversity.



126 Physical Layer: Spatial Techniques

can still be recovered. The same is true also for S2 in (6.10). Thus, the diversity gain 
achieved is due to transmitting the same symbol in two consecutive symbol periods.

Note that the received symbols can be written in the matrix format, that is,

 = +R HS N  (6.11)

where R is the received symbol matrix, S is the transmitted symbol matrix, H is the 
channel matrix, and N is the noise vector. Given this matrix representation, (6.5) 
and (6.6) can be rewritten as

 [ ] [ ] [ ]1 2
1 2 1 2 1 2

2 1

*

*

S S
R R h h N N

S S

−⎡ ⎤
= +⎢ ⎥

⎣ ⎦  (6.12)

Note that the transmitted symbol matrix S is used by the preprocessor to trans-
mit the symbols. The channel matrix H is Mr × Mt; since there is one receive an-
tenna and two transmit antennas, the channel matrix H is 1 × 2.

This transmit diversity scheme was first proposed by Alamouti [7]. It is called 
open-loop because the transmitter does not need to know the channels before 
transmitting the symbols (although the receiver still needs to know the channels 
before recovering the symbols). The scheme is a special case of the orthogonal 
space-time block code (STBC). It is orthogonal because the cross terms cancel out 
in the recovery of the two symbols; it is called space-time because the transmit-
ted symbol matrix S prearranges the symbols S1 and S2 in both space (across two 
antennas 1 and 2) and time (in consecutive symbol periods 1 and 2). This STBC is 
called Rate 1 because the transmitted symbol rate is the same as the original symbol 
rate. Another class of space-time coding is the space-time trellis code (STTC) [8].

6.3.2 Transmit Diversity: Open-Loop 2 × 2

A more elaborate transmit diversity scheme is one that has two transmit anten-
nas and two receive antennas (i.e., a 2 × 2 system). Figure 6.8 shows that, in the 
open-loop 2 × 2 system, the preprocessor arranges consecutive symbols (from the 
transmitter) S1 and S2 and sends them out of two transmit antennas in the same 
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manner as that in the 1 × 2 system: S1 and –S2* from antenna 1 and S2 and S1* 
from antenna 2. 

However, at the receiving end, there are now four received symbols (because 
there are now two receive antennas). Specifically, the received symbol in the first 
symbol period, at receive antenna 1 is

 1,1 1 11 2 12 1,1R S h S h N= + +  (6.13)

and the received symbol in the second symbol period at receive antenna 1 is

 2,1 2 11 1 12 2,1* *R S h S h N= − + +  (6.14)

The received symbol in the first symbol period at receive antenna 2 is

 1,2 1 21 2 22 1,2*R S h S h N= + +  (6.15)

and the received symbol in the second symbol period at receive antenna 2 is

 2,2 2 21 1 22 2,2* *R S h S h N= − + +  (6.16)

Note that Ri,j denotes received symbol in the ith symbol period at the jth re-
ceive antenna. Given these received symbols, the postprocessor can estimate and 
recover the transmitted symbols 1S  and 2S  by using the following equations:

 1 1,1 11 2,1 12 1,2 21 2,2 22* * * *S R h R h R h R h= + + +  (6.17)

 2 1,1 12 2,1 11 1,2 22 2,2 21* * * *S R h R h R h R h= − + −  (6.18)

To see how the postprocessor can recover the transmitted symbols 1S  and 2S , 
substitute (6.13) to (6.16) into (6.17). This results in:

1 11 1 12 2 1,1 11 11 2 12 1 2,1 12 21 1 22 2 1,2 21

21 2 22 1 2,2 22

2 2 2

1 11 2 12 11 1,1 11 2 11 12 1 12 2,1 12 1 21

2

2 22 21 1,2 21 2 21 22 1 22 2,

( ) * ( * * *) ( ) *

( * * * )

* * * *

* * *

S h S h S N h h S h S N h h S h S N h

h S h S N h

S h S h h N h S h h S h N h S h

S h h N h S h h S h N

= + + + − + + + + +

+ − + +

= + + − + + +

+ + − + +



2 22

2 2 2 2

1 11 1 12 1 21 1 22 1,1 11 2,1 12 1,2 21 2,2 22

2 2 2 2

1 11 12 21 22 1,1 11 2,1 12 1,2 21 2,2 22

*

* * * *

( ) ( * * * * )

h

S h S h S h S h N h N h N h N h

S h h h h N h N h N h N h

= + + + + + + +

= + + + + + + +

 (6.19)

Substituting equations (6.13) to (6.16) into (6.18) yields:
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2 11 1 12 2 1,1 12 11 2 12 1 2,1 11 21 1 22 2 1,2 22

21 2 22 1 2,2 21

2 2

1 11 12 2 12 1,1 12 2 11 1 12 11 2,1 11

2 2
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 (6.20)

Again, one can see that:

 • By using (6.17) and (6.18), the postprocessor can eliminate the cross terms:  
2 12 11*S h h  and 2 22 21*S h h  in (6.19) and 1 11 12*S h h  and 1 21 22*S h h  in (6.20).

 • With the knowledge of the paths h11, h21, h12, and h22, the postprocessor at 
the receiver can recover the transmitted symbols.

In the general case, the received symbols can also be written in the matrix for-
mat, that is,

 = +R HS IN  (6.21)

where R is the received symbol matrix, S is the transmitted symbol matrix, H is the 
channel matrix, and N is the noise matrix. I is the identity matrix. Given this matrix 
representation, (6.13) through (6.16) can be rewritten as

 
1,1 2,1 1,1 2,111 12 1 2

1,2 2,221 22 2 11,2 2,2

* 1 0

* 0 1

R R N Nh h S S

N Nh h S SR R
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 (6.22)

Since there are now two receive antennas and two transmit antennas, the chan-
nel matrix H is a 2 × 2 matrix. Because the transmitter does not need to know 
the channels before transmitting the symbols, it is an open-loop orthogonal STBC 
system.

6.3.3 Transmit Diversity: Closed-Loop Antenna Selection

The antenna selection in closed-loop transmit diversity is akin to the antenna selec-
tion in receive diversity. In transmit antenna selection, the receive antenna system 
measures the signal powers of the Mt paths, determines the best path(s), and sends 
back to the transmitter information on such best path(s) [9]. A separate feedback 
channel is typically provisioned to carry such channel feedback information back to 
the transmitter. Figure 6.9 illustrates a scheme with just one receive antenna.

The transmit antenna system then only uses those antenna(s) that correspond 
to the best path(s). Examining Figure 6.9, one can easily see that this implementa-
tion is physically a mirror image of antenna selection in receive diversity (i.e., Fig-
ure 6.4). In fact, transmit antenna selection achieves an SNR performance similar 
to that of the receive antenna selection. 
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Example 6.1

A mobile wireless system uses transmit antenna selection shown in Figure 6.9 with 
three transmit antennas. It seeks to serve vehicles moving at speeds of up to 90 km/
hour (or equivalently 25 m/s). What is the minimum rate of feedback if the system 
operates at 2.5 GHz? What is the minimum rate of feedback at 700 MHz?

At 2.5 GHz, the Doppler spread 2fD is

 ( )
9
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The coherence time is the period of time over which the channel impulse re-
sponse is approximately the same. Thus, the minimum rate of feedback has to be 
as fast as the rate that the channel changes. In other words, the minimum rate of 
feedback has to be at least once every Tc, or 1/Tc.
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Figure 6.9 Closed-loop transmit diversity: antenna selection.
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Because it takes at least 2 bits to represent three combinations (three antennas), 
the feedback channel has to transmit 2 bits of data every 0.0024 second. Thus, the 
minimum data rate of feedback4 becomes:

 2b 1 feedback b
833.33

feedback 0.0024s s
× =

At 700 MHz, the Doppler spread 2fD is

 ( )
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,700 MHz 8

700 10 Hz
2 2 2 25 m/s 116.67 Hz

3 10 m/sD

f
f v

c

⎛ ⎞×
= = =⎜ ⎟×⎝ ⎠

The channel coherence time Tc is

 
1 1

0.00857s 8.57 ms
2 116.67 Hzc

D

T
f

≈ = = =

The minimum rate of feedback has to be at least once every Tc, or 1/Tc, which is
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The minimum data rate of feedback then is:

 2b 1 feedback b
233.33

feedback 0.00857s s
× =

Therefore, we see that the minimum rate of feedback is lower in systems with 
lower carrier frequencies. 

6.3.4 Transmit Diversity: Closed-Loop Precoding

Although the transmit antenna selection is simple to implement, the system does not 
utilize all available transmit antennas and all paths. A closed-loop transmit diversity 
scheme that utilizes all transmit antennas is precoding [10]. Figure 6.10 shows the 
general precoding scheme.

As shown in the figure, the transmitted symbol vector x (M × 1) is first precod-
ed by the precoding matrix E (Mt × M). Then the precoded symbol vector Ex (Mt 
× 1) is degraded by the channel matrix H (Mr × Mt). The degraded symbol vector 
at the receive antennas is HEx (Mr × 1). A postcoding matrix F (M × Mr) is applied 

4. In actual systems, the data rate of channel feedback is often several times of the minimum data rate.
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to the degraded symbol vector HEx and to the noise vector n (Mr × 1). Thus, the 
received symbol vector y (M × 1) can be written as

 ( )= +y F HEx n  (6.23)

If the system transmits one symbol at a time (M = 1), then (6.23) can be rewrit-
ten as:

 ( )y x= +F HE n  (6.24)

For example, if a system has two receive antennas (Mr = 2) and three transmit 
antennas (Mt = 3), then (6.24) becomes
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 (6.25)

The process is as follows: In each symbol period,
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Figure 6.10 Closed-loop transmit diversity: precoding.



132 Physical Layer: Spatial Techniques

 • The receiver estimates the channel matrix H (by using the transmitted pilot 
symbols or some other means).

 • Based on the channel matrix H, the receiver computes the optimal precod-
ing matrix E (i.e., coefficients ei) and the optimal postcoding matrix F (i.e., 
coefficients fi) such that the resultant SNR of received signal y is maximized.

 • The receiver communicates the optimal precoding matrix E (i.e., coefficients 
ei) to the transmitter via the feedback channel.

 • The preprocessor uses E to precode x.

Note that the receiver cannot arbitrarily set fi to be large because doing so will 
enhance the noise term [second term in (6.25)]. Also, the receiver cannot arbitrarily 
set ei to be large because RF amplifiers at the transmitting end may be clipped if 
symbol energies are too high. Given H, computing the optimal E and F is an exer-
cise in linear algebra and optimization.

The receiver estimates the channel matrix H. However, to save bandwidth on 
the feedback channel, the receiver does not send the entire channel matrix H back 
to the transmitter. Rather, the receiver itself can quickly compute E based on H and 
sends E (i.e., coefficients ei) back to the transmitter. To further minimize bandwidth 
requirements on the feedback channel, the transmitter and the receiver can first 
agree on a finite set (or a “codebook”) of E to use (e.g., 64 instances of E). After the 
receiver estimates H, the receiver computes the optimal E and then picks a specific 
E out of the set that is closest to the optimal E. The receiver then sends the “index” 
of the specific E to use back to the transmitter. If there is a total of 64 possible in-
stances of E to use, then the receiver only has to send 6 bits of information on the 
feedback channel.

In addition, in TDD, the base station can directly estimate the channel matrix of 
the downlink through reciprocity. The base station does so by using channel sound-
ing. In channel sounding, the mobile transmits a known sounding signal on the 
uplink. Based on the received sounding signal, the base station can obtain knowl-
edge of the downlink channel through reciprocity. In IEEE 802.16e, the mobile 
transmits the sounding signal in a special sounding zone in the uplink subframe. 

6.3.5 Remarks

By now readers recognize that open-loop 2 × 1 STBC and open-loop 2 × 2 STBC 
code data across both space (antennas) and time (symbol periods). To be sure, these 
spatial diversity techniques (e.g., STBC) leverage not only diversity in space, but 
also diversity in time by introducing redundancy across time through the structure 
of the code [4, 8]. 

In addition to diversity in time, spatial diversity may also take advantage of 
diversity in frequency. In particular, adjacent subcarriers can be used for diversity 
(instead of adjacent symbol periods) because adjacent subcarriers are orthogonal 
and have correlated channels (in OFDM). The resulting technique is called space 
frequency block code (SFBC) [11]. A simple example of space frequency coding is 
to adopt the Alamouti code over two subcarriers for two transmit antennas, all in 
one OFDM symbol [12]. Other spatial techniques that use diversity in frequency 
include space-frequency interleaving [6]. 
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6.4 Spatial Multiplexing

Rather than focusing on link reliability, spatial multiplexing, also known as mul-
tiple input/multiple output (MIMO),5 focuses on increasing the bit rate. Similar 
to OFDM’s parallel transmission in frequency, spatial multiplexing is a method of 
increasing bit rate by transmitting parallel, unique symbol streams in space using 
multiple transmit antennas and multiple receive antennas. In other words, multiple 
transmit and receive antennas create parallel transmission paths over the air to 
increase bit rate. The advantage, of course, is that the end-to-end bit rate can be 
increased by up to min(Mt, Mr).

The motivation for the growing adoption of spatial multiplexing is the require-
ment of higher bit rates in broadband wireless systems. In theory, one can increase 
the bit rate by increasing bandwidth (hertz) and/or increasing bandwidth efficiency 
(bps/Hz). However, in wireless systems, bandwidth has always been a constraint 
due to regulatory and other reasons, and increasing bandwidth efficiency necessi-
tates higher-order modulation and large constellation size that require higher SNR, 
which is also a constraint in wireless systems. Spatial multiplexing has emerged as 
a dominant way of increasing bit rate without the need for additional bandwidth 
and SNR [3, 13], but it does require additional antennas to implement.

Figure 6.11 shows the general spatial multiplexing scheme. At the transmitter, 
the serial-to-parallel converter converts the original symbol stream (at the symbol 
rate Rs) into M symbol streams, each running at the symbol rate Rs. The M symbol 
streams are transmitted by the Mt transmit antennas. This way an aggregate sym-
bol rate of MRs can be supported by the channels.

At the receiver, there are Mr receive antennas. As a result, there are MtMr paths 
between the transmitter and the receiver. Each path has a transfer function hij, 
which denotes the transfer function from transmit antenna j to receive antenna i. 
The postprocessor attempts to recover the symbol streams, and the parallel-to-se-
rial converter converts the M received symbol streams into a single symbol stream. 

More specifically in Figure 6.11, the serial-to-parallel converter converts the 
original symbol stream into M symbol streams. The transmitted symbol vector 
x (M × 1) is first preprocessed by the preprocessing matrix E (Mt × M). Then the 
preprocessed symbol vector Ex (Mt × 1) is sent by the Mt transmit antennas and is 
degraded by the channel matrix H (Mr × Mt). The degraded symbol vector at the 
receive antennas is HEx (Mr × 1). A postprocessing matrix F (M × Mr) is applied 
to the degraded symbol vector HEx and to the noise vector n (Mr × 1). Thus, the 
received symbol vector y (M × 1) can be written as

 ( )= +y F HEx n  (6.26)

For example, if a system uses three parallel symbol streams and has three re-
ceive antennas (Mr = 3) and three transmit antennas (Mt = 3), then (6.26) can be 
rewritten as

5. MIMO can also be more generally defined as a system with multiple transmit antennas (“input”) 
and multiple receive antennas (“output”). The terms input and output are with respect to the wireless 
channel.
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 (6.27)

So the question now becomes: how do we derive E and F in order to turn all 
the MtMr paths into a bank of M parallel paths that can simultaneously transmit 
M symbol streams? It turns out that, under certain conditions, a matrix can be 
“diagonalized” by using singular value decomposition (SVD). Diagonalizing the 
channel matrix H (Mr × Mt) yields

 = HH UDV  (6.28)

where D (M × M) is a diagonal matrix, i.e., (i.e., D = diag[d11, d22,…dMM]). VH 
denotes the Hermitian transpose (i.e., conjugate transpose) of V, and V (Mt × M) is 
a unitary matrix such that

 = =H HVV V V I  (6.29)

U (Mr × M) is also a unitary matrix such that

 = =H HUU U U I  (6.30)

If the channel matrix H can be diagonalized as above, then all we have to do is 
to set the preprocessing matrix E to V and the postprocessing matrix F to UH. Then 
the MtMr paths can be transformed into a bank of M parallel paths. In other words,
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 H H H H H H( ) ( )= + = + = + = +y F HEx n U UDV Vx n U UDV Vx U n Dx U n  (6.31)

Equation (6.31) constitutes the basic principle behind spatial multiplexing. Be-
cause the transmit symbol vector x is now only multiplied by the diagonal matrix 
D, the diagonal matrix D now serves as a bank of M parallel paths for the transmit-
ted symbol vector x. For example, if a system has three receive antennas (Mr = 3) 
and three transmit antennas (Mt = 3), then (6.31) can be rewritten as

 = + Hy Dx U n  (6.32)
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U  (6.34)

Because D is a diagonal matrix, SVD eliminates all the cross terms in the chan-
nel matrix so that y has the benefit of M separate, parallel paths over the air scaled 
by the path weights dii (shown in Figure 6.12).

Note that this arrangement is necessarily closed-loop because the receiver has 
to communicate V back to the transmitter. The process is as follows: In each sym-
bol period,

 • The receiver estimates the channel matrix H.

+
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Figure 6.12 Equivalent parallel paths in spatial multiplexing.
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 • Based on the channel matrix H, the receiver performs SVD and obtains U, 
V, and D. 

 • The receiver communicates the preprocessing matrix V to the transmitter via 
the feedback channel.

 • The preprocessor uses V to preprocess x.

In addition, if the receiver can communicate D, which has the path weights 
(i.e., dii) of the M parallel paths, back to the transmitter, the transmitter can use 
this knowledge to allocate bits and power to each of the M parallel paths in order 
to maximize bit rate. The transmitter can do so by allocating more bits and more 
power to those paths that have larger gains [14].

Therefore, the overall result is that the system can use closed-loop feedback 
to: (1) deconstruct the channel matrix and effectively reconstruct a set of parallel 
streams over the air that can carry more data, and (2) dynamically allocate bits and 
power to each parallel path to maximize the bit rate.

6.5 MIMO-OFDM

It turns out that MIMO works well with OFDM because an underlying assump-
tion of spatial multiplexing is a frequency flat channel. Recall from Chapter 2 that 
multipath contributes to delay spread in the time domain, and delay spread in the 
time domain translates into a frequency selective channel in the frequency domain. 
The terrestrial cellular environment, especially in urban areas, is often character-
ized by frequency selective channels. OFDM converts a frequency selective channel 
into a series of frequency flat channels by dividing a wideband channel into many 
narrowband channels. Thus, each narrowband subcarrier experiences a frequency 
flat channel. When the system combines both MIMO and OFDM in this fashion, it 
is called MIMO-OFDM.

The reason why frequency flat channels underlie the assumptions behind spa-
tial multiplexing is due to the channel matrix H in (6.26). The elements of the 
channel matrix H are the hij, and each hij is a single number. This means that a 
path represented by a specific hij has a single value characterizing the entire chan-
nel response of that path (i.e., frequency flat). Thus, in order to compute (6.26), 
the channels have to be sufficiently flat so they can be represented by the hij in 
H—OFDM’s narrow subcarriers make that possible [9]. In contrast, MIMO is rela-
tively more difficult to implement in traditional DSSS because there is ISI over such 
a wide bandwidth. MIMO-OFDM is an area of ongoing research [4, 15].

6.6 Beamforming

Adaptive beamforming is a spatial technique by which multiple antennas are used 
to focus the antenna beam (i.e., directivity) to discriminate between the desired 
signal and interfering signals. Figure 6.13 shows Mr antennas that are separated by 
distance d. Incident rays impinge upon the antennas at an angle θ. 
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Examining the geometry, one recognizes that the second ray travels an extra 
distance of Δd as compared to the first ray, that is,

 cos sin
2

d d d
π

θ θ
⎛ ⎞Δ = − =⎜ ⎟⎝ ⎠

 (6.35)

and is delayed by Δt as compared to the first ray, that is,
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t

c c
θΔ

Δ = =  (6.36)

If y1(t) is the received signal arriving at the first antenna and y2(t) is the received 
signal arriving at the second antenna, then the second received signal can written in 
terms of the first received signal as
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This expression is based on the narrowband assumption, which states that 
the bandwidth of the received signal is narrow so that it stays constant during Δt 
(i.e., W << 1/Δt). In general, if there are Mr equally spaced (by d) receive anten-
nas arranged in a linear fashion, then the mth received signal collected by the mth 
antenna is
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Looking at (6.38), we observe that y1(t), y2(t),… yMr(t) are the same except for 
the extra phase shift, which depends on the antenna separation d and the angle of 
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Figure 6.13 An array of Mr antennas used for beamforming.
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arrival θ of the rays [3]. d is fixed based on the physical placement of the anten-
nas. Thus, if the angle of arrival θ of the desired signal is known, it is conceivable 
that the system can artificially steer the beam (generated by the multiple antennas) 
toward θ by compensating for the phase shifts in the received signals after the 
antennas.

Figure 6.14 shows an example. Suppose there are four antennas separated by 
d = λ/2 in an array. A desired signal is coming in at θ = π/4. In order to steer the 
receive beam in the direction of θ = π/4, the system needs to compensate for the 
following phase shifts in the four received signals y1(t), y2(t), y3(t), and y4(t), after 
the antennas:

 1 1( ) ( )(1)y t y t=  (6.39)
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Note that changing the phase shifts of the received signals only changes the 
direction of the beam, not the shape of the beam. If the amplitudes of the received 
signals are also changed, then the shape of the beam can be changed. To change 
both phases shifts and amplitudes of the received signals, the system can multiply 
the received signals by a set of complex weights w1, w2,…, wMr—an operation that 
is similar to multiplication by the postprocessing matrix F discussed previously [5].

In addition to steering the beam in the direction of the desired signal, adaptive 
beamforming can also “null” the beam in the direction of the undesired signal (e.g., 
cochannel interferers). The nulling can be done again by optimizing the complex 
weights to enhance the beam in the direction of the desired signal and to null the 
beam in the direction of the undesired signal. As a result, the SINR of the desired 
signal can increase. The same concept can be applied not only to the receive beam 
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Figure 6.14 An illustration of beamforming.
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but also to the transmit beam. By performing similar multiplication operations, the 
transmit beam can be steered toward the direction to the desired user and be nulled 
in the direction of other cochannel users.

In order to enhance the beam and null the beam in different directions, the 
angles of arrival of desired and undesired signals have to be estimated. Popular al-
gorithms such as the Multiple Signal Classification (MUSIC) algorithm can be used 
to estimate the angle of arrival of a desired signal or an interfering signal [16, 17].

6.7 System Design Issues

The three types of spatial techniques discussed in this chapter, spatial diversity, spa-
tial multiplexing, and beamforming, can each achieve different types of gains (e.g., 
spatial diversity gain, spatial multiplexing gain, and cochannel interference reduc-
tion), but these techniques are not meant to operate in all wireless environments. 
System designers often encounter two common considerations: bit rate versus reli-
ability and low spatial correlation versus high spatial correlation. We address these 
two considerations in the context of frequency flat channels, which are typically the 
case in OFDM and OFDMA.

In terms of bit rate versus reliability, if high reliability at an average bit rate is 
important (e.g., for public safety systems), then spatial diversity schemes are pre-
ferred. If high bit rate and high bandwidth efficiency are the design goals (e.g., for 
fixed broadband wireless systems), then spatial multiplexing schemes are preferred 
[15]. Such a constraint exists because there is a fundamental tradeoff between how 
much spatial diversity gain and how much spatial multiplexing gain can be extract-
ed by any one technique; maximizing one gain may not necessarily maximize the 
other [12]. In other words, one cannot simultaneously perform spatial multiplexing 
and achieve full spatial diversity gain [18]. 

In terms of spatial correlation of paths, low spatial correlation of paths works 
well with both spatial diversity and spatial multiplexing. The paths typically have 
low spatial correlation in NLOS situations with rich scattering. In addition, suf-
ficient antenna separation is also important to attain low spatial correlation. In 
fact, with rich scattering (and sufficient antenna separation), the channel matrix 
H is i.i.d. for all frequencies [3]. Rich scattering is particularly beneficial to spatial 
multiplexing because it tends to increase the angle spread, which raises the rank6 of 
the channel matrix and thus the spatial multiplexing gain [4]. 

On the other hand, high spatial correlation of paths does not work well with 
spatial multiplexing because of the difficulty of deriving M parallel paths out of 
paths that have dependencies on each other. High spatial correlation of paths can 
work with spatial diversity if SNR is high [15]. The paths typically have high spa-
tial correlation in LOS situations (which tend to result in high SNR). Figure 6.15 
summarizes the different situations with regard to spatial correlation.

In addition, beamforming can be used to reduce cochannel interference and 
hence increase SINR. However, by focusing the beam in a particular direction, 
beamforming tends to perceive less scattering. Less scattering can reduce delay 

6. Recall that, in linear algebra, the rank of a matrix is the number of linearly independent columns (or 
rows) present in that matrix.
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spread but has impact on spatial multiplexing and/or spatial diversity—another 
tradeoff that needs to be considered.

Moreover, mobility becomes an important consideration in choosing between 
open-loop systems and closed-loop systems. In IEEE 802.16e, for example, the 
feedback delay is two frames; if the frame duration is 5 ms, then the feedback 
delay is 10 ms [19]. At high speeds, variations in the channel become fast and the 
coherence time of the channel becomes short; the channel changes so quickly that 
it is difficult for the transmitter to obtain timely knowledge of the channel through 
channel feedback. Thus, open-loop techniques can be considered in mobility sce-
narios because they do not require the transmitter to have knowledge of the chan-
nel to operate [19]. 
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C H A P T E R  7

Medium Access Control: Architecture and 
Data Plane

7.1 MAC Architecture

In a generic communication architecture (e.g., Open System Interconnection or OSI 
[1]), the medium access control (MAC) layer regulates a higher layer’s access to the 
services provided by the physical layer. Thus, if a higher-layer protocol (i.e., Inter-
net Protocol or IP) wants to transmit a packet, it would send such a transmission 
request to MAC. MAC would process the request and employ the physical layer’s 
transmission service to deliver the packet. Of course, in readying the packet for its 
physical transmission, MAC needs to perform a number of functions, including 
segmenting the packet from the higher layer and scheduling the segments for trans-
mission. At the receiver, the reverse processes takes place. In a larger sense, MAC 
ensures that multiple users all have access to the limited resources provided by the 
physical layer.

In a broadband wireless network, the MAC entity performs similar functions. 
Figure 7.1 shows a high-level view of MAC as specified by IEEE 802.16 [2]. In 
particular, the MAC layer is structurally divided into three sublayers: 

 • Convergence sublayer: This sublayer is the main interface to higher-layer 
protocols such as IP and Ethernet.

 • Common part sublayer: This sublayer performs functions such as MAC Pro-
tocol Data Unit (PDU) assembly, scheduling, and network entry.

 • Security sublayer: This sublayer performs security functions such as 
encryption.

As shown in Figure 7.1, a PDU is a unit of data that is logically delivered from 
one peer entity to another peer entity at the same protocol layer, whereas a service 
data unit (SDU) is a unit of data that is physically exchanged between adjacent 
protocol layers [2]. 

Figure 7.2 shows a more detailed view of the structure of the MAC layer. In 
this figure, the three sublayers of MAC are still present, but the functions are fur-
ther divided into two planes: the data plane and the control plane. The data plane 
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contains those functions involved in creating and processing MAC PDUs in the 
data path. The control plane has all the other functions involved in the control, sig-
naling, and management of radio resources. The activities carried out on the data 
plane are sometimes called fast path activities because they have to be performed 
in real time, whereas the activities on the control plane are sometimes called slow 
path activities. The control plane functions have to do with policies, while the data 
plane functions relate to execution [3]. In addition, these MAC functions can be 
categorized into upper and lower. The upper functions include network discovery 
and entry, connection management, mobility management, multicast and broad-
cast service (MBS) [4], and others. The lower functions include the more traditional 
functions of MAC such as physical layer control functions (e.g., ranging, power 
control, etc.), scheduling, control signaling, QoS, and others [5, 6].

In this chapter, we discuss these functions on the data plane and how data (in 
the form of SDUs and PDUs) traverse through the different sublayers of MAC. 
Chapters 8 and 9 discuss selected control and supervisory functions on the control 
plane. Specifically, Chapter 8 examines those functions in the lower part of MAC, 
and Chapter 9 examines those functions in the upper part of MAC.
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7.2 Convergence Sublayer

The convergence sublayer serves as the main interface to higher-layer protocols. 
At the transmitter, the convergence sublayer accepts a data packet, called the SDU, 
from a higher layer, performs some initial processing on it, and then passes it on 
to the common part sublayer for further processing. At the receiver, the reverse is 
performed. 
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The convergence sublayer is also known as the service-specific convergence 
sublayer in that its processing functions depend on which higher-layer service (i.e., 
IP or Ethernet) sent the SDU. In fact, different convergence sublayer specifications 
exist to communicate with different higher-layer protocols. The main higher-layer 
protocols supported by the IEEE 802.16 suite standards are Ethernet [7] and IP. 
Depending on which higher-layer protocol sent the SDU, the convergence sublayer 
performs two functions: address mapping (classification) and header suppression.

7.2.1 Address Mapping (Classifi cation)

At the transmitter, the convergence sublayer maps the original (higher-layer net-
work) addresses used by the SDU to the system-specific addresses used by MAC. 
For example, if the higher-layer protocol is IP, then the IP packet would have a 
source IP address and a destination IP address. Using these IP addresses and their 
host protocol, the convergence sublayer maps them to the addresses specifically 
used by MAC. Two addresses are important in this respect: the connection identifier 
(CID) and service flow identifier (SFID).

A connection is a logical, unidirectional association between the base station 
and the mobile. It is important to note that a connection associated with the down-
link is different from the connection associated with the uplink. This is because a 
connection is present in one direction only. There are two types of connections: 
transport connections (for data) and management connections (for control/signal-
ing), and a connection identifier (CID) is used to define a single transport connec-
tion. An exception is that a CID can define a pair of uplink and downlink manage-
ment connections because signaling exchanges are assumed to be bidirectional. A 
CID is an actual number that is 16-bits long.

A service flow, on the other hand, is a unidirectional stream of MAC SDUs. 
This flow takes place on a specific connection between the base station and the 
mobile. In fact, there is one connection for each service flow. The most important 
aspect of a service flow is that a service flow has a set of relevant QoS parameters 
associated with it. To identify a single service flow, the system uses the service flow 
identifier (SFID). The SFID is an actual number that is 32-bits long.

It is important to recognize that a single mobile can have several service flows 
provisioned. The reason may be due to the fact that the mobile has several different 
applications open, each requiring a different set of QoS parameters. As a result, 
that same mobile would have several transport connections and would request 
bandwidth on a per connection basis [2]. 

7.2.2 Header Suppression

To reduce excessive amounts of overhead, the MAC layer may implement a feature 
called payload header suppression (PHS). PHS is essentially a data compression 
scheme that is applied to the headers of successive SDUs entering the MAC layer. 
The scheme takes advantage of the fact that successive SDUs coming from a higher-
layer protocol often have repetitive parts in them. For example, a series of unicast 
video IP packets will have identical source IP addresses, as well as identical destina-
tion IP addresses. At the transmitter, the convergence sublayer uses PHS to delete 
(suppress) these repetitive parts; at the receiver, the convergence sublayer uses the 
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same feature to reinstate (restore) the suppressed parts and deliver the complete 
packets to the higher layer. The goal is, of course, to minimize the amount of over-
head traveling over the physical layer.

In performing PHS, the convergence sublayer at the transmitter accepts SDUs 
from the higher layer, and based on the specific characteristics of the SDUs, the 
convergence sublayer retrieves an applicable “PHS rule” for the SDUs. The ap-
plicable PHS rule provides a set of parameters needed to perform PHS. These pa-
rameters include:

 • PHS index (PHSI): This is an index that references a specific PHS rule in use. 
The PHSI is an 8-bit number.

 • PHS field (PHSF): This specifies those parts of the SDU header to be 
suppressed.

 • PHS mask (PHSM): This is a mask showing which bytes in the PHSF not to 
suppress (to provide additional flexibility for PHS operation).

If the convergence sublayer performs PHS, it proceeds with suppressing all the 
bytes specified by the PHSF except those masked by the PHSM [2]. Then the con-
vergence sublayer forwards the PHSI, which is the index of the specific PHS rule 
used, along with the processed packet to the common part sublayer.

At the receiver, the convergence sublayer receives the PDU from the common 
part sublayer. Using the CID and the PHSI, the convergence sublayer retrieves 
an identical PHS rule, which in turn provides the needed parameters (i.e., PHSF, 
PHSM, etc.) to reconstruct the payload header.

Needless to say, the PHS rule sets at both the base station and the mobile must 
be identical in order for PHS to operate properly. The rule sets are synchronized 
by using a series of dynamic service change (DSC) messages, including the DSC 
request (DSC-REQ) message, the DSC response (DSC-RSP) message, and the DSC 
acknowledge (DSC-ACK) message. These DSC messages are MAC management 
messages.

7.3 Common Part Sublayer

On the data plane, the common part sublayer carries out functions such as ARQ 
and fragmentation/packing—those functions involved in the assembly and process-
ing of the MAC PDU. The reason why this sublayer is called “common part” is 
because its functions are the same (i.e., common) regardless of which higher-layer 
service forwarded the SDU. (Recall that it is the convergence sublayer above that 
performs interface functions specific to different higher-layer protocols.) 

7.3.1 ARQ

The ARQ function performs the processing involved in ARQ. For ARQ-enabled 
connections, this function converts MAC SDUs into ARQ blocks and attaches se-
quence numbers to them [5]. The general ARQ process is discussed in Chapter 3.
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7.3.2 MAC SDU and MAC PDU

A major function performed by the common part sublayer is MAC PDU assembly. 
Through packing and/or fragmentation, the common part sublayer assembles MAC 
SDUs into MAC PDUs that have a proper format for handling by the physical layer 
[8]. 

On the downlink, a MAC PDU assembled by the common part sublayer has 
three distinct sections, shown in Figure 7.3. The first section, generic MAC header, 
has 48 bits and contains important control information such as:

 • The CID for the MAC PDU;

 • The length of the entire MAC PDU;

 • The types of subheaders and payload that are in the subsequent payload 
section;

 • A flag bit showing if the payload is encrypted;

 • The index of the key and initialization vector used to encrypt the payload if 
the payload is encrypted [2]. 

Although encryption-related information is appended here in the common 
part sublayer, the actual encryption and decryption are performed by the security 
sublayer.

The second section, payload, is variable in length and is optional. The payload 
section can carry three types of payloads. They are: 

 • User data from the convergence sublayer.

 • MAC management messages for communicating control and management 
information (e.g., DL-MAP message and UL-MAP message).

 • Subheaders for additional control and management information (e.g., the 
FAST-FEEDBACK allocation subheader).

The third section, cyclic redundancy check (CRC), is 32 bits in length and is 
used to check for errors in both the generic MAC header and the payload. If the 
payload is encrypted, then the CRC is calculated using the encrypted payload. The 
CRC is also discussed in Chapter 3.

On the uplink, there are two kinds of MAC PDUs shown in Figure 7.4. The 
first kind of uplink MAC PDU is like the downlink MAC PDU described above, 
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Figure 7.3 Downlink MAC PDU.
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consisting of three sections: generic MAC header, payload, and CRC. Similarly, 
the payload section of this kind of uplink MAC PDU can carry user data from the 
convergence sublayer, MAC management messages, and/or subheaders (e.g., the 
grant management subheader).

The second kind of uplink MAC PDU contains only a MAC header with no 
payload and no CRC (see Figure 7.4). The MAC header with no payload and 
no CRC affords an even faster way of communicating requests (e.g., bandwidth 
request), reports (e.g., Tx power report), and feedback (e.g., MIMO channel feed-
back) back to the base station. In fact, using a MAC header is faster than using a 
generic MAC header plus subheader because in using a MAC header, the mobile 
only has to communicate 48 bits (length of MAC header) back to the base station. 
This is in contrast to using a generic MAC header plus subheader, which costs 
48 bits (length of generic MAC header) plus the number of bits of the subheader 
(which can be as long as another 48 bits).

7.3.3 Fragmentation/Packing

In carrying user data from the convergence sublayer, the payload section of a single 
MAC PDU can squeeze in multiple MAC SDUs if the SDUs are small in size. This 
process is called packing in that multiple MAC SDUs are packed inside a single 
MAC PDU. If packing is used, then the common part sublayer puts a specific sub-
header called the packing subheader in front of every MAC SDU packed. In this 
case, a packing subheader would contain additional information related to the 
MAC SDU immediately after it, such as the length of the packed MAC SDU (that 
comes immediately after the said packing subheader). The advantage of packing 
is that it decreases the number of overhead bits to be sent. This is so because, in 
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Figure 7.4 Uplink MAC PDUs.
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packing, the common part sublayer does not have to encapsulate each MAC SDU 
with a lengthy generic MAC header (48-bits long) and a full-blown CRC (32-bits 
long). Instead, each MAC SDU is preceded only by a shorter packing subheader (38 
bits). Figure 7.5 shows an example of packing three MAC SDUs into a single MAC 
PDU. Note that the three original MAC SDUs can be different in size.

There are also situations where a MAC SDU is large in size and has to be bro-
ken into smaller fragments (to facilitate transport). This is called fragmentation in 
that a single MAC SDU is broken into multiple fragments,1 which are then carried 
by one or more MAC PDUs. Here, the common part sublayer is capable of packing 
multiple fragments into a single MAC PDU. If a MAC PDU needs to pack multiple 
fragments, then the common part sublayer puts a specific subheader called the 
fragmentation subheader in front of every fragment packed. A fragmentation sub-
header would contain additional information related to the fragment immediately 
after it, such as the sequence number of the fragment (that comes immediately after 
the fragmentation subheader). Using the sequence numbers of the fragments, the 
peer common part sublayer at the receiver can later reassemble the original MAC 
SDU and deliver it to the sublayer above. Figure 7.6 shows an example of packing 
three MAC SDU fragments into a single MAC PDU. The three fragments can also 
have different sizes.

In fact, the common part sublayer is even capable of packing both MAC SDUs 
and MAC SDU fragments in the same MAC PDU. Figure 7.7 depicts an example 
where two MAC SDU fragments and two whole MAC SDUs are packed into the 
same MAC PDU. In this case, the common part sublayer uses packing subheaders 
to carry information (e.g., sequence numbers and lengths) related to SDU frag-
ments/SDUs that come after the corresponding packing subheaders.2 Being able to 
pack both MAC SDU fragments and MAC SDUs in a single MAC PDU permits a 
more flexible allocation of physical layer resources [2]. However, it is important to 

1. Note that a MAC management message may be fragmented also.

2. These packing rules apply only to non-ARQ connections. For ARQ-enabled connections, similar but 
different rules apply.
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recognize that each MAC PDU only transports user data for one connection (i.e., 
one CID) only. This is because only the generic MAC header specifies the CID in 
one of its fields; neither the packing subheader nor the fragmentation subheader 
specifies the CID.

Generic
MAC

header

MAC
SDU

fragment
2 Fr

ag
m

en
t

su
bh

ea
de

rMAC

fragment
3

SDU
MAC
SDU

fragment
4

MAC
DSDU

Fr
ag

m
en

t
su

bh
ea

de
r

Fr
ag

m
en

t
su

bh
ea

de
r

Generic
MAC

header
(48b)

Payload

(variable length)

CRC
(32b)

MAC
SDU

fragment
1

MAC
SDU

fragment
2

MAC
SDU

fragment
3

MAC
SDU

fragment
4

MAC
SDU

fragment
5

MAC
SDU

fragment
6

Figure 7.6 Packing multiple MAC SDU fragments.

Generic
MAC

header Pa
ck

in
g

su
bh

ea
de

r

MAC
SDU

F

MAC
SDU

F

Pa
ck

in
g

su
bh

ea
de

rMAC
SDU

fragment
5

MAC
SDU

fragment
5

MAC
SDU

fragment
6

MAC
SDU

fragment
6

Pa
ck

in
g

su
bh

ea
de

r

MAC
SDU

E

MAC
SDU

E

MAC
SDU

D

Generic
MAC

header
(48b)

Payload

(variable length)

CRC
(32b)

Pa
ck

in
g

su
bh

ea
de

r

Figure 7.7 Packing both MAC SDU fragments and MAC SDUs.



152 Medium Access Control: Architecture and Data Plane

Simultaneous fragmentation and packing enable an efficient use of the air in-
terface [9]. Note that because the payload section of a MAC PDU can have a vari-
able length, the length of any MAC PDU carrying a payload is also variable.

7.4 Security Sublayer

The security sublayer performs security functions such as authentication and en-
cryption, as well as the enabling function of distributing key materials [2]. On the 
data plane, the encryption function encrypts the MAC PDU. If a MAC PDU is to be 
encrypted, then encryption is only applied to the payload section of the MAC PDU. 
The generic MAC header is not encrypted. 

Encryption is not applied to the generic MAC header because the header itself 
contains important control information not only about the payload (e.g., CID), 
but also about the encryption process itself (i.e., encryption control and encryption 
key sequence). Specifically in the generic MAC header, encryption control (EC) is a 
one-bit flag showing whether or not the payload is encrypted, and the encryption 
key sequence (EKS) is a two-bit field showing the sequence number of the key (i.e., 
traffic encryption key or TEK) and initialization vector used for encrypting the 
payload. Security functions are examined in more detail in Chapter 12.
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C H A P T E R  8

Medium Access Control: Lower Control 
Plane

8.1 Introduction

This chapter investigates those selected functions in the lower part of MAC on the 
control plane. Figure 8.1 shows that the control plane has functions involved in the 
control, signaling, and management of radio resources. The lower part of the con-
trol plane has the more traditional functions of MAC such as physical layer control 
(e.g., ranging and power control), scheduling, control signaling, QoS, and others 
[1, 2]. In this chapter, we discuss scheduling, control signaling, and physical layer 
control functions including ranging and power control. QoS is examined in more 
detail in Chapter 10.

8.2 Scheduler

After a MAC PDU is assembled, the scheduler assigns the MAC PDU to be physi-
cally transmitted using a burst provided by the physical layer (see Chapter 5). Then 
the MAC PDU is passed to the physical layer for actual transmission. Note that a 
single burst can physically transport several MAC PDUs.1

The scheduler is responsible for planning and assigning a MAC PDU for actual 
transmission; it also provides QoS differentiation. As such, the scheduler must ef-
ficiently allocate available bandwidth resources provided by the physical layer to 
maximize system performance. For example, in allocating available bandwidth re-
sources on the downlink and the uplink, the scheduler in the base station considers 
the following factors:

 • The size of the MAC PDU (or the size of the bandwidth request);

 • The MAC PDU’s QoS parameters (retrieved based on the MAC PDU’s SFID);

 • Competing requests from other MAC PDUs with their own QoS parameters;

1. The process of fi tting more than one MAC PDU into one burst is called concatenation.
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 • Channel conditions (through the CQICH or reciprocity for the downlink and 
through direct measurement for the uplink).

Taking into account these factors, the scheduler produces an optimal assign-
ment of MAC PDUs to physical-layer bursts. In addition, the scheduler also de-
cides on the modulation and coding scheme to be used by each mobile (i.e., AMC) 
and performs ARQ to maximize throughput while meeting the target frame error 
rate. The decision on which modulation and coding scheme to use is based on the 
channel quality measurements (e.g., feedback sent by the mobile). Note that this 
operation of the scheduler constitutes crosslayer optimization in that the MAC 
layer (scheduler) makes decisions based on information from the physical layer, 
and the physical layer responds to decisions made by the MAC layer [3]. Moreover, 
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control plane. (After: [1, 2].)
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because the scheduler generally communicates bandwidth allocations in DL-MAP 
and UL-MAP (which are at the beginning of every frame), it can dynamically al-
locate bandwidth quickly—once every frame—in response to changing bandwidth 
demands and changing channel conditions [4]. QoS in the context of IEEE 802.16 
is discussed in Chapter 10. 

There are several different types of scheduling algorithms [4, 5]:

 • Round robin: This is a simple scheduling algorithm that has mobiles take 
turns to be served in order. The round robin scheduler is fair in that it does 
not discriminate among mobiles, but it does not exploit the opportunity to 
transmit in a good RF condition [6].

 • Weighted round robin: It is the round robin scheduler that incorporates static 
weights.

 • Maximum SINR: It gives priority of bandwidth allocation to those mobiles 
that have the highest SINRs. This scheduler tends to maximize aggregate 
throughput for a base station but punish those mobiles that have poor SINRs, 
thus it has the worst fairness control among mobiles [6].

 • Temporary removal scheduler: It temporarily skips bandwidth allocations 
for those mobiles that have SINRs that are less than some threshold [3].

 • Proportional fairness: It gives priority to those mobiles that have the highest 
ratios of current throughput to average throughput. This algorithm offers a 
tradeoff between aggregate throughput and fairness. A mobile with a high 
SINR has a high priority, and the algorithm increases aggregate throughput 
because it gives priority to mobiles that have high current throughputs. At 
the same time, if a mobile’s SINR has been low, then that mobile’s average 
throughput is low, but low average throughput increases the mobile’s ratio 
of current throughput to average throughput, thus a higher priority is given 
to that mobile.

The actual scheduler protocol is not specified in the IEEE 802.16 suite of stan-
dards, so every vendor is free to design its own proprietary scheduling and reserva-
tion algorithms. This arrangement is similar to other broadband wireless standards 
such as EV-DO [7]. A survey of scheduler algorithms for general broadband wire-
less networks can be found in [8], and a similar survey of schedulers for OFDM-
based broadband wireless networks can be found in [9].

8.3 Bandwidth Request

On the uplink, a mobile transmits its request for uplink bandwidth to the base 
station. On the downlink, the base station is already aware of all the MAC PDUs, 
which are waiting to go to their respective destinations (mobiles), thus the base sta-
tion can directly make scheduling decisions for MAC PDUs on the downlink. How-
ever, on the uplink, the mobiles have to let the base station know of their bandwidth 
requests [3]. Once a mobile enters the network and has a connection established, 
it can start asking the base station for bandwidth allocation on that connection. 
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(Network entry is discussed in Chapter 9.) A mobile needs a bandwidth allocation 
to actually transmit user data on the uplink.

The mobile always makes its bandwidth request in terms of the number of 
bytes required, not the number of subchannels and the number of OFDM symbols. 
This is because the burst profile being used may change on the fly, and when the 
burst profile changes, the number of bits carried by each data symbol changes as 
well. Therefore, the mobile requests for some number of bytes that need to be sent, 
and the scheduler determines the actual uplink bandwidth needed while taking into 
account the burst profile used.

There are several techniques that the mobile can use to request uplink band-
width. The mandatory techniques include:

 • Request in existing uplink allocation;

 • Unicast polling;

 • Multicast and broadcast polling;

 • Contention-based request for OFDMA.2

8.3.1 Request in Existing Uplink Allocation

If the mobile has an existing uplink allocation for transmitting user traffic, then it 
can use that allocation to send a MAC header (i.e., the bandwidth request header) 
to request bandwidth. Optionally, the mobile can piggyback a bandwidth request 
on a subheader (i.e., the grant management subheader) in an existing uplink MAC 
PDU to convey its bandwidth request; this is known as the piggyback request (PBR). 
Since the bandwidth request header is 48-bits long whereas the grant management 
subheader is 32-bits long, using the piggyback request is more efficient (if there is 
an existing MAC PDU to transmit on the uplink).

For a mobile that has an existing uplink unsolicited grant service (UGS) con-
nection, a special request mechanism exists for that mobile to request extra band-
width on that UGS connection. To request extra bandwidth on an UGS connection, 
the mobile can use the slip indicator (SI) bit in the grant management subheader to 
do so. By setting the SI bit in the grant management subheader it transmits on the 
uplink, the mobile indicates that its transmit queue buffer (for the UGS connection) 
is overflowing and it needs more bandwidth to relieve the queue. Upon receiving 
the grant management subheader and reading the set SI bit, the base station may 
grant a small additional bandwidth (up to 1%) to the mobile [10, 11]. See Chapter 
10 for more details on UGS.

8.3.2 Unicast Polling

If the mobile does not have an existing uplink allocation for transmitting user traf-
fic, then the base station can assign that mobile a bandwidth in which the mobile 
can convey its bandwidth request. This technique is called unicast polling, which 
is essentially a process by which the base station “polls” each mobile (hence the 

2. The contention-based request for the OFDM implementation is also specified by the standard.



8.3 Bandwidth Request 157

term unicast) to ask if it has any user traffic to send. In doing so, the base station 
normally assigns a data grant information element (IE)3 to that mobile (or more 
specifically, to that mobile’s basic CID) in the UL-MAP message. The data grant 
assigns a bandwidth in which the mobile may respond with a bandwidth request 
header. If the mobile needs to request uplink allocation for transmitting user traffic, 
then it sends a bandwidth request header in that assigned bandwidth. If the mobile 
has no request, then it pads the assigned bandwidth.

In addition, a mobile can proactively make the base station poll the mobile. It 
does so by using the poll-me (PM) bit in the grant management subheader. By set-
ting the PM bit in the grant management subheader it transmits on the uplink; the 
mobile indicates that it needs to be polled because it needs to request bandwidth.4 
Upon receiving the grant management subheader and reading the set PM bit, the 
base station proceeds with unicast polling (described above) to poll the mobile [10, 
11].

8.3.3 Multicast and Broadcast Polling

Polling all mobiles individually obviously costs a lot of capacity. If the base station 
does not have enough capacity, then it can use the broadcast polling technique. 
This technique is similar to unicast polling in that the base station assigns a band-
width, which mobiles use to convey requests. However, the major difference is that 
all mobiles served by that base station can transmit their requests in the same as-
signed bandwidth; the base station assigns that bandwidth to a broadcast CID in 
the UL-MAP message. Needless to say, because all mobiles may use that bandwidth 
to convey their requests, the requests can collide and thus are contention-based. If 
a collision occurs, a mobile uses a contention resolution protocol (specified in the 
IEEE 802.16 suite of standards) to back off and retransmit its request.

In addition to broadcast polling, the technique of multicast polling is also avail-
able. Similar to broadcast polling, multicast polling lets the base station assign a 
bandwidth in which requests are conveyed, except that only a group of mobiles 
(i.e., multicast group) can transmit their requests in this assigned bandwidth; in this 
case, the base station assigns that bandwidth to a multicast CID in the UL-MAP 
message. Multicast polling normally costs more capacity than broadcast polling.

8.3.4 Contention-Based Request for OFDMA

For OFDMA, the standard mandates an additional technique for requesting band-
width. This technique is based on transmitting a PN code for bandwidth request, 
which is similar to transmitting the PN code for ranging (also used by OFDMA). 
Basically, there is a ranging channel specified in the uplink subframe, and a mobile 
may initiate its request process by modulating a PN code onto this ranging channel 
and transmitting the code. If the base station receives this PN code, the base station 

3. An information element (IE) is an organized set of fields (parameters) sent inside a PDU. The or-
ganized set of fields or parameters is intended for one mobile, a group of mobiles, or all mobiles to 
adopt. Note that more than one IE may be sent simultaneously.

4. The mobile can only do this if it already has an existing uplink UGS connection (so it can transmit the 
grant management subheader) and it needs to request bandwidth for non-UGS connections.



158 Medium Access Control: Lower Control Plane

still has no idea which mobile transmitted the PN code, but that is OK. The base 
station would broadcast an UL-MAP message, which contains the PN code (and pa-
rameters) used by that mobile, as well as specifies a bandwidth in which that mobile 
may formally send its bandwidth request. Upon receiving the UL-MAP message, the 
mobile would know that the base station heard its PN code, and the mobile can use 
the associated bandwidth assigned to transmit its bandwidth request. In doing so, 
the mobile transmits a bandwidth request header in the assigned bandwidth. Note 
that the reason for using the PN code is that if two PN codes transmitted by two 
mobiles collide, then the base station may still detect each PN code by using the 
correlation process. 

If a mobile’s bandwidth request results in a bandwidth allocation, the base sta-
tion communicates that allocation in a subsequent UL-MAP message or messages 
sent to the mobile.

8.4 Control Signaling

The control signaling function generates resource allocation messages including 
DL-MAP, UL-MAP, and other control signaling messages [2]. Out of these, the 
MAC messages DL-MAP and UL-MAP are essential. In the downlink subframe, the 
base station transmits DL-MAP followed by UL-MAP. DL-MAP contains informa-
tion on the subchannels and OFDM symbols that are assigned to each mobile in the 
downlink subframe, and UL-MAP has information on the subchannels and OFDM 
symbols assigned to each mobile in the uplink subframe. UL-MAP also specifies the 
uplink subframe’s ranging channel, which is used for initial ranging, periodic rang-
ing, and contention-based bandwidth requests [6].

On the downlink, the base station is the only one that transmits the downlink 
subframe. The base station uses the DL-MAP message to let the mobiles know 
when they should listen for and receive their respective bursts. On the uplink, the 
base station also determines the slots in which each mobile may transmit in the up-
link subframe. Here, the base station uses the UL-MAP message to let the mobiles 
know when they should transmit. In particular, UL-MAP contains an IE that speci-
fies the transmission opportunities (i.e., slots in which the mobile may transmit), 
and each mobile transmits in the predefined slots specified by the IE [6].

The MAP message has a fixed part and a variable part, and the length of the 
variable part depends on the number of mobiles being scheduled in the frame [4]. 
With a 5-ms frame, five scheduled mobiles per frame are optimal for delay-toler-
ant traffic such as File Transfer Protocol (FTP) and Hypertext Transfer Protocol 
(HTTP). For voice-over-IP (VoIP), the number of scheduled mobiles per frame may 
be 15 to 20 users [12].

Because DL-MAP and UL-MAP are typically meant for all mobiles in a cell/sec-
tor, they are sent using low-order, more robust, modulation and coding. However, 
a low-order modulation carries fewer bits on a data symbol. So a MAP message 
would have to be longer in length to carry a given amount of information. To re-
duce MAP overhead, the base station may also transmit SUB-DL-UL-MAP (“Sub-
MAP” message) in addition to DL-MAP and UL-MAP. The system can encode 
SUB-DL-UL-MAP using a different modulation and coding scheme. For those users 
that are closer to the base station and have higher CINRs, the base station may 
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transmit multicast SUB-DL-UL-MAP to them using higher-order, more efficient 
modulation and coding and hence reduce MAP overhead [12].

Moreover, in IEEE 802.16m, an advanced MAP allocation IE can be addressed 
to one user or to multiple users. The IE also contains information on resource al-
location, but now each unicast IE is encoded separately. This scheme further im-
proves efficiency [2].

8.5 Ranging

8.5.1 Initial Ranging

The first ranging performed as part of network entry is called initial ranging, which 
typically requires more than one request-response cycle to complete. In the OFDMA 
implementation, the initial ranging process is as follows: The mobile transmits a PN 
code in the ranging channel, which is inside the uplink subframe (see Figure 5.10). 
After sending the PN code, the mobile receives a RNG-RSP message. If that RNG-
RSP message contains the parameters of the mobile’s own PN code, then the rang-
ing process is not complete. In this case, the mobile needs to adjust the timing offset 
per what is specified in the RNG-RSP message. Then it transmits another PN code 
(with the adjusted timing offset) and waits for a response. 

Note that in the OFDMA implementation, the mobile ranges by first sending 
the PN code (not a RNG-REQ message as in the OFDM implementation). By just 
reading the PN code, the base station has no idea which mobile sent it. Thus, the 
only way the base station can respond is by broadcasting a RNG-RSP message that 
contains the received PN code. This way, the mobile that sent the PN code can iden-
tify the RNG-RSP message (by its own PN code) intended for it and implements the 
timing offset specified by that RNG-RSP message.

A successful initial ranging occurs when the following take place: the mobile 
receives an UL-MAP message containing the parameters of the PN code it previous-
ly used to range, and the mobile sends a RNG-REQ message using the allocation 
specified in that UL-MAP message. Afterwards, if the mobile receives an RNG-RSP 
message containing the mobile’s MAC address and a “success” ranging status, then 
initial ranging is successful; the RNG-RSP message would contain the basic and 
primary management CIDs and RF-related parameters for the mobile to use.

PN codes are used because mobiles’ transmissions can collide with one another 
on the ranging channel. If two PN codes transmitted by two mobiles collide, then 
the base station can still detect each PN code by using the correlation process. The 
process is similar to that used by cellular CDMA, which detects each user even 
though all users are transmitting at the same time in the same frequency band [13].

In the OFDM implementation, initial ranging follows a somewhat different 
process, which is described here to contrast the OFDMA implementation: The mo-
bile sends a RNG-REQ message on a contention basis during a period called the 
initial ranging interval. The initial ranging interval is at the beginning of the uplink 
subframe. After sending the RNG-REQ message, the mobile receives a RNG-RSP 
message. If that RNG-RSP message contains only the frame number of the previ-
ous RNG-REQ message transmitted, then the ranging process is not complete. In 
this case, the mobile needs to adjust the timing offset per what is specified in the 
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RNG-RSP message. Then the mobile transmits another RNG-REQ message (with 
the adjusted timing offset) and waits for a response. In OFDM, a successful ini-
tial ranging occurs when the mobile receives a RNG-RSP message containing the 
mobile’s MAC address and a “success” ranging status. In this case, the RNG-RSP 
message would contain the basic and primary management CIDs assigned to the 
mobile, as well as other more specific RF-related parameters for the mobile to use.

After the successful completion of initial ranging, the base station assigns the 
basic and primary management CIDs to the mobile. The basic CID is for send-
ing those MAC management messages that cannot tolerate any delay, such as the 
subscriber station basic capability request (SBC-REQ) message and the handover 
messages. On the other hand, the primary management CID is for sending those 
MAC management messages that can tolerate some delay, such as the registration 
request (REG-REQ) message and the dynamic service addition request (DSA-REQ) 
message. 

8.5.2 Periodic Ranging

In addition to carrying out initial ranging during network entry, the system also 
performs periodic ranging on a regular basis. As mentioned above, ranging is the 
process by which the mobile obtains adjustments to timing offset (and other uplink 
parameters) so that its uplink transmissions are aligned with the specified frame 
[10]. Ranging is needed especially on the uplink because it is on the uplink where 
mobiles’ transmissions experience different delays, and these delays must be cor-
rected. In ranging, the base station receives a mobile’s transmission, calculates the 
necessary timing offset required, and sends the offset adjustment information back 
to the mobile. Periodic ranging is needed because the channel changes as a mobile 
moves around in its environment. Hence updated adjustments are necessary.

In the OFDMA implementation, the mobile keeps a ranging timer (i.e., T4). 
When the timer runs out, the mobile chooses a ranging slot (using a randomized 
algorithm to minimize the probability of collision) and uses that ranging slot to 
send a PN code to the base station. After the mobile transmits the PN code, the 
base station sends back a RNG-RSP message containing the PN code of the mobile. 
By reading its own PN code in the RNG-RSP message, the mobile knows that the 
RNG-RSP message is intended for it. If the RNG-RSP message shows a “continue” 
ranging status, then the mobile proceeds to implement the adjustments per what 
are specified in the RNG-RSP message and sends another PN code. The process 
ends when the mobile receives an RNG-RSP message with a “success” ranging 
status.

As one can see, the above process (in OFDMA) is initiated by the mobile, but 
the base station may also prompt the mobile to start the periodic ranging process. 
The base station does so by sending an unsolicited RNG-RSP message, with a 
“continue” status, to the mobile.

In the OFDM implementation, periodic ranging also follows a somewhat dif-
ferent process in contrast to the OFDMA implementation. Here the base station 
regularly checks the uplink signal transmitted by the mobile for its quality (e.g., 
timing alignment). If the quality is within acceptable range and there is no RNG-
REQ message in the uplink signal, then the base station does nothing. If the qual-
ity is within an acceptable range but there is a RNG-REQ message in the uplink 
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signal, then the base station sends a RNG-RSP message with a “success” ranging 
status (indicating that there is no need to range). On the other hand, if the quality is 
outside the acceptable range, then the base station sends a RNG-RSP message with 
a “continue” ranging status; in this case, the mobile implements the adjustments 
specified in the RNG-RSP message. If the number of ranging attempts becomes 
excessive but the uplink signal quality is still outside the acceptable range, then the 
base station sends a RNG-RSP message with an “abort” ranging status and drops 
the mobile.

8.5.3 Handover Ranging

Ranging is also performed during handover between two base stations. Here, the 
mobile performs essentially the same ranging process with the target base station. 
Handover is discussed in more detail in Chapter 9.

8.6 Power Control

Power control seeks to adjust the transmit power5 to a level that is just enough to 
sustain the radio link. From a user perspective, (uplink) power control helps con-
serve the device’s battery power, which is a nontrivial issue with small form-factor, 
high-speed, converged devices.

From a system perspective, there are two main reasons for power control in 
an OFDMA-based system: minimizing interference to nearby cochannel cells and 
minimizing the effect of intercarrier interference. On the uplink, both of these rea-
sons apply. First, by commanding a mobile to power to a level that is just enough to 
maintain the uplink, the base station is preventing that mobile from spewing excess 
power into the receiver of a neighboring base station. This is especially important 
if a system does not adopt frequency reuse and use the same frequency carrier for 
all base stations. Even if a system does adopt frequency reuse, uplink power control 
would still help decreasing the amount of interference directed at the receiver of a 
cochannel base station nearby.

Second, more importantly, uplink power control minimizes the effect of inter-
carrier interference if a mobile’s transmission is misaligned in frequency (due to 
an oscillator drift or Doppler shift). This is especially applicable when different 
users are assigned different subcarriers at the same time in an OFDM symbol (as 
in the case of OFDMA). Recall from Chapter 1 that if subcarriers are misaligned 
in frequency, then subcarriers are no longer orthogonal to each other. In OFDMA, 
different subcarriers are assigned to different users. If one user’s received power is 
unnecessarily higher than another’s, then the higher received power will exacerbate 
the problem of intercarrier interference if there is misalignment in frequency.

Figures 8.2 and 8.3 illustrate the situation. In Figure 8.2, both user 1 and user 2 
have identical transmit power PT, and there is no power control on the uplink. Be-
cause user 1 is closer to the base station, user 1’s received power PR,1 is higher than 
user 2’s received power PR,2. As a result, Figure 8.3 shows that user 1 would con-
tribute more correlated interference to user 2 if there is misalignment in frequency. 

5. In the context of OFDMA, transmit power refers to power per subcarrier.



162 Medium Access Control: Lower Control Plane

If there is power control as shown in Figure 8.4, then the base station will 
power control each user’s transmit power levels PT,1 and PT,2 such that the received 
power levels will be identical (PR), assuming users 1 and 2 have the same modula-
tion and coding scheme. As a result, user 1 would contribute less correlated inter-
ference to user 2 if there is frequency misalignment (see Figure 8.5).

On the downlink, the reason of minimizing intercarrier interference does not 
apply because all subcarriers (assigned to different users) originate from the same 
base station and are presumably already aligned in frequency. However, the reason 
for minimizing interference to nearby cochannel cells still applies. In other words, a 
base station should not arbitrarily increase its transmit power to a faraway mobile 
because such an increase may interfere with another mobile in a nearby cochannel 
cell.

Because the uplink has the additional requirement of minimizing intercarrier in-
terference in case of frequency misalignment, uplink power control is especially im-
portant. As such, the standard specifies power control mechanisms for the uplink. 
Note that even though power control is important on the uplink, this requirement 

Base
station

User 2User 1

PT PR,1 PR,2 PT

P     > PR,1 R,2

Figure 8.2 There is no uplink power control, and both user 1 and user 2 have identical transmit 
power PT.

Frequency
misalignment

User 1
User 2

Frequency

Figure 8.3 User 1 introduces higher intercarrier interference to user 2. In this hypothetical OFDMA 
example, user 1 and user 2 are each assigned fi ve contiguous subcarriers. 
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is not nearly as stringent as in cellular CDMA. In CDMA, a dominant effect of 
poor power control is the degradation of capacity (or the number of simultaneous 
users). In fact, CDMA2000 systems can power control both uplink and downlink 
at a rate of 800 times per second [7].

The standard does not specify power control mechanisms for the downlink, 
and the infrastructure vendors are free to incorporate downlink power control in 
their base station products. It is expected that at least some vendors will incor-
porate some downlink power control features in their base stations to minimize 
downlink interference to cochannel cells nearby.

The following sections discuss the uplink power control functions specified by 
IEEE 802.16.

Base
station

User 2User 1

PT,1 PR,1 PR,2 PT,2

P P= P=R,1 R,2 R

Figure 8.4 There is uplink power control, so both user 1 and user 2 have identical receive power PR 
(if they both use the same modulation and coding scheme).

Frequency
misalignment

User 1
User 2

Frequency

Figure 8.5 User 1 introduces lower intercarrier interference to user 2.
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8.6.1 Uplink Power Control: Closed-Loop

Through closed-loop uplink power control, the mobile changes its transmit power 
based on explicit commands from the base station. At the same time, the mobile 
has some intelligence built into it so that if some conditions change, the mobile can 
autonomously change its transmit power without being explicitly told to do so by 
the base station. Thus, the functionality of closed-loop uplink power control is ef-
fectively divided between the mobile and the base station. The next two sections 
describe closed-loop uplink power control from the perspectives of both the mobile 
and the base station.

8.6.1.1 Mobile

The mobile can change its transmit power unilaterally in the following situations:

 • The burst profile (modulation and coding) changes and the repetition rate for 
the new burst profile changes.

 • After sending a PN code for periodic ranging or a PN code for bandwidth 
request, the mobile does not receive a response from the base station.

 • The number of subchannels allocated to the mobile changes.

First, if the burst profile (modulation and coding) changes and the repetition 
rate for the new burst profile changes, then the transmit power also changes. For 
example, if the physical-layer modulation changes from a lower order to a higher 
order (e.g., from QPSK to 16-QAM), then the mobile would automatically increase 
its transmit power since a higher-order modulation requires more transmit power 
(to maintain a given bit error rate). The amount of increase is based on the ratio 
of the new required CINR to the old required CINR, and these CINR numbers are 
retrieved from a table of values of default required CINR per subcarrier. For ex-
ample, if the old modulation (e.g., QPSK) has a default required CINR of 9 dB and 
the new modulation (e.g., 16-QAM) has a default required CINR of 15 dB, then 
the mobile can, by itself, increases its transmit power by 6 dB. The same is true for 
the repetition rate. For example, if the repetition rate triples (from 2 to 6), then the 
mobile would decrease its transmit power by 1/3 (or by 5 dB).

The mobile retrieves the values of default required CINR per subcarrier from a 
table lookup, but the base station can also explicitly tell the mobile what value of 
default required CINR per subcarrier to use (through an UCD message). The auto-
matic change procedure described above only applies when the mobile transmits on 
the FAST-FEEDBACK channel, or when it requests bandwidth or ranges.

Second, if after sending a PN code for periodic ranging or a bandwidth request, 
the mobile does not receive a response from the base station, then the mobile may 
adjust the transmit power of its next transmission of the PN code (for periodic 
ranging or bandwidth request). Typically, the mobile increases the transmit power 
of its next transmission. But the transmit power cannot exceed the maximum de-
fined by the parameter PTX_IR_MAX.

Lastly, if the number of subchannels (which determines the number of subcar-
riers) allocated to the mobile changes, then the total aggregate transmit power 
changes as well. For example, if the number of subcarriers allocated to the mobile 
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doubles, then the amount of total aggregate transmit power doubles also. This is 
because the transmit power per subcarrier is kept the same to maintain subcarrier 
integrity. Here the mobile increases the total aggregate transmit power by itself, 
without intervention from the base station [11].

8.6.1.2 Base Station

The base station has the ability to directly control the uplink transmit power of an 
individual mobile. The standard does not specify the power control algorithm, so 
vendors are free to develop and implement their own power control schemes. One 
model of uplink power control is shown in Figure 8.6. Here the base station receives 
an uplink transmission from the mobile. First, the base station measures the current 
SINR (after the receiver) and the current frame error rate (FER) (after the demodu-
lator). Then the base station feeds both the current SINR and the current FER into a 
computational engine. The engine uses both the current SINR and the current FER 
measurements to quickly calculate a new SINR reference level, which is the SINR 
value required to maintain an acceptable FER. For example, if the current SINR is 
too low and the current FER is too high, then the engine adjusts the SINR reference 
level higher (because more signal power is clearly needed). If the SINR is too high 
and the FER is too low, then the engine adjusts the SINR reference level lower.

Afterwards, the new SINR reference level is compared to the current SINR 
measurement. If the measurement is less than the reference, then the current SINR 
is lower than what is necessary to maintain an acceptable FER; the base station 
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Figure 8.6 A model of uplink power control functions in the base station.
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sends a power up command to the mobile. If the measurement is greater than the 
reference, then the current SINR is higher than what is necessary to maintain an 
acceptable FER; the base station sends a power down command to the mobile [7]. 

The way power control commands are sent is normally through periodic rang-
ing. Power control and adjustments of mobile transmit power can also occur dur-
ing initial ranging. Specifically, the RNG-RSP message can be used to communicate 
power control commands through its 8-bit power level adjust field. Recall that the 
RNG-RSP message is used throughout the ranging process, and the base station 
can embed its uplink power control command in the RNG-RSP message sent to 
the mobile. 

In addition, the UL-MAP message can be used to command power up or power 
down through its power control IE. Specifically, the 8-bit power control field in the 
power control IE specifies power up or power down in multiples of 0.25 dB. The 
power control IE is directed at a single mobile (or more specifically, to that mobile’s 
basic CID) in the UL-MAP message.

Transmitting power control commands costs management overhead. For ex-
ample, in the UL-MAP message, the power control IE is 16-bit long in the OFDM 
implementation and 24-bit long in the OFDMA implementation. So the power 
control computational engine needs to trade off power control accuracy against 
management overhead. Namely, how high (or low) of an SINR is too high (or too 
low) to warrant adjusting the SINR reference level and thus possibly triggering a 
transmission of a power control command.

An optional feature made available to both OFDM and OFDMA in the stan-
dard is fast power control. If the base station needs to quickly command more than 
one mobile to power up or power down, the base station can send a broadcast fast 
power control (FPC) message. This message is sent to the broadcast CID, so all the 
mobiles served by the base station would read it. But within the FPC message, there 
is a list of Basic CIDs of only those mobiles to which the power control command 
(specified by the FPC message) applies. For example, if the base station sees that the 
SINRs of a group of mobiles suddenly drop (perhaps due to a localized blockage), 
the base station can command the uplink transmit powers of only those mobiles 
to go up at the same time. For those affected mobiles, this process would be much 
quicker than commanding power up through regular periodic ranging. Each FPC 
message can command power up or power down, via the power adjust field, in 
multiples of 0.25 dB.

The closed-loop power control mode is the default mode specified by the stan-
dard. In addition to closed-loop power control, the standard also specifies the 
open-loop power control mode, discussed next. 

8.6.2 Uplink Power Control: Open-Loop

The open-loop power control mode is an optional mode. Using open-loop power 
control, the mobile can autonomously set its transmit power as follows (in OFDMA) 
[11]:

 
1010log _ _T r perSS perSS

C
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I
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where 

 • PT is the effective radiated power (ERP) per subcarrier in dBm.

 • C/I is the default required CINR per subcarrier for the currently active burst 
profile (modulation and coding). Understandably, this number gets progres-
sively higher for higher-order modulations (and lower for lower-rate FECs). 
This number is in decibels.

 • I is the interference and noise power per subcarrier before the base station 
receive antenna. It is expressed in dBm.

 • L is the sum of the current uplink propagation loss and transmit antenna 
gain. L is expressed as a positive number. Its unit is in decibels.

 • Rr is the repetition rate for the currently active burst profile (modulation and 
coding).

 • Offset_BSperSS is an offset term that is controlled by the base station.

 • Offset_SSperSS is an offset term that is controlled by the mobile.

As one can see, (8.1) is basically the link equation (2.1) expressed in terms 
of the mobile’s ERP. Obviously, PT would need to increase if the required CINR 
increases, if the interference and noise power increases, or if the repetition rate 
decreases. The default required CINR per subcarrier is obtained by the mobile via 
table lookup but can be overridden by the base station; I is sent to the mobile in the 
DCD message; the mobile obtains L by subtracting its total received power from 
the base station EIRP (BS_EIRP) parameter. BS_EIRP is also sent to the mobile in 
the DCD message. As far as Rr is concerned, Rr is already known by the mobile in 
the demodulation process.

By comparing (8.1) to the link equation (2.1), an observant reader may be 
wondering where the term for the base station antenna gain is. The base station 
antenna gain is numerically incorporated in the offset term Offset_BSperSS that is 
controlled by the base station.

Regarding the mobile’s control of the term Offset_SSperSS, it has two options: 
the mobile can set Offset_SSperSS to zero (this option is called passive uplink open-
loop power control), or the mobile can actively change it according to some crite-
rion (this option is called active uplink open-loop power control). 

For the active uplink open-loop power control, the criterion specified by the 
standard involves the use of ARQ. Using ARQ, the base station would send an 
acknowledgment (ACK) message to the mobile if an uplink packet is received suc-
cessfully. The base station would send a negative acknowledgment (NAK) message 
to the mobile if an uplink packet is not received correctly. So, the mobile may in-
crement Offset_SSperSS by a step defined by the parameter UP_STEP if it receives 
a NAK, and the mobile may decrement Offset_SSperSS by a step defined by the pa-
rameter DOWN_STEP if it receives an ACK. Again, we see that as in many power 
control schemes, the bias is to the downside as far as the transmit power is con-
cerned. In other words, if the link is in good order, gradually decrease the transmit 
power. In any case, Offset_SSperSS cannot go above the parameter Offset_Boundup-

per or go below the parameter Offset_Boundlower. These parameters used in active 
uplink open-loop power control can be found in the UCD message.
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Note that open-loop power control, if implemented, only lets the mobile per-
form an estimate of the required transmit power. The fine adjustment of the mo-
bile’s transmit power comes from closed-loop power control. Of course, if the op-
tional open-loop power control or even the active uplink open-loop control is used, 
the mobile can take over some power control responsibilities and thereby minimize 
the need for closed-loop power control overhead on the downlink.

8.6.3 Assignment of Uplink Modulation and Coding

Based on various reports sent by the mobile, the base station can make an informed 
decision on what burst profile (modulation and coding) the mobile should use, as 
well as on how many subchannels (and hence the number of subcarriers) are allo-
cated to that mobile. Specifically, the mobile reports the value of its current transmit 
power via the report response (REP-RSP) message to the base station, and the mo-
bile may report the value of its maximum available power via the subscriber station 
basic capability request (SBC-REQ) message back to the base station. For example, 
if a mobile reports that its current transmit power is already high and very close to 
its maximum available power, then the base station may decide to have the mobile 
throttle back down to a lower-order modulation (e.g., QPSK instead of 16-QAM), 
or the base station may decide to decrease the number of subchannels allocated to 
that mobile.

8.6.4 Concluding Remarks

As specified in IEEE 802.16e, either the base station or the mobile can initiate a 
transition from closed-loop power control to open-loop power control and vice 
versa (if open-loop power control is supported, of course). But the decision to effect 
the change ultimately lies with the base station. If the mobile wants a mode change, 
it sends a power control mode change request (PMC_REQ) message to the base 
station. If the base station approves (or does not approve) the request, then it sends 
a power control mode change response (PMC_RSP) message back to the mobile. 

On the other hand, if the base station wants a mode change, the base station 
immediately sends a PMC_RSP message to the mobile, informing the mobile of 
the change. In addition to communicating the mode change decision from the base 
station to the mobile, the PMC_RSP message can also carry a power control com-
mand for the mobile. Specifically, the PMC_RSP message contains the power adjust 
field, which carries the command for power up or power down for closed-loop 
power control; the message also carries the Offset_BSperSS field, which is the offset 
to the open-loop power control formula (for open-loop power control) in (8.1). 
Both power adjust and Offset_BSperSS are in multiples of 0.25 dB. This means that 
the minimum step size of a single power control command is 0.25 dB.

The IEEE 802.16 standard does not specify power control mechanisms for the 
downlink. But it also does not prohibit base station vendors from incorporating 
downlink power control in their products. It is important to note that the mobile 
does provide downlink quality feedback to the base station, so the base station has 
at its disposal downlink quality measurements upon which it can base its downlink 
power control decisions.
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C H A P T E R  9

Medium Access Control: Upper Control 
Plane

9.1 Introduction

In IEEE 802.16e, the control plane has the functions necessary to establish, main-
tain, and tear down connectivity, and Figure 9.1 shows that the functions in the 
upper part of the control plane include network discovery and entry, connection 
management, mobility management, idle mode and paging, sleep mode, MBS, and 
others [1]. In this chapter, we examine two major functions in the upper control 
plane: network entry and mobility management.

9.2 Network Entry

After a mobile powers on, it goes through a process to be properly admitted 
onto the network. The process can be divided into a series of stages [3] shown in 
Figure 9.2. They are:

 • Synchronization with the downlink of the base station and acquisition of 
parameters;

 • Initial ranging;

 • Negotiation of mobile capabilities;

 • Security procedures;

 • Registration;

 • IP connectivity;

 • Connection setup.

The following sections describe how a mobile would normally step through 
these stages, starting with downlink synchronization.
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9.2.1 Synchronization with Downlink of Base Station and Acquisition of 
Parameters

In this stage, the mobile first scans its operating downlink frequencies to attempt to 
acquire a downlink channel. Once the physical layer acquires the downlink chan-
nel and achieves bit-level synchronization, it would then send the decoded bits 
to the MAC layer. Reading the bits, MAC would attempt to achieve frame-level 
synchronization (by using the preamble, for example). After it achieves frame-level 
synchronization on the downlink, MAC proceeds to recover the DL-MAP message. 
After receiving the DL-MAP message, MAC would then have in its possession the 
necessary downlink parameters for system operation. 

After obtaining the downlink parameters, the mobile proceeds to acquire the 
uplink parameters. In doing so, the mobile waits for an uplink channel descriptor 
(UCD) message, which is a periodic broadcast message from the base station. After 
receiving the UCD message, the mobile determines if the associated uplink channel 
is usable. If it is, then the mobile loads the uplink parameters from the message.

At this time, the mobile proceeds to extract slot timing information for this up-
link channel. Using the uplink slot information obtained, the mobile is now ready 
to perform ranging.

9.2.2 Initial Ranging

The mobile needs to perform ranging as part of network entry. In OFDM and 
OFDMA, ranging is the process by which the mobile obtains adjustments to impor-
tant uplink transmission parameters, such as timing offset, frequency offset, and 
transmit power adjustments. Out of these parameters, timing offset is especially 
important in a TDD system, and ranging allows the mobile to adjust its timing so 
that its uplink transmissions are aligned with the specified frame [4]. 

On the downlink of a TDD system, a mobile can easily discern the start of the 
frame because: (1) there is a preamble at the beginning of the frame, and (2) all 
transmissions originate from the same source—the base station. On the uplink, 
however, there is a multitude of mobiles transmitting, and each mobile’s transmis-
sion experiences a different delay; as such, these mobiles’ delays have to be cor-
rected. In ranging, the base station computes the correct timing offset based on 
a mobile’s transmission and tells the mobile what adjustment to timing offset to 
make. In other words, ranging helps to achieve frame-level synchronization on the 
uplink. At a minimum, ranging needs to ensure that the mobiles’ uplink transmis-
sions arrive within a cyclic prefix of one another. Recall that cyclic prefix is the 
extra “guard time” that is added to the beginning of each OFDM symbol to reduce 
interference between successive OFDM symbols. If a mobile’s uplink transmission 
cannot be aligned to within this criterion after a set number of attempts, the base 
station drops the mobile to prevent it from interfering with other mobiles.

In the OFDMA implementation, the mobile performs initial ranging in the 
ranging channel; it does so by sending a pseudorandom noise (PN) code. A mobile 
most likely needs to go through more than one request-response cycle to obtain a 
satisfactory timing offset. Ultimately, the initial ranging process concludes if the 
mobile receives the ranging response (RNG-RSP) message indicating a “success” 
ranging status. The RNG-RSP message contains the basic and primary management 
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CIDs assigned to the mobile, as well as any other more specific RF-related param-
eters for the mobile to use. The basic and primary management CIDs will enable 
the mobile to start exchanging MAC management messages with the base station. 
See Section 8.5 for the steps in initial ranging.

In determining the transmit power adjustments for its ranging transmission 
(i.e., RNG-REQ message or PN code), the mobile uses an open-loop scheme by 
which the maximum transmit power for initial ranging depends on the received 
power measured at the mobile. The lower the downlink received power measured 
at the mobile, the higher the mobile’s maximum transmit power for initial ranging 
(and vice versa). The mobile’s maximum transmit power for initial ranging is the 
PTX_IR_MAX parameter.

Ranging is an iterative process and typically requires more than one request-
response cycle. Throughout this iterative process for OFDMA, the mobile also 
performs the appropriate closed-loop transmit power adjustment (up or down) 
for each ranging transmission according what is specified in the received ranging 
response (RNG-RSP) message. In OFDMA, the PN code is BPSK modulated onto 
the ranging channel. 

9.2.3 Negotiation of Mobile Capabilities

Once the mobile finishes the ranging process, it proceeds to transmit a SBC-REQ 
message to the base station. The mobile uses the SBC-REQ message to communi-
cate its capabilities to the base station. Upon receiving the SBC-REQ message, the 
base station determines what capabilities (of the mobile) should be enabled; then 
using the subscriber station basic capabilities response (SBC-RSP) message, the base 
station communicates those capabilities (that should be enabled) back to the mo-
bile. The capabilities communicated are mostly related to the physical layer, such as 
which FFT sizes does the mobile support, which STBC and MIMO modes does the 
mobile support, and what is the mobile’s maximum transmit power.

The term “negotiation” at this stage is a bit of a misnomer in that the mobile 
does not really negotiate with the base station at all regarding the mobile’s capabili-
ties. Instead, the mobile tells the base station what capabilities the mobile has, and 
the base station tells the mobile what capabilities the mobile can enable. In doing 
so, the base station can deny the use of any capabilities that the mobile possesses 
[3].

9.2.4 Security Procedures

Before being allowed onto the network, the mobile normally goes through a set of 
security procedures with the base station. The security procedures consist of:

 • Authorization of the mobile;

 • Distribution of key materials.

The security procedures are actually only performed if the base station and 
the mobile both support authorization policy and privacy key management (PKM) 
protocol. Otherwise, they are not performed [5]. Specifically, the mobile indicates 
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whether or not it supports authorization policy by using the authorization policy 
support field in the SBC-REQ message sent to the base station (in the negotiation 
stage). It is expected, however, that most network service providers and/or access 
providers serving paying subscribers would require their mobile devices to support 
authorization policy. Authorization and distribution of key materials are described 
in more detail in Chapter 12.

9.2.5 Mobile Registration

To register itself with the network and to gain entry onto the network, the mobile 
sends a registration request (REG-REQ) message to the base station. In that REG-
REQ message, the mobile indicates whether or not it is a “managed” mobile. A 
managed mobile means that the mobile device can be administered by using stan-
dard IP management protocols (e.g., Simple Network Management Protocol or 
SNMP). 

If the mobile is managed, the base station sends a REG-RSP message back to 
the mobile. Then the mobile proceeds first to IP connectivity. If the mobile is not 
managed, the base station sends a registration response (REG-RSP) message back 
to the mobile. Then the mobile proceeds directly to the connection setup.

9.2.6 IP Connectivity

If the mobile is managed, then there needs to be an extra management connection, 
called the secondary management connection, between the base station and that 
mobile. Using the secondary management connection, the mobile can exchange 
standard IP management traffic (e.g., DHCP, TFTP, and SNMP) with the base sta-
tion. This way, the mobile effectively becomes a standard IP-based device that the 
base station can administer.

To obtain that secondary management connection, the mobile uses the REG-
REQ message (sent previously in the registration stage) to carry out the following 
functions:

 • The REG-REQ message requests the secondary management CID for the 
mobile. Once the mobile has the secondary management CID, it can establish 
the secondary management connection per that CID.

 • The REG-REQ message may include the IP version parameter that the mo-
bile can support (on the secondary management connection). Upon receiving 
this information in the REG-REQ message, the base station responds with an 
IP version that the mobile has to use.

In the REG-RSP message (also sent previously in the registration stage), the 
base station sent information such as the secondary management CID and the IP 
version parameter to the mobile. Using the secondary management CID, the mo-
bile establishes the secondary management connection and uses that connection to 
request an IP address from the base station. If the mobile uses IPv4, then it obtains 
an IP address using the standard Dynamic Host Control Protocol (DHCP) from the 
base station (or more accurately, from a DHCP server through the base station). If 
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the mobile uses IPv6, then it obtains an IP address using either DCHPv6 or IPv6 
Stateless Address Autoconfig [5].

After the mobile obtains an IP address, the mobile would normally proceed to 
download a configuration file from the base station. The configuration file contains 
a set of configuration settings for the mobile. The settings mostly have to do with 
parameters for those layers above MAC, like the TFTP server timestamp or the 
software (upgrade) server IP address. The configuration file is transferred over the 
secondary management connection using the Trivial File Transfer Protocol (TFTP). 

After the mobile finishes downloading the configuration file, the mobile sends a 
TFTP complete (TFTP-CPLT) message back to the base station. After receiving the 
TFTP-CPLT message, the base station responds with a TFTP response (TFTP-RSP) 
message. An “OK” response in the TFTP-RSP message means that the base station 
confirms that the mobile has successfully downloaded the configuration file.

Note that IP connectivity is not established for those mobiles that are not 
managed.

9.2.7 Connection Setup

At this point, the base station proceeds to establish provisioned service flows and 
connections for the mobile. Because the base station is granting the request made 
by the mobile to enter the network here, the base station itself initiates the creation 
of service flows. The base station does so by sending the dynamic service addition 
request (DSA-REQ) message(s) to the mobile. It is important to note that each DSA-
REQ message contains only one SFID, so multiple service flows require multiple 
DSA-REQ messages. 

For each DSA-REQ message received, the mobile responds by sending a dy-
namic service addition response (DSA-RSP) message back to the base station. So 
again, multiple service flows require multiple DSA-RSP messages. For each DSA-
RSP message received, the base station sends a dynamic service addition acknowl-
edgment (DSA-ACK) message back to the mobile. After the mobile receives a DSA-
ACK message, the associated service flow is established.

9.3 Mobility Management: Link Handover

To a system engineer, maximizing the handover performance at cell and sector 
boundaries is one of the most challenging tasks. At the link level, handover is de-
fined as the process by which a mobile transitions its link and connection from 
one base station (called the serving base station) to another base station (called the 
target base station). See Figure 9.3. Ensuring that the connection is active and not 
dropped during handover is important in maintaining system quality as experienced 
by the user. Therefore, an understanding of the mechanics of the handover process 
is important. 

The handover functionality at the link level is incorporated in the IEEE 802.16e 
standard since it pertains to a broadband mobile system (whereas IEEE 802.16-
2004 did not specify any handover functionality). Specifically, the standard speci-
fies three handover processes: hard handover (HHO), macro diversity handover 
(MDHO), and fast base station switching (FBSS). As described in the following 
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sections, HHO is the traditional handover method where a handover decision is 
made and the mobile transitions from the current serving base station to the new 
target base station. MDHO is similar (but not identical) to soft handover in cellular 
CDMA systems where the mobile maintains radio links with more than one base 
station during handover. FBSS is functionally a faster version of hard handover.

Regardless of the specific handover process adopted, a mobile needs to perform 
certain prerequisite activities prior to executing an actual handover. These prereq-
uisite activities are carried out in a stage, called the cell reselection stage, of the 
handover process. We first examine the activities carried out in the cell reselection 
stage, and then consider each one of the three handover processes.

9.3.1 Cell Reselection

Prior to executing an actual handover, both the base station and the mobile carry out 
regular housekeeping activities. First, the base station sends a list of its neighbors 
(i.e., neighboring base stations) in the neighbor advertisement (MOB_NBR-ADV) 
message to the mobile. In addition to the list of neighbors, the MOB_NBR-ADV 
message also contains channel information (the same kind of information found in 
DCD and UCD messages) of the neighbors. This way, the mobile does not have to 
specifically read the DCD and UCD messages from neighboring base stations.

Second, the mobile requests that the base station allocates a period of time 
(called scanning interval) in which the mobile can scan the transmissions of neigh-
boring base stations to see if any of them is a good candidate for handover. The 
mobile may request the allocation of more than one scanning interval so it does not 
have to keep going back to the base station for more scanning intervals. The mobile 
makes the request by sending the scanning interval allocation request (MOB_SCN-
REQ) message to the base station. The base station responds by sending the scan-
ning interval allocation response (MOB_SCN-RSP) message to the mobile. Then 
the mobile commences scanning during the allocated scanning interval(s). If the 
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base station asks for the scanning results (in the MOB_SCN-RSP message), the 
mobile uses the scanning result report (MOB_SCN-REP) message to report the 
scanning results, which may include neighboring base stations’ CINRs, RSSIs, or 
delays.

During the scanning interval, the mobile may optionally “associate” itself with 
neighboring base station(s). Association involves initial ranging, and the purpose of 
association is to perform initial ranging, acquire ranging parameters, and facilitate 
the eventual handover process. Three levels of association exist; they are:

 • Association level 0: Association without coordination;

 • Association level 1: Association with coordination;

 • Association level 2: Network-assisted association reporting.

After a mobile performs initial ranging with a particular neighboring base sta-
tion, that base station responds with a RNG-RSP message. If the RNG-RSP mes-
sage indicates that the base station can provide full service (i.e., the field service 
level prediction = 2 in the RNG-RSP message) to the mobile, then the mobile re-
cords that base station in its local association table [5].

9.3.1.1 Association Level 0—Association Without Coordination

At this level, the mobile performs initial ranging with neighboring base station(s) 
in its allocated intervals. But the mobile can only range on a contention basis. This 
is because, at association level 0, there is no network coordination of the mobile’s 
ranging attempt. As such, the probability of collision may be significant.

9.3.1.2 Association Level 1—Association with Coordination

At this level, the mobile also performs initial ranging with neighboring base 
station(s) in its allocated intervals. But the mobile’s serving base station coordinates 
between the mobile and the neighboring base stations. What this means is that the 
serving base station makes sure that each neighboring base station assigns (to the 
mobile):

 • A “rendezvous time” (which marks the start of an important UL-MAP mes-
sage to be sent by a neighboring base station later);

 • A transmission opportunity (inside a ranging region to be assigned by a 
neighboring base station);

 • A unique PN code. 

The serving base station also makes sure that the ranging region to be assigned 
by a neighboring base station does not conflict with those of other neighboring 
base stations. Next, the serving base station uses the MOB_SCN-RSP message to 
send these preassigned parameters (for all the neighboring base stations) to the 
mobile [5]. 

After receiving these parameters, the mobile synchronizes to the downlink of 
a neighboring base station and waits for the rendezvous time of that neighboring 
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base station. The rendezvous time is when the neighboring base station will send a 
UL-MAP message, and that UL-MAP message assigns a ranging region, which the 
mobile may use. After extracting the ranging region from the UL-MAP message, 
the mobile ranges by transmitting the assigned PN code at the transmission oppor-
tunity in the ranging region [5]. 

How is association with coordination initiated? Well, the mobile may use the 
MOB_SCN-REQ message to request association with coordination (by indicating 
the appropriate scanning type in the message). The serving base station may also 
initiate this type of association by unilaterally sending a MOB_SCN-RSP message 
to the mobile.

The idea behind association with coordination is that if the serving base station 
can coordinate ranging regions and transmission opportunities, then the probabil-
ity of collision (in the initial ranging process) can be minimized. Note that the prob-
ability of collision is not eliminated because if a base station assigns an identical 
transmission opportunity (in the same ranging region) to more than one mobile, 
then the probability of collision is nonzero as more than one mobile may transmit 
in the same transmission opportunity.

9.3.1.3 Association Level 2—Network-Assisted Association Reporting

Association level 2 is similar to association level 1 discussed above with one impor-
tant enhancement. Instead of collecting the RNG-RSP message from each neighbor-
ing base station with which it ranges, the mobile simply waits for a single message 
from the serving base station. Here the serving base station gathers, over the fixed 
network, all the ranging-related information from a mobile’s neighboring base sta-
tions. Then the serving base station reports all that information to the mobile using 
a single association result report (MOB_ASC_REPORT) message.

Similar to association with coordination, the mobile may use the MOB_SCN-
REQ message to request network assisted association reporting (by indicating the 
appropriate scanning type in the message). The serving base station may also initi-
ate network assisted association by unilaterally sending a MOB_SCN-RSP message 
to the mobile.

9.3.1.4 Remarks

After carrying out scanning and/or association, the mobile (and the base station) are 
now ready to go into the actual handover process. The following sections examine 
each of the three handover processes (i.e., HHO, MDHO, and FBSS) in more detail, 
starting with HHO.

9.3.2 Hard Handover (HHO)

For the hard handover process, the standard specifies additional stages (in addition 
to cell reselection), which the mobile and the base station go through. They are [5]:

 • Handover decision and handover initiation;
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 • Synchronization with the downlink of the target base station and acquisition 
of parameters;

 • Ranging;

 • Other network entry/reentry procedures;

 • Termination with the serving base station.

Out of these stages, synchronization with the downlink of the target base sta-
tion, acquisition of parameters, ranging, and other network entry/reentry proce-
dures are actually similar to the corresponding activities carried out in the initial 
network entry process discussed earlier. These stages of HHO process are exam-
ined next.

9.3.2.1 Handover Decision and Handover Initiation

Based on the results of the mobile’s scanning and/or association, the mobile or the 
base station makes a decision to handover (from the serving base station to a target 
base station) and starts the HHO process. The evidence that a handover decision 
has been made is the transmission of the mobile station handover request (MOB_
MSHO-REQ) message or the base station handover request (MOB_BSHO-REQ) 
message. Specifically, if the decision originates at the mobile, the mobile can trans-
mit the MOB_MSHO-REQ message; if the decision originates at the base station, 
the base station can transmit the MOB_BSHO-REQ message. The transmission of 
either message indicates that the handover process has started. It is important to 
note that the choice of a target base station has not been made at this point. This 
is because either the MOB_MSHO-REQ or the MOB_BSHO-REQ message can 
contain more than one possible target base station.

What if both the mobile and the base station transmit a message at the same 
time? The rules for resolving the conflict are:

 • If the mobile receives a MOB_BSHO-REQ message after it already sent a 
MOB_MSHO-REQ message, the mobile ignores the MOB_BSHO-REQ 
message.

 • If the base station receives a MOB_MSHO-REQ message after it already sent 
a MOB_BSHO-REQ message, the base station ignores its own MOB_BSHO-
REQ message.

 • If the base station receives a MOB_HO-IND message (to be discussed below) 
after it already sent a MOB_BSHO-REQ message, the base station ignores its 
own MOB_BSHO-REQ message.

As one can see, the process is biased toward the mobile because it is assumed 
that the mobile is the entity that can best determine its own handover disposition.

Figure 9.4 shows the normal exchange of messages at this stage. If the mobile 
initiates the handover process, then the mobile sends a MOB_MSHO-REQ mes-
sage, which may contain a list of target base stations that the mobile is current-
ly considering. The base station responds with a base station handover response 
(MOB_BSHO-RSP) message; this message may contain a list of target base stations 
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that the base station is recommending, as well as these target base stations’ pre-
dicted service levels. Also, the MOB_BSHO-RSP message may provide the mobile 
with a time of dedicated transmission opportunity for fast ranging that is common 
to all potential target base stations. (This time is negotiated by the serving base sta-
tion with other target base stations over the fixed network.) In addition, the base 
station may use the MOB_BSHO-RSP message to force the mobile to handover. 
Taking all that information into account, the mobile makes a choice of a target base 
station. Note that the mobile does not have to pick a target base station from one 
on the recommended list (even in the case of a forced handover). When the mobile 
is about to perform a handover, it sends a handover indication (MOB_HO-IND) 
message, which contains the base station ID (i.e., Target_BS_ID) of the target base 
station [5]. 

Figure 9.5 shows the normal exchange of messages when the base station ini-
tiates the handover process. If the base station initiates, the base station sends a 
MOB_BSHO-REQ message, which may contain a list of target base stations that 
the base station is recommending and their respective predicted service levels. The 
serving base station may also negotiate (with other target base stations) the time of 
dedicated transmission opportunity for fast ranging common to all potential target 
base stations and include that time in the MOB_BSHO-REQ message. The contents 
of the MOB_BSHO-REQ are almost identical to those of the MOB_BSHO-RSP 

Figure 9.4 The mobile initiates handover.
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Figure 9.5 The base station initiates the handover.
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message (seen above). The mobile takes into account information contained in the 
MOB_BSHO-REQ message and makes a choice of a target base station. When the 
mobile is about to perform a handover, it sends a handover indication (MOB_HO-
IND) message containing the base station ID (i.e., Target_BS_ID) of the target base 
station [5]. Again, the mobile does not have to pick a target base station from one 
in the recommended list (even if the base station forces a handover by using the 
MOB_BSHO-REQ message).

Note that the serving base station may forward the mobile’s context informa-
tion to the potential target base stations for the purpose of facilitating the handover 
process.

9.3.2.2 Synchronization with Downlink of Target Base Station and Acquisition of 
Parameters

The mobile is now ready to start communicating with the target base station. This 
stage (synchronization with downlink of target base station and acquisition of pa-
rameters), the next stage (ranging), and the stage afterwards (other network entry/
reentry procedures) together are similar to the network entry process discussed ear-
lier. Under normal circumstances (assuming no handover cancellation or handover 
rejection), the mobile first synchronizes to the downlink of the target base station 
and obtains all the necessary parameters (for downlink and uplink) from the DL-
MAP, UL-MAP, DCD, and UCD messages. The mobile may not have to decode as 
many messages from the target base station if it already has some of the parameters 
from the MOB_NBR-ADV message received previously. 

9.3.2.3 Ranging 

In this stage, the mobile conducts ranging with the target base station as it normally 
would. This procedure may be facilitated if the target base station has already allo-
cated a transmission opportunity for ranging. If this is the case, then the target base 
station would allocate that opportunity to the mobile using its UL-MAP message. 

In addition, when the mobile transmits the RNG-REQ message, the mobile 
would set bit #0 of the type/length/value (TLV) parameter ranging purpose indica-
tion to 1 and include a serving BSID TLV in the RNG-REQ message. These two 
actions together let the target base station know that a handover attempt is in 
progress. 

9.3.2.4 Other Network Entry/Reentry Procedures

Theoretically, to handover to a new target base station, the mobile needs to go 
through all the procedures in the network entry process, which include synchroni-
zation to the downlink, acquisition of parameters, and ranging, as well as

 • Negotiation of basic capabilities;

 • Security procedures;

 • Registration.
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To save time and the amount of message transmissions, the system allows for 
something called handover (HO) process optimization by which one or more of 
these procedures may be omitted. Using HO process optimization, the base station 
can tell the mobile which procedure to omit by setting different bits in the HO 
process optimization TLV in the RNG-RSP message. For example, if the target base 
station already has all the basic capabilities information on the mobile, it can set 
bit #0 to 1 in the HO process optimization TLV in the RNG-RSP message. Which 
procedure(s) to omit really depends on how much information about the mobile 
the target base station already possesses (based on information received from the 
serving base station over the fixed network). In fact, there is a total of 13 bits that 
can be set to enable different combinations of HO process optimization. 

For system engineers, the presence of HO process optimization makes trouble-
shooting layer 2 during handover slightly more complicated. This is because during 
handover, some management messages may appear to be missing, when in fact they 
are not transmitted because some aspects of HO process optimization are enabled. 
Thus, before diagnosing a handover, one should examine what bit is set in the HO 
process optimization TLV. More advanced computer-aided diagnostic tools should 
help in this respect.

Network reentry ends after the last procedure (i.e., registration) is finished and 
the provisioned connections are established. 

9.3.2.5 Termination with the Serving Base Station

The mobile’s relationship with the serving base station effectively concludes at the 
end of this stage. The mobile terminates with the serving base station by marking 
the field HO_IND_type = “serving BS release” in the MOB_HO-IND message and 
sending the message to the serving base station. Upon receiving the MOB_HO-IND 
message, the serving base station waits for a message (over the fixed network) from 
the target base station letting the serving base station know that the mobile has been 
attached to the target base station. Once the (old) serving base station receives that 
message from the target base station, it not only severs both the physical (radio) 
link and the logical connections with the mobile, but also deletes the context related 
to those connections, such as timers, counters, and buffered PDUs destined for the 
mobile. 

What if the serving base station never receives the message from the target base 
station signifying that the mobile has been attached to the target base station? It 
turns out there is a timer (i.e., resource retain timer) that governs how long the con-
text information of the mobile is retained; the timer starts running right after the 
serving base station receives the MOB_HO-IND message indicating release. If the 
timer expires without the receipt of that message from the target base station, then 
the serving base station still tears down the link and the connections and deletes 
the context of the mobile.1

1. The resource retain fl ag fi eld (= 1) in the MOB_BSHO-REQ or the MOB_BSHO-RSP message tells the mobile 
that the base station will retain context information of the mobile for the duration of the resource retain timer.
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9.3.3 Macro Diversity Handover (MDHO)

MDHO is an optional handover mode in which the mobile communicates traffic 
simultaneously with more than one base station during the handover. If MDHO is 
enabled (as indicated in the REG-REQ and REG-RSP messages), then the mobile 
may carry out the MDHO process, which consists of three stages [5]:

 • MDHO decision;

 • Diversity set selection and update;

 • Anchor base station selection and update.

Before examining these three stages in more detail, we define two important 
terms: diversity set and anchor base station. In MDHO, a mobile may simultane-
ously communicate traffic with more than one base station. The group of base sta-
tions with which the mobile communicates traffic is called the diversity set. When 
the mobile is communicating with only one base station, the diversity set consists of 
only one base station. That single base station is known as the anchor base station.2 
Note that if the diversity set contains several base stations, one of them would still 
be labeled the anchor base station.

During MDHO on the downlink, the mobile performs diversity combining of 
the transmissions sent by base stations in the diversity set. Figure 9.6 illustrates 

2. In this case, it is also by definition the serving base station.
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MDHO on the downlink. As the mobile moves from base station A (BS A) to base 
station B (BS B), the mobile diversity combines transmissions from both base sta-
tion A and base station B. On the downlink, two important requirements exist 
for MDHO: (1) base stations in the diversity set synchronize their transmissions 
mobile; such synchronization helps ensure that (2) the base stations’ frames arrive 
at the mobile within the interval of cyclic prefix time (Tg) [5], so the mobile can di-
versity combine the transmissions in real time. Note that in Figure 9.6, the diversity 
set consists of both base station A and base station B, but there is only one anchor 
base station (base station A). To enable diversity combining, the base stations in the 
diversity set must send identical PDUs to the mobile.

On the uplink, an entity (a controller on the fixed network or the anchor base 
station) performs selection combining of the transmissions received by the base 
stations in the diversity set.

9.3.3.1 MDHO Decision

When a mobile’s diversity set consists of only one base station, then the mobile is 
communicating with only one base station and is not in handover. If a mobile’s 
diversity set consists of more than one base station, then the mobile is in MDHO.

In managing the diversity set, the mobile uses two thresholds of CINR: the H_
Add threshold and H_Delete threshold. If the CINR of a nearby base station goes 
above H_Add, then the mobile sends a MOB_MSHO-REQ message to request that 
the base station be added to the diversity set. If the CINR of a base station goes 
below H_Delete, then the mobile sends a MOB_MSHO-REQ message to request 
that the base station be deleted from the diversity set. These two thresholds are 
sent to the mobile through the DCD message. The impacts of adjusting H_Add and 
H_Delete thresholds are discussed later in this chapter.

Either the mobile or the base station may make the decision to commence the 
MDHO process. If the decision originates at the mobile, the mobile can transmit 
the MOB_MSHO-REQ message; if the decision originates at the base station, the 
base station can transmit the MOB_BSHO-REQ message. The exchange of mes-
sages in MDHO is similar to those shown previously in Figures 9.4 and 9.5. Again, 
if both the mobile and the base station transmit a message at the same time, then 
the rules for resolving the conflict still favor the mobile. Namely, the base station’s 
MOB_BSHO-REQ message is ignored in favor of the mobile’s MOB_MSHO-REQ 
message or MOB_HO-IND message. 

Of the base stations in the diversity set, one base station is designated as the 
anchor base station. For control information, the mobile may monitor only the 
anchor base station’s DL-MAP, UL-MAP, and FCH, which contain the necessary 
control information for the mobile to communicate traffic with all base stations in 
the diversity set. Alternatively, the mobile may monitor DL-MAP, UL-MAP, and 
FCH sent by all base stations in the diversity set.

A prerequisite for carrying out MDHO is that all the base stations in the diver-
sity set need to have the mobile’s context information (including security informa-
tion). This way, the mobile is registered with and is able to communicate traffic 
with all base stations in the diversity set.
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9.3.3.2 Diversity Set Selection and Update

If the mobile initiates the handover process, it sends a MOB_MSHO-REQ message, 
which can have a list of possible base stations to be included in its diversity set. 
(That list may include the base station whose CINR has just surpassed H_Add.) The 
mobile can generate this list of possible base stations for the diversity set based on 
its own CINR measurement, scanning, and/or association. It is important to recog-
nize that the actual update of the diversity set is not yet finalized at this point. After 
receiving the MOB_MSHO-REQ message, the anchor base station (or base stations 
in the diversity set) may modify the list and send a MOB_BSHO-RSP message, 
which may have a list of recommended base stations to be included in the diversity 
set. The base station can generate this list of recommended base stations for the 
diversity set based on expected QoS performance of different neighboring base sta-
tions and their ability to carry out the specific handover process (MDHO or FBSS).

The mobile can accept or reject the list of recommended base stations by send-
ing a MOB_HO-IND message with the MDHOFBSS_IND_type field set to “con-
firm diversity set update” or “reject diversity set update.” If the mobile rejects 
the list, the base station(s) may change the list and resend the MOB_BSHO-RSP 
message.

If the base station initiates the handover process, the anchor base station (or 
base stations in the diversity set) sends a MOB_BSHO-REQ message, which may 
have a list of recommended base stations to be included in the diversity set, but the 
actual update of the diversity set is also not yet finalized. The base station can gen-
erate this list of recommended base stations for the diversity set based on expected 
QoS performance of different neighboring base stations and their ability to carry 
out the specific handover process (MDHO or FBSS). 

The mobile can accept or reject the list of recommended base stations by send-
ing a MOB_HO-IND message with the MDHOFBSS_IND_type field set to “con-
firm diversity set update” or “reject diversity set update.” If the mobile rejects 
the list, the base station(s) may change the list and resend the MOB_BSHO-REQ 
message.

9.3.3.3 Anchor Base Station Selection and Update

In some ways, the selection and update of the anchor base station within the di-
versity set is when the “real” handover takes place. Ideally, when a mobile is near 
a base station, its diversity set consists of only that base station (i.e., anchor base 
station). As the mobile begins to leave the coverage area of the anchor base station, 
other base stations’ signals become stronger, and the mobile’s diversity set starts 
to admit these other base stations. At some point during MDHO, a new anchor 
base station is selected and updated in the diversity set. As the mobile continues to 
travel towards the new anchor base station, the signals from other base stations get 
weaker; these other base stations get deleted from the mobile’s diversity set, and 
eventually the mobile’s diversity set will again consist of only one base station (i.e., 
the new anchor base station).

The procedure for the selection and update of the anchor base station is similar 
to the selection and update of the diversity set. Based on signal measurements, the 
mobile picks a preferred anchor base station; it communicates that preference to 
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the base station by sending a MOB_MSHO-REQ message. But the actual update 
of the anchor base station has not yet occurred at this point. After receiving the 
MOB_MSHO-REQ message, the base station makes a decision on the actual an-
chor base station update and sends a MOB_BSHO-RSP message to the mobile. The 
base station makes the update decision taking into consideration signal measure-
ments reported by the mobile. The base station can also communicate its decision 
to the mobile using the MOB_BSHO-REQ message.

Upon receiving the MOB_BSHO-RSP or MOB_BSHO-REQ message, the mo-
bile can accept or reject the update of the new anchor base station. If the mobile 
accepts the update, then it sends a MOB_HO-IND message with the MDHOFBSS_
IND_type field set to “confirm anchor BS update” and updates to the new anchor 
base station at the time shown by the action time field of the MOB_HO-IND mes-
sage. If the mobile rejects the update, then it sends a MOB_HO-IND message with 
the MDHOFBSS_IND_type field set to “reject anchor base station update.” If the 
mobile rejects the update, the base station may change the anchor base station and 
resend the MOB_BSHO-RSP or MOB_BSHO-REQ message. 

In addition, there is another (faster) implementation of the selection and update 
procedure, which is summarized as follows: If the mobile has a new base station 
that it prefers to be the anchor (based on signal measurements), the mobile can im-
mediately transmit an anchor switch indicator in the periodic CINR report with the 
fast feedback channel (CQICH) and start a switching timer. Before the expiration 
of the switching timer, the anchor base station may send an Anchor_BS_Switch_IE 
(in UL-MAP) either to acknowledge the mobile’s anchor switch indicator or to 
cancel it. If the mobile receives no explicit cancellation from the base station before 
the expiration of the switching timer, then the mobile switches to the new anchor 
base station. 

9.3.4 Fast Base Station Switching (FBSS)

FBSS is another optional handover mode. In FBSS, the mobile quickly changes its 
anchor base station from one to another within the diversity set. Figure 9.7 illus-
trates FBSS on the downlink. As the mobile moves from base station A (BS A) to 
base station B (BS B), the mobile quickly switches receiving from the old anchor 
base station (BS A) to the new anchor base station (BS B). Note that in Figure 9.7, 
the diversity set consists of both base station A and base station B, although there 
is one and only one anchor base station at any given time.

FBSS is enabled or disabled by the exchange of the REG-REQ and REG-RSP 
messages; similar to MDHO, the FBSS process also consists of three stages [5]:  

 • FBSS decision;

 • Diversity set selection and update;

 • Anchor base station selection and update.

In FBSS, the concept of the anchor base station is the same as that in MDHO, 
but the concept of the diversity set is a bit different. Whereas in MDHO the diver-
sity set is the group of base stations with which the mobile communicates traffic, 
in FBSS the diversity set is the group of base stations to one of which the mobile is 
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ready to switch. In other words, in FBSS a mobile only communicates traffic with 
the anchor base station, but the mobile still maintains a (diversity) set of base sta-
tions; the mobile can quickly switch anchors to one of these base stations without 
having to go through the entire HHO process.

The three stages of FBSS listed above are similar to those in MDHO, so we 
briefly highlight the parts that are important to FBSS. First, regarding the diversity 
set in FBSS, the anchor base station is the one with which the mobile communicates 
traffic and management messages.

Second, in FBSS, the mobile again uses two thresholds: the H_Add threshold 
and H_Delete threshold to manage the diversity set. These two thresholds are sent 
to the mobile through the DCD message. If the CINR of a nearby base station goes 
above H_Add, then the mobile sends a MOB_MSHO-REQ message to request that 
the base station be added to the diversity set. If the CINR of a base station goes be-
low H_Delete, then the mobile sends a MOB_MSHO-REQ message to request that 
the base station be deleted from the diversity set. After receiving the MOB_MSHO-
REQ message, the anchor base station uses the MOB_BSHO-RSP message to send 
the updated diversity set to the mobile.

Third, a prerequisite for carrying out FBSS is again that all the base stations in 
the diversity set need to have the mobile’s context information (including security 
information). This way, the mobile is registered with all base stations in the diver-
sity set and can quickly execute switching from one anchor base station to another.
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Figure 9.7 FBSS on the downlink. 
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9.3.5 System Design Issue: H_Add and H_Delete

The effects of relative levels of H_Add and H_Delete thresholds are analyzed in 
more detail in this section. For the sake of brevity, the exchange of handover mes-
sages leading to the confirmation of the diversity set update is not emphasized 
here. Instead we highlight the effects of adjusting H_Add and H_Delete, and it is 
assumed that the diversity set is updated relatively quickly once a relevant threshold 
is crossed. 

Figure 9.8 shows three scenarios where H_Add is fixed at a relatively low 
CINR level and H_Delete is changed from high (top graph) to low (bottom graph). 
In these scenarios, the mobile moves from the surrounding area of base station 
A toward the surrounding area of base station B. Thus, the CINR from base sta-
tion A (CINRA) gradually decreases while the CINR from base station B (CINRB) 
gradually increases. As one can see, as H_Delete is set at lower and lower levels; 
the distance over which the diversity set has both base stations (i.e., {AB}) increases. 

However, it is usually not desirable to set H_Add at such a low level because a 
low H_Add can easily admit (into the diversity set) base stations whose CINRs are 
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Figure 9.8 Fixing H_Add while changing H_Delete. { } denotes the diversity set.
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low and unusable. As such, Figure 9.9 shows those scenarios where H_Delete is 
fixed at a relatively low CINR level and H_Add varies from high (top graph) to low 
(bottom graph). (H_Delete is usually set at a level that is the minimum required 
received CINR at the mobile plus some implementation margin.) As H_Add is set 
lower, the distance over which the diversity set has two base stations increases. 

In system design, a fundamental tradeoff concerning handover exists between 
two goals:

 • To increase reliability, one can enlarge the area (between neighboring base 
stations) where the diversity set has two or more base stations. But a large 
area means a mobile will spend more time in that area and occupy those base 
stations’ resources longer.

 • To free up resources provided by neighboring base stations, one can reduce 
the area in which the diversity set has two or more base stations. But a smaller 
such area means that the probability of a drop is higher.
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The scenarios shown in Figure 9.8 and 9.9 illustrate that a system designer can 
adjust the relative levels of H_Add and H_Delete to obtain a desirable area where 
the diversity set has two (or more) base stations. Figure 9.10 shows two sample 
settings of H_Add and H_Delete, which position such area (of a suitable size) at 
approximately halfway between base station A and base station B. 

Of course, one can also enlarge or reduce the area (over which the diversity set 
has two or more base stations) by adjusting the transmit powers at the neighboring 
base stations.

9.3.6 Concluding Remarks

System designers are well aware of the fact that while transitioning between cells/
sectors, the mobile is vulnerable to drops. During handover, the mobile can indicate 
a drop (1) by its inability to detect and demodulate the downlink and (2) by exceed-
ing the retry limit on RNG-REQ for periodic ranging; during handover, the base 
station can indicate a drop by exceeding the retry limit on inviting ranging requests 
for periodic ranging [5]. 

In first generation (1G) and early second generation (2G) systems, handover 
decisions were made by the base station. A controller (on the fixed network) ex-
amines a mobile’s received signal strengths at different base stations; using only 
those pieces of uplink information, the base station makes the handover decision. 
In later 2G and 3G systems, the mobile started to participate more in the handover 
decision, for example in mobile-assisted handover (MAHO). More commonly, the 
mobile reports scanning results of its neighboring base stations to the serving base 
station, and the base station makes use of these pieces of downlink information, 
but the ultimate handover decision still predominantly lies with the base station.
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from BS A{ }AB{ }A { }B

CINRA CINRB
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H_Add

Distance
from BS A{ }AB{ }A { }B
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Figure 9.10 Two sample settings of H_Add and H_Delete. { } denotes the diversity set.
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In IEEE 802.16e, the standard explicitly states that either the mobile or the 
base station may make the handover decision. Indeed, the trend with fourth gen-
eration (4G) systems is to have the mobile scan neighboring base stations, make the 
handover decision itself, and inform the base station of its decision. This is possible 
because the mobile now has more computational power than before and is capable 
of processing the relevant parameters and making the decision in real time.

9.4 Mobility Management: Network Handover

The procedures described in Section 9.3 enable link-level handover, which allows a 
mobile to transition its radio link from base station to base station. It is the mobility 
management function in layer 2 (MAC layer) that handles the base station-to-base 
station handover, which occurs regardless of any changes in foreign agent (in mo-
bile IP) or IP subnet/prefix. 

If there is a change in foreign agent or IP subnet/prefix (e.g., if the mobile 
travels to a different network), then network-level handover procedures are needed 
to transition a mobile from one network to another network. In this case, some 
process in layer 3 would handle network-to-network handover, and such a process 
is typically based on client or proxy mobile IP for IPv4 or mobile IP for IPv6 [1]. 

In mobile IP for IPv4 [6, 7], when the mobile travels from the home network 
to a foreign network, a packet destined for the mobile would travel to the mobile’s 
home network and be intercepted by the home network’s home agent. Then the 
home agent forwards the packet to the foreign network’s foreign agent, which 
forwards the packet to the mobile (currently attached to the foreign network). To 
forward the packet to the traveling mobile, the home agent must know the mobile’s 
current temporary IP address (i.e., care-of address) on the foreign network [8]. 
This arrangement may results in longer routes and increased delays. In mobile IP 
for IPv6 [9], routing is improved in that a packet destined for the mobile can go 
directly to the foreign agent in the foreign network [10].
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C H A P T E R  1 0

Quality of Service (QoS)

10.1 Introduction

Supporting QoS in broadband wireless systems is more challenging than in wired 
systems because the radio link can change as a function of time (time-selectivity), 
frequency (frequency-selectivity), and space (multiuser). To address these issues in 
broadband wireless systems, the MAC layer generally manages QoS directly [1]. 
This is because of MAC’s proximity to the physical layer and its ability to quickly 
respond to changes on the radio link. Thus, a key function of the MAC layer is QoS. 
QoS provides a means for the effective allotment of limited bandwidth resources; 
through QoS, the system may provide users with different levels of service. The 
system can use QoS to deliver a rich set of services, each with its own requirements 
of data rate, priority, delay, and jitter. [2]

10.2 Defi nitions and Fundamental Concepts

10.2.1 Service Flows and QoS Parameters

Before going into details on the QoS capabilities of IEEE 802.16-based systems, we 
need to define some key terminologies. In particular, the concept of service flow is 
central to QoS. This is because QoS capabilities essentially map packets (entering 
the MAC layer) to their respective service flows. Formally, a service flow is a service 
provided by MAC that transports packets with a particular QoS in one direction 
only (uplink or downlink). Given this description, definitions of other terms follow:

 • A service flow ID (SFID) is a unique 32-bit identifier assigned to a service 
flow.

 • A QoS parameter set is a group of QoS parameters, such as traffic rate and 
latency, that characterizes a service flow.

The QoS parameter set can be examined in the context of three relevant types 
of service flows: active service flow, admitted service flow, and provisioned service 
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flow. An active service flow is one that is currently receiving resources from the 
base station for transporting packets. As such, the QoS parameter set that charac-
terizes an active service flow is not null and is called the active QoS parameter set 
(i.e., ActiveQoSParamSet), and the base station has assigned resources for the pa-
rameters in the active QoS parameter set. An active service flow has both an SFID 
and an active CID assigned.

An admitted service flow is one that has requested (but not received) resources 
from the base station for transporting packets. It nevertheless has a CID assigned. 
The QoS parameter set that characterizes an admitted service flow is not null and is 
called the admitted QoS parameter set (i.e., AdmittedQoSParamSet); here the base 
station has reserved resources for the parameters in the admitted QoS parameter 
set. As such, an admitted service flow’s active QoS parameter set is null, but an 
admitted service flow has both an SFID and a CID assigned.

A provisioned service flow is one that has an SFID assigned but has deferred 
admission and activation of resources by the base station. The QoS parameter set 
that characterizes a provisioned service flow is not null and is called the provi-
sioned QoS parameter set (i.e., ProvisionedQoSParamSet); here, the parameters in 
the provisioned QoS parameter set may come from an external server and be based 
on those specified by a mobile’s tiered subscription plan. A provisioned service 
flow’s admitted QoS parameter set and active QoS parameter set are both null. It 
has an SFID but no CID.

The relationship among the three sets of QoS parameters (i.e., active QoS pa-
rameter set, admitted QoS parameter set, and provisioned QoS parameter set) can 
be examined through a Venn diagram, shown in Figure 10.1.1 Figure 10.1 shows 
that the active QoS parameter set is a subset of the admitted QoS parameter set, 
and the admitted QoS parameter set is a subset of provisioned QoS parameter set. 
When one parameter set is a subset of another, it means that the parameters in the 
first set always require fewer or the same resources than as those in the second set. 
For example, the maximum sustained traffic rate in an active QoS parameter set is 
always less than or equal to that in the admitted QoS parameter set (of the same 
service flow, of course).

As we will see in the object relationship model later, a QoS parameter set is re-
ally an attribute of a service flow. The actual values of the QoS parameters (in the 
QoS parameter set) then govern the QoS behavior of a transport connection that is 
associated with the service flow. 

10.2.2 Connections

The connection is another important concept. More specifically:

 • A connection is a logical link between MAC peers in the base station and the 
mobile in one direction only (uplink or downlink). A connection that carries 
user traffic is called a transport connection; a connection that carries signal-
ing is called a management connection.

1. For the provisioned authorization model.
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 • A connection ID (CID) is a unique 16-bit identifier assigned to a single trans-
port connection (uplink or downlink). A CID can also identify a pair of 
management connections (uplink and downlink) for a mobile.

A transport connection is related to exactly one service flow, while a service 
flow is related to zero or one transport connection depending on the type of service 
flow. Thus, the set of QoS parameters that characterizes a service flow defines the 
transmission order and scheduling of that connection over the air interface. Be-
cause the air interface is typically the bottleneck, this connection-oriented QoS at 
layer 2 can enable end-to-end QoS [4].

10.3 Object Relationship Model

Having described the fundamental concepts above, we can now examine the rela-
tionships among these concepts. The object relationship model [5] uses diagrams to 
formally document objects (i.e., object classes), their attributes, and relationships 
among them [6]. Given that there are many different concepts in use, it would be 
helpful to have a diagram that depicts the relationships among them. Figure 10.2 
shows the object relationship model.

Note the additional concepts depicted in the model [3]:

 • A service class is an extra object used to represent a set of QoS parameters 
and their values. It is identified by the attribute (i.e., an ASCII string) “service 
class name.”

ActiveQoSParamSet

AdmittedQoSParamSet

ProvisionedQoSParamSet

Figure 10.1 Relationships among different QoS parameter sets. (After: [3].)
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 • A packet classifier rule maps a packet to its service flow; a packet classifier 
rule also maps a packet to its PHS rule, if one exists. It is identified by the 
attribute “packet classifier rule index” that is 16-bit long.

 • A PHS rule provides PHS-related parameters (e.g., PHSF, PHSM, and PHSI) 
and thus defines a suppressed header in a service flow. It is identified by the 
attribute “PHSI” (i.e., PHS index) that is 8-bits long. Each PHS rule is related 
to exactly one packet classifier rule and to exactly one service flow.

In the object relationship model, each rectangle represents an object. The name 
of the object is written near the top of the rectangle and is capitalized. The attri-
butes are written below the name, and an attribute that identifies the object is un-
derlined. The relationships are shown as lines connecting the objects, and the num-
bers (m,n) next to a line show, respectively, the minimum cardinality and maximum 
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Figure 10.2 Object relationship model. (After: [3].)
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cardinality of each object in the relationship. For reference, the relationships in the 
model are enumerated here:

 • Each transport connection is related to exactly one service flow, while each 
service flow is related to zero or one transport connection.

 • Each MAC PDU is related to exactly one service flow, while each service flow 
is related to zero or more MAC PDUs.

 • Each service class is related to zero or more service flows, while each service 
flow is related to zero or one service class.

 • Each packet classifier rule is related to exactly one service flow, while each 
service flow is related to zero or more packet classifier rules.

 • Each PHS rule is related to exactly one service flow, while each service flow 
is related to zero or more PHS rules (because PHS is optional).

 • Each PHS rule is related to exactly one packet classifier rule, while each 
packet classifier rule is related to zero or one PHS rule.

When a service flow is said to be provisioned, it means that an instance of 
the service flow object (or simply, a service flow) is created. When an instance of 
the service flow object is created, that instance is assigned an SFID, and its Provi-
sionedQoSParamSet attribute is populated with provisioned QoS parameters. Al-
ternatively, the service flow can be related to a service class that would contain a 
QoS parameter set associated with the service flow.

10.4 Service Flow Transactions

10.4.1 Creating a Service Flow

If the base station initiates the creation of a service flow, the base station would 
first check if the service flow can be supported. If it can be, then the base station 
creates the service flow and the SFID. (It is the base station, not the mobile, that can 
generate an SFID.) The base station transmits a DSA-REQ message. This message 
would contain:

 • An SFID for an uplink service flow or an SFID for a downlink service flow;

 • AdmittedQoSParamSet or ActiveQoSParamSet.

The mobile accepts or rejects the request and responds with a DSA-RSP mes-
sage. (For example, the mobile may reject because it cannot support a stated QoS 
parameter.) Afterwards, the base station acknowledges the receipt of the DSA-RSP 
message by sending a dynamic service addition acknowledgment (DSA-ACK) mes-
sage. Figure 10.3 shows the exchange of messages.

Optionally, the mobile may initiate the creation of a service flow. If the mobile 
initiates, then the mobile transmits a DSA-REQ message. This message would con-
tain: AdmittedQoSParamSet or ActiveQoSParamSet.

Note that, when the mobile initiates, the DSA-REQ message may not con-
tain an SFID. This is because the base station may not have yet provisioned the 
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requested service flow. Upon receiving the DSA-REQ message, the base station 
first authenticates the DSA-REQ message. If authentication is successful, then the 
base station sends a DSx Received (DSX-RVD) message to tell the mobile that it 
received the DSA-REQ message. The base station then checks if the service flow 
can be supported. If the base station accepts, it adds the service flow and creates 
the SFID. Then the base station sends a DSA-RSP message showing that it accepts 
(or rejects) the request. The last message of the exchange (shown in Figure 10.4) is 
the DSA-ACK message sent by the mobile acknowledging the receipt of the DSA-
RSP message.

One important point: The exchange of messages shown in Figure 10.3 or Fig-
ure 10.4 involves only one single uplink service flow or one single downlink service 
flow. This is because the DSA-REQ message contains only one SFID.

10.4.2 Changing a Service Flow

The exchange of dynamic service change request (DSC-REQ) and dynamic service 
change response (DSC-RSP) messages is used to change a service flow. In essence, 
changing a service flow means updating the relevant QoS parameter sets. 

Mobile

DSA-ACK

DSA-REQ

Base
station

DSX-RVD

DSA-RSP

Figure 10.4 The exchange of messages when the mobile initiates the creation.

Mobile

DSA-ACK

DSA-RSP

DSA-REQ

Base
station

Figure 10.3 The exchange of messages when the base station initiates the creation.
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If the base station initiates the change, the base station transmits a DSC-REQ 
message. After receiving the DSC-REQ message, the mobile would check if the 
change to the service flow can be made. If it can be, the mobile changes the ser-
vice flow; the mobile responds with a DSC-RSP message indicating that it accepts 
(or rejects). Upon receiving the DSC-RSP message, the base station changes the 
service flow at its end and sends a dynamic service change acknowledgment (DSC-
ACK) message to acknowledge the DSC-RSP message. The exchange of messages 
is shown in Figure 10.5.

Optionally, the mobile may initiate the change of a service flow. The exchange 
of messages in this case is shown in Figure 10.6. If the mobile initiates the change, 
the mobile sends a DSC-REQ message. Upon receiving the DSC-REQ message, 
the base station first responds with a DSX-RVD message after authenticating the 
DSC-REQ message. The base station checks if the requested change to the service 
flow can be made. If it can be, the base station changes the service flow and sends 
a DSC-RSP message indicating that it accepts (or reject) the request. After receiv-
ing the DSC-RSP message, the mobile changes the service flow at its end and sends 
back a DSC-ACK to acknowledge.
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DSC-ACK

DSC-RSP

DSC-REQ

Base
station

Figure 10.5 The exchange of messages when the base station initiates the change.
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Figure 10.6 The exchange of messages when the mobile initiates the change.
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In changing a service flow, eight scenarios are possible and are coded by the 
three functioning bits in the QoS parameter set type parameter, which is a param-
eter communicated by the message. Figure 10.7 shows the meaning of the bits in 
this parameter. Bit 0, when set (to 1), applies to the ProvisionedQoSParamSet; bit 
1, when set, applies to the AdmittedQoSParamSet, and bit 2, when set, applies to 
the ActiveQoSParamSet. Table 10.1 separately shows the eight scenarios.

For reference, each of the eight scenarios is examined in more detail here:

 • QoS parameter set type = “000”: Not applying parameters to any set. At the 
same time, both the AdmittedQoSParamSet and the ActiveQoSParamSet are 
set to null. As a result, the service flow is both deadmitted and deactivated. 
In this case, the message contains neither the AdmittedQoSParamSet nor the 
ActiveQoSParamSet.

 • QoS parameter set type = “001”: Applying parameters to the ProvisionedQo-
SParamSet only.

 • QoS parameter set type = “010”: Applying parameters to the Admit-
tedQoSParamSet. This means that the system needs to perform admission 
control before applying the parameters. As a result, the service flow is de-

Table 10.1 Different Updates as Shown by QoS Parameter Set Type

Value Meaning

000 Does not apply parameter to any set.

001 Apply parameters to ProvisionedQoSParamSet only.

010 Apply parameters to AdmittedQoSParamSet only.

100 Apply parameters to ActiveQoSParamSet only.

110 Apply parameters to both AdmittedQoSParamSet and ActiveQoSParamSet.

011 Apply parameters to both ProvisionedQoSParamSet and AdmittedQoSParamSet.

111 Apply parameters to ProvisionedQoSParamSet, AdmittedQoSParamSet, and 
ActiveQoSParamSet.

101 Apply parameters to ProvisionedQoSParamSet and ActiveQoSParamSet.

b7 b6 b5 b4 b3 b2 b1 b0

Reserved Applies to
AdmittedQoSParamSet

Applies to
ProvisionedQoSParamSet

Applies to
ActiveQoSParamSet

Figure 10.7 The QoS parameter set type parameter.
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activated but remains admitted. In this case, the message contains only the 
AdmittedQoSParamSet, and the ActiveQoSParamSet is set to null.

 • QoS parameter set type = “100”: Applying parameters to the ActiveQoS-
ParamSet. The system checks the ActiveQoSParamSet to see if it is a subset of 
AdmittedQoSParamSet or maybe even performs admission control if needed. 
If the check passes, then the service flow is activated. In this case, the message 
contains only the ActiveQoSParamSet.

 • QoS parameter set type = “110”: Applying parameters to both the Admit-
tedQoSParamSet and the ActiveQoSParamSet. This means that the system 
first performs admission control to check the AdmittedQoSParamSet. If 
the admission control checks out, the system then checks the ActiveQoS-
ParamSet (to see if it is a subset of the AdmittedQoSParamSet). If the check 
passes, then both the AdmittedQoSParamSet and the ActiveQoSParamSet 
are applied. As a result, the service flow is activated (and by definition admit-
ted). In this case, the message contains both the AdmittedQoSParamSet and 
the ActiveQoSParamSet. If either check fails, then both the old AdmittedQo-
SParamSet and the old ActiveQoSParamSet stand.

 • QoS parameter set type = “011”: Applying parameters to both the Provi-
sionedQoSParamSet and the AdmittedQoSParamSet. Thus, the system needs 
to perform admission control. If the check passes, the service flow is admit-
ted. In this case, the message contains both the ProvisionedQoSParamSet and 
the AdmittedQoSParamSet.

 • QoS parameter set type = “111”: Applying parameters to the ProvisionedQo-
SParamSet, the AdmittedQoSParamSet, and the ActivatedQoSParamSet. 
Thus, the system performs admission control and checks the ActiveQoS-
ParamSet. If the checks pass, the service flow is activated. In this case, the 
message contains the ProvisionedQoSParamSet, the AdmittedQoSParamSet, 
and the ActiveQoSParamSet.

 • QoS parameter set type = “101”: Applying parameters to the ProvisionedQo-
SParamSet and the ActiveQoSParamSet. The system here performs admission 
control and checks the ActiveQoSParamSet. If the checks pass, the service 
flow is activated. In this case, the message contains both the ProvisionedQo-
SParamSet and the ActiveQoSParamSet.

Similarly, the exchange of messages in Figure 10.5 (or Figure 10.6) involves 
only one single service flow. This is because the DSC-REQ message contains only 
one SFID.

10.4.3 Deleting a Service Flow

The exchange of dynamic service deletion request (DSD-REQ) and dynamic service 
deletion response (DSD-RSP) messages is used to delete a service flow. Upon dele-
tion of a service flow, the system releases all resources dedicated to that service flow 
[3]. 

If the base station initiates the deletion, the base station first deletes the ser-
vice flow and then transmits a DSD-REQ message. After receiving the DSD-REQ 
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message, the mobile deletes the service flow at its end and responds with a DSD-
RSP message. There is no formal acknowledgment message to send. The exchange 
of messages is shown in Figure 10.8.

If the mobile initiates the deletion, the mobile first deletes the service flow and 
then sends a DSD-REQ message. After receiving the DSD-REQ message, the base 
station also deletes the service flow at its end and responds with a DSC-RSP mes-
sage. Again there is no formal acknowledgment message. See Figure 10.9 for the 
exchange of messages in this case.

Because each DSD-REQ (and the corresponding DSD-RSP) message can only 
carry one SFID, a single exchange of these messages can only delete one single 
service flow. Note that either the base station or the mobile can just go ahead and 
delete the service flow first before sending the DSD-REQ message. No confirma-
tion from the counterparty is required before deleting the service flow. This specifi-
cation is adopted to quickly free up resources for other users in the system.

10.5 QoS Parameters

In this section, we examine some actual, salient QoS parameters used to provide 
scheduling services. To start, the following are the bit rate–related parameters:

 • Maximum sustained traffic rate (bits per second) is the peak information rate 
of the service flow [3]. This parameter is concerned with just the SDUs enter-
ing the MAC layer (i.e., entering the convergence sublayer).

 • Minimum reserved traffic rate (bits per second) is the minimum information 
rate promised to the service flow [3]. In other words, this parameter is the 
bandwidth reserved for the service flow, but the system only sticks to this 
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DSD-RSP

Base
station

DSD-REQ

Figure 10.8 The exchange of messages when the base station initiates the deletion.
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Figure 10.9 The exchange of messages when the mobile initiates the deletion.
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minimum information rate when the service flow has enough traffic to send. 
Again, this parameter pertains to the SDUs entering the MAC layer.

The following are delay-related parameters [3]: 

 • Maximum latency (in milliseconds) is the maximum time elapsed or delay 
between when an SDU enters the MAC layer and when the SDU enters the 
air interface.

 • Tolerated jitter (in milliseconds) is the maximum variation in delay.

The following are policy-related parameters:

 • Traffic priority (from 0 to 7 with 7 having the highest priority) is the prior-
ity given to a service flow [3]. If two services have identical QoS parameters, 
preference is given to the service flow that has the higher priority. In practice, 
the higher-priority service flow is given a lower delay and a higher buffering 
preference [7]. Also, the base station uses this parameter to prioritize the 
request and grant of service flows (on the uplink).

 • Request/transmission policy is a parameter that specifies certain policy-re-
lated attributes for a service flow [3]. This parameter includes 8 functioning 
bits, each of which specifies one attribute. Figure 10.10 depicts these bits and 
the associated attributes, and it is instructive to take a look at these policy-
related attributes [3]: 

• Bit 0, when set (to 1), specifies that the service flow not use broadcast 
bandwidth request opportunities on the uplink. 

• Bit 1, when set, specifies that that the service flow not use multicast band-
width request opportunities on the uplink. 

b7 b6 b5 b4 b3 b2 b1 b0

Reserved

Yes/no CRC

Yes/no packing

Yes/no PHS

Yes/no fragment data

Yes/no piggyback bandwidth request with data on uplink

Yes/no multicast bandwidth request opportunities on uplink

Yes/no broadcast bandwidth request opportunities on uplink

Figure 10.10 The request/transmission policy parameter.
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• Bit 2, when set, specifies that the service flow not piggyback bandwidth 
requests with data on the uplink. 

• Bit 3, when set, specifies that the service flow not fragment data. 
• Bit 4, when set, specifies that the service flow not utilize PHS. 
• Bit 5, when set, specifies that the service flow not utilize packing. 
• Bit 6, when set, specifies that the service flow not append CRC to the 

MAC PDU.

 • Unsolicited grant interval (in milliseconds) is the desired time interval be-
tween consecutive bandwidth grant opportunities for the uplink service flow 
[3]. In reality, the actual time interval may be lengthened by the tolerated 
jitter.

 • Unsolicited polling interval (in milliseconds) is the largest desired time inter-
val between consecutive polling grant opportunities for the service flow [3].

10.6 Scheduling Services

Similar to the different QoS services provided by the asynchronous transfer mode 
(ATM)2 at layer 2, IEEE 802.16-based systems at layer 2 can also provide different 
services, called scheduling services, with different QoS. The IEEE 802.16e standard 
explicitly calls out five uplink scheduling services enabled by different QoS param-
eters. These scheduling services are (in the order of generally decreasing demands 
on resources): unsolicited grant service (UGS), real-time polling service (rtPS), ex-
tended real-time polling service (ertPS), nonreal-time polling service (nrtPS), and 
best effort (BE). Table 10.2 gives a high-level summary of these scheduling services. 
A set of QoS parameters characterizes each of these scheduling services, and the 
set of QoS parameters (for a scheduling service) describes the guarantees required 
by the applications for which the corresponding scheduling service is designed [1].

Incidentally, the service-specific convergence sublayer (CS) depends on these 
scheduling services to operate. When the classifier in the CS classifies the packets, 
it selects the connection based on the type of QoS requirements associated with a 
scheduling service [8] (see Figure 7.2).

10.6.1 Unsolicited Grant Service (UGS)

The UGS supports uplink service flows that are real-time in nature and carry fixed-
size SDUs. In essence, the UGS is used to emulate a circuit-like service. The UGS is 

2. Also called ATM service categories.

Table 10.2 Summary of Uplink Scheduling Services

 Real Time Nonreal Time

Fixed-size packets  UGS (e.g., VoIP/no silence suppression) BE

Variable-size packets  rtPS (e.g., MPEG)
 ertPS (e.g., VoIP/silence suppression)

nrtPS (e.g., FTP)
BE (e.g., e-mail)
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called unsolicited grant because the base station periodically provides the mobile 
with data grant burst type IEs (which give the mobile an opportunity to transmit 
uplink PDUs). So the advantage is that the mobile does not have to expend over-
head to request bandwidths itself and thus latency can be reduced. However, the 
disadvantage of the UGS is that the periodic grant for fixed-size SDUs is not effi-
cient because there may be idle periods (e.g., conversational silence) in traffic from a 
higher-layer application. As such, the UGS is ideal for transporting T1 or E1 traffic 
and even VoIP with no silence suppression [3]. 

Obviously, the service flow’s QoS parameter minimum reserved traffic rate 
determines: (1) how often the data grant burst type IEs are provided to the mo-
bile, and (2) how large the bandwidth grants are. Because the UGS is emulating a 
circuit-like service, its minimum reserved traffic rate is the same as its maximum 
sustained traffic rate. In addition, because the base station is already providing 
data grant burst type IEs at periodic intervals, the QoS parameter request/transmis-
sion policy is set so that the mobile cannot send any contention-based bandwidth 
requests. This means that bit 0 and bit 1 of the request/transmission policy are set 
(i.e., the mobile cannot use broadcast or multicast bandwidth request opportunities 
on the uplink).

10.6.2 Real-Time Polling Service (rtPS)

The rtPS supports uplink service flows that are real-time in nature and carry vari-
able-size SDUs. As such, the rtPS is ideal for transporting compressed video such 
as MPEG variable bit rate traffic [9]. The rtPS is called real-time polling because 
the base station periodically polls the mobile for the mobile’s desired bandwidth 
grant, and the mobile can periodically communicate its bandwidth request (in a 
unicast fashion) to the base station. For real-time traffic, the advantage of the rtPS 
is that the periodic grant for variable-size SDUs can more efficiently respond to the 
needs of a higher-layer application while satisfying any real-time requirement, and 
rtPS supports variable grant sizes. The disadvantage is that the mobile does have to 
respond to the base station’s polling and hence expend overhead to request band-
widths (through unicast polling). Also, rtPS has more latency than UGS.

The service flow’s traffic rates determine how often the mobile is polled and 
how large the bandwidth grants are. Also, the maximum latency sets the upper 
bound on the waiting time experienced by a packet in the MAC layer [1]. In addi-
tion, because the base station is using unicast polling at periodic intervals, the QoS 
parameter request/transmission policy is set so that the mobile cannot send any 
contention-based bandwidth requests. This means that bit 0 and bit 1 of the re-
quest/transmission policy are set (i.e., the mobile cannot use broadcast or multicast 
bandwidth request opportunities on the uplink).

10.6.3 Extended Real-Time Polling Service (ertPS)

The ertPS also supports uplink service flows that are real-time in nature and carry 
variable-size SDUs, but it is slightly different from the rtPS. The ertPS is called ex-
tended real-time polling because it has a service level that is higher than rtPS but 
lower than UGS. The ertPS is really a balance between the UGS and rtPS and is 
characterized by the following:
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 • The base station periodically provides the mobile with bandwidth grants in 
an unsolicited manner (similar to the UGS) [8].

 • The bandwidth grants are for variable-size SDUs (similar to rtPS).

In addition to receiving periodic grants from the base station, the mobile itself 
may also send bandwidth requests. In case the base station cannot provide unicast 
polling, the mobile here is allowed to send contention-based bandwidth requests. 
Moreover, the mobile may also request changes in the size of the uplink allocations.

The advantage of the ertPS is that it directly addresses the disadvantage of the 
UGS in the context of modern IP-based traffic. Recall that in the UGS, the periodic 
grant for fixed-size SDUs is not efficient because there may be idle periods in traf-
fic from a higher-layer application. The ertPS’s use of variable-size SDUs directly 
addresses this issue. As such, the ertPS’s slightly lower QoS (as compared to UGS) 
enables the ertPS to transport real-time traffic that does not require a circuit-like 
emulation (e.g., VoIP traffic with silence suppression) [3].

Similarly, the service flow’s traffic rates determine how often the bandwidth 
grants are given to the mobile and how large the bandwidth grants are. Because 
the mobile can send contention-based bandwidth requests, bit 0 and bit 1 of the re-
quest/transmission policy are not set (i.e., the mobile can use broadcast or multicast 
bandwidth request opportunities on the uplink).

10.6.4 Nonreal-Time Polling Service (nrtPS)

The nrtPS supports uplink service flows that are tolerant to delays and carry vari-
able-size SDUs. The nrtPS is a nonreal-time service that requires a minimum re-
served traffic rate. As such, the nrtPS is ideal for transporting delay-insensitive 
traffic like file transfer protocol (FTP) [3]. The nrtPS is called nonreal-time polling 
because the base station is committed to polling the mobile regularly (in a unicast 
fashion), but it does so at longer intervals. In addition, the mobile may also send 
contention-based bandwidth requests. For nonreal-time traffic, the advantage of 
the nrtPS is that the base station is committed to some level of regular unicast poll-
ing, while the mobile also has the flexibility of sending contention-based bandwidth 
requests.

The service flow’s traffic rates determine how often the mobile is polled and 
how large the bandwidth grants are. Also, because the mobile is allowed to send 
contention-based bandwidth requests (in addition to unicast polling), the QoS pa-
rameter request/transmission policy is set so that the mobile can send contention-
based bandwidth requests. This means that bit 0 and bit 1 of the request/transmis-
sion policy are not set.

10.6.5 Best Effort (BE)

The BE supports uplink service flows that are very tolerant to delays. It differs from 
the nrtPS in that the BE has a lower QoS. As such, the BE can be used to transport 
delay-insensitive, noncritical, background traffic. E-mail traffic can make use of 
the BE as well [9]. Nominally, the BE traffic is transported when there is band-
width available. With the BE, the mobile may use both contention-based bandwidth 
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requests and unicast polling [3]. For nonreal-time traffic, the advantage of the BE is 
that it is highly efficient, consuming bandwidth when available while satisfying the 
low-QoS requirements. Admittedly, the BE may provide a low traffic rate.

The service flow’s QoS parameter maximum sustained traffic rate determines 
how often the mobile is polled and how large the bandwidth grants are. By defi-
nition, the BE has no minimum service level. (That is why there is no mandatory 
minimum reserved traffic rate.) Also, because the mobile is allowed to send conten-
tion-based bandwidth requests (in addition to unicast polling), the QoS parameter 
request/transmission policy is set so that the mobile can send contention-based 
bandwidth requests (i.e., bit 0 and bit 1 of request/transmission policy are not set).

10.6.6 Remarks

Table 10.3 shows the five scheduling services and the QoS parameters that are im-
portant to each scheduling service. In terms of traffic rates, all scheduling services 
obviously have a specified maximum traffic rate (i.e., maximum sustained traffic 
rate) that they cannot exceed. For all scheduling services except the BE, a minimum 
traffic rate (i.e., minimum reserved traffic rate) is also specified to guarantee some 
minimum service level. The BE, by definition, does not have a minimum traffic rate.

In terms of delay, all three real-time scheduling services (i.e., UGS, ertPS, and 
rtPS) specify a maximum latency to satisfy the real-time requirement. Because the 

Table 10.3 Different Uplink Scheduling Services and Their Salient QoS Parameters

 Unsolicited
 Grant 
 Service (UGS)

Real-Time
Polling
Service (rtPS)

Extended
Real-Time
Polling
Service (ertPS)

Nonreal-
Time
Polling
Service (nrtPS)

Best
Effort (BE)

Maximum
sustained
traffic rate  √ √ √ √ √

Minimum
reserved
traffic rate  √ √ √ √  —

Maximum
latency  √ √ √  —  —

Tolerated
jitter  √  —  —  —  —

Request/
transmission
policy  √ √ √ √ √

Traffic
priority  —  —  — √  —

Unsolicited
grant interval
(for UL)  √  —  —  —  —

Unsolicited
polling
interval
(for UL)   — √  —  —  —
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UGS is emulating a circuit-like service, the UGS has a mandatory jitter (i.e., toler-
ated jitter) requirement.

In terms of policy, a request/transmission policy is needed for all scheduling ser-
vices. For the nrtPS (a nonreal-time scheduling service), a traffic priority is needed 
in case there are competing nonreal-time service flows vying for resources. In addi-
tion, the unsolicited grant interval is specified for the UGS because a key feature of 
the UGS is how often a data grant is given. Likewise, the unsolicited polling inter-
val is specified for the rtPS because unicast polling is a key feature defining the rtPS.
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C H A P T E R  11

Security Fundamentals 

11.1 Introduction

Before examining the functions performed by the security sublayer (in IEEE 802.16), 
we need to consider first the essentials of information security. This chapter looks 
at those aspects of security important to understanding the functions of the security 
sublayer. As such, those readers who are familiar with the fundamentals may wish 
to proceed directly to the next chapter.

In information security, the system seeks to meet three fundamental objectives 
[1, 2]:

 • Confidentiality: “Preserving authorized restrictions on information access 
and disclosure, including means for protecting personal privacy and propri-
etary information…A loss of confidentiality is the unauthorized disclosure of 
information” [2]. In the context of security functions performed by a layer 2 
protocol (such as the security sublayer in IEEE 802.16-based systems), con-
fidentiality means ensuring that data remain private and are only disclosed 
to an authorized entity.

 • Integrity: “Guarding against improper information modification or destruc-
tion, and includes ensuring information non-repudiation and authenticity…A 
loss of integrity is the unauthorized modification or destruction of informa-
tion” [2]. In terms of security functions of layer 2, integrity means ensuring 
that data are not modified by an unauthorized entity, as well as ensuring 
non-repudiation and authenticity.

 • Availability: “Ensuring timely and reliable access to and use of information…
A loss of availability is the disruption of access to or use of information or 
an information system” [2]. In other words, availability means ensuring that 
data or system can be accessed in a timely manner.

These three objectives are also known as the CIA triad (see Figure 11.1), which 
includes the foundational concepts and goals of information security. When people 
refer to information security, they often mean one or more of these three concepts.

For a to-the-point treatment, this chapter examines only those topics of infor-
mation security relevant to the operation of the security sublayer (in IEEE 802.16). 
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In particular, we focus on those fundamental concepts related to the first two objec-
tives of information security: confidentiality and integrity, which relate more to the 
specific security functions performed by layer 2. More details on the functions of 
the security sublayer are found in Chapter 12.

11.2 Symmetric Encryption

Encryption is an essential operation in meeting the objectives of information se-
curity, including confidentiality and integrity. Symmetric encryption, in particular, 
helps meet the goal of confidentiality; it does so by encrypting messages to be trans-
mitted over the air (in the case of a wireless network) and rendering them unintel-
ligible to an eavesdropper. Figure 11.2 shows the symmetric encryption/decryption 
process.

In Figure 11.2, Bob is the sender, and Bob wishes to send a confidential mes-
sage to Alice. Bob encrypts the plaintext P (i.e., the original message) by using 
the encryption algorithm E with an encryption key K. The encryption algorithm 
produces the ciphertext C that is transmitted over the network (where it is vulner-
able to intercept). At the receiver, Alice decrypts the received ciphertext by using 
the decryption algorithm D with the decryption key K. If the decryption key is the 
correct key, then the decryption algorithm would produce the original plaintext 
that was sent. In symmetric encryption, the encryption key K is the same as the 
decryption key K.

This process ensures the confidentiality of the message because if an eavesdrop-
per on the network intercepts the ciphertext, the eavesdropper cannot read the 
ciphertext because it is encrypted and unintelligible. The eavesdropper would not 
be able to read the ciphertext without the decryption key (and the knowledge of 
the encryption algorithm used). In general, information security does not depend 
on keeping the type of encryption algorithm secret. It does, however, very much 
depend on keeping the decryption key secret.

The advantage of symmetric algorithms is that they are generally fast and can 
be easily implemented in hardware. However, there are two issues with symmetric 
encryption/decryption:

 • Key distribution: Because the encryption key is the same as the decryption 
key, care must be taken to communicate the decryption key over the network 
(where the key is subject to intercept) to the receiver, so the receiver can use 
the same key to decrypt the ciphertext. If the key itself is compromised, then 

Availability

Confidentiality

In
te

gr
ity

Figure 11.1 The CIA triad.
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confidentiality can no longer be ensured. Often times, the sender encrypts the 
key itself before sending the (encrypted) key over the network to the receiver.

 • Key management: Because the encryption key is the same as the decryption 
key, receiving confidential messages from N parties requires N keys.

Examples of symmetric encryption algorithms include data encryption stan-
dard (DES), triple data encryption standard (3DES), and advanced encryption stan-
dard (AES).

11.3 Asymmetric Encryption

Asymmetric encryption also helps to meet the goal of confidentiality by encrypting 
a message to be transmitted. Figure 11.3 shows the asymmetric encryption/decryp-
tion1 process, by which Bob is again sending a confidential message to Alice. As 
shown in Figure 11.3, the process is similar to that of symmetric encryption, except 
that the encryption key is different from the decryption key.

As the sender, Bob encrypts the plaintext P by using the encryption algorithm 
E with Alice’s public encryption key KE,public,Alice (i.e., Alice’s “public key”). The 
encryption algorithm produces the ciphertext C which is transmitted over the net-
work. At the receiver, Alice decrypts the received ciphertext by using the decryption 

1. Asymmetric encryption is also known as public key encryption because of the use of the public key 
in addition to the private key.

Encryption
algorithm

E

Decryption
algorithm

D

PlaintextPlaintext Ciphertext

P

Bob Alice

K KC
E P K

=
( , )

P
D K

=
(C, )

Figure 11.2 Symmetric encryption and decryption for message confi dentiality.
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Figure 11.3 Asymmetric encryption and decryption for message confi dentiality.
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algorithm D with her own private decryption key KD,private,Alice (i.e., Alice’s “pri-
vate key”). If the decryption key is the correct key, then the decryption algorithm 
would produce the original plaintext that was sent. 

In effect, Alice keeps her encryption key public (by posting it on her Web site 
or by asking a certificate authority to distribute it for her). Alice is in fact saying to 
the whole world “if you want to send me a confidential message, use this (public) 
encryption key to encrypt the message to be sent to me.” On the other hand, Alice 
keeps her decryption key private and does not let anyone know what it is. If the 
decryption key is kept private, then the asymmetric encryption/decryption process 
described above can keep a message confidential while in transit.

The advantages of asymmetric algorithms are twofold: 

 • Key distribution: Because the encryption key is different from the decryption 
key, the decryption key can reside with the receiver and stay unexposed.

 • Key management: Because senders only need the receiver’s public encryption 
key to protect their confidential messages, only one encryption key is needed 
to send messages. For a receiver to receive confidential messages from N par-
ties, only one (public) encryption key and one (private) decryption key are 
needed. Requiring only two keys makes the task of key management much 
simpler.

An example of asymmetric encryption algorithm is the RSA.2

11.4 Digital Signature

It turns out that the asymmetric encryption/decryption process described in Section 
11.3 can be used to implementing digital signature, which helps to meet the goal 
of integrity including message integrity. Figure 11.4 shows how asymmetric algo-
rithms can implement digital signature.

In Figure 11.4, Bob encrypts the plaintext P by using the encryption algorithm 
E with Bob’s own private encryption key KE,private,Bob (i.e., Bob’s “private key”). 
The encryption algorithm produces the ciphertext C which is transmitted over the 

2. RSA is a public key encryption algorithm named after its three inventors: Ronald Rivest, Adi Shamir, 
and Leonard Adleman.
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network. At the receiver, Alice decrypts the received ciphertext by using the decryp-
tion algorithm D with Bob’s public decryption key KD,public,Bob (i.e., Bob’s “public 
key”). The decryption algorithm would produce the original plaintext that was 
sent. More importantly, if the decryption algorithm can use Bob’s public decryption 
key to successfully produce the original plaintext, then Alice can be certain that the 
message is really from Bob. That certainty comes about because Bob is the only one 
in the world who has his own private (encryption) key. Therefore, Bob has effec-
tively “signed” the message by encrypting it with his own private encryption key.

Note that the process just described does not ensure confidentiality. Because 
the message can be decrypted by Bob’s public decryption key, everyone in the world 
can read the message (because everyone in the world by definition has Bob’s public 
decryption key). However, the process does ensure message integrity through the 
signing of the message. In addition, the process ensures nonrepudiation because 
the process mathematically proves that it was Bob who sent the message, and Bob 
cannot later repudiate the fact that the message came from him.

11.5 Message Authentication Using Message Authentication Code

In practice, one often does not authenticate a message by encrypting the entire 
message. The reason is that the encryption/decryption process is computationally 
intensive (especially the decryption process). In addition, if the message is long (e.g., 
a portable computer program), then it would take a long time to authenticate the 
message. The solution is to use the original message to generate a shorter “digest” 
and authenticate the digest, not the message [3]. One popular way to generating the 
digest is through the message authentication code (MAC) scheme, which is shown 
in Figure 11.5. The MAC scheme helps to meet the goal of integrity (i.e., message 
integrity).

As shown in the figure, the sender uses a MAC algorithm to produce the MAC 
using the following:
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MAC
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Message
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Message

?
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Figure 11.5 The MAC process.
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 • The message to be sent;

 • A key.

The sender sends both the message and the MAC to the receiver. Then the re-
ceiver uses the same algorithm to calculate the MAC using:

 • The received message;

 • The same key.

The receiver compares the received (attached) MAC with the receiver-calculat-
ed MAC. If they are the same, then the message has not been tampered in transit. 
This is because an attacker cannot alter the transmitted message and the attached 
MAC without the key, and no one else (besides the sender and the receiver) has the 
key [3]. On the other hand, if the attached MAC is different from the receiver-cal-
culated MAC, then the receiver can no longer be sure that the message is authentic. 
This process depends on the MAC algorithm, which requires a key to produce the 
MAC. Of course, the reliability of the MAC scheme depends on both the sender 
and the receiver having the same key and keeping it secret. Thus, the key is some-
times called the shared secret key.

There are two methods by which the MAC algorithm can produce the MAC: 
hash-based and cipher-based.

11.5.1 Hash Based

The hash-based MAC (HMAC) algorithm incorporates both a hash algorithm and 
a key. A hash function (or more specifically, a one-way hash function) produces a 
fixed-size digest as its output by using a variable-size message as its input; the fixed-
size digest is meant to be a “fingerprint” of the message [1]. As such, it should be 
pretty difficult to find two different messages that have identical hashed digest—a 
property called collision resistance. A hash function typically does not require a key 
to produce a digest, but a MAC algorithm does require a key to produce a MAC. In 
particular, the HMAC algorithm is designed so that it not only makes use of a hash 
function but also requires a key to generate a MAC. Figure 11.6 shows a high-level 
description of the HMAC algorithm.

Mathematically, the HMAC algorithm can be summarized as:

 ( ) [ ] ( ){ }, A BHMAC K M H K p H K p M⎡ ⎤= ⊕ ⊕⎣ ⎦  (11.1)

where ⊕ is XOR and || is concatenation. pA and pB are padding sequences A and 
B, respectively.

One advantage of HMAC is that it can make use of a hash function already 
available (e.g., in the public domain). If a new, more secure hash function becomes 
available, then HMAC can easily incorporate that new hash function because 
HMAC treats the hash function as a black box.
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11.5.2 Cipher Based

Instead of using a hash function, a cipher-based MAC (CMAC) algorithm uses 
a cipher to generate the MAC. Because a cipher itself already requires a key, the 
resulting MAC algorithm also requires a key to generate the MAC. For the cipher, 
a CMAC algorithm can use the cipher block chaining (CBC) block cipher,3 for ex-
ample. In the CBC block cipher, the output ciphertext is fed back into the encryp-
tion algorithm as the initial vector, and the CMAC uses the CBC block cipher (and 
the corresponding key) to generate the MAC. The IEEE 802.16e standard specifies 
its CMAC using the AES block cipher [4].

11.6 Conclusions

This chapter examines those fundamental concepts related to the first two objec-
tives of information security: confidentiality and integrity, which are goals to be met 
by the security functions of layer 2. Encryption (both symmetric and asymmetric) 
can help to ensure confidentiality, and digital signature and MAC can help ensure 

3. A block cipher generates one block of ciphertext output for every block of plaintext input. On the 
other hand, a stream cipher generates ciphertext output continuously.
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integrity. With this background, we are now ready to discuss, in Chapter 12, the 
specific security functions performed by layer 2 of IEEE 802.16.
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C H A P T E R  12

Security Functions

12.1 Introduction

In information security, there are three fundamental security objectives: confidenti-
ality, integrity, and availability [1]. Confidentiality means ensuring that data remain 
private and are only disclosed to an authorized entity. Integrity means ensuring 
that data are not modified by an unauthorized entity, as well as ensuring non-
repudiation and authenticity. Availability means ensuring that data or system can 
be accessed in a timely manner. 

In IEEE 802.16-based systems, the security sublayer provides functions that 
facilitate meeting the first two objectives: confidentiality and integrity. The third 
objective, availability, is met by the entire system (not just the security sublayer). In 
particular, the following are performed to meet the security objective of integrity:

 • The system can authorize the mobile to use its services. This way, only an 
authorized mobile (e.g., a subscriber) may use the system.

 • The system “signs” certain messages by attaching a digest to the message. 
The digest would show if the message has been modified en route by an at-
tacker. This process is also known as message authentication.

To meet the security objective of confidentiality, the system can encrypt mes-
sages sent over the air, thus rendering them unintelligible to an eavesdropper.

Figure 12.1 shows the above functions at a high level. First, the base station 
authenticates the mobile and makes sure that it really is who it says it is (e.g., a 
subscriber), and then the mobile is authorized to use the services provided by the 
system. Note that the mobile may also authenticate the base station to make sure 
that the base station is a legitimate one and not an “evil twin.” Authorization, if 
performed, can be done using RSA-based authorization, extensible authentication 
protocol (EAP)-based authorization, or a sequence of these two authorizations.

Second, based on the results of the authorization procedure, the system distrib-
utes key materials that are needed to sign messages and to encrypt messages. The 
distribution of key materials (to both the mobile and the base station) is performed 
and managed by the privacy key management (PKM) protocol. For example, the 



220 Security Functions

base station sends the traffic encryption key (TEK) to the mobile in a confidential 
manner by encrypting the TEK.

The distribution of key materials enables the mobile and the base station to 
exchange messages securely. This means that: (1) a message can be encrypted using 
the TEK so the message cannot be intercepted and read (message encryption), and 
(2) a message can be signed with a digest so the receiver can be sure of its origina-
tor (message authentication). Note that only the payload of the MAC PDU can be 
encrypted. In general, overhead information is not encrypted, so the generic MAC 
header is sent in the clear (not encrypted), and all MAC management messages are 
sent in the clear. However, all MAC management messages should be signed to 
ensure their integrity [2].1

This chapter emphasizes on the aspects of authorization and the distribution 
of key materials (shown in Figure 12.1). The basics of symmetric and asymmetric 
encryptions, which can be used to protect TEK and to protect the MAC PDU pay-
load, are covered in Chapter 11; hash/cipher-based message authentication codes in 
general, which can be used to sign messages, are also covered in Chapter 11. This 
chapter focuses on security functions associated with unicast connections.

12.2 Defi nitions and Fundamental Concepts

Before going into details on the functions shown in Figure 12.1, we need to go over 
first some important definitions. A cryptographic suite is a set of encryption/decryp-
tion algorithms used for three functions: encrypting the TEK to transmit the TEK 
privately to the mobile, encrypting the payload of the MAC PDU, and signing the 

1. The actual supported message authentication code (MAC) is shown by the MAC mode field in the 
SBC-REQ/SBC-RSP messages.
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Figure 12.1 High-level functions of the security sublayer.
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message. In other words, a cryptographic suite defines specific algorithms used to 
carry out these three functions (also shown on the right side of Figure 12.1). Table 
12.1 shows the different cryptographic suites used as specified by IEEE 802.16e. 
For each cryptographic suite, Table 12.1 also shows the actual encryption/decryp-
tion algorithms used to carry out the three functions. Note that as the standard 
evolves, more cryptographic suites may be added to the supported list.

Each cryptographic suite used is designated by a cryptographic suite value. The 
cryptographic suite value is a concatenation of 3 bytes. The most significant byte 
(MSByte) indexes the algorithm used to encrypt the MAC PDU payload; the middle 
byte (MidByte) indexes the algorithm used to sign messages; and the least signifi-
cant byte (LSByte) indexes the algorithm used to encrypt the TEK. For example, 
MSByte = 2 (in decimal) means that the system is using 128-bit AES with CCM for 
encrypting the MAC PDU payload; MidByte = 1 (in decimal) means that the system 
is using 128-bit AES with CCM for signing messages, and LSByte = 3 (in decimal) 
means that the system is using 128-bit AES with ECB for encrypting the TEK. For 
reference, the appropriate standards behind the actual algorithms used are also 
cited in Table 12.1.

A security association (SA) is a collection of information shared between the 
base station and the mobile for the purpose of carrying out the functions of the 
security sublayer. For example, an SA defines the cryptographic suite used for that 
particular SA and holds the key materials for that suite. Each SA is uniquely iden-
tified by a 16-bit security association identifier (SAID). As far as the relationship 
between connections and SAs is concerned, a transport connection is associated 
with an SA [2]. 

An authorization key (AK) is a secret value shared between the mobile and the 
base station [2]. The AK is important for two reasons. First, the generation and 

Table 12.1 Cryptographic Suites

Cryptographic Suite Value

MSByte MidByte LSByte
Encrypting MAC 
PDU Payload

Signing 
Message Encrypting TEK

0 0 1 None None 128-bit 3DES (EDE)

1 0 1 56-bit DES (CBC) [3, 4] None 128-bit 3DES (EDE)

0 0 2 None None 1,024-bit RSA [5]

1 0 2 56-bit DES (CBC) None 1,024-bit RSA

2 1 3 128-bit AES (CCM) [6–8]
128-bit AES 
(CCM)

128-bit AES (ECB) 
[6, 9]

2 1 4 128-bit AES (CCM)
128-bit AES 
(CCM)

128-bit AES key 
wrap 

3 0 3 128-bit AES (CBC) [6, 9] None 128-bit AES (ECB)

128 0 3
128-bit AES (CTR for MBS) 
[6, 9] None 128-bit AES (ECB)

128 0 4 128-bit AES (CTR for MBS) None
128-bit AES key 
wrap 

EDE: encrypt, decrypt, encrypt; CBC: cipher block chaining; CCM: countermode with cipher block chaining-message au-

thentication code; CTR: countermode; MBS: multicast broadcast service; ECB: electronic code book.
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the distribution of the AK to the mobile and the base station mean that the mobile 
has been authorized to use the service. In fact, the mobile’s request for an AK is 
part of the authorization process. Second, the AK serves as the basis from which 
other important keys are derived, including key encryption key (KEK) and message 
authentication code (MAC) keys.

A key encryption key (KEK) is a key used to encrypt the traffic encryption key 
(TEK). To prevent the TEK from being intercepted and read over the air, the system 
uses the KEK to encrypt the TEK. A KEK is the key that is associated with a spe-
cific algorithm in the sixth column of Table 12.1. The algorithms used to encrypt 
the TEK can be either symmetric encryption algorithms (i.e., 3DES and AES) or an 
asymmetric encryption algorithm (i.e., RSA).

The message authentication code (MAC) keys are used to sign certain messages 
and implement message authentication. In effect, the system uses the MAC key to 
generate a digest based on the message to be signed, and that digest is attached to 
the message. If the message has been altered en route by an attacker, the message 
is no longer authentic, and such an alteration can be detected because the attached 
digest would differ from the receiver-calculated digest (calculated based on the 
received message). There are two types of MAC keys: hashed message authentica-
tion code (HMAC) [10, 11] keys and cipher-based message authentication code 
(CMAC) [12] keys. An HMAC key is used to generate the HMAC digest, and a 
CMAC key is used to generate the CMAC digest.2

A traffic encryption key (TEK) is ultimately what the mobile is trying to obtain. 
The TEK is used to encrypt the payloads of MAC PDUs. A TEK is the key associ-
ated with a specific algorithm in the fourth column of Table 12.1. Note that all the 
algorithms used to encrypt MAC PDUs are symmetric encryption algorithms (i.e., 
DES and AES). This is because one of the advantages of symmetric encryption is its 
fast processing speed, and fast speed imposes less delay.

12.3 Authorization

Authorization normally follows the negotiation of mobile capabilities in the net-
work entry process (see Chapter 9). Here, the base station: 

 • Authenticates a mobile;

 • Matches the authenticated mobile to a subscriber in good standing;

 • Authorizes that mobile to use the services. 

Out of these, the first step is very important for it involves ensuring that the 
mobile requesting service is really who it says it is and not someone who pretends 
to be such.

There are basically two constituent schemes by which the base station autho-
rizes a mobile: RSA-based authorization and EAP-based authorization. Depending 
on the authorization policy supported, the system can authorize using one of the 

2. For CMAC, the CMAC algorithm generates a CMAC “value,” which becomes part of the CMAC 
digest.
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two schemes, or it can authorize using two schemes in sequence. For example, the 
system can first perform RSA-based authorization and then perform EAP-based 
authorization. All in all, there are a total of six authorization policies specified [2]:

 • No authorization;

 • Only RSA-based authorization;

 • Only EAP-based authorization;

 • RSA-based authorization followed by EAP-based authorization;

 • RSA-based authorization followed by authenticated EAP-based 
authorization;3

 • EAP-based authorization followed by authenticated EAP-based authorization.

The specific authorization policy to be used is first negotiated between the base 
station and the mobile using the SBC-REQ and SBC-RSP messages. Authorization, 
if used, defends against masquerade attacks where an attacker pretends to be a 
legitimate user. Note that if both the base station and the mobile negotiate their 
authorization policy to be “no authorization,” then the system will behave like an 
open system—no authorization will be performed (RSA-based or EAP-based), no 
SA will be assigned, no keys will be distributed (AK or TEK), and the SAID will be 
null [2].

To keep the discussion concise, we focus on the authentication aspect of the 
two constituent schemes: RSA-based authorization and EAP-based authorization. 
Additionally, although both PKM version 1 (PKMv1) and PKM version 2 (PKMv2) 
are specified by the standard for generating and distributing key materials, we ex-
plore the more recent PKMv2 in the subsequent discussion.

12.3.1 RSA Based

In the basic RSA-based technique, an entity presents a credential as proof of its 
identity, and that credential is the X.509 certificate. An X.509 certificate can be 
thought of as a small file that has several fields containing security-related informa-
tion. X.509 is a standard [13] that specifies the formatting of those fields. Out of 
those fields, there are two that are the most important: the public key of the entity 
possessing the X.509 certificate and the ID of the entity possessing the X.509 cer-
tificate. In the context of an 802.16-based system, these two fields in a mobile’s 
X.509 certificate are the mobile’s public key and the mobile’s medium access con-
trol (MAC) address.

Because the mobile’s MAC address is readily obtainable (often by looking at 
the manufacturer’s tag on the device) and the mobile’s public key is by definition 
public, anyone could generate a small file and populate the fields with the mobile’s 
public key, MAC address, and other security-related information. To put it in an-
other way, anyone could forge a certificate and “clone” the mobile. So to prevent 
forgery of the X.509 certificate (a type of masquerade attacks), an X.509 certificate 

3. Authenticated EAP-based authorization is a special type of EAP-based authorization. In it, an EAP 
message is signed using the HMAC/CMAC key generated from the EAP integrity key (EIK) derived 
in a previous authorization.



224 Security Functions

has to be digitally signed by the mobile device’s manufacturer; this means that the 
X.509 certificate is encrypted using the device manufacturer’s private key. Often, a 
trusted third party called a certificate authority (CA) issues these X.509 certificates 
in bulk to a device manufacturer; the device manufacturer uses its own private key 
to encrypt the X.509 certificates and incorporate them in the manufactured de-
vices. Note that on the World Wide Web, an X.509 certificate is signed by the CA.

To acquire an AK (which is the goal of the authorization process), the mobile 
first needs to be authenticated. To be authenticated, the mobile transmits its X.509 
certificate (encrypted by the manufacturer’s private key) to the base station. The 
mobile sends this (encrypted) X.509 certificate using the PKMv2 RSA-Request mes-
sage. After receiving the PKMv2 RSA-Request message, the base station decrypts 
the X.509 certificate using the manufacturer’s public key (which is by definition 
public and readily obtainable). If the base station can indeed decrypt the X.509 
certificate and read its fields, then it can be sure that the X.509 certificate presented 
is authentic; the certificate is proven to be authentic because the manufacturer, pre-
sumably a trusted party, is the only one in the world that has its own private key. 

Once the base station is convinced that the certificate is authentic, it goes ahead 
and reads the mobile’s public key from one of the fields in the certificate. Then the 
base station uses the mobile’s public key to encrypt a key called the preprimary AK 
(pre-PAK) and sends it back to the mobile. The base station sends the (encrypted) 
pre-PAK using the PKMv2 RSA-Reply message. After receiving the PKMv2 RSA-
Reply message, the mobile then uses its own private key to decrypt the pre-PAK 
and obtains the pre-PAK. The mobile also sends a PKMv2 RSA-Acknowledgment 
message to acknowledge the receipt of the PKMv2 RSA-Reply message. The ex-
change of messages is shown in Figure 12.2.

The successful outcome of RSA-based authorization is the transfer of the pre-
PAK to the mobile; after possessing the pre-PAK, the mobile uses the pre-PAK 
to generate the primary AK (PAK). Then it uses the PAK to generate the AK (see 
Figure 12.3). The reason this procedure is called RSA-based is because the mobile’s 
public key/private key pair (used to protect the pre-PAK) is based on the RSA asym-
metric encryption algorithm.

Mobile

Base
station

Pre-PAK Pre-PAK

PKMv2 RSA-Acknowledgment

PKMv2 RSA-Reply

(Encrypted Pre-PAK, etc.)

PKMv2 RSA-Request(Encrypted X.509 certificate, etc.) Decrypts
X.509
certificate

Decrypts
Pre-PAK

Figure 12.2 RSA-based authorization.
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12.3.2 EAP Based

The EAP-based technique is more flexible than the basic RSA-based one. In EAP, 
an entity also presents credentials as proof of its identity, but in EAP [14], the 
credentials are in the form that the network service provider or access provider 
specifies, such as a removable subscriber identity module (SIM). EAP is basically 
a protocol that enables the mobile to communicate with an authentication server 
(such as an authentication, authorization, and accounting, or AAA, server) on the 
fixed network. EAP is very flexible in that the EAP itself is separate from the EAP 
method. EAP is the authentication protocol, whereas the EAP method is the actual 
procedure used to acquire credentials. So an EAP method can be a SIM, a time-
based token (e.g., SecureID), a biometric, or even an X.509 certificate. As such, 
EAP is called extensible because it can support a variety of different EAP methods.

EAP itself is a higher layer protocol (above the security sublayer) that enables 
the mobile and an authentication server to communicate with each other. Figure 
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Figure 12.3 High-level key derivation scheme (for RSA-based authorization only). Note that the 
EAP integrity key (EIK) is used if an authenticated EAP-based authorization is used after RSA-based 
authorization.
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12.4 shows the basic architecture with which EAP works. The architecture has 
three entities:

 • The supplicant (e.g., the mobile), which seeks to be authenticated.

 • The authenticator (e.g., the base station), which is the first entity on the 
network to which the mobile contacts regarding authentication. On a wire-
less network, the authenticator can be the base station or the ASN-gateway 
(ASN-GW). On a fixed network, the authenticator may be a gateway on the 
edge of the network.

 • The authentication server, which has the database and the intelligence to 
make authentication decisions.

The mobile exchanges EAP messages with the authentication server through 
the base station. The responsibility of the security sublayer is to tunnel (encapsulate 
and decapsulate) EAP messages to and from the base station. In short:

 • The EAP method acquires the credentials.

 • EAP sends the mobile’s credentials and authentication data (in EAP mes-
sages) to the authentication server through the base station.

 • The security sublayer tunnels the EAP messages (in PKMv2 EAP messages). 

Note that in this architecture, EAP runs on top of the remote authentication 
dial-in user service (RADIUS) [15] between the base station and the authentication 
server.

As Figure 12.4 shows, using EAP messages, the mobile and the authentication 
server exchange credentials and authentication data at a higher layer. These higher-
layer EAP messages are tunneled using PKMv2 EAP messages (e.g., PKMv2 EAP 
Transfer message) at layer 2. Ultimately, it is the authentication server that makes 
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Figure 12.4 EAP-based authorization: basic architecture.
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the decision on whether or not a mobile can enter the network. If the authentica-
tion process is successful, then the authenticator receives indication about the suc-
cessful completion of the process, and the base station sends the EAP payload to 
the mobile in a PKMv2 EAP message [16].

The successful outcome of an EAP-based authorization is the transfer of the 
master session key (MSK) to the mobile; the MSK is used to derive the pairwise 
master key (PMK), and the PMK is used to derive the AK (see Figure 12.5).

12.3.3 Refresh of the AK

The AK generated for a mobile has a specified lifetime (i.e., an AK lifetime). When 
the lifetime expires, the AK becomes invalid. To remain connected, a mobile needs 
to obtain a new AK before it becomes invalid. Obtaining a new AK requires that 
the mobile be reauthorized. The procedure for reauthorization is similar to that of 
authorization. After a mobile is reauthorized, a fresh AK is generated for it.
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Figure 12.5 High-level key derivation scheme (for EAP-based authorization only). Note that the 
EAP integrity key (EIK) is used if an authenticated EAP-based authorization is used after EAP-based 
authorization.



228 Security Functions

12.4 Distribution of Key Materials

12.4.1 Prerequisite

After the system completes the authorization procedure (depending on the autho-
rization policy negotiated) and a series of key derivations (also depending on the 
authorization policy negotiated), both the base station and the mobile now have the 
AK. In fact, the sharing of the AK is a prerequisite to the distribution of the TEK.

As Figures 12.3 and 12.5 show, the AK is used to derive the KEK; the AK is also 
used to derive the HMAC keys (i.e., HMAC_KEY_U and HMAC_KEY_D) and 
the CMAC keys (i.e., CMAC_KEY_U and CMAC_KEY_D). Note that HMAC_
KEY_U and CMAC_KEY_U are used to sign management messages on the uplink, 
while HMAC_KEY_D and CMAC_KEY_D are used to sign management messages 
on the downlink. After these keys are derived, the system is now ready to distribute 
the TEK.

12.4.2 Distribution of TEK

In PKMv2, the system distributes the TEK to the mobile through a three-way hand-
shake procedure. In a sense, the TEK is the most important as it is used to encrypt 
payloads of MAC PDUs. So the base station does not easily hand out the TEK; it 
has to be sure that it is actually handing out the TEK to the mobile that has been 
authorized. In other words, the three-way handshake procedure seeks to prove that 
the mobile in question actually has the AK. 

Recall that the AK is used to derive the HMAC keys and the CMAC keys, and 
an HMAC or a CMAC key (depending on the MAC mode supported) is used to 
sign the message; the “signature” is the HMAC digest or the CMAC digest that 
is attached to the end of the message. In essence, the base station issues a chal-
lenge to the mobile by sending a pseudorandom number to the mobile. What the 
base station is looking for is that the mobile: (1) returns the same pseudorandom 
number back to the base station, (2) supplies the ID associated with the correct 
AK (i.e., AKID), and (3) signs the message containing the pseudorandom number 
using an HMAC key or a CMAC key derived from the correct AK. Once the base 
station verifies that the pseudorandom number is correct, the AKID is valid, and 
the attached HMAC digest or CMAC digest is generated using an HMAC key or 
a CMAC key derived from the correct AK, the base station can be sure that the 
mobile is alive and does have the correct AK. After the completion of these steps, 
the base station sends the TEK (encrypted using the KEK) to the mobile. 

Operationally, the three-way handshake procedure consists of three messages 
exchanged between the base station and the mobile: the PKMv2 SA-TEK-Chal-
lenge message, the PKMv2 SA-TEK-Request message, and the PKMv2 SA-TEK-
Response message (see Figure 12.6):

First, the base station sends the PKMv2 SA-TEK-Challenge message to the 
mobile. In this message:

 • The base station provides a pseudorandom number, BS_RANDOM (gener-
ated at the base station).
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 • The base station uses the HMAC key or the CMAC key to sign the PKMv2 
SA-TEK-Challenge message and attaches the HMAC digest or CMAC digest.

Second, after receiving the PKMv2 SA-TEK-Challenge message, the mobile 
verifies the HMAC digest or the CMAC digest. If the digest checks out, the mobile 
sends the PKMv2 SA-TEK-Request message to the base station. In this message:

 • The mobile provides its own pseudorandom number, MS_RANDOM (gener-
ated at the mobile).

 • The mobile returns the base station’s pseudorandom number, BS_RANDOM.

 • The mobile supplies the ID associated with its current AK (i.e., AKID). The 
AKID is an altered form of AK, not the AK itself. The AK itself should not 
travel in the clear over the air.

 • The mobile uses the HMAC key or the CMAC key to sign the PKMv2 SA-
TEK-Request message and attaches the HMAC digest or CMAC digest.

Third, after receiving the PKMv2 SA-TEK-Request message, the base station 
performs the following verifications:

 • The base station verifies the HMAC digest or CMAC digest. If the HMAC 
digest or CMAC digest checks out, then the base station is convinced that the 
mobile has the correct AK.

 • The base station verifies the AKID.

 • The base station checks that the returned BS_RANDOM number matches 
the one sent by the base station in the previous PKMv2 SA-TEK-Challenge 
message. A matching BS_RANDOM shows that the mobile is alive.
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PKMv2 SA-TEK-Request(MS_RANDOM, BS_RANDOM, AKID, etc.)

Figure 12.6 Three-way handshake.
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If these items check out, the base station sends the PKMv2 SA-TEK-Response 
message to the mobile. In this message, the base station returns the mobile’s pseu-
dorandom number, MS_RANDOM (to show that the base station is alive). More 
importantly, this message contains the SA(s) that the mobile is authorized to use. 
Recall that an SA includes the SAID, the cryptographic suites, and other pieces of 
information that the mobile needs to protect a transport connection. Also, the mes-
sage contains the TEK and its associated parameters issued under the SAID. (The 
TEK is encrypted by the KEK.)

Lastly, after receiving the PKMv2 SA-TEK-Response message, the mobile 
checks that the returned MS_RANDOM matches the one it sent in the previous 
PKMv2 SA-TEK-Request message. A match shows that the base station is alive. In 
addition, the mobile verifies the HMAC digest or CMAC digest of the message. If 
the HMAC digest or CMAC digest checks out, then the mobile is confident that 
the TEK and the associated parameters sent (in the PKMv2 SA-TEK-Response mes-
sage) are valid and may begin to use them. Note that the TEK is a standalone key 
that is not derived from any other keys discussed so far. In fact, the TEK is gener-
ated randomly in the base station.

12.4.3 Refresh of TEK

It is important to recognize that the TEK also has a limited lifetime and needs to be 
periodically changed. If a key is not changed at all during a session, then the key 
becomes vulnerable to attacks. For example, using long-life keys was a weakness 
of wireless encryption protocol (WEP), an earlier security scheme used in the IEEE 
802.11 systems.

Two messages are normally used to refresh the TEK: the PKMv2 Key-Request 
message and the PKMv2 Key-Reply message (see Figure 12.7).
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Figure 12.7 The PKMv2 Key-Request/PKMv2 Key-Reply exchange.
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To refresh its TEK regularly, a mobile sends the PKMv2 Key-Request message 
to the base station at regular intervals. In this message:

 • The mobile provides a random number called “nonce” (generated locally at 
the mobile).

 • The mobile provides the SAID under which the mobile is authorized and is-
sued the TEK. 

 • The mobile uses the HMAC key or the CMAC key to sign the PKMv2 Key-
Request message and attaches the HMAC digest or CMAC digest.

After receiving the PKMv2 Key-Request message, the base station verifies the 
HMAC digest or the CMAC digest. If the digest checks out, the base station sends 
the PKMv2 Key-Reply message to the mobile. In this message:

 • The base station returns the mobile’s nonce.

 • The base station supplies the TEK (encrypted by the KEK) and its associated 
parameters. One of the parameters is the remaining lifetime of this fresh 
TEK.

 • The base station uses the HMAC key or the CMAC key to sign the PKMv2 
Key-Reply message and attaches the HMAC digest or CMAC digest.

Upon receiving the PKMv2 Key-Reply message, the mobile verifies the HMAC 
digest or CMAC digest. If the HMAC digest or CMAC digest checks out, then the 
mobile accepts the TEK contained in the message. The use of nonce guards against 
replay attacks.

In actuality, the PKMv2 Key-Reply message contains two TEKs (and their pa-
rameters) for a single SAID. One TEK is designated the “newer” TEK and the other 
TEK is designated the “older” TEK. These two TEKs have overlapping lifetimes 
in that the newer TEK becomes active before the older TEK’s lifetime ends. Using 
two overlapping TEKs, the system is assured that there is always a good TEK that 
can be used for encryption. In other words, the system minimizes the chance of 
connection disruption due to the delay of PKMv2 Key-Request/PKMv2 Key-Reply 
exchange. This is because the mobile conducts the PKMv2 Key-Request/PKMv2 
Key-Reply exchange after the expiration of the older TEK but before the expiration 
of the newer TEK. 

Each TEK actually comes with a TEK sequence number (as the mobile stops 
using old TEKs and receives new TEKs). The TEK sequence number is one of the 
parameters associated with a TEK. So the first TEK may have a TEK sequence 
number = 0, the second TEK has a TEK sequence number = 1, the third TEK has 
a TEK sequence number = 2, and the fourth TEK has a TEK sequence number = 
3. Then the next TEK’s TEK sequence number would go back to 0 and so on. The 
TEK sequence number is a 2-bit number (i.e., modulo 4). In fact, the TEK sequence 
number is shown by the encryption key sequence (EKS) field in the unencrypted 
generic MAC header (see Chapter 7). By showing the TEK sequence number, the 
generic MAC header tells the receiver which TEK to use to decrypt the payload.

A precondition for a mobile to refresh the TEK is that it remains authorized. 
In fact, if a mobile has to be reauthorized for any reason, then the TEK refresh 
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procedure already in progress would wait until the mobile is successfully reautho-
rized. Note that the TEK is refreshed more frequently than the AK.

12.5 Possible Vulnerabilities

12.5.1 Fixed Network

If an end user has enabled a higher-layer encryption such as Internet Protocol Secu-
rity (IPSec)4 or Secure Socket Layer (SSL),5 he or she may assume that encryption 
provided by the security functions in MAC is no longer necessary. That assumption 
may not be valid. In the case where the IP payload is encrypted (using the IPSec 
transport mode) but MAC PDU payload is not encrypted, the user data would be 
private because IPSec encrypts the IP payload6 (see Figure 12.8). However, without 
encrypting MAC PDU payload, the IP addresses in the IP header is in the clear and 
vulnerable to intercept over the air interface. In this case, the traffic (user data) is 
private, but the traffic pattern (IP addresses) is not private [17].

On the other hand, if the system only enables encryption of the MAC PDU pay-
load, an end user may assume that user data is completely private. That assumption 
also may not be valid. In the case where the MAC PDU payload is encrypted but IP 

4. IP security protocol (IPSec) is a higher layer protocol that encrypts IP packets.

5. Secure Socket Layer (SSL) is a higher layer protocol that encrypts application packets. SSL operates 
below the application layer.

6. The IPSec transport mode only encrypts the IP payload, not the header.
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Figure 12.8 A case where IP payload is encrypted but MAC PDU payload is not encrypted. (IPSec 
transport mode is used for illustration.)
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payload is not encrypted, both the user data and the IP addresses would be private 
over the air interface (see Figure 12.9), but the user data is vulnerable in the nodes 
of the core network. This vulnerability comes about because a node in the core net-
work must decrypt the MAC PDU payload to extract the IP addresses, which are 
needed to route the IP packet through the core network. As the payload of a MAC 
PDU is decrypted in the network, both the IP addresses (in the IP header) and the 
user data are exposed. In this case, the air interface is private, but the traffic (user 
data) is vulnerable in the nodes of the core network. Nevertheless, the nodes in the 
private core network operated by a service provider should be well protected; as 
such, the risk there should be small.

For better protection, one can enable both encryption of MAC PDU payload 
and encryption of IP payload. Encryption of MAC PDU payload protects the air 
interface, and encryption of IP payload protects the user data when an IP packet is 
temporarily in the clear in a node of the core network. For reference, Figure 12.10 
shows a framework of vulnerabilities for different combinations of encryption. 

12.5.2 Air Interface

The reader at this point probably recognizes that there is also vulnerability in the 
air interface. If encryption is activated in layer 2, only the MAC PDU payload 
is encrypted; the generic MAC header is not encrypted and is in the clear. If an 
eavesdropper intercepts a MAC PDU over-the-air, the eavesdropper cannot read 
the payload, but he or she can still read the header and extract some information 
regarding the link, such as the CID. However, CID information is assigned by the 
network access provider and is only meaningful within the provider’s own private 
network. Hence CID information is not as useful to an attacker. This is in contrast 
to public IP addresses, which if intercepted, can provide much information about 

Generic
MAC

header
CRC

IP
header

Encrypted

Not encrypted

“User data”

Figure 12.9 A case where MAC PDU payload is encrypted but IP payload is not encrypted.
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identities of parties and patterns of communication. In addition, all MAC manage-
ment messages travel over-the-air unencrypted; hence, these messages are subject to 
interception as well.
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C H A P T E R  13

RF System Design: Coverage 

13.1 Introduction

When designing a mobile broadband wireless system, the designer needs to pay at-
tention to its special requirements [1]. Ensuring that a system can deliver adequate 
service over a required coverage area is often the most important part of system 
design. When the system is first designed, it is initially sized to satisfy the coverage 
requirement. After satisfying the coverage requirement, this initial configuration 
forms the baseline from which the system can grow as more subscribers are added. 
As such, designing for coverage remains fundamentally the most critical step in the 
design of any system [2].

For a mobile broadband wireless system, satisfying the coverage requirement 
typically means that the radio link must have certain quality (i.e., meet or exceed 
some minimum required SINR). Because the system attempts to meet some re-
quired SINR, satisfying the coverage requirements means that: (1) the ensemble of 
base stations in the aggregate can deliver enough RF power to the required cover-
age area, (2) they can receive adequate RF power in the same area, and (3) each 
receiver in the system does not experience excessive interference. 

13.2 Link Quality

13.2.1 SINR

The signal-to-interference and noise ratio (SINR) is the de facto figure of merit of 
an RF system, and this ratio can be derived for an OFDMA-based system. For the 
SINR, the received power S for the jth subcarrier of the ith user is:

 , ,i j i j i i i i
T p g l RS P L u u G=  (13.1)

where

 • Si,j is the received power for the jth subcarrier of the ith user;

 •
,i j

TP  is the EIRP for the jth subcarrier of the ith user (in the direction of the 
receiver for user i);
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 •
i
pL  is the propagation loss between the transmitter and the receiver for user i;

 •
i
gu  consists of other gains provided by the system (e.g., transmit diversity 

gain, macro diversity gain) for user i;

 •
i
lu  consists of other propagation-related losses between the transmitter and 

the receiver (e.g., log-normal shadowing loss, fast fading loss, in-car penetra-
tion loss) for user i;

 •
i
RG  is the receive antenna gain in the direction of the transmitter for user i.

Interference can result if two users in nearby cells use subcarriers at the same 
frequency at the same time; such a collision of subcarriers degrades the received 
SINR of individual subcarriers. The received cochannel interference I perceived by 
the jth subcarrier of the 0th user is (assuming that user 0 is the user for whom the 
SINR is calculated):

 0, ,

1

M
j i j i i i i

T p g l R
i

I P L u u G
=

= ∑  (13.2)

where

 • I0,j is the received interference perceived by the jth subcarrier of user 0;

 •
,i j

TP  is the EIRP for the jth subcarrier of the ith user (in the direction of the 
receiver for user i);

 •
i
pL  is the propagation loss between the transmitter and the receiver for user i;

 •
i
gu  consists of other gains provided by the system (e.g., transmit diversity 

gain, macro diversity gain) for user i;

 •
i
lu  consists of other propagation-related losses between the transmitter and 

the receiver (e.g., log-normal shadowing loss, fast fading loss, in-car penetra-
tion loss) for user i;

 •
i
RG  is the receive antenna gain in the direction of the transmitter for user i.

 • M is the number of cochannel interfering users.

Obviously, ,i j
TP  (i ≠ 0) all contribute to the interference received by user 0 (at 

user 0’s jth subcarrier).
The received noise N perceived by a single subcarrier is:

 N kT f= Δ  (13.3)

where

 • k is the Boltzmann’s constant (1.38 × 10−23 watt/Hz·K or −198.6 dBm/Hz·K);

 • T is the system temperature;

 • Δf is the frequency spacing between subcarriers.

Given the above derivations, the SINR for the jth subcarrier of user 0 is simply:
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0, 0 0 0 00,
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j M
i j i i i i
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N I
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=

= =
+ Δ + ∑

 (13.4)

where

 • SINR0,j is the SINR for the jth subcarrier of user 0;

 •
0, j

TP  is the EIRP for the jth subcarrier of user 0 (in the direction of the receiver 
for user 0);

 •
0
pL  is the propagation loss between the transmitter and the receiver for user 

0;

 •
0
RG  is the receive antenna gain in the direction of the transmitter for user 0.

Because the variables of (13.1), (13.2), (13.3), and (13.4) are in terms of the 
transmitter and the receiver (not the base station and the mobile), these equations 
are valid for both the uplink and the downlink. Note that the SINR expression just 
derived is per subcarrier (i.e., for the jth subcarrier), so if the channel is frequency 
selective, each subcarrier would experience a different fading.

Figure 13.1 illustrates (13.4) from the perspective of user 0 on the downlink 
and shows user 0 in one cell and three interfering users (user 1, user 2, and user 3) 

User 0
(user 0
receiver)

TP

TP
3,j

TP 2,j
TP 1,j

Interfering
user 3

Interfering
user 2

Interfering
user 1

Signal

Interference

0,j

Figure 13.1 User 0 and its interferers on the downlink. User 0’s receiver is at the mobile, so the SINR 
is measured at the mobile.
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in two neighboring cells. On the downlink, user 0’s receiver is at the mobile. The 
downlink signals meant for user 1, user 2, and user 3 become interference directed 
at user 0.

Figure 13.2 shows the same situation from the perspective of user 0 on the 
uplink. On the uplink, user 0’s receiver is at user 0’s home base station. Because 
mobiles typically have omnidirectional transmit antennas, transmissions from user 
1’s, user 2’s, and user 3’s mobiles inadvertently reach user 0’s base station and con-
stitute interference for user 0. In both Figure 13.1 and Figure 13.2, the assumptions 
are that the neighboring cells are reusing the same frequencies as the home cell, and 
that the interfering users are transmitting on the same subcarrier(s) as user 0.

13.2.2 SNR and SIR

A parameter related to the SINR is the signal-to-noise ratio (SNR), which has only 
the noise term in the denominator. The SNR for the jth subcarrier of user 0 is:

 
0, 0 0 0 00,

0,
jj

T p g l Rj
P L u u GS

SNR
N kT f

= =
Δ

 (13.5)

where SNR0,j is the SNR for the jth subcarrier of user 0.

(User 0
receiver)

TP
3,j

TP 2,j
TP 1,j

Interfering
user 3

Interfering
user 2

Interfering
user 1

Signal

Interference

TP
0,j

User 0

Figure 13.2 User 0 and its interferers on the uplink. User 0’s receiver is at the base station, so the 
SINR is measured at the base station.
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Because the interference term in the denominator may be much higher than 
the noise term (especially in a system with tight frequency reuse), another related 
parameter called signal-to-interference ratio (SIR) is used. The SIR, which has only 
the interference term in the denominator, for the jth subcarrier of user 0 is:
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 (13.6)

where SIR0,j is the SIR for the jth subcarrier of user 0.

13.2.3 Interference

For the multiple-cell case, a user can experience interference from other cells (or 
sectors) nearby. To calculate the interference term I for a user, one has to apply 
(13.2) and sum up interference contributions from all other users. On the uplink, 
this calculation involves summing up transmissions from other cochannel mobiles 
nearby. On the downlink, this calculation involves summing up transmissions from 
other cochannel base stations nearby. In the context of system design, one way to 
quantify the effect of interference is by using an interference margin.

For a particular user (e.g., user 0), an interference margin IM can be computed. 
The interference margin is the “hurdle” that the received power has to overcome 
to achieve an acceptable SINR. This margin is often expressed as an interference 
“rise” above the noise floor [2]. For user 0, the interference margin for the jth 
subcarrier is:

 
0,

0,
j

j
M

N I
I

N
+

=  (13.7)

which is equivalent to

 
0,

0,
0,

j
j

M j

SNR
I

SINR
=  (13.8)

Given (13.8), the equation for the SINR is

 
0,

0,
0,

j
j

j
M

SNR
SINR

I
=  (13.9)

which makes sense because the SINR is effectively the SNR degraded by the inter-
ference rise IM (contributed by users in other cells). Substituting the equation for the 
SNR into (13.9) produces a more succinct expression for the SINR:



242 RF System Design: Coverage

 ( )
0, 0 0 0 0

0,
0,

j
T p g l Rj

j
M

P L u u G
SINR

kT f I
=

Δ
 (13.10)

For the uplink, the receiver is located at the base station, and the uplink inter-
ference rise perceived at the base station comes from other mobiles in neighboring 
cells. Thus, on the uplink, the interference rise seen by the base station is indepen-
dent of the distance between itself and user 0’s mobile. In other words, the uplink 
interference rise is constant as a function of distance to user 0’s mobile.

For the downlink, the situation is a bit more involved. Here the receiver is 
located at user 0’s mobile, and the downlink interference rise perceived at user 0’s 
mobile comes from other base stations in neighboring cells. As the distance be-
tween user 0’s mobile and its home base station changes, the interference received 
at user 0’s mobile also changes and is indeed a function of distance to user 0’s mo-
bile. As the distance changes, user 0’s mobile would receive less interference from 
some neighboring base stations and more interference from some other neighbor-
ing base stations. In practice, a system designer sometimes assumes a (worst-case) 
interference margin on the downlink to account for the effect of interference from 
other neighboring base stations.

13.2.4 Noise

Quantifying the noise term N is always an important part of system design. Be-
cause N = kTΔf, computing N requires knowing what the system temperature T is. 
It is well known that in a radio system, the system temperature T is the sum of the 
antenna temperature Tant of the antenna and the composite effective temperature 
Tcomp of the receiving equipment, 

 ant compT T T= +  (13.11)

where the receiving equipment consists of both the cable and the radio front end. 
Figure 13.3 shows the configuration of a generic base station receiving system.

The composite effective temperature Tcomp of the receiving equipment (i.e., 
both the cable and the radio front end) has to be derived from the composite noise 

L 1

CableAntenna

Tant

Radio
front end

F2

Antenna Receiving
equipment

Figure 13.3 A base station receiving system including the antenna, cable, and radio front end.
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figure Fcomp of the receiving equipment. The composite noise figure Fcomp of two 
components in series is

 2
1

1

1
comp

F
F F

G

−
= +  (13.12)

where 

 • F1 is the noise figure of the first component in the series;

 • G1 is the gain of the first component in the series;

 • F2 is the noise figure of the second component in the series.

For the receiving equipment, the first component is the cable, and the second 
component is the radio front end. Recognizing that the gain G1 of a cable is simply 
the inverse of its loss (i.e., G1 = 1/L1) and the noise figure F1 of a cable is the same 
as its loss1 (i.e., F1 = L1), we can rewrite (13.12) as [3]:

 ( )1 1 2 1compF L L F= + −  (13.13)

For any receiving equipment, the composite noise temperature is

 ( )1 290Kcomp compT F= −  (13.14)

Substituting (13.13) into (13.14) gives us

 ( ) ( )1 1 2 1 21 1 290 1 290KcompT L L F K L F⎡ ⎤= + − − = −⎣ ⎦  (13.15)

Therefore, an equation for the system temperature T can be derived by sub-
stituting (13.15) into (13.11). If we assume that the antenna temperature Tant is 
290K, then

 
( )

( ) ( )
1 2

1 2 1 2

290K 1 290K

1 1 290K 290K

ant compT T T L F

L F L F

= + = + −

⎡ ⎤= + − =⎣ ⎦
 (13.16)

In other words, the system temperature T of a complete base station receiving 
system (antenna, cable, and radio front end) is the loss of the cable multiplied by 
the noise figure of the radio front end multiplied by the ambient temperature 290K 
[3].

1. This makes sense because the noise figure of a component quantifies how much the signal-to-noise 
ratio degrades as the signal goes through the component. Since a piece of cable simply introduces a 
loss, the noise figure F1 of a cable is the same as its loss (i.e., F1 = L1).
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13.3 Designing for Coverage

13.3.1 Fundamentals

Having developed the expressions for SNR, SIR, and SINR, we now proceed to in-
vestigate the extent of the coverage provided by a cell using OFDMA. A useful tool 
at the disposal of system designers is the link budget. The link budget is a way of 
accounting for various gains and losses of the system for the purpose of computing 
coverage. As such, the bottom line of a link budget (for a terrestrial wireless system) 
is typically the maximum allowable propagation loss that can be sustained if one is 
to meet a given required level of SINR.

Before proceeding, we need to emphasize the difference between calculated 
SINR (SINR) and required SINR (SINRreq). The calculated SINR is computed by 
using (13.4) when all the parameters on the right side of the equation are available:
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Once computed, the calculated SINR gives system designers an idea of the ac-
tual SINR based on the given system parameters. 

The required SINR, on the other hand, is the minimum SINR that a link has 
to attain for successful demodulation to occur at the receiver. For a given required 
SINR, one can solve for propagation loss in (13.4):
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where 0, j
reqSINR  is the required SINR for the jth subcarrier of user 0. The resulting 

propagation loss is the maximum allowable propagation loss that can be sustained 
given all the system parameters, including the required SINR. Using a suitable path 
loss model, one can then convert this maximum allowable propagation loss into a 
maximum coverage distance (e.g., to the cell edge) within which a service level (e.g., 
bit rate) can be supported [4].

Equation (13.17) is accurate for the maximum allowable propagation loss. 
However, for the link budget, system designers often use the more succinct SINR 
equation in (13.10) containing the interference margin. Specifically, solving the 
more succinct SINR (13.10) for the propagation loss yields:

 
( )0, 0,

0
,max 0, 0 0 0

j j
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=  (13.18)
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Equation (13.18) is often used for link budgets because the parameter interfer-
ence margin IM is simply another item that is added to the budget.

Before presenting an example of the link budget, we need to describe another 
commonly used parameter called receiver sensitivity. The receiver sensitivity is de-
fined as the minimum received power required for signal demodulation (not con-
sidering the effect of interference) [4]. Formally, the receiver sensitivity RS is:

 ( )reqRS SINR kTW=  (13.19)

In other words, the receiver sensitivity is the minimum required SINR multi-
plied by (only) the noise. If there is no interference (e.g., from users in other cells), 
then the receiver sensitivity is the same as the minimum received power required. 
Specified as a function of the required SINR (part of the equipment specification) 
and noise of the receiving system (also part of the equipment specification—noise 
figure), the receiver sensitivity becomes a parameter that depends solely on the 
receiving equipment, not on the interference margin which may change from sys-
tem to system. Note that the receiver sensitivity is typically specified for the entire 
bandwidth, not for a subcarrier.

Since there is interference in a real system, the effect of interference can be in-
cluded by using the interference margin elsewhere in the link budget. 

13.3.2 Link Budget

Based on (13.18), Table 13.1 shows a case of a link budget for both the downlink 
and the uplink. The case is for NFFT = 1,024 in a mobility situation.

Some items in the link budget in Table 13.1 merit the following explanations:

 • The boldfaced parameters denote those that appear in (13.18). 

 • By dividing EIRP by the number of occupied subcarriers, the link budget as-
sumes that subcarriers have equal power (line 7).

 • The interference margin is 2 dB for the downlink and 3 dB for the uplink (line 
14), assuming a frequency reuse pattern of 1 × 3 × 1 (see Chapter 14). If the 
frequency reuse pattern changes to 1 × 3 × 3, then the interference margin 
reduces to 0.2 dB, but the tradeoff is the reduced amount of frequency reuse 
in the system [5].

 • The −10 dB of log-normal shadowing loss (line 21) assumes that the standard 
deviation of loss variation is 6 dB and 1% of outage probability at cell edge. 

Regarding the log-normal shadowing loss, if in the area around a base station, 
the standard deviation of loss variation is 6 dB (obtained through actual measure-
ment, for example). Then, based on the log-normal distribution with a standard 
deviation of 6 dB, 1% is the probability that the actual loss will be −10 dB relative 
to the median. In other words, in a log-normally distributed propagation environ-
ment with a standard deviation of 6 dB:

 • Achieving an outage probability of 1% requires an extra link margin of 10 dB.
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 • Achieving an availability of 99% requires an extra link margin of 10 dB.

The link budget includes this factor (−10 dB) to account for the shadowing 
loss, which results in a reduction in the maximum allowable path loss and ulti-
mately in a reduction in the size of the cell. 

Table 13.1 Link Budget

Line 
Number Gain/Loss

Link 

CommentsDownlink Uplink

Line 1 Tx power per antenna 43 dBm 23 dBm 

Line 2 Tx line loss −3 dB 0 dB 

Line 3 Tx antenna gain 18 dBi 0 dBi 

Line 4 No. of Tx antennas 2 1

Line 5 EIRP, PT 61.0 dBm 23.0 dBm =L1+L2+L3+10log(L4)

Line 6
Number of 
occupied subcarriers 840 192 PUSC permutation

Line 7 EIRP, PT per subcarrier 31.8 dBm 0.2 dBm =L5−10log(L6)

Line 8 Rx line loss, L1 0 dB 0 dB 

Line 9 Rx noise figure, F2 8 dB 4 dB 

Line 10 Noise temperature, T 32.6 dBK 28.6 dBK =L8+L9+10log(290K)

Line 11 Boltzmann’s constant, k −198.6 dBm/HzK −198.6 dBm/HzK 

Line 12
Spacing between 
subcarriers 10,937.5 Hz 10,937.5 Hz 

Line 13 Received noise, N −125.6 dBm −129.6 dBm =L10+L11+10log(L12)

Line 14 Interference margin, IM 2 dB 3 dB

Line 15 Modulation/coding 16-QAM, R = 1/2 CTC QPSK, R=1/2 CTC

Line 16 Required SINR, SINRreq 8.6 dB 2.9 dB =function(L15)

Line 17 Tx diversity gain 0 dB 0 dB

Line 18 Macro diversity gain 0 dB 0 dB

Line 19
Rx antenna diversity 
gain 0 dB 3 dB

Line 20 Other system gains, ug 0 dB 3 dB =L17+L18+L19

Line 21
Log-normal shadowing 
loss −10 dB −10 dB

99% availability with 
SD=6 dB

Line 22 Fast-fading loss −5 dB −5 dB

Line 23 Body/in-car loss 0 dB 0 dB

Line 24
Propagation-related 
losses, ul −15 dB −15 dB =L21+L22+L23

Line 25 Rx antenna gain, GR −1 dBi 18 dBi

Line 26
Max. allowable path 
loss, Lp,max −130.8 dB −129.9 dB =(L16+L14+L13)

− (L7+L20+L24+L25)
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Several observations can be made regarding the link budget. The first observa-
tion is that the maximum allowable propagation losses shown are similar between 
the downlink and the uplink. In particular, the downlink can sustain a loss of up to 
−131 dB, whereas the uplink can sustain a loss of up to −130 dB. If the maximum 
allowable propagation losses are similar, then the links are said to be balanced. 
Balanced downlink and uplink are typically the case if the links are asymmetrical. 
In this case, the downlink uses 16-QAM with R = 1/2 convolutional turbo code 
(CTC), while the uplink uses QPSK with R = 1/2 CTC, resulting in a higher data 
rate on the downlink. Because the downlink can transmit at a much higher power 
than the uplink, the asymmetrical data rates help to balance the link as far as the 
maximum allowable path losses are concerned. Asymmetrical links typically sup-
port Web-oriented applications.

The second observation about the link budget is that one can use the maximum 
allowable propagation loss to compute the maximum coverage distance by using 
a loss model. Chapter 2 examined several path loss models. As an illustration, the 
simple empirical model of path loss (for user i) is:
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where

 • α is the path loss exponent;

 • di is the distance between the transmitter and the receiver for user i;

 • f is the carrier frequency;

 • c is the speed of light;

 • dref is the reference distance (which can be taken to be 1m).

Solving for di yields:
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 (13.21)

On the downlink, substituting a loss of −131 dB (or 8.32 × 10−14), a frequency 
of 700 MHz, and α of 3 into (13.21) produces a maximum coverage distance of 
2.4 km. On the uplink, the same calculation (using a loss of −130 dB) produces 
a maximum coverage distance of 2.2 km. Of course, one can use other path loss 
models, such as Okumura-Hata or COST-231 Hata, to compute the maximum 
coverage distance.

In the link budget, the required SINR is a function of the modulation and cod-
ing scheme used on the link. The link budget assumes that the downlink is designed 
to support 16-QAM with R = 1/2 CTC, which requires an SINR of 8.6 dB. The 
higher the order of the modulation, the more bits can be transmitted in a given 
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bandwidth. Because a higher-order modulation requires a higher SINR, the higher 
bit rate requires a higher SINR. Other required SINR values can be found in re-
frences such as [6, 7], as well as from an infrastructure vendor’s recommendations.

13.3.3 Analytical Model

Another way to examine the extent of coverage provided by a cell is through a 
closed-form analytical model, which allows a designer to move directly between re-
quired SINR and the maximum coverage distance. To reiterate, the SINR in (13.10) 
was previously derived to be:
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Again, we invoke the simple path loss model (for user 0):
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Substituting the simple path loss model for o
pL  in (13.10) yields
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Figure 13.4 shows the SINR as a function of the distance of the user according 
to (13.23). For illustration, the figure shows the downlink SINR as a function of 
the distance, and the assumptions are identical to those in the link budget in Table 
13.1. 

Figure 13.4 and other SINR graphs generated using (13.23) turn out to be very 
useful for system designers. They provide a quick way of computing what the SINR 
might be at a particular distance. For a certain distance, one simply has to look at 
the graph to obtain an approximation of the SINR achievable at that distance. 

For those who would like to go from SINR to coverage distance, (13.23) can be 
inverted to perform that calculation. We now proceed to invert (13.23) and solve 
for the distance as a function of SINR. Rearranging (13.23) produces:
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or
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Solving for d0 yields:
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or

 
( )

120, 0 0 0
0,

0 0, 4

j
T g l R j

ref j
refM

P u u G c
d d SINR

fdkT f I

α

π

⎛ ⎞⎛ ⎞
= ⎜ ⎟⎜ ⎟Δ⎜ ⎟⎝ ⎠⎝ ⎠

 (13.27)

−30.00

−20.00

−10.00

0.00

10.00

20.00

SI
N

R 
(d

B)

30.00

40.00

50.00

60.00

70.00

0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000

Distance (m)

SINR( = 3.0)α

SINR( = 3.5)α

Figure 13.4 The downlink SINR as a function of the distance. The assumptions are identical to 
those in the link budget in Table 13.1. The operating frequency is 700 MHz, and the interference 
margin is kept constant as a function of the distance.
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Figure 13.5 shows the distance as a function of the SINR according to (13.27). 
For illustration, the figure shows the downlink SINR as a function of the distance, 
and the assumptions are identical to those in the link budget in Table 13.1. 

Figure 13.5 and (13.27) are useful in that they allow a system designer to 
quickly calculate the coverage of a cell. Given a required level of SINR, one can 
compute the maximum distance within which the required level of SINR can be 
met. All other users outside that maximum distance will experience SINRs that are 
less than the required level of SINR. 

13.3.4 System Design Issues

Operationally, one indication that a mobile is in a difficult RF environment is the 
transition to a more robust burst profile. For example, the base station makes the 
decision on which burst profile to use on the downlink based on the downlink 
signal quality. However, to reduce the amount of feedback traffic on the uplink, 
the mobile assists in the determination of the downlink burst profile. The mobile 
can do so by measuring and monitoring the downlink CINR and comparing it to a 
range of CINR values. If the measured downlink CINR goes outside the range, then 
the mobile sends a RNG-REQ message (in the initial ranging interval) to request a 
change in the downlink burst profile [7].2 By logging the transitions to more robust 

2. The mobile uses the RNG-REQ message to request a more robust downlink burst profile [7].

0

500

1,000

1,500

2,000

2,500

3,000

3,500

4,000

4,500

5,000

0 5 10 15 20 25 30 35 40 45 50

SINR (dB)

D
is

ta
nc

e 
(m

)

Distance(α = 3.0)

Distance (α = 3.5)

Figure 13.5 The distance as a function of the downlink SINR. The assumptions are identical to 
those in the link budget in Table 13.1. The operating frequency is 700 MHz, and the interference 
margin is kept constant as a function of the distance.
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burst profiles and correlating them geographically, an RF engineer may determine 
which area has particularly difficult coverage.

On the other hand, a larger path loss (i.e., a larger α) may actually help isolate 
a cell from interference from other cells, especially in interference-limited systems. 
Because of the exponential loss coefficient, transmission rapidly loses power as a 
function of distance, and interference transmissions from other cells far away are 
more severely attenuated than the signal transmission from the home cell nearby. 
To see the effect, consider the expression for SIR in (13.6):
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As α goes up, the losses i
pL  for the M interferers in the denominator become 

more severe (than the loss 0
pL  for user 0 in the numerator) because the interferers 

are presumably farther away than user 0. If the losses i
pL  in the denominator are 

more severe, then interference terms in the denominator become smaller, and SIR 
for user 0 becomes larger.

A special example of how a larger path loss helps isolate a cell from other cells’ 
interference is a femtocell. A network access provider can deploy femtocells inside 
homes and businesses to improve indoor coverage (and to provide additional ca-
pacity). An existing broadband connection such as digital subscriber line (DSL), ca-
ble modem, or fiber can backhaul the traffic. As such, these femtocells are overlaid 
inside existing macrocells. For an indoor femtocell, walls incur large path loss and 
help reduce interference between the femtocell and other cochannel macrocells [8].

13.3.5 System Modeling Issues

As mentioned earlier, the SINR expression in (13.4) is for each subcarrier, but an 
OFDMA system utilizes an ensemble of subcarriers. Thus, there exists the need 
for a method for aggregating individual subcarriers’ SINRs. Simply averaging the 
SINRs of individual subcarriers is not sufficient because of several reasons, includ-
ing bits are spread across the subcarriers, and each subcarrier can experience a dif-
ferent frequency-selective fading [9]. 

One popular method for aggregating individual subcarriers’ SINRs and calcu-
lating an overall effective SINR is the exponential effective SIR mapping (EESM) 
method, which is defined as:
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where SINRi is the SINR of subcarrier i and β is an adjustment factor that depends 
on the modulation and coding scheme used and other modem-specific characteris-
tics. A table of β values can be found in [9]. As shown in (13.28), the EESM method 
is essentially a compression method that aggregates multiple SINRs into a single 
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effective SINReff. What is important is that the resulting effective SINReff is the 
equivalent SINR for an additive white Gaussian noise (AWGN) channel, which al-
lows the use of AWGN assumptions to assess the system performance [10].

In modeling an IEEE 802.16-based system, one typically calculates the SINReff 
for an FEC block [5]. An FEC block consists of a number of subchannels, and a 
subchannel consists of multiple subcarriers depending on the subcarrier permuta-
tion mode used (see Chapter 5).

13.3.6 Concluding Remarks 

Thus far, this chapter has emphasized the fact that adequate received power is im-
portant for the successful demodulation and recovery of transmitted bits. While 
that is certainly true, there are two more factors that merit consideration, especially 
in mobile broadband wireless systems. In effect, designing a mobile broadband 
wireless system requires a different paradigm—not only checking that the actual 
SINR is enough to support a desired bit rate and probability of bit error, but also 
ensuring that the system is robust enough to withstand the inevitable delay spread 
and Doppler shift. The next sections address these considerations in the design of 
an OFDMA system. 

13.4 Designing for Temporal and Frequency Dispersions

13.4.1 Time Dispersion

Because the data symbol rates in a broadband wireless system are high, the data 
symbol durations are short, and short data symbols are more susceptible to a given 
delay spread. Thus, designers need to consider the effect of delay spread in high-
speed wireless systems. One reason that OFDM is a popular technology of choice 
for wireless broadband is its ability to counter the effect of delay spread. By dividing 
one wide channel into many narrow subcarriers, OFDM lengthens the duration of 
each data symbol and makes each data symbol more robust against delay spread. 
Such robustness is achieved when the data symbol duration is much larger than the 
delay spread. The following example illustrates this.

Example 13.1

System performance engineers took channel-sounding measurements and deter-
mined that the propagation environment in the area of a proposed base station has 
an rms delay spread of 10 μs. What should be the width of the carrier (or subcarrier 
in the case of OFDM)?

The coherence bandwidth as a function of rms delay spread is (see Chapter 2):
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For an rms delay spread of 10 μs, the coherence bandwidth is:
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So for an rms delay spread of 10 μs, the fading environment can be considered 
flat over a 20-kHz bandwidth [11]. In general, the higher the delay spread, the 
smaller the (sub)carrier width needs to be.

Two popular channel bandwidth/NFFT combinations in IEEE 802.16 are 10 
MHz/1,024 and 5 MHz/512. The subcarrier spacing turns out to be 10.9375 kHz 
in both combinations. Continuing with this example, one can compute the delay 
spread that can be tolerated given a subcarrier width of 10.9375 kHz: If the coher-
ence bandwidth is 10.9375 kHz, then the rms delay spread is 1/5(10.9375 kHz) = 
18.285 μs. A subcarrier width of 10.9375 kHz is sufficient to overcome the effect 
of an 18.285-μs rms delay spread. Incidentally, 18.285 μs corresponds to a path 
difference of about 5.5 km.

In a broadband wireless system, it is difficult to correct the problem of ISI by 
just increasing power. One indication of a possible problem with delay spread may 
be that for a fixed user, the error rate on the link remains elevated even though the 
SINR is sufficient (and the link budget shows plenty of margin). If delay spread is 
a problem and subcarrier spacing cannot be changed (due to the technology choice 
already made), one alternative is to reduce the size of the cell. It is likely that in a 
smaller cell, the path difference (and the delay spread) in the cell would be smaller.

A narrow subcarrier width reduces the effect of delay spread on adjacent data 
symbols (i.e., delayed versions of one data symbol interfering with a subsequent 
data symbol) within an OFDM symbol. In addition to the effect of delay spread on 
adjacent data symbols, a designer also needs to consider the effect of delay spread 
on adjacent OFDM symbols. Recall from Chapter 4 that, in a generic OFDM sys-
tem, the IDFT function transforms the group of K parallel data symbols from the 
frequency domain into the time domain. The K parallel transformed symbols pass 
through a parallel-to-serial converter, and the resulting group of K transformed 
symbols in a series is called an OFDM symbol. 

For a given delay spread, sufficient guard time must be inserted between con-
secutive OFDM symbols to allow for such a delay spread. The following example 
illustrates this.

Example 13.2

System performance engineers took channel-sounding measurements and deter-
mined that the propagation environment in the area of another proposed base sta-
tion has a maximum delay spread of 4 μs. Assume that the guard time between 
OFDM symbols needs to be at least the same as the maximum delay spread. What 
is the required ratio of guard time to (useful) OFDM symbol time for a channel 
bandwidth/NFFT combination of 10 MHz/1,024? What is the required ratio for 5 
MHz/512?

For the channel bandwidth/NFFT combination of 10 MHz/1,024, each trans-
mission symbol lasts 1/10 MHz or 0.1 μs, and each OFDM symbol lasts 0.1 μs × 
1,024 or 102.4 μs. Thus, the required ratio of guard time to (useful) OFDM symbol 
time is 4 μs/102.4 μs or 1/26.
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For the channel bandwidth/NFFT combination of 5 MHz/512, each transmis-
sion symbol lasts 1/5 MHz or 0.2 μs, and each OFDM symbol lasts 0.2 μs × 512 or 
again 102.4 μs. Thus, the required ratio of guard time to (useful) OFDM symbol 
time is 4 μs/102.4 μs or again 1/26.

The IEEE 802.16e-based system permits four different ratios of guard time to 
(useful) OFDM symbol time: 1/4, 1/8, 1/16, and 1/32 (i.e., cyclic prefix). If the re-
quired ratio is 1/26, then the designer needs to set the cyclic prefix at 1/16, as 1/32 
would not be enough. In other words, one has to make sure that the guard time is 
at least equal to or greater than the delay spread.

To sum up, in designing a broadband wireless system, a designer would not 
only consider attenuation (e.g., by using tools such as the link budget), but also 
take into account the delay spread (e.g., by configuring the system) in the coverage 
area.

13.4.2 Frequency Dispersion

In addition to the time dispersion, OFDM-based systems, especially mobile broad-
band systems, suffer from another type of impairment. This impairment is fre-
quency shift due to the relative velocity between the transmitter and the receiver 
(as well as due to any scattering objects that are moving). To see this impairment, 
consider Figure 13.6, which depicts the OFDM signal in the frequency domain.

The center frequency of each subcarrier is fc ± jRs. Observe that at the peak of 
each subcarrier, interference contributions from neighboring subcarriers are zero. 
In OFDM, such alignment of subcarriers is what contributes to the orthogonality 
of subcarriers. Specifically, adjacent subcarriers have to be separated by Δf = Rs to 
maintain orthogonality.

If there is relative motion between the transmitter and the receiver (or if there 
is a moving scatterer between them), then the OFDM signal will experience a Dop-
pler shift fD. 

 D

f
f v

c
=  (13.30)

(assuming that the shift is maximum positive) where v is the relative velocity be-
tween the transmitter and the receiver, f is the frequency, and c is the speed of light. 
If there is relative motion between the transmitter and the receiver, a subcarrier with 
the subcarrier frequency f received at the receiver is shifted to f + fD. 

Frequency

S

I
I = 0

fc f +c Rs fc+2Rsfc−RsFc−2Rs

Figure 13.6 The OFDM signal. fc is the carrier frequency, Rs is the symbol rate, and I is the interfer-
ence from the adjacent subcarrier.
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Without a Doppler shift, the center frequency of each subcarrier is f = fc ± jRs 
(see Figure 13.6). With a Doppler shift, the center frequency of each subcarrier is 
now f ′ = fc ± jRs + fD. By substituting the expression for fD, one obtains the center 
frequency f ′ of each subcarrier (with a Doppler shift):
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Therefore, with a Doppler shift, the frequency f of each subcarrier is multiplied 
by the same factor (1 + v/c) [12]. Applying this factor to the subcarriers produces 
the OFDM signal shown in Figure 13.7.

Observe that adjacent subcarriers are no longer separated by Δf = Rs. With a Doppler 
shift, adjacent subcarriers are now separated by Δf = Rs(1 + v/c), that is,
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Because adjacent subcarriers are no longer separated by Δf = Rs, interference 
contributions from neighboring subcarriers are no longer zero at the peak of each 
subcarrier. In other words, the subcarriers are no longer orthogonal. As a result, 
each subcarrier’s SINR is degraded. This effect is known as intercarrier interference 
(ICI).

To quantify the degradation in SINR due to ICI, one has to evaluate the 
expression
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Figure 13.7 The OFDM signal experiencing Doppler shift. v is assumed to be negative. I is interfer-
ence from the adjacent subcarrier.
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where I is due to interference contributions from neighboring subcarriers. For a 
particular subcarrier j, calculating I (due to ICI) involves summing up the interfer-
ence contributions from all other subcarriers m where m ≠ j.

There have been research articles (e.g., [13–16]) that examined ICI, many of 
which make certain assumptions to simplify the calculation of SINR degradation. 
One such approximation is given by (in decibels):
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where fshift is the frequency shift (e.g., caused by relative motion). The assumption 
used is that there are an infinite number of subcarriers; this approximation over-
estimates the ICI by a factor of 2 but is more accurate for subcarriers not near the 
edge of the band [15].

Example 13.3

A base station is located next to the freeway and has an omnidirectional transmit 
antenna. What is the SINR degradation experienced by a receiver in a car moving 
toward the base station at 90 km/hour? The receiver also has an omnidirectional 
receive antenna. The system is based on IEEE 802.16e and has a frequency spacing 
of 10.9375 kHz. Assume that the SNR is 10 dB (or 10). The system operates at 3.5 
GHz.
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Example 13.4

What is the SINR degradation experienced by the receiver in the same car if the 
same system operates at 700 MHz?
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Therefore, the SINR degradation due to relative motion is less severe at lower 
frequencies.

Note that frequency shifts of subcarriers can be caused not only by Doppler 
shift, but also by local oscillator (LO) drift and frequency synchronization error3 at 
the receiver. It is important to assess the SINR degradation due to frequency shift 
by using models such as (13.34). By computing and anticipating the SINR degrada-
tion, the designer can incorporate sufficient margin into the system.

For illustration, Figure 13.8 shows the SINR degradation as a function of the 
ratio between fshift and Rs.

Figure 13.8 uses the required SINR as the SNR in (13.34) to generate the SINR 
degradation. The required SINRs are shown in Table 13.2 for different modulation 
and coding schemes. The assumption here is that the system uses power control to 
maintain the link SINR right at the required SINR to minimize interference to other 
users in nearby cochannel cells/sectors.

In OFDM, the SINR degradation becomes more severe as the frequency shift 
fshift grows to become a larger percentage of the subcarrier spacing Rs. In addition, 

3. For example, the IEEE 802.16e standard specifies a maximum (uplink) frequency synchronization 
error of 2% of subcarrier spacing [7].
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Figure 13.8 The SINR degradation as a function of the ratio between fshift and Rs.
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higher-order modulation (e.g., QAM) suffers more from frequency shift than low-
er-order, more robust modulation (e.g., QPSK). This is because a higher-order mod-
ulation needs a higher required SINR.

Moreover, a time-varying channel affects the required rate of channel feedback 
for estimation and equalization. At 3.5 GHz, the channel coherence time Tc is
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using the parameters in Example 13.3. The minimum rate of channel feedback has 
to be at least once every Tc, or 1/Tc.
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At 700 MHz, the minimum rate of channel feedback has to be at least once 
every Tc, or 1/Tc.
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Therefore, we see that systems operating at lower carrier frequencies require a 
lower rate of channel feedback.

13.4.3 Concluding Remarks

By now, readers can see that there is a tradeoff between designing for delay spread 
and designing for frequency shift. A fundamental motivation behind OFDM is that 
a narrower subcarrier results in a longer symbol duration, and a longer symbol du-
ration provides more resilience against delay spread. However, a narrow subcarrier 

Table 13.2 Required SINRs for Different Modulation and Coding Schemes [6]

Modulation and Coding Schemes Required SINR*

QPSK, Rate 1/2 (60-byte block) 2.9 dB

QPSK, Rate 3/4 (54-byte block) 6.3 dB

16-QAM, Rate 1/2 (60-byte block) 8.6 dB

16-QAM, Rate 3/4 (54-byte block) 12.7 dB

64-QAM, Rate 1/2 (54-byte block) 13.8 dB

64-QAM, Rate 2/3 (48-byte block) 16.9 dB

64-QAM, Rate 3/4 (54-byte block) 18 dB

64-QAM, Rate 5/6 (60-byte block) 19.9 dB

* CTC for Pb = 10−6 in AWGN channel.
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is more susceptible to a given frequency shift, fshift. This is because as the subcar-
rier spacing Rs becomes small, the percentage fshift/Rs becomes large for a given 
frequency shift, fshift. If fshift/Rs increases in (13.34), the SINR degradation worsens.

Therefore, deciding on a subcarrier spacing (hence subcarrier bandwidth) in-
volves a tradeoff between the delay spread and the frequency shift. The subcarrier 
bandwidth is chosen to be small enough to counter delay spread, but at the same 
time, large enough to tolerate some frequency shift (due to Doppler). Because of 
this tradeoff, [17] has proposed adaptive subcarrier bandwidth in OFDM. The 
scheme calls for dynamically changing the number of subcarriers in each OFDM 
symbol (hence changing the subcarrier bandwidth in each time slot) based on chan-
nel conditions.

All in all, it is challenging to design a protocol that works well in all environ-
ments (local-area versus wide-area), frequencies (low versus high), and mobility 
(fixed versus mobile). The propagation environment affects delay spread, and fre-
quency and mobility affect Doppler shift. It is for this reason that handover be-
tween heterogeneous networks (e.g., wireless LAN and cellular), executed by the 
network layer and/or layers above [18, 19] and by cognitive radios [20] that can 
reconfigure to latch onto the closest or the most economical base station/access 
point will also be important in next-generation broadband wireless networks.
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RF System Design: Capacity

14.1 Introduction

An RF system designer not only considers coverage, but also takes into account 
the capacity of the system. The number of mobile broadband users is expected to 
rise as more users become accustomed to being connected anywhere, anytime. As 
demand rises, capacity must also rise to meet demand. Also, wireless bandwidth 
is a precious commodity, and mobility makes achieving high spectral efficiency a 
challenge. These factors make the RF link the likely bottleneck in an end-to-end 
broadband mobile wireless system, and the improvement of the RF link perfor-
mance can directly translate into an overall improvement of the end-to-end system 
[1]. Thus, RF system design for capacity is crucial for broadband mobile wireless 
systems. Effective design enables a system to serve the demand in a given area with 
fewer base stations. This way, a network access provider may meet demand with 
less invested capital. 

In addition to discussing system capacity, this chapter presents design examples 
to illustrate salient system design issues. To keep the examples concise, we do not 
include the cases for MIMO, which would increase the raw bit rates.

14.2 Frequency Reuse 

14.2.1 Fundamental Concepts

Readers are no doubt familiar with the concept of frequency reuse. In frequency 
reuse, a system utilizes the same blocks of frequencies more than once (i.e., reuses 
the frequencies). Suppose a network access provider is allocated a portion of spec-
trum, J, and wishes to serve an area using that spectrum. As an example, the access 
provider has two options. In option 1, it serves the area using the entire spectrum J, 
presumably using a single, tall base station at the center of the cell (see Figure 14.1). 
As a result, all mobiles in the area have access to the spectrum J.

In option 2, the access provider divides its spectrum J into seven blocks; each 
block is J/7 wide. At the same time, it divides the area into many cells (e.g., 49 
cells) and assigns each cell a different frequency block. The access provider assigns 
its different blocks of frequencies in such a way that cells using identical frequency 



262 RF System Design: Capacity

blocks (i.e., cochannel cells) are as geographically separated from each other as 
possible (see Figure 14.2). To implement these many smaller cells, the access pro-
vider uses base stations with antennas that are shorter. As a result, mobiles in dif-
ferent cells access different blocks of frequencies depending on the cells in which 
they operate. As Figure 14.2 shows, there are a total of 49(J/7) = 7J of spectrum 
that are used to serve the area.

Obviously, option 2 results in more frequencies available in a given area 
than option 1. The reason why there are more frequencies available is because 
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Figure 14.1 The amount of spectrum in use in the area is J (for option 1).
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Figure 14.2 The amount of spectrum in use in the area is 7J (for option 2). The frequency reuse 
factor is N = 7.
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frequencies are reused, and the reason why frequencies can be reused is because 
cochannel cells are nonadjacent and geographically separated. In fact, in frequency 
reuse, path loss actually helps improve the SIR of a link. If path loss is high, a co-
channel transmission loses more power as it traverses a given distance; by the time 
the cochannel transmission reaches the nonadjacent, cochannel cell, the power is 
low compared to the resident transmissions used in that cochannel cell. Cochannel 
interfering transmissions become weak when they propagate over some distance to 
another cochannel cell. 

14.2.2 Frequency Reuse Factors

The second option just discussed uses a (intercell) frequency reuse factor of N = 7 by 
which frequency blocks are assigned to a cluster of seven cells. A cluster is a group 
of cells that use once and only once all available frequencies of an access provider 
[2]. Each cell in a cluster uses a different frequency block; thus, the number of cells 
in a cluster corresponds to the frequency reuse factor N. In general, the assignment 
of frequency blocks to cells (arranged in a hexagonal layout) can be done according 
to the following:

 2 2 where 1, 0N i ij j i j= + + ≥ ≥  (14.1)

In this equation, i and j are translation distance and rotation angle, respectively. 
For N = 7, i = 2 and j = 1. What that means is that if one has a cochannel cell and 
would like to assign another cochannel cell, then from the first cochannel cell, one:

 • Moves linearly or translates i (i = 2) cells over;

 • Turns or rotates by 60j (60j = 60) degrees.

This is exactly what was done for the N = 7 reuse factor (see Figure 14.3). 
Incidentally, in two dimensions the hexagonal layout provides the densest packing 
of circles.
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Figure 14.3 Assigning cochannel cells for the N = 7 reuse factor.
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There are other frequency reuse factors possible besides N = 7. A “tighter” 
frequency reuse factor that is lower than N = 7 and that also satisfies (14.1) is N = 
4. For N = 4, the access provider divides its spectrum J into four blocks; each block 
is J/4 wide. Then the access provider assigns each cell a different frequency block. 
In assigning the different frequency blocks to cells and separating the cochannel 
cells, the access provider again uses (14.1). For N = 4, i = 2 and j = 0. In assigning 
cochannel cells, the access provider moves linearly or translates two (i = 2) cells 
over, and turns or rotates by 0 (60j = 0) degrees. Figure 14.4 depicts the assignment 
of cells for the N = 4 reuse factor. Since there are 49 cells in the figure and each cell 
is assigned J/4 of spectrum, the total amount of spectrum used to serve the area is 
49(J/4) or 12.25J.

Note that a tighter reuse results in more frequencies available to serve a given 
area. In the above examples, one obtains a total of 12.25J of spectrum using the N 
= 4 reuse factor, but one obtains only 7J of spectrum using the N = 7 reuse factor. 
Given that a tighter frequency reuse results in more frequencies available for the 
system, why would we not always adopt a tighter reuse?

The reason is that the tighter the reuse, the closer the cochannel cells are from 
each other. Because cochannel cells use the same block of frequencies, the cochan-
nel interference would be higher, causing the received SIR experienced to be lower. 
Let D be equal to the distance between cochannel cells and r be equal to the radius 
of a cell. In the examples shown above, cells are of an equal size, so r is a constant. 
However, when one compares the N = 7 reuse (Figure 14.2) and the N = 4 reuse 
(Figure 14.4), one can readily tell that D is smaller for the tighter reuse of N = 4. 
Figure 14.5 shows the D and the r for the two reuses N = 7 and N = 4.

There is yet another tighter reuse, N = 3. For N = 3, the access provider divides 
its spectrum J into three blocks; each block is J/3 wide. Then it assigns each cell a 
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Figure 14.4 The amount of spectrum in use in the area is 12.25J. The frequency reuse factor is N 
= 4.
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different frequency block. In assigning the different frequency blocks to cells, the 
access provider solves (14.1) with N = 3. For N = 3, i = 1 and j = 1. To assign co-
channel cells, the access provider moves linearly or translates one (i = 1) cell over 
and turns or rotates by 60 (60j = 60) degrees. Figure 14.6 depicts the N = 3 reuse. 
Since there are 49 cells in the figure and each cell is assigned J/3 of spectrum, the 
total amount of spectrum used to serve the area is 49(J/3) or 16.33J. As expected, 
with a tighter N = 3 reuse, the total amount of spectrum is higher, but the cochan-
nel distance D is lower and thus the SIR would be lower.

The tightest frequency reuse factor is N = 1—also known as the universal fre-
quency reuse. In N = 1, the same frequency is reused in every cell. So for N = 1, 
the access provider assigns its entire spectrum J to every cell, and each cell uses the 
same frequency. Figure 14.7 shows the frequency reuse scheme in which every cell 
in the area is using the same frequency. Since there are 49 cells in the figure and 
each cell is assigned spectrum J, the total amount of spectrum used to serve the 
area is 49J.

Although N = 1 affords the highest amount of spectrum in use, the SIR would 
be very low. Typically, cells that are physically adjacent (next to each other) do not 
use the same frequencies at the same time.1 Doing so would create a lot of interfer-
ence, especially for a mobile situated at the edge of a cell. In fact, for a mobile on 
the edge of a cell, the downlink SIR experienced by it is approximately 1 or 0 dB 

1. N = 1 is routinely used in cellular CDMA.
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Figure 14.5 A comparison of cochannel distance D between N = 7 and N = 4. r is identical for both 
reuses.
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(assuming an equal downlink power received from each of two neighboring base 
stations) (see Figure 14.8).

Frequency reuse factors of 1, 3, 4, and 7 are often referred to as integer fre-
quency reuse.
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Figure 14.6 The amount of spectrum in use in the area is 16.33J. The frequency reuse factor is N 
= 3.
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14.2.3 D/r Ratio

By using simple geometry, one can derive the parameter D/r ratio for a hexagonal 
arrangement of cells. Table 14.1 shows the D/r ratios for the frequency reuse factors 
just examined (i.e., N = 1, 3, 4, and 7), as well as for “looser” reuses (i.e., N = 12 
and 19). These D/r ratios are applicable to cells of any size, as long as the following 
conditions are met: 

1.   Cells are of the same size (i.e., r is the same for all cells). 
2.   Cells are arranged in a hexagonal layout. 
3.   Cochannel cells are assigned per (14.1). 

This relationship between reuse factor N and D/r is

 3
D

N
r

=  (14.2)

Figure 14.9 shows the tradeoff involved with the choice of frequency reuse fac-
tor. The advantage of using a tighter reuse is that the total amount of frequencies in 
use increases. This is because as the frequency reuse becomes tighter, the cochannel 
distance decreases, and the same blocks of frequency are reused more often in the 
system. However, the disadvantage of using a tighter reuse is that the SIR experi-
enced decreases (i.e., SIR decreases as N decreases). This is because as the reuse 

Pr1

Cell 1 Cell 2

Pr2

CIR = C/I = Pr1/Pr2 1˜̃

Figure 14.8 In N = 1, downlink SIR ≈ 1 for a mobile at the edge of a cell.

Table 14.1 D/r Ratios 
for Different Frequency 
Reuse Factors

Reuse D/r

N = 1 1.73

N = 3 3.00

N = 4 3.46

N = 7 4.58

N = 12 6.00

N = 19 7.55
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becomes tighter, the cochannel cells are closer to each other, causing cochannel 
interference to increase. Thus, the quality of the system goes down.

14.2.4 Frequency Reuse Patterns

Frequency planning is the task of assigning frequencies to cells such that users’ 
SINRs meet the required SINR for a given service level and capacity is maximized. 
Effective frequency planning minimizes interference from nearby cochannel cells 
and maximizes signal from the home cell. In addition, implementing power control 
can also help reduce interference from nearby cochannel cells.

In performing frequency planning, system designers often choose from a set of 
frequency reuse patterns designated by the notation N × S × K, where

 • N is the number of cells in a cluster, in which each cell uses a different fre-
quency block. N is also known as the intercell frequency reuse factor.

 • S is the number of sectors in a cell.

 • K is the number of frequency blocks in a cell. K is also known as the intracell 
frequency reuse factor [3].

Given this notational convention, the N = 3 frequency reuse scheme previously 
shown in Figure 14.6 can be more fully described as the 3 × 1 × 1 frequency reuse 
pattern. In the 3 × 1 × 1 pattern, there are three cells in each cluster, one sector in 
each cell (no sectorization), and one frequency block in each cell. Figure 14.10(a) 
shows the 3 × 1 × 1 pattern, whereas Figure 14.10(b) shows the 3 × 3 × 1 pattern. 
Note that the 3 × 3 × 1 pattern is different from the 3 × 1 × 1 pattern because cells in 
the 3 × 3 × 1 pattern are sectorized using directional antennas, which act as spatial 
filters to reduce cochannel interference.

The N  = 1 universal frequency reuse scheme previously shown in Figure 14.7 
is equivalent to the 1 × 1 × 1 reuse pattern shown in Figure 14.11(a). In contrast, 
Figure 14.11(b) shows the 1 × 3 × 1 reuse pattern, which uses directional antennas 
to realize three sectors in each cell, although all sectors use the same frequencies.

Figure 14.12(a) shows the 1 × 3 × 3 reuse pattern, in which there is one cell 
in each cluster, three sectors in each cell, and three frequency blocks in each cell. 
Another reuse pattern that is looser is 3 × 3 × 3 shown in Figure 14.12(b). In the 3 
× 3 × 3 pattern, there are three cells in each cluster, three sectors in each cell, and 

Reuse
factor D/rQuality

Frequencies
available

Tighter
( = 1)N SmallerLowerHigher

Looser
( = 19)N

LargerHigherLower

Figure 14.9 The tradeoff between quality and amount of frequencies available.
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three frequency blocks in each cell. As such, the 3 × 3 × 3 pattern requires NK or 9 
frequency blocks for assignment in each cluster.

14.2.5 Fractional Frequency Reuse

In addition to integer frequency reuse, an OFDMA-based system can also adopt 
fractional frequency reuse. Previously we mentioned that N = 1 affords the highest 
amount of spectrum in use, but the resulting SIR would be low, especially for mo-
biles at the edge of a cell. Fractional frequency reuse is a way of improving the SIRs 
for mobiles at cell edge. In fractional frequency reuse, mobiles near the center of the 
cell have access to all frequencies, while mobiles near the edge of a cell only have 
access to a selected frequency block (a fraction of all frequencies). As such, a cell is 
effectively divided into an inner region and an outer region. In the inner regions of 
cells, the system uses universal frequency reuse Ninner = 1. In the outer regions of 
cells, the system may use Nouter = 3 or greater. Figure 14.13 shows a system where 
1 × 1 × 1 is used in inner regions and 3 × 1 × 1 is used in outer regions (a popular 
configuration). The three frequency blocks used in outer regions are labeled A, B, 
and C.
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Fractional frequency reuse results in a reuse factor that is a fractional number 
greater than 1. If ϕ is the ratio of the area of inner region to the total area, then the 
effective frequency reuse factor is

 (1 )inner outerN N Nφ φ= + −  (14.3)

In the example of fractional frequency reuse where inner regions have Ninner = 
1 and outer regions have Nouter = 3, the effective N depends on ϕ. If ϕ = 0, N reverts 
to the original Nouter (= 3). As ϕ goes from 0 to 1, N goes down from 3 to 1 [4].

The purpose of fractional frequency reuse is to maximize the use of available 
frequencies for mobiles near the center of a cell while reducing interference and in-
creasing SIR for mobiles near the edge of a cell, thus increasing bit rates for mobiles 
near the edge. 

In fractional frequency reuse, the frequency blocks A, B, and C need not be 
static. In OFDMA, the number and location of subchannels constituting A, B, and 
C can be optimized dynamically on a frame-by-frame basis—across cells based on 
interference and loading; IEEE 802.16e facilitates this flexible assignment of sub-
channels over time through subchannel segmentation and permutation zones [2]. 
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Figure 14.11 (a) 1 × 1 × 1 frequency reuse pattern. (b) 1 × 3 × 1 frequency reuse pattern.
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For example, mobiles near the cell center can operate with N = 1 (i.e., all available 
subchannels) for part of the subframe (i.e., a zone), while mobiles near the cell 
edge can operate with N = 3 (i.e., a subset of subchannels) for another part of the 
subframe (i.e., another zone) [5].

Figure 14.14(a) shows a cluster of three cells (cells 1, 2, and 3) in a system that 
uses fractional frequency reuse. The inner region is defined by the radius r4, and the 
outer region ranges from r4 to cell radius r. Figure 14.14(b) depicts an example of 
a subframe used by these three cells. In first part of the subframe, transmissions are 
allocated to mobiles in the inner regions of the three cells. In the second part of the 
subframe, transmissions are allocated in frequency to mobiles in the outer regions 
of the three cells. Note that to avoid interference between zones, the system needs 
to synchronize every zone in every downlink/uplink frame in all base stations/sec-
tors [4].

Fractional frequency reuse offers the advantage of reduced interference due 
to mobiles at cell edge. Mobiles at cell edge typically need higher power to com-
municate than mobiles near cell center. Thus, cochannel interference from mobiles 
at cell edge is high and reduces system capacity. By assigning mobiles near the cell 
center and mobiles near the cell edge to different parts of the subframe, fractional 
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frequency reuse effectively implements a time division of the available capacity 
between these two groups of mobiles, reduces cochannel interference from faraway 
mobiles, and increases system capacity [6].

For a sectorized configuration, Figure 14.15 shows an example of fractional 
frequency reuse where inner regions use 1 × 3 × 1 and outer regions use 1 × 3 × 3.

One study used simulation to assess the capacity and outage probability of a 
19-cell system utilizing 10 MHz of bandwidth [4]; each cell has three sectors, and 
the path loss exponent is 3.5. It defines outage probability as the probability that 
the SINR falls below a minimum SINRreq, which is set at 6 dB. The study found 
that a frequency reuse factor of 1 is unacceptable because the SINR is too low, re-
sulting in an outage probability that is greater than 10%. For fractional frequency 
reuse, as ϕ goes up, the outage probability increases. The optimal ϕ found is about 
0.2, which results in the highest sector capacity and an outage probability of less 
than 10% [4].

14.3 Allocation of Capacity

4G systems have significantly shifted the way they allocate resources to users. Such 
a shift began to occur with 3G systems. As a mobile moves away from the base sta-
tion, path loss increases. Figure 14.16 shows that in a classical 2G system employ-
ing power control (e.g., CDMA), the base station responds to this increase in path 
loss by increasing its transmit power (through downlink power control). This way, 
power received at the mobile is kept constant. As a result, the base station maintains 
a constant bit rate and QoS delivered to the mobile. Constant bit rate and QoS 
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regardless of a mobile’s location are important in 2G because 2G systems primarily 
supported circuit-switched applications such as voice [7].

Maintaining constant bit rate and QoS regardless of the mobile’s distance from 
the base station has two disadvantages, especially for broadband mobile systems. 
First, increasing the transmit power to a mobile far away means less downlink 
power resources for other mobiles in the same cell. Second, it is not necessary to 
maintain constant bit rate and QoS if data transmission is bursty and can tolerate 
latency. Therefore, in 4G broadband mobile systems, the base station can use its 
power resources to deliver the highest possible bit rate (on the downlink) to those 
mobiles that are closest to the base station. Figure 14.17 shows a base station that 
does not attempt to deliver a constant bit rate and QoS. As a mobile moves away 
from the base station, the mobile’s received power decreases, but the base station 
does not increase the transmit power to compensate. Rather, the base station de-
creases the bit rate delivered to the mobile. As a result, the base station controls the 
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bit rates using a (relatively) constant transmit power [7]. In other words, instead of 
striving to give users a fixed bit rate and QoS, the base station now changes the bit 
rate and QoS depending on coverage. In OFDMA-based systems, this can be done 
using adaptive modulation and coding (AMC).
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Figure 14.15 An example of fractional frequency reuse where inner regions use 1 × 3 × 1 and outer 
regions use 1 × 3 × 3.
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Figure 14.16 In 2G systems, the base station controls the power to maintain a constant bit rate 
and quality of service [7].
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14.4 Capacity 

14.4.1 Instantaneous Bit Rate

System designers need to ascertain how many bits per second of capacity can be 
supplied by a base station (or sector) utilizing a given amount of spectrum. This 
information is needed to assess the supply of capacity and to estimate how many 
base stations (or sectors) are needed to accommodate the offered traffic in a given 
area. In this section, we illustrate how an instantaneous bit rate can be calculated 
under different conditions.

At the fundamental level, the bit rate Rb in bits per second corresponds to the 
amount of bits (in an OFDM symbol) that can be pumped through the channel in 
the duration of an OFDM symbol (over which an OFDM symbol lasts):

 2logFFT
b

s

N M
R

T
=  (14.4)

where

 • NFFT is the total number of subcarriers;

 • M is the number of data symbols in the constellation (e.g., M = 64 for 
64-QAM);

 • Ts is the total OFDM symbol duration.

Readers may recognize that, in (14.4), NFFT (the total number of subcarriers) 
is the same as the number of transformed symbols in an OFDM symbol. This is 
because, at the transmitter, all NFFT data symbols are transformed by the IDFT 
function in parallel, and the resulting NFFT transformed symbols (plus the addi-
tional cyclic prefix symbols) in parallel are converted to serial in the time domain. 
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Figure 14.17 In 4G systems, the base station controls the bit rates using a constant transmit power 
[7].
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Therefore, there are effectively NFFT transformed symbols in the duration of an 
OFDM symbol (see Figure 4.3 in Chapter 4 for the OFDM transmitter). Because 
log2M is the number of bits carried by each data symbol, NFFTlog2M equates to the 
number of bits transmitted within the duration of an OFDM symbol. 

NFFT include all types of subcarriers, including guard subcarriers, the DC sub-
carrier, pilot subcarriers, and data subcarriers. Thus, one should use

 2( 1)logused
b

s

N M
R

T

−
=  (14.5)

where Nused is the number of used subcarriers, including data subcarriers, pilot 
subcarriers, and the DC subcarrier (see Chapter 4), so (Nused − 1) is the number of 
pilot subcarriers and data subcarriers (excluding the DC subcarrier).

Rb can be rewritten as follows by breaking up the total OFDM symbol time, Ts, 
into two components, Tb and Tg:

 
2 2 2( 1)log ( 1)log ( 1)log

(1 )
used used used

b
b g b b b

N M N M N M
R

T T T GT T G

− − −
= = =

+ + +  (14.6)

where:

 • Tb is the useful OFDM symbol time;

 • Tg is the guard time (i.e., cyclic prefix time) for an OFDM symbol;

 • G is the ratio of guard time for an OFDM symbol to useful OFDM symbol 
time (i.e., G = Tg/Tb).

Because the (useful) OFDM symbol time Tb is the inverse of the OFDM subcar-
rier frequency spacing Δf (i.e., Tb = 1/Δf) due to Fourier transform, (14.6) can be 
rewritten as

 
2 2( 1)log ( 1)log

1 1(1 )

used used
b

N M N M
R f

GG
f

− −
= = Δ

++
Δ

 (14.7)

Since the frequency spacing Δf between adjacent subcarriers can be approxi-
mated by the total bandwidth W divided by the total number of subcarriers NFFT 
(i.e., Δf ≈ W/NFFT), the equation becomes:

 2( 1)log
(1 )

used
b

FFT

W N M
R

N G

−
=

+
 (14.8)
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Equation (14.8) can be examined from a different perspective: The bit rate 
in bits per second is always equal to the transmission symbol rate in symbols per 
second multiplied by the number of bits per symbol (log2M). Under the best condi-
tion, the transmission symbol rate is the same as the bandwidth W. In other words, 
the transmission symbols are running at a transmission symbol rate of W symbols 
per second. Since each data symbol carries log2M bits of data, the bit rate Rb = 
Wlog2M. However, Rb has to be reduced due to overheads. Specifically, Rb is scaled 
down by 1/(1 + G) due to the guard time overhead and by (Nused − 1)/NFFT due to 
the number of guard subcarriers and the DC subcarrier.

To complete the derivation, we need to incorporate a few more factors. First, the 
system uses oversampling (implementation specific to IEEE 802.16), so an overs-
ampling factor n needs to be included. With oversampling, the frequency spacing 
Δf between adjacent subcarriers becomes Δf = n(W/NFFT). Oversampling has the 
effect of decreasing the time between samples in the time domain and increasing the 
frequency spacing between subcarriers in the frequency domain. 

Second, the quantity (Nused − 1) still includes the overhead of pilot subcarri-
ers, so a factor p is needed to exclude the pilot subcarriers. p is the ratio of the 
number of data subcarriers to the number of pilot subcarriers and data subcar-
riers. p depends on the specific permutation modes used. For example, the PUSC 
permutation modes results in four pilot subcarriers and 24 data subcarriers in each 
subchannel (see Chapter 5); thus, for PUSC, p = 24/(4 + 24) = 24/28.

Third, the error-correcting code rate R is needed to exclude the overhead bits 
for forward error correction. Incorporating these factors yields2

 2( 1)log
(1 )

used
b

FFT

nW N M
R Rp

N G

−
=

+
 (14.9)

Note that the repetition factor is not included.
This bit rate is the instantaneous bit rate over an OFDM symbol. For a frame, 

this equation assumes that all OFDM symbols in the frame are used for transmis-
sion. Thus the bit rate specified by (14.9) represents the theoretical maximum in 
any one direction (downlink or uplink) for a corresponding modulation and coding 
scheme (M and R). This is the raw bit rate that the physical layer supports.

The corresponding raw spectral efficiency e (in bits per second per hertz) is

 2( 1)log
(1 )

b used

FFT

R n N M
e Rp

W N G

−
= =

+
 (14.10)

which represents the bit rate deliverable using 1 Hz of spectrum.

2. In actuality, nW is really floor(nW/8,000)8,000 to produce an integer sampling frequency [8].
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14.4.2 Instantaneous Bit Rate: Examples

To get an idea of the kinds of bit rates that can be delivered by the physical layer, 
we perform some sample calculations. We first examine the more efficient set of 
parameters to see the kind of bit rate attainable at the high end.

Example 14.1

The first scenario is 1,024-FFT OFDMA downlink using PUSC and 64-QAM 
modulation with rate 3/4 code in a 10-MHz bandwidth. The following are the 
parameters:

 • NFFT = 1,024;

 • M = 64;

 • R = 3/4;

 • W = 10 MHz;

 • n = 28/25;

 • Nused = 841;

 • p = 24/28;

 • G = 1/8.

Substituting these parameters into equation (14.9) produces:

 6
62(28/25)(10 10 Hz)(841 1)log 64

(3/4)(24/28) 31.5 10 bps or 31.5 Mbps
1024(1 1/8)bR
× −

= = ×
+

This bit rate assumes that all OFDM symbols in the frame are used for the 
downlink. Of course, this bit rate is partly due to the efficient modulation of 64-
QAM with rate 3/4 code. Using such a modulation and coding scheme requires that 
the received SINR to be high. This means that the mobile has to be very close to 
the base station and in a favorable propagation environment. If there is more than 
one mobile, then those mobiles would have to share this bit rate at the MAC layer. 
In TDD, it means that those mobiles would divvy up and share OFDM symbols in 
time and subchannels in frequency. 

For reference, the raw spectral efficiency for this example is

 2(28/25)(841 1)log 64
(3/4)(24/28) 3.15 bps/Hz

1024(1 1/8)
e

−
= =

+

For a mobile that is far away from the base station or in a less favorable propa-
gation environment, the system should adaptively throttle down to a more robust 
burst profile. The second example examines the more robust set of parameters to 
see the kinds of bit rate attainable at the low end.
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Example 14.2

The second scenario is 1,024-FFT OFDMA downlink using PUSC and QPSK 
modulation with rate 1/2 code in a 10-MHz bandwidth. The following are the 
parameters:

 • NFFT = 1,024;

 • M = 4;

 • R = 1/2;

 • W = 10 MHz;

 • n = 28/25;

 • Nused = 841;

 • p = 24/28;

 • G = 1/8.

Substituting these parameters into the equation yields:

6
62(28/25)(10 10 Hz)(841 1)log 4

(1/2)(24/28) 7.0 10 bps or 7.0 Mbps
1024(1 1/8)bR
× −

= = ×
+

Again, this bit rate assumes that all OFDM symbols in the frame are used for 
the downlink and is shared among the mobiles. If a mobile (or mobiles) is far away 
from the base station or in a less favorable propagation environment, the received 
SINR would be low, and the system changes to a more robust burst profile (QPSK 
with R = 1/2 instead of 64-QAM with R = 3/4) to ensure reliability of the link. The 
tradeoff, of course, is a lower bit rate and lower spectral efficiency. Incidentally, the 
raw spectral efficiency is:

 2(28/25)(841 1)log 4
(1/2)(24/28) 0.7 bps/Hz

1024(1 1/8)
e

−
= =

+

Example 14.3

The third scenario is the downlink case of the link budget (Table 13.1) shown in 
Chapter 13: 1,024-FFT OFDMA downlink using PUSC and 16-QAM modulation 
with rate 1/2 code in a 10-MHz bandwidth. The following are the parameters:

 • NFFT = 1,024;

 • M = 16;

 • R = 1/2;

 • W = 10 MHz;

 • n = 28/25;

 • Nused = 841;
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 • p = 24/28;

 • G = 1/8.

Substituting these parameters into the equation yields:

6
62(28/25)(10 10 Hz)(841 1)log 16

(1/2)(24/28) 14 10 bps or 14 Mbps
1024(1 1/8)bR
× −

= = ×
+

This bit rate again assumes that all OFDM symbols in the frame are used for 
the downlink and is shared among the mobiles. The raw spectral efficiency is:

 2(28/25)(841 1)log 16
(1/2)(24/28) 1.4 bps/Hz

1024(1 1/8)
e

−
= =

+

14.4.3 Effective Data Rate

Equation (14.9) is the instantaneous bit rate over one OFDM symbol. This is the 
raw bit rate that the physical layer supports. As such, it assumes that all OFDM 
symbols in the frame are available for data transport. However, in actuality, there 
are various overheads in a frame. In addition, some OFDM symbols are for the 
downlink, and some OFDM symbols are for the uplink. Therefore, to calculate the 
effective data rate one needs to consider the following factors.

First, the symbols for the various overheads need to be taken into account. The 
overheads in an OFDMA frame include the preamble, FCH, DL-MAP, UL-MAP, 
TTG, RTG, and so forth (see Chapter 5). In OFDMA (IEEE 802.16e), each OFDM 
symbol lasts Ts which is

 
1

(1 ) (1 )s b g bT T T T G G
f

= + = + = +
Δ

 (14.11)

For Δf = 10.9375 kHz and G = 1/8, Ts = 102.9 μs. If a frame lasts 5 ms, then 
there are (5 ms/102.9 μs) = 48.6 OFDM symbols in a frame. Assuming 1.6 symbols 
are used for TTG and RTG means that 47 OFDM symbols are left for overheads 
and data for both the downlink and the uplink [9]. 

The amount of overheads depends on the number of active connections and 
the traffic types transported by these connections [10]. For example, for FTP traf-
fic running over 10 active connections, there are 7 OFDM symbols for overheads 
in the downlink subframe and 3 OFDM symbols for overheads in the uplink sub-
frame; these overheads leave (47 − 7 − 3) = 37 OFDM symbols in a frame for data 
[11]. For VoIP traffic, much of the overhead occurs in the MAP messages [12], and 
the MAP overhead increases linearly with the number of connections [11]. Thus, 
(14.9) needs to be adjusted based on the amount of overheads to arrive at the ef-
fective data rate [10].
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Second, in a TDD frame, some OFDM symbols are dedicated to the downlink 
(in the downlink subframe) and some OFDM symbols are dedicated to the uplink 
(in the uplink subframe). So in TDD, the effective data rate that the MAC layer 
obtains has to be apportioned between the downlink and the uplink. A common as-
sumption of the ratio between the downlink and the uplink is 3:1 for Web-oriented 
applications. For example, applying the 3:1 ratio to the available 37 OFDM sym-
bols yields 28 OFDM symbols for data in the downlink subframe and 9 OFDM 
symbols for data in the uplink subframe [11].

14.5 Capacity and Coverage

It is clear that, based on the above examples, the capacity supplied by a single base 
station depends on how far is the mobile and how good is the propagation envi-
ronment. Continuing with the above examples, consider two scenarios shown in 
Figures 14.18 and 14.19.

Figure 14.18 shows the first scenario (Example 14.1) that has a base station 
and a ring of coverage area closest around the base station. It is assumed that the 
ring of coverage area is close enough to the base station so that all mobiles in this 
ring can support 64QAM modulation with rate 3/4 code. In other words, all mo-
biles in this ring can meet the SINRreq for 64QAM with rate 3/4 code. If all param-
eters used by the mobiles (in this ring of coverage area) and the base station are the 
same as Example 14.1, then the base station can supply, at most, a raw bit rate of 
31.5 Mbps to the mobiles in this ring of coverage area, assuming there are no other 
mobiles outside this ring. Of course, the mobiles would have to share this capacity.

Figure 14.19 shows the second scenario that has the same base station but a 
ring of coverage area some distance away from the base station. In this figure, the 
ring of coverage area is so far from the base station that all mobiles in this ring 
can only support QPSK modulation with rate 1/2 code (i.e., meet the SINRreq for 
QPSK with a rate 1/2 code). If all other parameters used by the mobiles (in this 
ring of coverage area) and the base station are the same as Example 14.2, then the 
base station can only supply a raw bit rate of 7 Mbps to the mobiles in this ring of 
coverage area (assuming there are no other mobiles outside this ring). Again, the 
mobiles would have to share this capacity.

In general, the mobiles would be geographically distributed from being close 
to the base station to being far from the base station. Thus, the actual bit rate that 
can be supplied by a base station will vary. In the scenarios shown above, the base 
station can supply a maximum instantaneous bit rate of 31.5 Mbps in 10 MHz of 
spectrum.

Figure 14.20 shows a base station with concentric rings of coverage areas 
around it. Each concentric ring can support a specific modulation and coding 
scheme, ranging from 64QAM (closest to the base station) to QPSK (farthest from 
the base station). To keep the figure concise, Figure 14.20 does not show the code 
rates. The radius of each concentric ring rM can be calculated by using:

 

1/2

,( ) 4
T g l R

M ref req M
M ref

P u u G c
r d SINR

kT f I d f

α

π

⎛ ⎞⎛ ⎞
= ⎜ ⎟⎜ ⎟Δ⎜ ⎟⎝ ⎠⎝ ⎠

 (14.12)
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This equation is adapted from (13.27) in Chapter 13, which is the closed-form 
model of distance as a function of the SINR.3 The SINRreq,M in this equation can 
be treated as the required SINR for a particular modulation M and coding scheme. 
Given the required SINR, one can calculate the radius (distance) within which that 
required SINR can be met. A sample set of required SINRs are shown in Table 13.2. 

In Figure 14.20, rM is the radius within which mobiles may operate using mod-
ulation M, and SINRreq,M is the required SINR for modulation M. In particular:

 • The 64-QAM ring ranges from 0 to r64.

 • The 16-QAM ring ranges from r64 to r16.

3. For brevity, notation for subcarrier j is omitted.

Ring of
coverage

area

Figure 14.18 The best scenario: the mobiles in a ring of coverage area immediately around the 
base station.

Ring of
coverage

area

Base
Station

Figure 14.19 The worst scenario: the mobiles in a ring of coverage area far away from the base 
station (at the cell boundary).
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 • The QPSK ring ranges from r16 to r4.

As the required SINR increases (e.g., from 16-QAM to 64-QAM), the radius of 
the corresponding modulation decreases.

In addition to the effect of SINRreq, there is also the effect of interference, 
which is shown in Figure 14.21. This figure shows that:

 • From the perspective of coverage, as the interference rise IM (e.g., from other 
cells) increases, the radii of all concentric rings shrink.

 • From the perspective of capacity, for a fixed user in a cell, as the interference 
rise IM increases, that user’s received SINR decreases. Thus, the raw bit rate 
deliverable to the user may decrease too.

There have been work in the literature about both capacity and coverage in 
OFDMA-based systems. For example, one study [3] performed Monte Carlo simu-
lations of an IEEE 802.16e system for six different frequency reuse patterns and 
assessed their capacity and SINR. The study assumes that the network access pro-
vider has 15 MHz (three blocks of 5 MHz) of spectrum available. Table 14.2 sum-
marizes the results.

Some observations can be made on the results of this study:

 • The reuse patterns 1 × 1 × 1 and 3 × 1 × 1 have the lowest average capacity.

 • The reuse pattern 1 × 3 × 1 has the highest average capacity, but at a cost of 
a very low average SINR.

 • The reuse pattern 3 × 3 × 1 affords the best compromise between average 
capacity and average SINR, followed by the reuse pattern 1 × 3 × 3. 

r64

r16

r4

64-QAM
(SINRreq,64)

16-QAM
(SINRreq,16)

QPSK
(SINRreq,4)

SINRreq,64 > SINRreq,16 > SINRreq,4

r64 < r16 < r4

Figure 14.20 Concentric rings of coverage areas as a function of SINRreq. 
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64-QAM

16-QAM

QPSK

Lower IM

d

64-QAM

16-QAM

QPSK

Higher IM

d

Figure 14.21 Concentric rings of coverage areas as a function of IM.

Table 14.2 Simulated Capacity and 
Coverage [3]

Reuse Pattern

Average
Capacity
(Mbps)

Average
SINR (dB)

3 × 1 × 1 5.2 12.4

1 × 1 × 1 5.3 3.8

3 × 3 × 3 8.3 20.1

1 × 3 × 3 15.5 12.1

3 × 3 × 1 16.8 13.3

1 × 3 × 1 18.8 4.7



14.6 Conclusions 285

 • Increasing intercell frequency reuse factor N and/or intracell frequency reuse 
factor K increases the average SINR.

It is now well known that a system needs a (intercell or intracell) frequency re-
use factor of about 3 [13]. Note that the above results do not include the effects of 
adaptive beamforming. Adaptive beamforming would increase both average SINR 
and average capacity. 

14.6 Conclusions

For 4G systems built on IEEE 802.16 or other OFDMA-based schemes that adap-
tively supply capacity to a mobile (depending on distance and propagation condi-
tion), the smaller the cell, the higher the capacity. This is because the smaller the 
cell, the closer mobiles are to the base station, and the more efficient the modulation 
can be supported. However, the smaller the cells, the more cells are needed to cover 
a given area. Therefore, the discussion of capacity is tightly coupled with coverage, 
and a system designer must address both goals at the same time.

Typically, the coverage requirement first determines the cell radius (size). If 
the resulting cell capacity can handle the demand within that radius, then the total 
number of cells required for network-wide coverage is computed. After the com-
putation, if the number of cells required for coverage is less than the number of 
cells required for capacity, then the system designer performs an iterative process to 
check if the cell radius can shrink to meet the required capacity [10].
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