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1
Mass Spectrometry of Amino Acids and Proteins
Simin D. Maleknia and Richard Johnson

1.1
Introduction

1.1.1
Mass Terminology

Likemostmatter (with the exception of, say, neutron stars), proteins and peptides are
mostly made of nothing – an ephemeral cloud of electrons with very little mass
surrounding tiny and very dense atomic nuclei that contain nearly all of themass (i.e.,
peptides and proteins aremade of atoms). Atoms havemass and the unit ofmass that
is most convenient to use is called the atomic mass unit (abbreviated amu or u) or in
biological circles a Dalton (Da). Over the years, physicists and chemists have argued
about what standard to use to define an atomicmass unit, but the issue seems to have
been settled in 1959 when the General Assembly of the International Union of Pure
andApplied Chemistry defined an atomicmass unit as being exactly 1/12 of themass
of the most abundant carbon isotope (12C) in its unbound lowest energy state.
Therefore, one atom of 12C has a mass of 12.0000 u. Using this as the standard, one
proton has a measured mass of 1.00728 u and one neutron is slightly heavier at
1.00866 u. One 12C atom contains six protons and six neutrons, the sum of which is
clearly more than the mass of 12.0000 u. A carbon atom is less than the sum of its
parts, and the reason is that the protons and neutrons in a carbon nucleus are in a
lower energy state than free protons and neutrons. Energy and mass are inter-
changeable via Einstein�s famous equation (E¼mc2), and so this �mass defect� is a
result of the nuclear forces that hold neutrons and protons together within an atom.
This mass defect also serves as a reminder of why people like A. Q. Khan are so
dangerous [1].

Each element is defined by the number of protons per nucleus (e.g., carbon atoms
always have six protons), but each element can have variable numbers of neutrons.
Elements with differing numbers of neutrons are called isotopes and each isotope
possesses a different mass. In some cases, the additional neutrons result in stable
isotopes, which are particularly useful inmass spectrometry (MS) in amethod called
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isotope dilution. Examples in the proteomic field that employ isotope dilution
methodology include the use of the stable isotopes 2H, 13C, 15N, and 18O, as applied
in methods such as ICAT (isotope-coded affinity tags) [2], SILAC (stable isotope
labeling with amino acids in cell culture) [3], or enzymatic incorporation of 18O
water [4]. Whereas some isotopes are stable, others are not and will undergo
radioactive decay. For example, hydrogen with one neutron is stable (deuterium),
but if there are two additional neutrons (a tritium atom) the atoms will decay to
helium (two protons and one neutron) plus a negatively charged b-particle and a
neutrino.Generally, if there are sufficient amounts of a radioactive isotope to produce
an abundant mass spectral signal, the sample is likely to be exceedingly radioactive,
the instrumentationwould have become contaminated, and the operatorwould likely
come to regret having performed the analysis. Therefore, mass spectrometrists will
typically concern themselves with stable isotopes. Each element has a different
propensity to take on different numbers of neutrons. For example, fluorine has nine
protons and always 10 neutrons; however, bromine with 35 protons is evenly split
between possessing either 44 or 46 neutrons. There are most likely interesting
reasons for this, but they are not particularly relevant to a description of the use ofMS
in the analysis of proteins.

What is relevant is the notion of �monoisotopic� versus �average� versus
�nominal� mass. The monoisotopic mass of a molecule is calculated using the
masses of the most abundant isotope of each element present in the molecule. For
peptides, this means using the specific masses for the isotopes of each element that
possess the highest natural abundance (e.g., 1H, 12C, 14N, 16O, 31P, and 32S as shown
in Table 1.1). The �average� or �chemical� mass is calculated using an average of the
isotopes for each element, weighted for natural abundance. For elements found in
most biological molecules, the most abundant isotope contains the fewest neutrons

Table 1.1 Mass and abundance values for some biochemically relevant elements.

Element Average mass Isotope Monoisotopic mass Abundance (%)

Hydrogen 1.008 1H 1.00783 99.985
2H 2.01410 0.015

Carbon 12.011 12C 12 98.90
13C 13.00335 1.10

Nitrogen 14.007 14N 14.00307 99.63
15N 15.00011 0.37

Oxygen 15.999 16O 15.99491 99.76
17O 16.99913 0.04
18O 17.99916 0.200

Phosphorus 30.974 31P 30.97376 100
Sodium 22.990 23Na 22.98977 100
Sulfur 32.064 32S 31.97207 95.02

33S 32.97146 0.75
34S 33.96787 4.21
36S 35.96708 0.02
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and the less abundant isotopes are of greater mass. Therefore, the monoisotopic
masses calculated for peptides are less than what are calculated using average
elemental masses. The term �nominal mass� refers to the integer value of the most
abundant isotope for each element. For example, the nominalmasses ofH, C, N, and
O are 1, 12, 14, and 16, respectively. A rough conversion between nominal and
monoisotopic peptide masses is shown as [5]:

Mc ¼ 1:000495 �Mn ð1:1Þ

Dm ¼ 0:03þ 0:02 �Mn=1000 ð1:2Þ

whereMc is the estimated monoisotopic peptide mass calculated from a nominal
mass, Mn. Dm is the estimated standard deviation at a given nominal mass. For
example, peptides with a nominal mass of 1999 would be expected, on average, to
have a monoisotopic mass of around 1999.99 with a standard deviation of 0.07 u.
Therefore, 99.7% of all peptides (3 standard deviations) at a nominal mass 1999
would be found at monoisotopic masses between 1999.78 and 2000.20 (Figure 1.1).

Figure 1.1 Predicting monoisotopic from
nominal molecular weights. Using the
equations from Wool and Smilansky [5],
peptides with nominal molecular weights of
1998, 1999, and 2000 would on average be
expected to have monoisotopic molecular

weights of 1998.99, 1999.99, and 2000.99 with
standard deviations of 0.07. The difference
between monoisotopic and nominal masses is
called themass defect and this value scales with
mass.
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As can be seen, at around mass 2000, the mass defect in a peptide molecule is
just about one whole mass unit. Most of this mass defect is due to the large
number of hydrogen atoms present in a peptide of this size. The mass defect
associated with nitrogen and oxygen tends to cancel out, and carbon by definition
has no mass defect. The other important observation that can be made from this
example is that 99.7% of peptides with a nominal mass of 1999 will be found
between 1999.78 and 2000.20. Therefore, a molecule that is accurately measured
to be 2000.45 cannot be a standard peptide and must either not be a peptide at all
or is a peptide that has been modified with elements not typically found in
peptides.

1.1.2
Components of a Mass Spectrometer

Atminimum, amass spectrometer has an ionization source, a mass analyzer, an ion
detector, and some means of reporting the data. For the purposes here, there is no
need to go into any detail at all regarding the ion detection and although there are
many historically interestingmethods of recording and reporting data (photographic
plates, UV-sensitive paper, etc.), nowadays one simply uses a computer. The ioni-
zation source and the mass analyzer are the two components that need to be well
understood.

Historically, ionization was limited to volatile molecules that were amenable to
gas phase ionizationmethods such as electron impact. Over time, other techniques
were developed that allowed for ionization of larger polar molecules – techniques
such as fast atom bombardment (FAB) or field desorption ionization. However,
these had relatively poor sensitivity requiring 0.1–1 nmol of peptide and, with the
exception of plasma desorption ionization – a technique that used toxic radioactive
californium, were generally not capable of ionizing larger molecules like proteins.
Remarkably, two different ionizationmethods were developed in the late 1980s that
did allow for sensitive ionization of largermolecules – electrospray ionization (ESI)
and matrix-assisted laser desorption ionization (MALDI). Posters presented at the
1988 American Society for Mass Spectrometry conference by John Fenn�s group
showedmass spectra of several proteins [6, 7], which revealed the general nature of
ESI of peptides and proteins. Namely, a series of heterogeneous multiply proton-
ated ions are observed, where the maximum number of charges is roughly
dependent on the number of basic sites in the protein or peptide. Conveniently,
this puts the ions at mass-to-charge (m/z) ratios typically below 4000, which is a
range suitable for just about all mass analyzers (see below). In a series of papers
between 1985 and 1988, Hillenkamp and Karas described the essentials of
MALDI [8–10]. Also, Tanaka presented a poster at a Joint Japan–China Symposium
on Mass Spectrometry in 1987 showing a pentamer of lysozyme using laser
desorption from a glycerol matrix containing metal shavings [11]. These early
results showed the general nature of MALDI – singly charged ions predominate
and therefore the mass analyzer must be capable of measuring ions with very high
m/z ratios.
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It is desirable for users to have some basic understanding of the different types
of mass analyzers that are available. At one time multisector analyzers [12] were
well-liked (back when FAB ionization was popular), but quickly became dinosaurs
for protein work after the discovery of ESI. It was too difficult to deal with the
electrical arcs that tended to arise when trying to couple kiloelectronvolt source
voltages with a wet acidic atmospheric spray. ESI was initially most readily
coupled to quadrupole mass filters, which operated at much lower voltages.
Quadrupole mass filters [13], as the name implies, are made from four parallel
rods where at appropriate frequency and voltages, ions at specific masses can
oscillate without running into a rod or escaping from between the rods. Given a
little push (a few electronvolts potential) the oscillating ions will pass through the
length of the parallel rods and be detected at the other end. Both quadrupole mass
filters and multisector instruments suffer from slow scan rates and poor sensi-
tivity due to their low duty cycle. Instrument vendors have therefore been busy
developing more sensitive analyzers. The ion traps [14, 15] are largely governed by
the same equations for ion motion as quadrupole mass filters, but possess a
greater duty cycle (and sensitivity). For those unafraid of powerful super cooled
magnets, and who possess sufficiently deep pockets to pay for the initial outlay
and subsequent liquid helium consumption, Fourier transform ion cyclotron
resonance (FT-ICR) provides a high-mass-accuracy and high-resolution mass
analyzer [16]. In this case, the ions circle within a very high vacuum cell under
the influence of a strong magnetic field. The oscillating ions induce a current in a
pair of detecting electrodes, where the frequency of oscillation is related to the
m/z ratio. Detection of an oscillating current is also performed in Orbitrap
instruments [17, 18], except in this case the ions circle around a spindle-shaped
electrode rather than magnetic field lines. The time-of-flight hybrid (TOF) mass
analyzer [19, 20] is, at least in principle, the simplest analyzer of all – it is an
empty tube. Ions are accelerated down the empty tube and, as the name implies,
the TOF is measured and is related to the m/z ratio (big ions move slowly and
little ones move fast).

TandemMS is a concept that is independent of the specific type ofmass analyzer,
but should be understood when discussing mass analyzers. As the name implies,
tandem MS employs two stages of mass analysis, where the two analyzers can be
scanned in various ways depending on the experiment. In themost common type of
experiment, the first analyzer is statically passing an ion of a specific mass into a
fragmentation region, where the selected ions are fragmented somehow (see
below) and the resulting fragment ions are mass analyzed by the second mass
analyzer. These so-called daughter, or product, ion scans are usually what aremeant
when referring to an �MS/MS spectra.� However, there are other types of tandem
MS experiments that are occasionally performed. One is where the first mass
analyzer is statically passing a precursor ion (as in the aforementioned product ion
scan) and the second analyzer is also statically monitoring one, or a few, specific
fragment ions. This so-called selected reaction monitoring (SRM) experiment is
particularly useful in the quantitation of known molecules. There are other less
frequently used tandem MS scans (e.g., neutral loss scans) and it should be noted
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that only certain combinations of specific analyzers are capable of performing
certain kinds of scans.

There are various combinations of mass analyzers used in different mass
spectrometers. One of the more popular has been the quadrupole/TOF hybrid
(quadrupole/time-of-flight hybridQ-TOF) [21], which uses the quadrupole as a
mass filter for precursor selection and the TOF is used to analyze the resulting
fragment ions. Ion trap/time-of-flight hybrids are also sold and provide additional
stages of tandem MS compared to the quadrupole/linear ion trap hybrid (Q-trap).
TheQ-TOF hybrid [22] is a unique instrument in that it can be thought of as a triple-
quadrupole instrument where the third quadrupole can alternatively be used as a
linear ion trap. There is consequently a great deal of flexibility in the types of
experiments that can be done on such amass spectrometer. The tandemTOF (TOF-
TOF) [20] is an instrument that allows acquisition of tandemmass spectra or single-
stage mass spectra of MALDI-generated ions. A timed electrode is used for
precursor selection, which sweeps away all ions except those passing at a certain
time (i.e.,m/z) when the electrode is turned offmomentarily. The selected packet of
ions is then slowed down, possibly subjected to collision-induced dissociation
(CID), and reaccelerated for the final TOF mass analysis of the fragments. The
Orbitrap analyzer is purchased as a linear ion trap/Orbitrap hybrid and the same
vendor sells their ion cyclotron resonanceICR instrument as a linear ion trap/ICR
hybrid. It is beyond the scope of this chapter to go into any further details regarding
the operation of the mass analyzers. Furthermore, it seems likely that the field will
continue to change in the coming years, where instrument vendors will make
further changes.

1.1.3
Resolution and Mass Accuracy

Regardless of the mass spectrometer, the user needs to understand their capabilities
and limitations. Sensitivity has been a driving force for the development of many of
the newermass spectrometers. It is also a difficult parameter to evaluate, and one has
to be careful not to simply evaluate the ability and tenacity of each vendor�s
application chemist when sending test samples out. Dynamic range is a parameter
that is useful in the context of quantitativemeasurements and formost instruments it
is around 104. Some instruments can perform unique scan types (e.g., the Q-trap), or
are more sensitive at performing SRM quantitative experiments (triple-quadrupole
and Q-trap instruments). The scan speed or rate of MS/MS spectra acquisition is an
instrument parameter that is relevant when attempting a deeper analysis of a
complexmixture in a given amount of time. This latter issue is particularly important
when analyzing complex proteomic samples.

Two analyzer-dependent parameters are particularly important –mass accuracy
and resolution. Resolution is defined as a unit-less ratio of mass divided by the
peak width and is typically measured halfway up the peak. Figure 1.2 shows the
peak shapes calculated for the peptide glucagon at various resolution values.
At this mass, a resolution of 10 000 is sufficient to provide baseline separation of
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each isotope peak and the higher resolution of 30 000 results in the narrowing of
each isotope peak. As the resolution drops below 10 000 the valley between each
isotope becomes higher until at 3000 the isotope cluster becomes a single broad
unresolved peak. As the resolution drops further (blue), the single broad peak gets
even fatter. Resolution is important to the extent that one needs to know if it is
sufficient to separate the isotope peaks of a particular sample. If not, then a
centroid of a broad unresolved peak (e.g., 1000 or 3000 for glucagon) is going to be
closest to the peptide mass calculated using average elemental mass. Alternatively,
if the resolution is sufficient to resolve the isotope peaks, and it is possible for the
data system to accurately and consistently identify the monoisotopic 12C peak,
then this observed peptide mass will be closest to that calculated using mono-
isotopic elemental masses.

Why do high resolution and high mass accuracy go hand in hand? One does not
hear of low-resolution, high-mass-accuracy instruments, for instance. There are at
least two reasons. First, it is not possible to determine a very accurate average
elemental mass, which is weighted for isotope abundance. Chemical and physical
fractionation processes occurring in nature result in variable amounts of each isotope
in different samples. For example, the different photosynthetic processes (e.g., C3
andC4)will fractionate 13C slightly differently.Hence, cornwill tend to have a slightly
higher percentage of 13C than a tree. Therefore, in contrast to monoisotopic masses,
average elemental masses come with fairly substantial error bars. The second reason

Figure 1.2 Effect of mass spectrometric
resolution on peak shape. Shown are the
calculated peak shapes for the (M þ H)þ ion of
porcine glucagon (monoisotopic mass of
3481.62Da and average mass of 3483.8Da)

at various resolution values: 30 000 (inner most
narrow peaks), 10 000 (outer most broad peak),
3000 (outer most broad peak), and 1000 (outer
most broad peak).
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why higher resolution usually results in higher mass accuracy is that as a mono-
isotopically resolved peak becomes narrower, any slight variation in the peak position
is also reduced. Due to factors such as overlapping peaks and ion statistics, it is not
possible to consistently and accurately measure a much wider unresolved isotope
cluster at low resolution. Hence, the type of mass analyzer will determine the
resolution and mass accuracy.

There are three types of resolution (and mass accuracy) for tandem MS that are
associated with the precursor ion, precursor selection, and fragment ions. The
precursor and fragment ion resolution and accuracy may be identical (e.g., for
Q-TOFor ion traps) or different (e.g., for ion trap-FT-MS hybrids or TOF-TOF). The
importance of being able to more accurately determine peptide masses was clearly
demonstrated by Clauser et al. [23] as shown in Figure 1.3, which depicts a
histogram of the number of tryptic peptides at different mass accuracies. For a
1996GenPept database, there are around 5000 tryptic peptides at a nominalmass of
1000 with a tolerance of �0.5 Da (500 ppm). However, if the tolerance is tightened
up to �0.05Da, then the number of tryptic peptides drops by an amount that is
dependent on the mass. There are fewer peptides at either the low- or high-mass
end of the histogram, such that there are only two tryptic peptides in the database at
a measurement of 1000.3� 0.05Da. Likewise, there are only 30–40 peptides with a
mass of 1000.7� 0.05Da.Most of the tryptic peptides at a nominalmass of 1000 are
in the range of 1000.45–1000.65, so a tolerance of �0.05 Da in the middle of this
histogram will reduce the number of possible tryptic peptides from 5000 to
2000–3000. When using a database search program that identifies peptides from

Figure 1.3 Role of high mass accuracy in
reducing false-positives from database
searches. This histogram (from [23]) shows the
number of tryptic peptides at different mass
accuracies for a 1996 GenPept database. For a
nominal molecular weight of 1000, there are
around 5000 tryptic peptides if the
measurements are accurate to 0.5Da

(500 ppm). If the mass measurements are
accurate to 0.01Da (5 ppm), which are routinely
available for Orbitrap and certain Q-TOF
instruments, the number of possible tryptic
peptides in the database drops to one to a
couple hundred, depending on the specific
mass window.
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their MS/MS spectra, a tighter precursor mass tolerance will result in fewer
candidate sequences, which has the desirable effect of reducing the chances of
an incorrect identification.

Database search programs (e.g.,Mascot [24] or SEQUEST [25]) assume that there is
only a single precursor and that all of the fragment ions are derived from that one
precursor ion. For more complicated samples it is quite possible that more than one
precursor is selected at a time and the likelihood of this happening is dependent on
the precursor selection resolution. Typical ion traps select the precursor using a
window that is three or fourm/z units wide, Q-TOFs are similar, and TOF-TOFs have
a precursor resolution of around 400 (e.g., atm/z 1000, any peak at 997.5 will have its
transmission reduced by half). The shape of this precursor selection window is also
important – a sharp cutoff to zero transmission is good and a slow taper is not.
Sometimes an extraneous low-intensity precursor is not a problem, as long asmost of
the fragment ion intensity is associated with the major precursor and the precursor
mass that is associated with the resulting MS/MS spectrum is from the correct
precursor ion. Search programs will still identify the major peptide, since there will
only be a few low-intensity fragment ions left over. However, one can readily imagine
several scenarios where mass selection of multiple precursors would be a problem.
For example, suppose a minor precursor fragments really well, but the major
precursor does not. In this case, the MS/MS spectrum contains fragment ions from
the minor precursor, but the precursor mass that is used in the database search is
derived from the major one. Or, a low-intensity precursor triggers a data-dependent
MS/MS acquisition, but another very intense ion that is a few m/z units away
contributes much of the fragment ion intensity. In such instances, where the
fragment ions are derived from more than one precursor, search programs may
get the wrong answer because the wrong precursor mass was used or there are too
many leftover fragment ions and the scoring algorithm penalizes one of the correct
sequences. Tighter selection windows with abrupt cutoffs (high precursor selection
resolution) reduce the likelihood of this occurring. Improved database search
algorithms would also help.

One of the major challenges in proteomics is high-throughput analysis. The high
resolving power of FT-ICR instruments offers less than 1 ppm mass measurement
accuracy and the peptide identification protocol of accurate mass tags (AMTs) now
affords protein identification without the need for tandem MS/MS. Combining the
AMT information with high-performance liquid chromatography (HPLC) elution
times and MS/MS is referred to as peptide potential mass and time tags (PMTs) [26].
This approach expedites the analysis of samples from the same proteome through
shotgun proteomics – a method of identifying proteins in complex mixtures by
combining HPLC and MS/MS [27]. Once a peptide has been correctly identified
through AMT and MS/MS with an assigned PMT, the information is stored in a
database. This strategy greatly increases analysis throughput by eliminating the need
for time-consuming MS/MS analyses. Accurate mass measurements are now
routinely practiced in applications involving organisms with limited proteomes,
including proteotyping the influenza virus [28], and the rapid differentiation of
seasonal and pandemic stains [29].

1.1 Introduction j9



1.1.4
Accurate Analysis of ESI Multiply Charged Ions

It is important to briefly describe the deconvolution algorithms used to translatem/z
ratios of multiply charged ions generated during ESI to zero-charge molecular mass
values. The accurate assignment ofmultiply charged ions is significant in proteomics
applications, both in the analysis of the intact proteins and for the identification of
fragment ions by MS/MS. For low-resolution mass spectra, algorithms were orig-
inally developed by assuming the nature of charge-carrying species or considering
only a limited set of charge carrying species (i.e., proton, sodium) [30, 31]. For two
ions (ma/za and mb/zb) that differ by one charge unit and both contain the same
charge-carrying species, the charge on ion a (za) is given by Eq. (1.3), wheremp is the
mass of a proton, and the molecular weight is derived from Eq. (1.4):

za ¼ ðmb=zb�mpÞ=ðmb=zb�ma=zaÞ ð1:3Þ

molecular weight ¼ zaðma=zaÞ�zamp ð1:4Þ
The advantage of high-resolution electrospray mass spectra is that the ion charge

can be derived directly from the reciprocal of the mass-to-charge separation between
adjacent isotopic peaks (1/Dm/z) for any multiply charged ion – referred to as the
isotope spacing method [32]. Although the isotope spacing method is direct,
complexities arising from spectral noise and overlapping peaks may result in
inaccurate ion charge determination; furthermore, distinguishing 1/z and 1/(z þ 1)
for high charge state ions (z> 10), would require mass accuracies of a few parts per
million, which is not achieved routinely. To overcome some of these limitations,
algorithms of Zscore [33] and THRASH [34] combined pattern recognition techni-
ques to the isotope spacing method. For example, the THRASH algorithm matches
the experimental abundances with theoretical isotopic distributions based on the
model amino acid �averagine� (C4.938H7.7583N1.3577O1.4773 S0.0417) [35]; however, this
requirement restricts its application to a specific group of compounds and elemental
compositions (i.e., proteins). The AID-MS [36] and PTFT [37] algorithms further
advanced the latter algorithms by incorporating peak-finding routines to locate
possible isotopic clusters and to overcome the problems associated with overlapping
peaks.

A unique algorithm, CRAM (charge ratio analysis method) [38–40], deconvolutes
electrospray mass spectra solely from the m/z values of multiply charged ions. The
algorithmfirst determines the ion charge by correlating the ratio ofm/z values for any
two (i.e., consecutive or nonconsecutive)multiply charged ions to the unique ratios of
two integers. Themass, and subsequently the identity of the charge carrying species,
is thendetermined fromm/z values and charge states of any two ions. For the analysis
of high-resolution electrospray mass spectra, CRAM correlates isotopic peaks that
share the same isotopic compositions. This process is also performed through the
CRAMprocess after correcting themultiply charged ions to their lowest common ion
charge. CRAM does not require prior knowledge of the elemental composition of a
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molecule and as such does not rely at all on correlating experimental isotopic patterns
with the theoretical patterns (i.e., known compositions), and therefore CRAM could
be applied tomass spectral data for a range of compounds (i.e., including unspecified
compositions).

1.1.5
Fragment Ions

Although a considerable amount of work has been done in order to understand
fragmentations of negatively charged peptide ions [41], the majority of protein
identification work has employed positively charged peptide ions [42]. This is
partially due to a general fear and ignorance of negatively charged peptides, but
mostly because peptide signals are typicallymore abundant in the positive ionmode
and the fragment ions are more likely to delineate a large portion of the peptide
sequence. The following discussion is centered on fragmentation of peptide
cations.

Depending on the type of mass spectrometer used, one can expect to generate
fragment ions from three different processes – low-energy CID, high-energy CID,
and electron capture (or transfer) dissociation (electron capture dissociation ECD or
electron transfer dissociation ETD). Low-energy CID is the most common means of
fragmenting peptide ions and occurs when the precursor ions collide with neutral
collision gas with kinetic energies less than 500–1000 eV. This is the situation for any
instrument with a quadrupole collision cell (triple-quadrupole, Q-trap, or Q-TOF), or
any ion trap, including ion trap hybrids. A different process known as postsource
decay (PSD) occurs in MALDI-TOF and MALDI-TOF-TOF instruments (when
operated without collision gas). In PSD, precursor ions resulting from the MALDI
process are sufficiently stable to stay intact during the initial acceleration into the
flight tube, but they then fall apart in transit through the flight tube after full
acceleration. These PSD-derived ions are largely identical to what is produced by low-
energy CID. Figure 1.4(a) shows the peptide fragmentation nomenclature originally
devised by Roepstorff and Fohlman [43], where the three possible bonds in a residue
of a peptide are cleaved and the resulting fragment iondesignated asX,Y, orZ (charge
retained on the C-terminal fragments), or A, B, or C (N-terminal fragments). In
addition to cleavage of the bond, different fragment ions also have variable numbers
of hydrogen atoms and protons transferred to them. For a time there was consid-
erable discussion as to whether the hydrogen transfer should be designated by tick
marks (e.g., Y00 for two hydrogen atoms transferred to a Y cleavage ion) or by � þ2�
(e.g., Y þ 2) designations. Biemann [44] subsequently proposed a similar designa-
tion whereby the letters went to lower case and the proper number of hydrogen atom
transfers was assumed, without ticks or anything else. These are high stake issues,
since adopting a specific nomenclature could dramatically increase one�s citation
index.

At the most simplistic level, low-energy CID and PSD produce b and y ions. The
structures shown inFigure 1.4(b) are not strictly accurate, but they illustrate how to go
about calculating themasses of any fragment ion. The concept of a �residuemass� is
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that this is themass of an amino acid within a peptide (i.e., it is themass of an amino
acid minus the mass of water, which is lost when amino acids polymerize to form
peptides). Table 1.2 gives the average and monoisotopic residue masses for the
common amino acids. It can be seen from Figure 1.4 that a b ion would be calculated
by summing the residue masses and adding the mass of a single hydrogen atom
(assuming that the peptide has an unmodified N-terminus). Likewise, a y ion would
be calculated by summing the appropriate residuemasses and then adding the mass
ofwater plus a proton. The formulae for calculating the various peptide fragment ions
are summarized in Table 1.3. It is believed that the actual structure of a y ion is the
same as a protonated peptide and what is shown in Figure 1.4(b) is probably an

Figure 1.4 Nomenclature for positive ion
peptide fragments. Roepstorff
nomenclature [43] is shown in (a). X, Y, and Z
denote C-terminal fragments and A, B, and C
denote N-terminal fragments. Fragment ions
also have variable numbers of hydrogen atoms
and protons transferred to them, as shown in

(b), which uses the Biemann nomenclature [44].
Low-energy CID of peptides in positive mode
generally produces b-type and y-type ions. ETD
and ECD generally produce c-type and z-type
ions. The z-type ions are odd-electron radical
cations, whereas the others are all even-electron
cations.
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Table 1.2 Amino acid residue masses.

Residue Three-letter
code

One-letter
code

Monoisotopic
mass

Average
mass

Structure

Alanine
C3H5NO

Ala A 71.03712 71.08

O

N

Arginine
C6H12N4O

Arg R 156.10112 156.19

N

N

N

N

O

Asparagine
C4H6N2O2

Asn N 114.04293 114.10

N N

O
O

Aspartic acid
C4H5NO3

Asp D 115.02695 115.09

O N

O

O

Asn or Asp Asx B

Cysteine
C3H5NOS

Cys C 103.00919 103.14 S

N

O

Glutamic acid
C5H7NO3

Glu E 129.04260 129.12 O

O

N

O

Glutamine
C5H8N2O2

Gln Q 128.05858 128.13 N

OO

N

Glu or Gln Glx Z
(Continued )

1.1 Introduction j13



Table 1.2 (Continued)

Residue Three-letter
code

One-letter
code

Monoisotopic
mass

Average
mass

Structure

Glycine
C2H3NO

Gly G 57.02147 57.05

O

N

Histidine
C6H7N3O

His H 137.05891 137.14 N

N N

O

Isoleucine
C6H11NO

Ile I 113.08407 113.16

O

N

Leucine
C6H11NO

Leu L 113.08407 113.16

N

O

Lysine
C6H12N2O

Lys K 128.09497 128.17
N

O

N

Methionine
C5H9NOS

Met M 131.04049 131.19
S

N

O

Phenylalanine
C9H9NO

Phe F 147.06842 147.18

N

O

Proline
C5H7NO

Pro P 97.05277 97.12

N

O

Serine
C3H5NO2

Ser S 87.03203 87.08 O

N

O
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accurate depiction of that type of fragment ion, although the site of protonation will
vary. In contrast, the b ion structure in Figure 1.4(b) is almost certainly incorrect and
instead is probably afive-membered ring structure [45]. Themechanismof formation
of b-type ionsmost likely involves the carbonyl oxygen of the residueN-terminal to the
cleavage site, which explains why one never observes b1 ions in peptides with free
N-termini. Acylated peptides will produce b1 ions, since there is an N-terminal
carbonyl available to induce the cleavage reaction.

The concept of a �mobile proton� provides a useful framework for understanding
the low-energy CID peptide fragmentation process [46]. In solution, the sites of
peptide protonation are likely to be the N-terminal amino group, the lysine amino
group, the histidine imidazole side-chain, or the guanidino group on arginine. In the
gas phase, however, the peptide backbone amides are of comparable basicity to all but

Table 1.2 (Continued)

Residue Three-letter
code

One-letter
code

Monoisotopic
mass

Average
mass

Structure

Threonine
C4H7NO2

Thr T 101.04768 101.10

O

N

Selenocysteine
C3H5NOSe

SeC U 150.95364 150.03

N

Se

O

Tryptophan
C11H10N2O

Trp W 186.07932 186.21

N N

O

Tyrosine
C9H9NO2

Tyr Y 163.06333 163.18

O
N

O

Unknown Xaa X

Valine
C5H9NO

Val V 99.06842 99.13

O

N
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the arginine guanidino group. Therefore, in the absence of arginine, it takes only a
little bit of collisional energy to scramble the site of protonation such that the ionized
peptide is actually a population of ions that differ in the site of protonation (e.g.,
protonation occurring at any of the backbone amides or the side-chains). Protonation
of the backbone amide is required for the production of b- or y-type fragment ions and
such cleavages that require protonation are called �charge promoted� fragmenta-
tions. Hence, as long as there is a mobile proton that can be sprinkled across the
peptide backbone, one can expect to see a fairly contiguous series of b- and/or y-type
ions (e.g., Figure 1.5a). A major snag in this simplified view of low-energy CID of
peptides is that the arginine guanidino group has such high gas-phase basicity that it
essentially immobilizes a single proton. If there are at least asmany arginine residues
as protons, then to create b- or y-type fragments, additional energy is required to
�mobilize� one of the protons thatwould otherwise prefer to be stuck to the guanidino
group. This additional energy will also result in the production of new and unde-
sirable fragment ion types, such that the resulting spectra no longer possess the
anticipated contiguous b- and y-type fragment ion series (Figure 1.5b). One can see
why low-energy CID of electrospray ionized tryptic peptides has been so successful,
sincemost tryptic peptideswill have nomore than one arginine at theC-terminus, yet

Table 1.3 Calculating the masses of positively charged fragment ions.

Ion type Neutral molecular
weight of the fragment

a [N] þ [M]�CO�H
a-H2O a� 18.0106
a-NH3 a� 17.0266
b [N] þ [M]�H
b-H2O b� 18.0106
b-NH3 b� 17.0266
c [N] þ [M] þ NH2

d a – partial side-chain
x [C] þ [M] þ CO�H
y [C] þ [M] þ H
y-H2O y� 18.0106
y-NH3 y� 17.0266
z [C] þ [M]�NH
v y – complete side-chain
w z – partial side-chain

[N] is the mass of the N-terminus (e.g., 1.0078Da for unmodified peptides and 43.0184Da for
acetylated N-terminus). [C] is the mass of the C-terminus (e.g., 17.0027Da for unmodified peptides
and 16.0187Da for amidated C-terminus). [M] is the sum of the amino acid residue masses (see
Table 1.1) that are containedwithin the fragment ion. CO is the combinedmass of oxygenplus carbon
atoms (27.9949Da) andHis themass of a proton (1.0078Da). To calculate them/z value of a fragment
ion, add the mass of the protons to the neutral mass calculated from the table and divide by the
number of protons added.
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Figure 1.5 Effect of arginine on fragment ion
formation. (a) CID of (M þ H)2þ precursor ion
of the tryptic peptide YLYEIAR, where one of the
protons is �mobile� and induces a contiguous
series of y-type ions plus some b-type ions.
(b) CID of (M þ H)2þ precursor ion of the
peptide YSRRHPE, which has two arginine
residues and therefore no �mobile� proton.

Atypical fragmentations are seen and the
sequence is impossible to determine. (c) CID of
(M þ H)2þ precursor ion of the peptide
FKGRDIYT, which has a mobile proton that
induces b- and y-type fragmentations. However,
the arginine in the middle of the peptide
prevents formation of a contiguous series
of ions.
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be able to take on two protons – one for the arginine side-chain and one �mobile�
proton to produce the b/y fragment ions. Even for cases where there is a mobile
proton, the presence of arginine in themiddle of a peptide sequence can have adverse
consequences as illustrated in Figure 1.5(c). Here, the mobile proton allows the
production of b- and y-type fragments; however, cleavages near the arginine are of
reduced intensity and overall sequence coverage is sparse.

Low-energy CID produces a few additional fragment ion types and the resulting
spectra possess certain characteristics that are useful to note. Under �mobile
proton� conditions, the presence of proline in a peptide typically results in intense
y-type (and sometimes the corresponding b-type) ions resulting from cleavage on
the N-terminal side of proline. Concomitantly, cleavage on the C-terminal side of
proline is nonexistent or very much reduced. These effects are due to a combination
of increased gas-phase basicity of the proline nitrogen and the unusual ring
structure of the proline side-chain that inhibits the attack of the carbonyl on
the N-terminal side of the proline. Under �mobile proton� conditions, histidine
promotes fragmentation at its C-terminal side, resulting in enhanced abundance of
the corresponding b/y fragment ions. Sometimes a b/y cleavage will occur twice in
the same molecule, resulting in a fragment ion that contains neither the peptide�s
original C- or N-terminus (Figure 1.6a). These �internal fragment ions� usually only
contain a few residues and are often present if one of the two required b/y
fragmentations is particularly abundant. For example, cleavage at the N-terminal
side of proline is sometimes so facile that this fragment will often fragment again,
resulting in �internal fragment ions� that have the proline at the N-terminal side of
the internal fragment ion. The b- and y-type fragment ions often undergo an
additional neutral loss of a molecule of water or ammonia. These ions are often
designated as b� 17 or b� 18, and so on. Under mobile proton conditions, these
ions are usually less abundant than their corresponding b- or y-type ion. The
exceptions are when the N-terminal amino acid is glutamine or carbamidomethy-
lated cysteine, in which case cyclization of the N-terminal amino acid and loss of
ammonia occurs quite readily, resulting in abundant b� 17 ions. Likewise, an
N-terminal glutamic acid can cyclize and lose water, and the b� 18 ions can bemore
abundant than the corresponding b fragment ions. In some cases, a b-type fragment
ion can lose a molecule of carbon monoxide to form an a-type ion (28Da less than
the b-type fragment ion), although these seem to be more prominent for the lower
mass fragments (e.g., it is not uncommon to find a2 ions that are of comparable
intensity to the b2 ion in low-energy CID). Single amino acid immonium ions
(Figure 1.6b) are often seen when MS/MS spectra acquisition includes this low
mass region. Certain immonium ions are particularly diagnostic for the presence of
their corresponding amino acid – leucine and isoleucine (m/z 86), methionine (m/z
104), histidine (m/z 110), phenylalanine (m/z 120), tyrosine (m/z 136), and
tryptophan (m/z 159).

For peptide ions undergoing low-energy CID that lack a mobile proton, there are
some additional fragment ions that become more prominent. Abundant ions
resulting from cleavage at the C-terminal side of aspartic acid were first noticed in
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MALDI-PSD spectra [47]. It later became clear that in the absence of amobile proton,
the side-chain carboxylic protons from aspartic acid (and to a lesser extent glutamic
acid) can provide the necessary proton to catalyze a b/y fragmentation [46]. This was
first observed in the MALDI-PSD spectra, since the MALDI-derived singly charged
ions need only a single arginine residue to lose the mobility of its one proton. Low-
energy CID of peptide ions lacking a mobile proton also seem to be subject to the
formation of a fragment ion that is sometimes called �b þ 18� [45]. This is a
rearrangement that occurs where the C-terminal residue is lost, but the C-terminal
-OH group, plus a proton, are transferred to the ion. The designation �b þ 18� refers
to the fact that these have the mass of a b-type fragment ion plus the mass of water;
however, the mechanism that gives rise to them is not related to the b-type
fragmentation mechanism. Finally, it should be mentioned that low-energy CID of
�nonmobile� peptide ions will often give more abundant neutral losses of water and
ammonia (e.g., example, one might observe a y� 17 ion in the absence of the
corresponding y-type fragment ion). For low-energy CID, MS/MS spectra from
peptides with a mobile proton will exhibit the standard b- and y-type fragment ions,
and are most readily identified using database search programs. Likewise, spectra
from peptides containing aspartic or glutamic acid in the absence of a mobile proton
are also fairly readily interpreted. However, a �nonmobile proton� MS/MS spectrum
of a peptide lacking aspartic or glutamic acid can be the most difficult type of peptide

Figure 1.6 Additional ion types. (a) Internal
ions are formed when a b/y-type fragmentation
occurs twice in the same molecule. R2 and R3
denote side-chains of the second and third
amino acids in the original peptide sequence.

(b) Single amino acid immonium ions are
observed if data acquisition includes lowermass
regions. (c) Additional ions have been observed
in high-energy CID (above 1 keV), but not at low
energy.
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to identify in a database search. This is especially true when the arginine is in the
middle of the peptide.

The old multisector instruments were capable of subjecting peptide ions to much
higher collision energy than the currently popular quadrupole collision cell and ion-
trap instruments. At collision energies above 1 keV peptide ions can undergo
alternative fragmentation pathways. In addition to the b/y fragments seen for
low-energy CID, high-energy CID can induce some additional �charge remote�
fragmentations (Figure 1.6c), including the d- and w-type fragment ions that allows
for the distinction between leucine and isoleucine [48, 49]. In general, these high-
energy CID fragmentations seemed not to be influenced by the presence or absence
of amobile proton, whichmade it easier to derive sequences de novo directly from the
spectra without recourse to searching a sequence database [50]. As already men-
tioned, these instruments are not usedmuch anymore, but high-energy collisions are
still relevant for one of the more modern instruments. If collision gas is used in a
MALDI–TOF-TOF instrument [20], the collision energies can be as high as a couple
of kiloelectronvolts, and the resulting MS/MS spectra will contain the d-, v-, and
w-type fragment ions.

ECD is a process whereby an isolated multiply charged peptide ion captures a
low-energy thermal electron, and the resulting radical cation becomes sufficiently
unstable and fragments to produce c- and z-type fragment ions (Figure 1.4) [51]. Of
key importance is that ECD induces fragmentation in amanner that does not result
in intramolecular vibrational energy redistribution. In contrast, the additional
energy acquired in CID is redistributed across the many vibrational modes of the
entire molecule with the end result being that the weakest bonds break first, which
often leaves insufficient energy for further peptide backbone cleavages. For
example, low-energy CID of peptides containing phospho-serine or phospho-
threonine usually results in a facile neutral loss of phosphoric acid. Sometimes
the phosphate group stays attached, but usually not. The problem with this is that
low-energy CID spectra of phosphopeptides typically exhibit a very abundant
phosphoric acid neutral loss, but have tiny b/y-type fragment ions that may not
rise above the noise. Hence, the user is left knowing that they have a phosphopep-
tide, but not which one. Glycopeptides behave similarly. In contrast, the ECD
fragmentation process leaves the phosphate or carbohydrate attached to the c- and
z-type fragment ions, which allows for one to identify the protein and pinpoint the
site of phosphorylation or glycosylation [52].

The trapping of thermal electrons for use in ECDhas only been possible in FT-ICR
instruments, which happen to be the most expensive type of mass spectrometer.
Avoiding this expense provided some of the impetus in the development of ETD [53],
where anionic molecules are trapped in a linear ion trap (using radiofrequency
electrical fields) and are mixed with multiply charged cationic peptide analyte ions.
Given the appropriate anion (onewith low electron affinity), an electron is transferred
to the peptide cation in an exothermic process that induces the production of the
same c- and z-type fragment ions observed in ECD (Figure 1.4). ETD is sufficiently
rapid that it can be used in conjunction with LC-MS/MS, and is sometimes used
along with CID (i.e., data-dependent analysismight trigger the acquisition of both an
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ETD and a CID spectrum from the same precursor ion). Similar to ECD, ETD seems
to be particularly useful for the analysis of post-translational modifications (PTMs)
that are otherwise labile under CID conditions (e.g., phosphorylation) [54].
For shotgun protein identifications, CID and ETD appear to be complementary in
that ETD tends to be more successful at identifying peptide precursor ions with
higher charge density, whereas CID is better at precursors with one to three
protons [55].

1.2
Basic Protein Chemistry and How it Relates to MS

1.2.1
Mass Properties of the Polypeptide Chain

Proteins are linear chains of monomers made up of 20 standard amino acids
(Table 1.2) that can be as massive as a few mega-Daltons (e.g., titin), but are typically
in the range of 10–100 kDa. Proteins can exhibit a fairly wide range of physical
properties such as solubility and hydrophobicity, which canmake it difficult to find a
universal means of separating and isolating them. Although most proteins are
soluble in the buffers used for sodium dodecylsulfate–polyacrylamide gel electro-
phoresis (SDS–PAGE), the resulting separation leaves the proteins within a poly-
acrylamide gel matrix from which it is difficult and inefficient to extract the intact
proteins. Proteolytic digestion and release of peptides derived from proteins
entrained in gel slices is relatively efficient (in-gel digestion) [56]. In contrast to
intact proteins, peptides derived from proteins via proteolysis tend to have more
uniform distributions of physical properties that make them amenable to standard
peptide separation techniques such as HPLC. There will often be a subset of
proteolytic peptides for each protein that exhibit favorable properties with respect
to chromatography and ionization. Therefore,most proteomics involves the so-called
bottom-up approach offirst ravaging proteinswith one protease or another, analyzing
the resulting peptide bits, and then trying to deduce which proteins were present in
the first place.

1.2.2
In Vivo Protein Modifications

The standard amino acids can be decorated with a variety of biologically significant
modifications. There are a couple ofWeb resources that list the variousmodifications
that have been observed and these should be used whenever unexpected mass shifts
are observed (www.unimod.org and http://www.abrf.org/index.cfm/dm.home).
Some of these modifications will alter more than just the residue mass, possibly
making themodified peptidemore or less readily ionized, hydrophilic, or soluble. In
some cases, the modification introduces a chemical bond that is particularly labile to
mass spectrometric fragmentation. Therefore, interpreting spectra from modified
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peptides is often a tricky business that involves more than just adding the right
masses together.What follows is a brief description of just a few of themore common
proteinmodifications, focusing on chemical and physical properties that are relevant
to their analysis by MS.

Glycosylation is one of the more common modifications, which can be subdivided
into at least four categories – N-linked, O-linked, C-mannosylation, and cytosolic
O-GlcNAc modifications (GlcNAc ¼ acetylglucosamine). C-Mannosylation is a mod-
ification of tryptophan in a WXXWmotif, where the first tryptophan is modified by
mannose via a carbon–carbon bond [57]. This bond is stable to low-energy CID, and
can therefore be readily pinpointed using standard tandem MS methods. The
O-GlcNAc modification is a very interesting modification involved in signal trans-
duction pathways that occurs on nuclear and cytoplasmic proteins in eukaryotic
cells. Specific serine and threonine residues are modified by N-acetylglucosyaminyl-
transferase andO-GlcNAcase, which are the two enzymes that dynamically attach and
remove this single monosaccharide [58, 59]. Low-energy CID of O-GlcNAc-peptides
tends to produce abundant fragment ions resulting from loss of the monosaccharide
leaving the modified serine intact, whereas ETD preferentially cleaves peptide bonds
thereby leaving the O-GlcNAc attached to the modified residue [60]. In contrast to
O-GlcNAcmodification, themore standard extracellularN- andO-linkedglycosylation
are polymeric in nature, and the carbohydrate structures are typically large (above
2000Da for N-linked) and heterogeneous at any given site of modification. Sites of
N-linkedglycosylationaredetermined relatively easily byuse ofN-glycosidaseF,which
removes the entire carbohydrate from the side-chain of asparagine and in the process
converts it to aspartic acid [61, 62]. Thismodification only occurs at a specific sequence
motif consisting of asparagine, followed by any residue except proline, which is then
followed by serine, threonine, or cysteine. Thus, identification of aspartic acid in place
of asparagine in such a motif after treatment by N-glycosidase F is sometimes
considered to be sufficient for identifying a site of N-linked glycosylation. Given that
asparagine is capable of chemically deamidating [63], absolute proof can be obtained
by performing the enzymatic deglycosylation reaction in the presence of 18O water,
which is incorporated into the deamidated aspartic acid side-chain. Extracellular
O-linked carbohydrates are smaller than N-linked (only a few carbohydrate mono-
mers) and are attached to serine or threonine, but within no clear sequence motif.
UnlikeN-glycosylation, there is no robustmeans of removing the glycan prior tomass
spectrometric analysis, and determinations of O-linked glycopeptides and proteins
can be quite challenging [64]. Enrichment of glycopeptides and glycoproteins is
typically accomplished using lectin-affinity chromatography [65–68]. The analysis of
carbohydrate heterogeneity for a specific glycopeptide site is best performed in a
stepwisemanner by treating the proteolytic samplewith appropriate enzymes [69]. For
example, N-acetyl neuraminic acid residues are easily removed with neuraminidase
(Figure 1.7). This stepwise enzymatic treatment is beneficial for revealing fine
structural details of complex glycopeptides mixtures. CID of glycopeptides results
in fragmentation of glycosidic bonds allowing for characterization of the carbohydrate
portion, but fragmentation of peptide bonds is usually absent. For determination of
the site of glycosylation, ETD can provide peptide fragmentation. For isolation of

22j 1 Mass Spectrometry of Amino Acids and Proteins



N-linked peptides, peptide identification, and determining sites of N-linked modifi-
cation, the �glycocapture� technique is particularly useful [70, 71].

Phosphorylation is a dynamic modification that most often occurs on serine,
threonine, and tyrosine. Low-energy CID of peptides containing phospho-Ser/Thr
tends to produce abundant fragment ions resulting from the neutral loss of
phosphoric acid (loss of 98Da), where the sequence-specific ions (b- and y-type) are
much less intense. In contrast, ETD tends to leave the phosphate intact while still
promoting sequence-specific fragment ions (c- and z-type), whichmakes pinpointing
the site of phosphorylation more reliable [54]. Phospho-tyrosine is more stable, and
sequence specific ions that still possess the phosphate are prominent in these CID
spectra. There is evidence that during CID, phosphate groups can migrate from one
site to another within a peptide molecule [72] and this is particularly pronounced in
the absence of a mobile proton. Multiple phosphorylations of individual proteins
seem to be quite common, which adds to the difficulty of analysis. Moreover, not all
protein phosphorylation appears to be functionally relevant and, more importantly,
different phosphorylation sites on the same proteinmay regulate different processes.
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Figure 1.7 Negative-ion MALDI-TOF mass
spectra displaying carbohydrate heterogeneity
(bi-, tri-, and tetra-antennary) for glycopeptide
site III (IQATFFYFTPN�KTE) obtained from
Staph V8 digest of human a1-acid glycoprotein;
(top) before and (bottom) after treatment with

neuraminidase that removes N-acetyl
neuraminic acid (NeuAc) residues while
retaining other sugarmoieties including Fucose
(Fuc). The matrix solution was a 2 : 1 mixture of
2-aminobenzoic acid: nicotinic acid and a
nitrogen laser at 337 nm was used.
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Thus, the challenge for understanding how phosphorylation modulates a given
biological pathway is to discover which phosphorylation sites on a given protein are
the relevant ones and how phosphorylation at those sites changes in response to
various stimuli. The ability to derive quantitative information on specific phosphor-
ylation sites is imperative to this goal. A confounding effect of phosphorylation
analysis is that phosphorylated peptides can behave differently from their nonpho-
sphorylated counterparts (e.g., changing solubility, ability to be ionized, chro-
matographic behavior, or tendency to adsorb to surfaces). The presence of phosphate
near a predicted proteolytic sitemay inhibit proteolysis, which canmake it difficult to
make direct quantitative comparisons between phosphorylated and nonphosphory-
lated peptides encompassing the same site of modification. Even if the physical
properties were identical, the oftentimes low stoichiometry of phosphorylation
means that much larger amounts of sample needs to be analyzed in order to detect
the phosphorylated peptides. For this reason, phosphopeptides and phosphoproteins
are often enriched prior to mass spectral analysis (e.g., [73–77]). Of course, by
enriching a phosphopeptide and removing its unphosphorylated counterpart, it
becomes impossible to determine stoichiometry.

There is a class of proteins called ubiquitin-like modifiers (UBLs; proteins
including ubiquitin, NEDD8, ISG15, SUMO1, etc.) that are all used by cells to tag
other protein substrates on specific lysine residues [78]. This tagging of protein
substrates by UBLs serves a variety of purposes ranging from targeting the substrate
for degradation to signaling functions. In some cases, a single UBL will modify a
particular lysine residue; in other cases, long chains of polymerized UBLs are
attached to a substrate lysine. Although structurally more complicated than phos-
phorylation, this PTM is similar in that it can be dynamic. There are enzymes that put
UBLs on substrates and others that take them off. Like phosphorylation, the
stoichiometry of the modification can be quite low and care must be taken that the
deubiquitinating enzymes donot remove theUBLs during sample preparation. From
the standpoint of MS, it is important to note that all of these UBLs are attached to the
substrate lysine e-amino group via an amide linkage to the UBL�s C-terminus that
always ends with Gly–Gly. In the case of ubiquitin itself, the Gly–Gly sequence is
preceded by an Arg residue, which upon tryptic digestion of the substrate leaves the
formerly ubiquitinated lysine tagged with a Gly–Gly [79, 80]. This often forms the
basis for the identification of ubiquitination sites, and it should be pointed out that
the amide linkage of Gly–Gly to the e-amino group of lysine is quite stable to CID (in
contrast to Ser/Thr phosphorylation orN- andO-glycosylation). Other UBLsmay not
have this arginine residue. For example, SUMO1-modified proteins have a 19-amino-
acid peptide appended to the lysine e-amino group, which makes the identification
via CID a bit of a challenge [81].

Acylation of protein N-terminal amino groups and lysine e-amino groups is a
common PTM. Acetylation of the protein N-terminus occurs on over half of
eukaryotic cytosolic proteins; myristoylation of N-terminal glycine is also found in
a small number of cytoplasmic proteins. Acylation produces an amide bond that is
stable to low-energy CID, whichmakesMS/MS analysis considerably easier than the
more labile modifications described above (e.g., glycosylation and phosphorylation).
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Acetylation of lysine side-chains is a reversible modification that appears to be
involved in a variety of cellular processes [82]. Acetylation of the lysine side-chain
prevents proteolytic cleavage by trypsin, which therefore makes it difficult to make
quantitative comparisons with the unmodified form if trypsin is used. Acetylation
also reduces both the solution and gas-phase basicity of the lysine side-chain, which
would likely influence peptide ionization and charge state, aswell as retention time in
cation-exchange chromatography. Enrichment of acetylated peptides can be accom-
plished using anti-acetyl lysine antibodies [82, 83].

Disulfide bonds are one of a few proteinmodifications that result in a loss ofmass
(two hydrogen atoms per cysteine pair). In principal, the determination of disulfide
bonds is a simple matter of measuring the mass of proteolytic peptides before and
after reduction, where one looks for ions that disappear after reduction aswell as the
appearance of the corresponding peptide ions containing reduced cysteine. In
practice, disulfide determination is rarely this simple. In order to unambiguously
assign disulfide linkages, proteolytic cleavage sites must be located between every
cysteine, which they often are not. Moreover, proteins with intact disulfide bonds
are often refractory to proteolytic degradation, so the intended cleavages often do
not occur. A typical outcome for a disulfide experiment is to identify some of the
reduced peptides, but not the original disulfide-linked peptide (or vice versa). Or
sometimes one of the reduced ions is observed, but not the other (perhaps it
chromatographs poorly or is not ionized). Or in a protein with several disulfide
bonds, a few of themmight be determined, but the others are refractory. Sometimes
this can be overcome by using different proteases, whereby the resulting peptides
might have more favorable chemical and physical properties for analysis. One
aspect of disulfide chemistry that is often forgotten is the fact that once a protein
starts losing secondary and tertiary structure (via proteolysis or addition of
denaturant), both acid- and base-catalyzed scrambling can occur [84]. For prote-
olysis at pH> 7 one needs to add a small amount of alkylating reagent to eliminate
any catalytic amounts of thiol that might be present in the sample. The base-
catalyzed scrambling drops off 10-fold per pHunit, which is why pepsin cleavage at
pH 3 is often used for these purposes. The acid-catalyzed scrambling occurs in the
presence of above 6M HCl and is not typically a condition used in protein
chemistry. Finally, it should be noted that although CID does not typically break
a disulfide bond, ETD favors cleavage of this bond [85, 86].

Proteolysis is normally thought of as something that is done to samples during a
bottom-up proteomic analysis; however, it is also an important PTM that occurs in a
variety of settings and has numerous biological purposes. One of the most common
proteolytic events is the removal of the N-terminal initiator methionine. Secreted
proteins and certain classes of membrane proteins possess secretory signal
sequences at the N-terminus that are proteolyzed while entering the endoplasmic
reticulum. There are cell surface proteases that clip other membrane proteins to
release the extracellular domain; tumor necrosis factor being one of themore famous
examples of a shed membrane protein [87]. There are many other examples of
proteolysis occurring in a wide variety of biological processes ranging from blood
clotting to processing polypeptide chains into smaller peptide hormones. It can be
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relatively easy to establish that a proteolytic event occurred by, for example, iden-
tifying a transmembrane protein extracellular domain in some cultured cell super-
natant [88]. Or sometimes one might identify a protein from a SDS–PAGE gel slice
that is at a much lower molecular weight than would be predicted from the full
sequence. However, identifying the specific site of proteolysis can be difficult if
peptides from that region are hard to ionize or have unfortunate chromatographic
properties, especially if the peptide containing the endogenous cleavage site is further
modified, for example, by O-linked glycosylation. Obviously, the endogenous cleav-
age site has to be different from the protease specificity used to create peptides for LC-
MS/MS (e.g., theC-terminus of a protein cannot be either arginine or lysine if trypsin
was used). There are a fewmethods available that enrich forN- orC-terminal peptides
that might be useful for these purposes [89–94].

1.2.3
Ex Vivo Protein Modifications

Aside from the numerous chemical modifications researchers do to proteins on
purpose (e.g., reduction of disulfide bonds, alkylation of thiols, or various reactions
that incorporate stable isotopes into modified peptides), there are several that occur
by accident during sample handling. Thesemodifications typically addmass and the
corresponding shifts are measured by MS. What follows is a brief list of the more
common ones.

Denaturation in urea is often accompanied by carbamylation of amino groups
(either N-terminal or lysine), as well as other functional groups on other side-chains
to a lesser extent [95]. Urea is in equilibrium with ammonium cyanate and it is the
latter that is reactivewith amines.Carbamylated peptides, like acetylated peptides, are
stable to low-energy CID, which means that fragmentation of the peptide bonds will
not result in loss of the carbamyl group. The key to limiting carbamylation is trying to
limit the concentration of cyanate anion by making urea solutions fresh from solid
urea, avoiding elevated temperatures, and using ion-exchange resins to deplete
cyanate from the neutral urea solutions. In addition, use of amine-containing buffers
(e.g., Tris) should also help scavenge cyanate. Acidification is often done to halt a
tryptic digestion, but it will also limit further carbamylation by protonating amino
groups.

Although there may be functional roles for in vivo oxidation of tryptophan and
methionine, most often these modifications are observed as a result of sample
handling. Exposure to oxidants can occur while running a SDS–PAGE gel [96, 97] or
even from reaction of ozone from outside air with thin dry layers of samples during
MALDI preparation [98]. The extent of modification can be limited by reducing
exposure to oxygen (e.g., purging samples with argon before extensive digestion
periods). Obviously, exposure to oxidizing chemicals such as sodium periodate (used
in the so-called glycocapture method [71]) or performic acid (used for cleaving
disulfide bonds) will cause extensive oxidation [99]. Oxidation ofmethionine typically
adds a single oxygen, and in low-energy CID neutral losses of 64Da (HSOCH3) are
often observed as satellite peaks below any fragment ion that contains the oxidized
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methionine [96]. Even more extensive oxidation can lead to an additional oxygen
(þ32Da) added onto the sulfur, but this is not seen as frequently. Oxidation of
tryptophan ismore complicated, and can result inmass increases of 3.9949, 15.9949,
19.9898, and 31.9898Da [97].

Deamidation can occur at asparagines, glutamine, and carbamidomethylated
cysteine residues. When glutamine is located at the N-terminus of a peptide (or
protein) the alpha-amino group undergoes a nucleophilic attack of the side-chain
amide resulting in the loss of ammonia and formation of a cyclic five-membered ring
(pyroglutamic acid) [100, 101]. In buffers typically used for tryptic digestion, the half-
life of this reaction is in the range of several hours to a day, so for a standard overnight
tryptic digestion a substantial fraction of peptides with N-terminal glutamine will
have converted. In a very similar fashion, N-terminal carbamidomethylated cysteine
will also cyclize and lose ammonia to form (R)-5-oxoperhydro-1,4-thiazine-3-carbonyl
residue [102]. The half-life for this reaction is also on the order of hours to days and is
often seen in tryptic digests. N-Terminal asparagine does not undergo this reaction,
since it would result in an unfavorable four-membered ring structure. However,
when asparagine is not located at the terminus it can undergo a nucleophilic attack of
the amide nitrogen on the C-terminal side of asparagine forming a succinimidyl
intermediate that can then re-open as aspartic acid or isoaspartic acid [103]. The rate at
which this reaction occurs is dependent on the steric hindrance introduced by the
residue located C-terminal to the asparagine. Sequences containing Asn–Gly are
particularly prone to this ex vivo modification. Internal glutamines can also deami-
date, but the rate of reaction is orders of magnitude slower [63].

Even if purified �proteolytically correct� peptides enter a mass spectrometer, the
mass spectrometer sourcemay generate ions other than the desired intact protonated
species. Either by design or accident, in-source CID [104] can occur when ions are
accelerated with higher energy through regions of high pressure (e.g., use of high
cone voltages for certain source designs).When these fragment ions are detected in a
data-dependent scan mode, MS/MS spectra of these in-source fragments can be
collected and a database search identifies themas �proteolytically incorrect� peptides.
Themost labile bonds are preferentially cleaved via in-source CID; for example, MS/
MS are often collected on fragments containing an N-terminal proline (i.e., produc-
tion of a y ion via in-source cleavage at proline). Protons typically provide the positive
charge for peptide ions; however, contaminated solvents or incomplete desalting can
result in peptide charging via sodium, or other adventitious cations. Not only will this
lead to incorrect mass determinations, but the MS/MS spectra will exhibit atypical
fragment ions [105–107].

Proteolysis was mentioned earlier in the context of an in vivo post-translational
event that is often of considerable biological interest; however, inadvertent proteolysis
can also occur ex vivo through experimental mishandling. It is well known that cell
lysis can release proteases from subcellular compartments and one typically disrupts
cells only in the presence of a variety of protease inhibitors where the sample is
worked-up at reduced temperature. In the case of trypsin it is thought that autolysis
results in a protease that is still active, but with reduced specificity for arginine and
lysine. Partial methylation of lysine side-chains within trypsin eliminates some of
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these cleavage sites, thereby allowing for a prolonged use of trypsin. Even with
precautions, a low level of nonspecific cleavages can occur [108]. The goal of achieving
complete tryptic digestion has to be balanced against the increased level of nonspe-
cific cleavage.

1.3
Sample Preparation and Data Acquisition

1.3.1
Top-Down Versus Bottom-Up Proteomics

Bottom-up MS/MS methods are based on matching a single peptide to a single MS/
MS spectrum. Of course, a given protein is likely to be digested into many different
peptides andmany of thesewill be identified, all of thempointing to the identification
of the same gene product. The difficulty is that a single gene can give rise to many
different proteins, either through gene splicing, proteolytic processing, or a variety of
other PTMs. However, since the intact protein structure has been destroyed by
proteolysis (trypsin), there is no way of reassembling the peptides into a 100%
accurate determination of the protein present originally. This fact is one of the more
compelling reasons for the promotion of the so-called top-down approach to
proteomics [109]. Here, the intact protein is analyzed – measuring the masses and
relative amounts of all of the protein variants and acquire structural data on each one
individually. Clearly, this is the most logical route to take; however, the technical
difficulties are significant and in many cases insurmountable. Typically, these
experiments can only be done with the most expensive instrumentation (i.e., FT-
MS), and one can only apply the technique to themost well-behaved proteins (soluble
abundant ones that can be chromatographed in buffers suitable for ESI). Despite the
difficulties, the top-down approach is becoming more popular and the identification
of thyroglobulin extended the uppermass limit of the top-down to 669 kDa [110]. The
bottom-up methods, where proteolytic peptides are analyzed, are likely to be
applicable to the majority of biological problems; however, one needs to understand
the limitations when attempting to jump from peptide identifications to protein
identifications.

1.3.2
Shotgun Versus Targeted Proteomics

Data-dependent shotgun analysis is the process whereby MS/MS spectra are
acquired for the more abundant precursor ions over time as they elute from an
HPLC column. These spectra are then analyzed as described below (Section 1.4.1),
where the goal is to identify previously unknown proteins present in a sample. The
problem with shotgun analysis for complex proteomic samples is that only the more
abundant proteins are identified. To identify lower abundance proteins one needs to
fractionate the proteins using, for example, SDS–PAGE [56], multi-dimensional
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HPLC [27], gas-phase fractionation [111], isoelectric focusing [112], or extended
gradients [113]. Sometimes combinations of these fractionation techniques are used
such that a single sample will be subject to mass spectrometric analysis for several
days to weeks. The goal is to increase the dynamic range over which protein
identifications can be made; however, this process is subject to diminishing returns
and the sample throughput is very slow.

In contrast, targeted proteomics is a much more sensitive method that has the
goal of verifying the presence and quantity of known proteins within a sample. For
each target, one needs to specifically monitor a few tryptic peptides that serve as
surrogate measurements for the protein. Ideally these tryptic peptides would
readily form from tryptic digestion, exhibit sharp chromatographic peaks, ionize
easily, and not contain any confounding amino acid residues or sequences that
could lead to variable quantitative results (no methionine or Asn–Gly, for example,
that can variably oxidize or deamidate). Themost sensitive way to perform targeted
proteomics is to carryout SRMusing a triple quadrupole (see Section 1.1.2). Setting
up an SRM assay for targeted proteins involves determining which peptides are
formed by tryptic cleavage and identifying those peptides that produce the most
abundant precursor ions and their charge states, and then subjecting those
precursors to CID and acquiring the MS/MS data. From these spectra one would
choose the product ions to monitor – usually the more abundant y-type ions,
preferably at higherm/z than the precursor ionwhere there is less background. The
assay is ready to use once several transitions (precursor–product ion pairs) have
been established for each peptide to bemonitored in a set of samples. Development
of these SRM assays is time-consuming; however, there is an initiative called the
SRMAtlas that has the goal of predetermining assays for every open reading frame
from various species [114]. Such an atlas has already been completed for yeast [115],
which allows for targeted SRM experiments to be performed without extensive
assay development time.

1.3.3
Enzymatic Digestion for Bottom-Up Proteomics

The proteasemost frequently used is trypsin, which cleaves on the C-terminal side of
arginine and lysine. This sounds like a simple rule, but there are a number of
nuances. Usually the rule for trypsin also includes the prohibition of cleavages N-
terminal to proline; however, there is growing evidence [116] that this cleavage
reaction can occur with very slow kinetics. Sometimes trypsin will not cleave at
certain arginine or lysine sites, which may be due to having stopped the proteolysis
too soon – a process called �limited proteolysis�where themost susceptible bonds are
cleaved first (at the �hinges� and �fringes� of a folded protein). Or sometimes trypsin
cleavage is slowed or prevented by the presence of surrounding acidic residues. Also,
it needs to be kept in mind that trypsin is not an exopeptidase. When there is a short
series of contiguous arginine or lysine residues (e.g., the sequence ELVISKKRISQ-
ING), trypsin will cleave at one of the sites, thereby producing two new peptides that
contain additional cleavage sites at the N- and C-termini (e.g., ELVISKK and
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RISQING). However, these potential cleavage sites at or near the termini of the
resulting peptides are not amenable to further cleavage. Finally, it should be noted
that trypsin is capable of nonspecific cleavages at a very low level [108], which is a
problem that becomes worse with prolonged incubation times. Trypsin autolysis
(self-digestion) results in a slightly damaged protease with reduced specificity. To
prevent this there are a number of vendors that sell trypsin that has been partially
methylated on lysine – the sites of self-immolation. Nonspecific cleavages can be a
significant source of background when working with samples that possess a wide
dynamic range of protein concentration (e.g., blood plasma). In addition to the very
high abundance fully tryptic peptides (cleavage at arginine or lysine at each end of the
peptide), the low level of semi-tryptic peptides (one end produced by nonspecific
cleavage) will still be more abundant than the fully tryptic peptides derived from low-
level proteins. Trypsin is not perfect.

Other imperfect, but useful, enzymes include Lys-C, Lys-N, Asp-N, and Glu-C,
which as their names imply, cleave on the C-terminal side of Lys, the N-terminal side
of Lys, the N-terminal side of Asp, and the C-terminal side of Glu. Lys-C enzymes are
commercially available from at least two biological sources (Achromobacter lyticus and
Lysobacter enzymogenes) [117] and will generally produce larger peptides than trypsin.
Similarly, Lys-N is an enzyme isolated from the mushroom Grifola frondosa, which
cleaves on the N-terminal side of Lys [118, 119]. Asp-N protease cleaves at aspartic
residues around 200 times faster than at glutamic acid, which means that some
Glu-N activity will be seen, especially at higher enzyme/substrate ratios and with
prolonged incubation time. Likewise, Glu-Cwill exhibit someAsp-C activity [120]. As
with trypsin, one would expect to find low levels of nonspecific cleavages using these
or any other enzyme. Most other enzymes, such as pepsin, chymotrypsin, subtilisin,
or thermolysin, do not have reliable cleavage specificity. They can cleave at many
different residues and will often produce peptides with ragged ends. There are
chemical cleavagemethods available, too, but the oneswith the greatest specificity are
those that cleave at the rarest amino acids (methionine, cysteine, and tryptophan),
and therefore on average produce larger peptides. Large peptides can be good or bad.
Production of a few larger peptides for each protein results in less complex mixtures
for analysis, and theoretically would improve the ability to identify lower abundance
proteins. On the other hand, large peptides can be more difficult to chromatograph,
fragment, analyze, and identify.

1.3.4
Liquid Chromatography and Capillary Electrophoresis for Mixtures in Bottom-Up

The analysis of peptide mixtures obtained from enzymatic digests of proteins is best
performed by coupling liquid chromatography with MS (liquid chromatography
mass spectrometryLC-MS). The most common approach utilizes reverse-phase
(C18) columns with ESI for online analysis. Commercial columns are available
ranging in size from narrow bore (1–2mm inner diameter) to capillary (above 50mm
inner diameter). Thus, users canmatch the column loading capacity with the sample
size [121]. Greater overall sensitivity is achieved using the narrowest bore columns;
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however, larger bore columns tend to be more robust and easier to use (more
reproducible retention times, less plugging, andflow rates that are easier tomanage).
Fortunately, HPLC manufacturers have come out with suitable pumps and fittings
that make it much easier to work with packed capillaries. Coupling capillary
electrophoresis toMS (capillary electrophoresis mass spectrometryCE-MS) has been
less popular due to limited sample loading compared to liquid chromatography. The
advantages of capillary electrophoresis are lower sample consumption, shorter
analysis time, and higher separation efficiencies. These benefits were shown in the
analysis of a tryptic digest of human cerebrospinal fluid [122]. The high-throughput
digestion of proteins is achieved by coupling of immobilized enzyme columns in
tandem with the reverse-phase columns [123]. The interaction time of proteins with
the immobilized enzyme phase is controlled by varying the flow rate through the
enzyme column, which could be useful for digesting proteins resistant to proteolysis
(Figure 1.8).

D: 50 µl/min

Tryptic peptides Protein

C: 100 µl/min

B: 200 µl/min

A: Enzyme column offline

min.10 20

Figure 1.8 HPLC tryptic map of horse
cytochrome c using a 2.1� 150mm Vydac-C18
column at a flow rate of 200ml/min over 10
column volumes. A 2.1� 30mm Trypsin-
POROS column was equilibrated at 50 �C. A

digestion buffer of 25mM Tris–HCl, pH 8.5
containing 10mM CaCl2 was used with flow
rates of (B) 200, (C) 100, (D) 50ml/min. The
protein digestion increases by decreasing the
flow rate of buffer through the enzyme column.
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Although ESI is usually used, it is possible to couple liquid chromatography or
capillary electrophoresis to MS using MALDI [124]. Peptides eluting from a
reverse-phase capillary column are deposited off-line on a MALDI sample stage,
and subsequently analyzed using appropriate software and robotics. This is
potentially a high-throughput method where several HPLC and MALDI plate
spotters could prepare plates to be analyzed by a single MALDI mass spectrom-
eter. By decoupling the HPLC from the mass spectrometer in this manner, it is
possible to interrogate an HPLC run several times, possibly performing MS/MS
on various precursors, all at a leisurely pace. In practice, LC-MALDI-MS has not
been very popular, due to the technical difficulty of making homogeneous sample-
matrix spots. It can also be difficult to troubleshoot HPLC problems when the
detector is off-line.

1.4
Data Analysis of LC-MS/MS (or CE-MS/MS) of Mixtures

1.4.1
Identification of Proteins from MS/MS Spectra of Peptides

Mass mapping was the first high-throughput MS method developed for protein
identification, where the general idea was to compare observedmolecular weights of
tryptic peptides with those calculated from a protein sequence database [125]. This
procedure generally requires purified proteins (e.g., in-gel digests from two-dimen-
sional gel spots) and is most rapidly performed using a simple MALDI-TOF
instrument. However, for more complex samples containing more than two or three
proteins, data-dependent shotgun analyses acquiring many MS/MS spectra have
become typical. In order to analyze all of this data, each of the MS vendors has
developed (or licensed) their own software for seamlessly moving from raw data files
to protein identifications; however, most research groups do not find this solution
satisfactory. Either the software is inadequate, not portable to different operating
systems, or a single workflow is desired that can encompass data from different
mass spectrometers regardless of the vendor. Hence, there has been a move towards
open-source software solutions. The description that follows is based on the general
flow used by one of the open-source packages, the Trans-Proteomic Pipeline (TPP),
which involves (i) extracting MS/MS spectra from raw binary data files, (ii) perform-
ing database searches, (iii) validating the peptide to spectrummatches, andfinally (iv)
validating the protein identification . Formore in-depth details onhow touse theTPP,
a tutorial has recently been published [126] and for the casual user an Internet version
of the TPP is being developed at the Australian Proteomics Computational Facility
(www.apcf.edu.au).

Data files produced by mass spectrometers from different vendors have propri-
etary formats that need to be converted to a common open format. Some formats are
flexible enough that they can capture most of the information contained in the
original raw file (e.g., mzXML [127]), which is useful if subsequent processing of the
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data involves MS spectra, in addition to MS/MS spectra. However, the file sizes for
these open formats tend to be larger than the original raw binary file, so some
laboratories favor smaller and simpler text file formats (e.g., dta ormgf files) that only
contain fragment ion m/z and intensity values with headers containing limited
information such as scan number, precursor m/z, and charge state. Several conver-
sion programs have been written for each vendor�s data files (e.g., ReAdW for
conversion of Thermo raw files); however, there has been progress made within the
ProteoWizard set of open-source tools and libraries [128] to support reading of
multiple vendor files. In most cases, the converted files tend to be faithful reproduc-
tions of the original raw file; however, it seems likely that in the future conversion
programswill optionally be able to performsome level of data enhancement. First, for
low-resolution MS/MS spectra one could remove some of the noise via a moving
window filter that, for example, only retains the four most intense ions within a
60m/z window. Using such a filter, an mgf file can be reduced in size by as much as
90%, and provide improved search results [129]. An exact conversion of the rawfile to
an open-source format associates theMS/MS spectrawith the low intensity precursor
mass measurement that triggered the MS/MS acquisition. A better approach is to
take an intensity weighted average of the m/z measurements for all of the isotope
peaks, for all precursor charges that are present, and for all of the mass spectra
acquired across the chromatographic peak. This recalculation of the precursor mass
is particularly useful when the single-stage mass spectrum level (MS1) is acquired at
high resolution and mass accuracy [130]. Also, for high-resolution and high-mass-
accuracy MS/MS spectra it seems that a significant improvement in database search
results could be obtained by deisotoping the fragment ions (transforming isotope
clusters into a single value corresponding to the 12C peak). Ideally, all of this data
manipulation could occur at the point where the raw files are converted to an open
format.

The next step is to perform a database search (also see Chapter 14). SEQUEST [25]
was the first to perform a database search without any user-derived interpretation.
The University of Washington, where SEQUESTwas invented, gave Finnigan (now
Thermo Corporation) an exclusive license to sell the software, along with the
requirement that they vigorously defend the intellectual property. This briefly held
up the development of alternative database search software, but others eventually
came along. In addition to some for-profit software such as Mascot [24] and
Phenyx [131], there are now a variety of freely available programs (e.g., Tandem [132],
MyriMatch [133], OMSSA [134], and InsPecT [135]). With few exceptions, these
programs use the precursor mass and tolerance as a filter to derive a list of candidate
sequences from a protein sequence database. Mock spectra are made for each
candidate sequence, these are compared to the real MS/MS spectrum, and scores
are assigned to how well they match. The top-scoring match is the winner. Despite
having identical purposes, and often similar algorithms, each program will produce
slightly different results. There are at least two reasons for these differences. (i) Each
program might process the real MS/MS spectrum differently (e.g., by de-noising or
eliminating some of the fragment ions in various ways.) (ii) Each program will score
the match between mock and real spectra with different equations, models, or
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methods . Each search engine has its own search result output format that needs to be
converted to a single common format (e.g., pepXML) in order to be accessed in the
next step – validation. To illustrate the accuracy of protein sequence identification
through automated database searching, MS/MS spectrum obtained for a mixture
containing two isobaric peptides was analyzed [136]. The CIDmass spectrum shown
in Figure 1.9 contains the b- and y-type ions for two different sequences, and despite
this complexity, the program correctly identified both sequences associated with the
isobaric peptides.

As just described, all MS/MS spectra will each have a top-scoring candidate
sequence; however, the difficulty is determining whether it is correct [137]. Early on,
validation was done manually by expert review or by using a simple score threshold
that was assumed to reliably bisect correct assignments from incorrect ones. This
approach was refined by the use of metrics that show howmuch better the top score
for a given MS/MS spectrum was from all of the other candidate sequences. For
SEQUEST, this was simply a score difference between the first and second ranked
sequence candidates; later, expectation values were calculated. The latter were
meant as estimates for how many times one would expect to achieve the first
ranked score by chance. More rigorous validation methods were later developed for
large MS/MS data sets (e.g., LC-MS/MS), which use either target-decoy or empirical
Bayesian methods. It is now relatively common for proteomics researchers to
estimate error rates by searching reversed or randomized databases along with the

Figure 1.9 Simultaneous CID of (M þ H)2þ

precursor ion containing two isobaric peptides
with sequences of MIDGIGRFY and
CTELKLSDY recorded on an ion-trap mass

spectrometer. Both peptides were correctly
identified by the PepSearch program and were
correlated to the influenza A virus
nucleoprotein.
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targeted database [138]. The search results will then contain a number of matches to
the randomized database, which are assumed to be false, and database search result
scores can be matched to estimated error rates. Alternatively, the idea behind the
TPP computer program Peptide Prophet [139] is that a histogram plot of the top
scores for all spectra in a LC-MS/MS run (or any large collection of MS/MS spectra)
is made from a composite of two distributions. The assumption is that there are two
distributions – one for incorrectly identified spectra with a range of low scores and
another for correctly identified spectra with a range of high scores. The mathe-
matical best fit of two distributions is then used to determine error rates and
probabilities. A good combination of the two approaches is to use the search results
of a randomized database to model the distribution of scores for incorrect
identifications, which is a concept that has been implemented within current
versions of Peptide Prophet. In general, it is essential to have software that can
objectively validate database search results, since expert reviews tend to vary with
the physiological state of the expert (not to mention that some experts have
delusions of adequacy).

The empirical Bayesian approach used by Peptide Prophet can incorporate
additional information in order to modify the final probability determination. For
example, those peptides that are formed with the anticipated tryptic cleavage
specificity aremore likely to be correct than those derived from completely nontryptic
cleavages. High-mass-accuracy measurements of precursors permit a postsearch
evaluation of how the calculated candidate sequence molecular weights cluster.
Those sequences whose calculated molecular weights deviate by more than the
average are less likely to be correct. Results from multiple search engines [140],
presence of an anticipated motif (e.g., N-linked glycosylation), and HPLC retention
times can all be included in a final probability determination to help with automated
validation.

Shotgun bottom-up proteomics is intrinsically a peptide identification technique
and protein identification can only be inferred from these identifications. Atfirst, this
step sounds like it should be simple, but database redundancies and protein
homology often make it difficult to be certain. If a peptide sequence is shared
between different proteins, how should one apportion peptide-spectrum match
probabilities among the possible protein choices? In general, most protein validation
software does this by using principles of parsimony to create the simplest and
shortest protein list possible [141–143]. Although reality is rarely simple, this is really
the only choice available.

1.4.2
De Novo Sequencing

De novo sequencing refers to the process of deriving a peptide sequence directly from
the MS/MS spectrum without recourse to any sequence database. Manual de novo
sequencing can be mentally diverting (see http://www.abrf.org/ResearchGroups/
MassSpectrometry/EPosters/ms97quiz/abrfQuiz.html); however, this is not practi-
cal when confronted with more than a handful of spectra. For larger numbers of
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spectra one needs to use automated de novo sequencing programs. One of the first
was Lutefisk [144], which has since been used to benchmark other de novo sequencing
programs (PepNovo being a notable open-source example [145]). For a variety of
reasons, deriving a single correct sequence exclusively from a MS/MS spectrum is
often not possible, either manually or with a computer program:

i) Some amino acids have identical or nearly identical masses – leucine and
isoleucine, glutamine and lysine, and phenylalanine and oxidized methionine.

ii) Cleavages may be absent between adjacent amino acids. Absence of cleavage
between the first and second amino acids of a tryptic peptide is very common.

iii) Some amino acids have the same mass as pairs of other amino acids (e.g.,
Gly–Gly is exactly the same as Asn).

iv) If one can identify a series of ions whose mass differences delineate an amino
acid sequence, it remains unclear whether the derived sequence is going from
the N- to C-terminus or the other way around. In other words, it is not always
clear whether a series of ions are all b- or y-type fragment ions.

For these reasons, de novo sequencing typically results in a short list of candidate
sequences that each account for the data to varying degrees.

Why bother performing a de novo sequence determination when database search
programs and validation tools are so fast and easy to use? Obviously, one reason
would be if one was working with a species whose genome has not yet been
sequenced [146]. Generally, this method involves generating a list of de novo
sequences, and then submitting them to a homology search engine where the
parameters have been optimized to account for the vagaries and problems associated
with MS/MS-derived sequences (e.g., inability to distinguish leucine and isoleu-
cine) [144]. A second reason for performing de novo sequencing is that it potentially
provides further validation of a database search result. Database searching and
de novo sequencing are quite orthogonal approaches, and agreement between the
two should boost the likelihood of a correct identification [147]. A third reason is
that one might be wondering about all of the unmatched spectra (often around
90%) in a typical LC-MS/MS experiment. For example, one could find that many
peptides have been carbamylated due to bad urea or that the autosampler exhibits
severe carryover problems fromprior users studying a different species not present
in the database that was searched. A fourth application of de novo sequencing is to
help identify high-quality spectra, particularly ones that had not been matched to a
database sequence. Finding the �sequenceable� spectra is the same as finding the
�high-quality� spectra.

1.5
MS of Protein Structure, Folding, and Interactions

The study of structural dynamics of proteins and noncovalent interactions ideally
requires analytical methods that enable capturing events occurring over timescale
from nanoseconds to seconds, while simultaneously monitoring specific sites
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within the structure of each participant. Current analytical techniques do not
provide these capabilities individually. The fast timescale for monitoring macro-
molecular motions are achieved by spectroscopy-based methods, which provide
global structural information. Other techniques such as the X-ray diffractometry
or nuclear magnetic resonance (NMR) spectroscopy with capabilities of defining
the location of individual atoms do not provide the fast timescale required to
capture many events. The process of forming quality crystals, and the need for
high-purity samples with good solubility properties further limit the applicability
of X-ray and NMR for many studies. The need for solution-based structural
characterization of proteins and protein interactions prompted considerable
recent attention to the development of chemical probes combined with the
benefits of MS analysis (i.e., high-throughput identification of proteins at low
levels). A recent book [148] provides a thorough and updated review of a wide
range of techniques applied for structural elucidation of proteins and their
interactions, and a brief summary of two methods providing high structural
resolution is presented below.

1.5.1
Methods to Mass-Tag Structural Features

Hydrogen–deuterium exchange MS (hydrogen–deuterium exchange mass spectro-
metryHX-MS) is routinely used to probe protein structure, conformation, and
dynamics [149–151]. This method measures hydrogen atoms located at peptide
amide linkages (i.e., backbone amide hydrogens) with an exchange half-life of
seconds to several weeks depending on their solvent accessibility. The HX-MS
approach starts with proteins in a physiological buffer at room temperature to
conserve their native structure (Scheme 1.1). Deuterium oxide (D2O) is added in
excess of 10- to 20-fold and the onset of the exchange reaction is recorded. The
exchange reaction is quenched at set time points by adjusting the pH to 2.5 (using
an excess of protonated buffers) where the exchange rate drops to its minimum.
Further reduction of the exchange rate is achieved by cooling the solution. The
quenched timepoints can be snap-frozen in liquid nitrogen to be analyzed later, as
no measureable back-exchange can be detected from frozen samples stored at
�70 �C. At 0 �C and pH 2.5, the deuterium label reverts to hydrogen in a back-
exchange process with a half-life of approximately 1 h, providing sufficient time for
MS analysis. After the hydrogen exchange is completed and the reaction is
quenched, the protein solution is analyzed by LC-ESI to measure the overall uptake
of deuterium. A portion of protein is digested with pepsin to monitor the localized
deuterium uptake. The incorporation of deuterium as a function of time is plotted
for the intact protein as well as the proteolytic peptides. The main disadvantages of
the HX-MS are that the exchanged products are reversible with a limited lifetime
and the possibility of the back exchange reactions introduces some error in
measurements. Further, the low pH condition of the quench reaction limits the
choice of proteases. The resolution of hydrogen exchange is limited to the size of the
peptic peptides that are generated, as residue resolution based on CID is not
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possible due to proton scrambling [152]. However, there have been recent results
indicating that scrambling does not occur when ETD is used for peptide fragmen-
tation [153, 154], which could make it possible to measure hydrogen exchange rates
for individual residues within a protein.

The protein structure could alternatively be evaluated through the solvent
accessibility of the amino acid side-chains. The requirement for high structural
resolution and the fast timescale of reactions prompted the use of hydroxyl radical
as the ideal chemical probe that is similar in size to the water molecule with a
diameter of 2.5 A

� 2. Time-resolved hydroxyl radical protein footprinting employing
MS was developed over a decade ago by applying synchrotron X-ray radiolysis [155,
156] or an electrical discharge source [157] to effect the oxidation of proteins on
millisecond timescales. These approaches, which are referred to as radical probe
MS (radical probemass spectrometryRP-MS), have since been successfully applied
to the analysis of protein structure, protein folding, and protein–protein interac-
tions [158]. Hydroxyl radicals induce oxidative modification of a number of amino
acid side-chains in the range of 109 to 1010M�1 s�1, which is sufficiently fast for
studies of protein folding and interaction dynamics. Further, the reactive hydroxyl
radical probe originates in water at physiological pH without the need for other
chemicals. Other advantages of the oxidative labeling are that the products are

HX-MS
Probes backbone hydrogens

RP-MS
Probes amino acid side-chains

Proteins in desired buffer/pH

Add D2O
X-ray radiolysis

Electrical discharge

D

D
D

Quench pH 2.5

Pepsin digest

Choice of proteases

Reversible products
Requires immediate MS analysis

Irreversible stable products
Affords detailed MS analysis

Scheme 1.1 Experimental procedures for HX-MS and RP-MS.
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stable, and this affords the use of a wide range of proteases and the application of a
number of MS experiments.

The RP-MS approach identifies the site of amino acid oxidation and this infor-
mation combined with the quantitative measure of the level of oxidation is used to
map the solvent accessibility of the side-chains across a protein�s surface. For
structural and conformational studies, oxidation is kept to approximately 30–50%
for the whole protein, in order to avoid forming degraded and cross-linked products.
The timescale and the extent of reactions could then be used to monitor the onset of
oxidative damage of proteins in relation with various diseases and aging. The
application of RP-MS to studies of the onset of damage was first reported in 2005
for the protein a-crystallin, which demonstrated that different regions of a protein
could exhibit different levels of susceptibility to oxidative damage [159]. These types
of structural information are important in designing targeted therapeutics to prevent
or control oxidative damage associated with a range of diseases.

A significant amount of information about a protein structure (i.e., solvent
accessibility surface (SAS) of backbone hydrogen atoms and amino acid side-chains)
is obtained through chemical labeling andMS protocols. These types of information
prompted the development of a docking algorithm,PROXIMO, to propose structures
for protein complexes based on those for their component molecules using RP-MS
data [160]. The performance of the algorithmwas successfully validated for a series of
protein complexes, including the ribonuclease S-complex with several correctly
identified conformers that deviated from the X-ray crystal structure with root mean
square deviation values of 0.45 and 1.26A

� 2 (i.e., all within the 2.5 A
� 2 SAS resolution of

the RP-MS experimental structure). It could be envisioned that the application of
chemical labeling in conjunction with computer algorithms will be valuable for
solution-based structural analysis of proteins.

While the discovery of ESI has revolutionized the analysis of proteins and their
noncovalently bound complexes, the question of whether or not the solution-based
structures of proteins are preserved during the ESI process has been subject to
numerous studies. A recent perspective [161] supports evidence for retention of
native structure for some large proteins [162, 163]. Meanwhile, the authors propose
that after the initial desolvation steps during the ESI process, structures of globular
proteins of cytochrome c and ubiquitin undergo several transitions within picose-
conds to seconds, which include collapse of the side-chains, unfolding and refolding
steps that result in multiple conformers in the gas phase. Obviously, future studies
for a range of proteins are required in order to validate this approach as a structural
analysis tool.

As just discussed, various protein conformers could be generated during the ESI
and these intermediate conformers are rarely isolated in the solution phase.
Therefore, the gas-phase environment provides an ideal opportunity to investigate
the subtle changes in protein structures during folding or binding transitions. Major
advances in ion mobility MS (ion mobility mass spectrometry IMS) since the 1990s
havemade it possible to study small differences in structures of conformers in the gas
phase based on their mobilities through a gas [164]. IMS has emerged as a powerful
method for structural analysis of proteins and their complexes.
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1.6
Conclusions and Perspectives

MS of proteins has mademajor strides over the past few decades. Of key importance
was the development of new methods for the ionization of peptides and proteins
(FAB, MALDI, and ESI), as well as new high-accuracy and high-resolution mass
analyzers. Improvements in computer speed and data storage capacity, plus the rapid
accumulation of protein and DNA sequence databases over this time was critical for
enabling what has become known as �shotgun proteomics.� The latter was also
dependent on enhanced understanding of gas-phase peptide ion fragmentation and
software tools for matching mass spectral data to database-derived sequences. All of
this led to a considerable amount of irrational exuberance (e.g., claims of sequencing
the human proteome [165]), which has now largely subsided to a point where mostly
what remains are serious people studying real problems. For proteomics, the next big
area seems to be targeted proteomics, which has an improved dynamic range over
shotgun analysis. However, targeted proteomics is also in danger of being excessively
promoted and has a number of problems that need to be solved (e.g., how to estimate
false discovery rates, how to handle targeted peptides that elute inmore than one peak,
how to target peptides that may or may not be modified, how to resolve contradictory
quantitative results from different peptides from the same protein, etc.). In short, the
shotgun proteomics wave has crashed on the beach, the targeted proteomics wave is
coming, but regardless of the level of enthusiasm, these toolswill continue to beuseful
for those who know their limitations and how to use them properly.

The identification of gene products is only one facet of proteomics. Identification
and quantitation of PTMs is important for full characterization of a protein or
proteome. Noncovalent structural aspects of proteins (folding, solvent accessibility,
binding sites, etc.) can also be determined using MS. For the most part, PTM and
noncovalent analysis is simply a matter of basic protein chemistry that has been
considerably enabled by MS. For example, in the olden days protein chemists
measured hydrogen exchange rates by measuring tritium incorporation; with mass
spectrometers one can now more easily and safely measure the incorporation of the
stable heavy isotope of hydrogen instead. Instead of determining disulfide bonds by
comparing electrophoresis migration before and after bond cleavage, one now
measures the molecular weights. To summarize, protein chemistry requires MS.
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2
X-Ray Structure Determination of Proteins and Peptides
Andrew J. Fisher

2.1
Introduction

2.1.1
Light Microscopy

Before Robert Hooke�s work on light microscopy and the publication of his
microscopic images in 1665, no one knew that organisms were built from individual
units, whichHooke called �cells� [1]. Themicroscope had a profound effect in biology
that still resonates today by revealing the inner workings of the cell and helping
biologists gain a better understanding of cellular architecture and function. Even
some350 years later, themicroscope is still a valuable tool in today�s arsenal of biology
and chemistry research instruments.

As powerful as the light microscope is, it is still incapable of resolving individual
atoms that make up the repertoire of complex molecules in biology. This is
because the resolution limit of a microscope is limited by the wavelength of the
incident radiation, which is scattered by the specimen under inspection. The
scattered light is �collected� by the objective lens, which refocuses the light into an
inverse image. With the proper placement of other lenses within the microscope,
the image can be magnified resulting in the microscopist seeing greater detail or
resolution. The simplified equation used to define the resolving power of a light
microscope is given as:

d ¼ 0:612 � l
n � sin �

ð2:1Þ

where l is the wavelength of radiation used, n is the refractive index of the media
between the specimen and the objective lens (1.0 for air), and � is the angle of
scattering between the direct light beam and the limit of the objective lens. The
denominator (n�sin �) is often called the numerical aperture. The variable d is
the resolution of an optical microscope, which is defined as the shortest distance
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between two points on a specimen that can still be optically distinguished. The goal
of microscopy is to make d (resolution) as small a number as possible. One way to
decrease d is to increase the terms in the denominator, like using immersion oil
between the specimen and the objective lens, which has a refractive index of around
1.5. Another method is by moving the lens closer to capture more scattered light.
Alternatively, one can increase the resolution (decrease d) by using a shorter
wavelength of radiation; however, this is restricted by the refraction of visible light
(i.e., light�s ability to be bent by lenses). Using a microscope with blue light
radiation of 400 nm (4000A

�
) and a numerical aperture of 1.37 (n¼ 1.5, �¼ 65�)

the resolving power would be around 180 nm (0.18 mm) or 1800 A
�
. While this

resolution is good for identifying gross cellular structures, one would never be able
to see individual atoms and molecular structure. Looking at this formula, one can
easily see that the wavelength (l) is directly proportional to the resolution, so
decreasing the wavelength to atomic scale would make it possible to decrease the
resolution to this scale.

2.1.2
X-Rays and Crystallography at the Start

X-rays are electromagnetic radiation with the wavelength in the range 0.1–100A
�
.

However, X-rays cannot be refracted by lenses like visible light. Therefore, the
scattered light would need to be recorded and �recombined� using computational
techniques. Originally, the scattered X-rays were recorded on X-ray film, but today�s
modern detectors use charge-coupled devices (CCD) similar to those used in digital
photographic cameras.

The discovery of X-ray diffraction by Max von Laue and the first recorded
diffraction patterns from a salt crystal by Friedrich and Knipping in 1912 started
a new science of X-ray crystallography. The first crystal structures of salts by W. L.
Bragg [2, 3] and Laue [4] soon followed. This new technique had an immeasur-
able impact on chemistry. For the first time, structures of molecules were being
revealed at the atomic level of detail. This new technique pushed chemistry to
unexplored territory. Atomic details were giving clues into atomic radii, the bond
order between atoms, as well as revealing possible mechanisms of chemical
reactions by comparing the crystal structures of the reactants and products.

X-ray crystallography did not start impacting the field of biology until the late
1950s/early 1960s whenMax Perutz and John Kendrew worked out the structures of
hemoglobin and myoglobin, respectively. These two structures achieved a goal that
Linus Pauling thought would be impossible [5]. The two structures had many
noteworthy ramifications in biochemistry:

i) The structures confirmed the a-helix secondary structure does exist in proteins.
ii) The structures revealed the overall fold of the proteins.
iii) The structures revealed the atomic detail of how oxygen is carried in the blood

and muscles by binding to the heme iron.
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iv) The structures revealed that over half the volume of the crystals is occupied by
solvent, suggesting the structures represent those in the cell.

v) The structures provided the first evidence that two distinct peptide sequences
can fold into a similar three-dimensional structure given that hemoglobin and
myoglobin are only 24% identical in primary amino acid sequence.

vi) From these similarities, the authors deduced the two proteins developed from a
common genetic precursor.

2.1.3
X-Ray Crystallography Today

Today, X-ray crystal structure determination of proteins is a common tool in
biochemistry that can often determine atomic-resolution structures in a matter of
weeks instead of years as before. The development of synchrotron radiation sources,
sensitive X-ray detectors, software algorithms, and biotechnology advances has
reduced the time and manpower required to determine the atomic-resolution
structure.

Understanding the power of X-ray crystallography in biology was realized early
on and was summed up nicely by Dorothy Hodgkin in her 1964 Nobel prize
acceptance lecture for her use of X-ray techniques on the structures of biochemical
substances, by saying �a great advantage of X-ray analysis as a method of chemical
structure analysis is its power to show some totally unexpected and surprising
structure with, at the same time, complete certainty.� Knowing the atomic-reso-
lution structure of a biological macromolecule is one of the most powerful and
insightful tools that a biochemist can use to not only gain a tremendous under-
standing of function, but also help chart a course for future experiments to test
these insights. For this reason, the protein structure should not be regarded as the
endpoint of analysis, but the starting point to help direct new experiments to
elucidate the biological function.

Knowledge of the protein or enzyme�s three-dimensional structure not only plays a
key role in understanding its biological function, but it can also be exploited to help
design antagonists or inhibitors for drugdevelopment to ameliorate diseases faced by
mankind. In the 1980s, great excitement in the pharmaceutical industry centered on
using the active-site structure of a target enzyme to design inhibitors from the ground
up. A shining example of structure-based drug design was finding inhibitors of the
HIV protease, which are used to fight the AIDS epidemic. However, this de novo
design of drugs proved very difficult for a variety of reasons, including insufficient
computational docking and energy calculation routines starting with the static
structures from crystallography. Today, X-ray crystallography still plays an important
role in drug development, but often in the form of optimizing lead compounds,
which were identified from high-throughput inhibitor screening and computational
chemistry. Nevertheless, once computational algorithms improve in docking and
energy calculations, and faster parallel computers are developed in the future, the
industry may likely see a renaissance in the field of de novo structure-based drug
design.
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2.1.4
Limitations of X-Ray Crystallography

Despite the powerful method of X-ray crystallography, and its contributions to the
advancement of both chemistry and biology, there are some limitations and
weaknesses. The first limitation is that the sample must be crystallized. Today,
this step is the least understood and therefore often the rate-limiting step in
protein structure determination. Additionally, one must also ask if the process of
protein crystallization alters the structure from that which occurs in solution or
the cell. This answer came with the first protein structures, which revealed protein
crystals average about 50% solvent volume and the protein concentration within
the crystal is typically on the order of 10–40mM. Additionally, comparison of
many crystal structures to nuclear magnetic resonance (NMR) solution structures
of the same protein reveal that crystallization of proteins has little consequence on
the folded state.

Another limitation of X-ray crystal structure determination is that because data
are recorded from X-rays scattered from the crystal, the image obtained is that of
the �average� protein structure that occurs in the crystal (around 1014 protein
molecules contribute to scattering in a 200-mm X-ray beam). Therefore, any
dynamics or multiple conformations of loops or amino acid side-chains are not
observed in the average structure. At times, this results in regions of protein
structures that have no observable electron density and therefore the crystallog-
rapher cannot build an atomic model for this region of the structure. However,
this lack of density does indeed give evidence that the disordered region is mobile
or can adopt multiple conformations, which gives clues to potential biological
function.

Another shortfall of X-ray crystallography is that because the electrons of the
atoms scatter the X-rays, it is difficult to observe atoms with few electrons, like the
hydrogen atom or protons. This limitation is especially apparent in trying to
decipher catalytic mechanisms, because many enzymatic reactions in biology
involve the transfer of hydrogens or protons in acid–base catalysis. The biochemist
must infer the location of the protons by other theoretical and biochemical
techniques. Hydrogen locations can be assumed simply based on geometry and
bond distances between hydrogen-bonding partners, or more exhaustive techniques
like site-directed mutagenesis, kinetic assays, pH profiles, or catalysis, or even the
method of NMR. Another crystallography method that has been gaining some
momentum in recent years is that of neutron diffraction. Unlike X-rays, scattering
of neutrons is not proportional to atom number, but depends on nuclear char-
acteristics like NMR. The hydrogen atoms scatters neutrons with a 180� phase
change, which results in negative peaks in a neutron density map, making
identification of hydrogens relatively easy. However, neutron sources are expensive
and limited, and much larger crystals are usually required for accurate neutron
diffraction experiments.
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2.2
Growing Crystals

2.2.1
Why Crystals?

The first step in X-ray crystal structural analysis is to grow crystals of suitable order
that results in diffraction of X-rays. It is this internal order that determines the quality
and level of diffraction. This is why some protein crystals may look beautiful
macroscopically with magnificently shaped facets and sharp edges, but the internal
microscopic order may be very poor, resulting in either little or no diffraction of
X-rays. This can arise from the globular nature of some proteins. If the protein has a
nice robust globular or spherical shape, the proteins may fall out of solution too
quickly, resulting in the packing of �spheres,� which will still result in flat facets with
sharp edges, but the protein globules may pack in random orientations, resulting in
no internal order resulting in little to no X-ray diffraction.

The crystal is required because it serves two purposes. The first function is to
amplify the scattered X-rays. The structure from X-ray scattering can only be
achieved if one can accurately record the scattered light. The scattering intensity
is proportional to the number of electrons and the intensity of the incident
radiation. Biological macromolecules are made of relatively light atoms like carbon,
nitrogen, and oxygen, which do not scatter light strongly. However, if one can obtain
approximately a quadrillion copies of a protein, all oriented in exactly the same way,
the samples would scatter light coherently, resulting in a much stronger signal,
which can be recorded accurately. In the early days of crystallography, protein
crystals had to be larger than today because the X-ray intensities were weaker.
Diffraction data were typically collected from crystals around 0.2–1mm in size.
Today, with the ability to achieve many orders of magnitude more intense X-ray
beams with synchrotrons, accurate data can be recorded on crystals as small as
10 mm and lower.

The second function of the crystal is to accurately orient the sample with high
precision within the X-ray beam. To get a true three-dimensional structure of the
protein, scattering data has to be recorded from all three dimensions of the sample.
Crystals are large and stable enough to be physically manipulated by mounting and
orienting precisely in the X-ray beam. Aswill be discussed inmore detail below, X-ray
diffraction images are recorded by exposing the crystal numerous times, each at a
slightly different crystal (and protein) orientation, and the data combined and
processed to generate a three-dimensional electron density map.

2.2.2
Basic Methods of Growing Protein Crystals

As mentioned above, the method of growing crystals today is the least understood
process in X-ray crystal structure determination and it is often the rate-limiting step
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of structure determination. This is because the solubility of macromolecules
depends on their interactions with solvent. Water surrounds the protein and
interacts with surface charges, dipoles, hydrogen-bond donors, hydrogen-bond
acceptors, and alkyl hydrophobic groups. Every unique protein has a novel shape
and surface, and therefore interacts differently with water, resulting in different
solubility properties. Thus, no single condition can be employed to crystallize all or
most proteins.

Fundamentally, the process of crystallization is to achieve a state of supersat-
uration of the solute (protein) to bring the solute out of solution under the proper
conditions that results in a highly ordered crystal lattice. Presently, finding the
conditions to grow highly ordered crystals is simply trial and error. The chance to
reach success is increased by exploring more conditions. However, this requires
more protein and time to explore more conditions, both of which have seen
advances over recent years. Proteins can be readily biosynthesized in tens of
milligram quantities through the advent of molecular biology and inserting the
protein gene into an ectopic expression host like Escherichia coli. Additionally, the
development of robotics has made it possible to automate crystallization experi-
ments, allowing the ability to explore thousands of conditions and saving many
hours of manual crystallization setups.

As proteins have surface charges, this can be thought of as a polyvalent charge
and, traditionally, the solubility can be thought of in terms of the Debye–H€uckel
theory of solubility [6]. This theory describes the solubility of ions in ionic solution,
and it has been found that many solutes experience a salting-in and salting-out
effect. The solubility of many solutes decreases with increasing ionic strength of a
more soluble salt. This practice works nicely when proteins are the solute. The
concept of salting-out has been historically used as a common protein purification
step using ammonium sulfate to fractionate cell lysate. In fact, ammonium sulfate
is the most common salt used to grow protein crystals. Additionally, the solubility of
some proteins generally decreases in low-salt conditions and this has also been
found to be successful in growing protein crystals, by simply dialyzing the protein
against water.

Another common technique to reach supersaturation of the protein is to add an
organic hydrophilic polymer at high concentrations. Poly(ethylene glycol) (PEG) is a
common organic polymer that comes in a variety of different molecular weight
ranges, all of which have been successfully used for growing protein crystals. The
basic principles of achieving supersaturation using either salts or organic molecules
are similar; in that they have a strong affinity for water molecules, which causes
the protein solute molecules to interact together rather than with water causing the
protein solute to fall out of solution.

Diffraction-quality crystals are typically grown at a slow rate to help maximize the
solute–solute interactions, which is necessary to pay the entropic cost of a highly
ordered crystal lattice. One of the common techniques used to slowly reach the state
of supersaturation is to utilize vapor diffusion. In this method, the protein solution
(typically around 10mg/ml) is diluted 1 : 1 with a precipitating solution in a drop,
which is then equilibrated against the precipitating solution in a sealed chamber.
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The drops can be suspended on a glass coverslip over the reservoir precipitating
solution in what is called �hanging drop� crystallization or the protein solution drop
can be placed on a surface that is sealed next to the reservoir solution in the �sitting
drop� method (Figure 2.1).

In both methods, the protein solution drop is sealed in a small chamber to slowly
establish equilibrium between the two solutions through vapor diffusion. The
protein starts out in a low concentration of precipitant below the supersaturation
stage (point 1 in Figure 2.2). Over the course of time, water will slowly diffuse out of
the protein solution drop into the reservoir to establish an equilibrium. This
increases the concentration of both the protein and precipitating agent in the drop
to the point of supersaturation. Usually, the region of supersaturation can be divided

Figure 2.1 Schematic illustration of vapor
diffusion crystallization setups. Left shows the
typical �hanging drop� experiment where
around 1–5 ml of protein solution is suspended
on a glass coverslip over around 1ml reservoir

precipitating solution. Right shows the sitting
drop where around 1–2 ml of protein solution is
sealed in a small chamber against around
50–100ml or reservoir.

Figure 2.2 Phase diagram of crystal growth.
The protein is mixed with precipitant at initial
concentrations (point 1) in a vapor diffusion
experiment. After time, water diffuses out of the
protein drop into the higher concentrated
reservoir solution increasing the concentration

of both protein and precipitant (point 2). After
crystal growth is nucleated, the crystal grows
decreasing the concentration of the protein until
it reaches the unsaturated state where the
crystal stops growing (point 3).
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into subregions – that which supports crystal nucleation and growth, and that which
would support crystal growth, but not nucleation. If the protein and precipitant
concentration reaches the crystal nucleation region slowly (point 2 in Figure 2.2),
then crystal growth will start. After time, the protein concentration in solution will
decrease, because the protein is withdrawing into the growing crystal, until the
protein concentration drops below the state of supersaturation and thus the crystal
stops growing (point 3 in Figure 2.2). If the region of crystal nucleation is reached too
quickly, showers of microcrystals may form or simply the protein may fall out of
solution as an amorphous precipitate. If the proper conditions are found, crystals can
appear in as little time as overnight or it may take many weeks or months to grow
crystals.

To maximize chances of successful crystal growth, many different crystallization
conditionsmust be explored. Today, robotics can help assist in rapidly and accurately
pipetting both precipitating and protein solutions into plastic trays and coverslips,
which are commercially available. Additionally, many different premade precipitat-
ing solutions are also commercially available, often in a 96-well format, to easily
pipette into 96-well crystallization trays. Once sealed, the trays are left undisturbed in
a low-vibration, stable-temperature incubator or room. Temperature can often affect
the rate and thermodynamics of crystal growth, and can be a parameter that can be
explored to achieve successful crystal growth: either growing the crystals at a different
constant temperature, or changing the temperature slowly during the course of
crystallization, which may possibly help nucleate crystal growth. The crystallization
experiments are then checked periodically under a microscope to examine the
results.

Anothermethodof crystal growth that has gainedpopularity recently is the batch or
microbatchmethod. Thismethod uses fewermaterials in both precipitating solution
and protein because it can be achieved in lower volumes. This method does not
equilibrate against a reservoir buffer; it simply mixes the protein and precipitant
solution together under oil. The philosophy of this method is to reach point 2 in
Figure 2.2 at the initial state, then crystals will grow without equilibrating against a
larger reservoir buffer. The advantage this technique is the simplicity and speed with
both robotics and manual screens. Additionally, in microbatch experiments, very
small volumes of sample can be used without drying out completely, which can
happen with vapor diffusion. Volumes in the nanoliter range have been successful.

The different precipitation conditions that are explored consist typically of three
components, a precipitating agent, a salt, and a buffer. The precipitating agent can
be high concentrations of a salt like ammonium sulfate, lithium sulfate, sodium
chloride, phosphate, malonate, citrate or high concentrations of organic polymers
like PEG. Additionally, smaller organic molecules can also bring proteins out of
solution, such as 2-methyl-2,4-pentanediol (MPD), pentaerythritol propoxylate or
ethoxylate, as well as many alcohols like ethanol or propanol. The additional salt,
or counterions, found in the crystallization conditions, can help mediate pro-
tein–protein contacts in the crystal, as well as bind in an active-site pocket to
maintain structural stability. The buffer is also important since different pHs will
change the protein surface charges because of titratable functional groups on the
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protein surface. Altering the protein surface will have a major effect on the
solubility and crystallization properties.

2.2.3
Protein Sample

Protein crystallization was a technique used by biochemists long before X-ray
analysis of protein crystals. Early biochemists used crystallization as a way to isolate
or purify a particular protein of interest. In growing protein crystals today for X-ray
analysis, it is best to eliminate the unknown factor that can influence the rate-limiting
step of structure determination. Therefore, it is best to crystallize as pure a sample as
possible. A good rule of thumb is to have the protein sample at least 95%pure and at a
high concentration (around 10mg/ml). Additionally, the sample should be in low salt
and buffer conditions, or preferably water if the sample is stable, so the precipitating
concentrations will dominate the crystallization condition.

Any substrates, products, inhibitors, or cofactors that can bind to the protein
should be included, which may help stabilize or lock the protein into a single
conformation. Flexible proteins or samples that can adopt different conformational
states can be difficult to crystallize. Furthermore, subsequent small-molecule bind-
ing partners can also be soaked into protein crystals prior to data collection to gain
structural insight in binding and function. However, onemust keep inmind that the
crystallized enzyme still possesses catalytic activity and substrates will likely be
turned into products if all the necessary components are present. Consequently,
nonfunctional structural analogs are ideal tools to trap the active site in a precatalytic
Michaelis-like �ES� state. These structures provide tremendous insight into the
catalytic mechanism and the functional role of active-site residues.

Multidomain proteins with flexible linkers can be difficult to crystallize. This is
because, for a well-ordered crystal that can diffract X-rays, the crystal must be made
up of repeating units all in the same conformation. Therefore, large multidomain
proteins may prove difficult to crystallize and many laboratories utilize the �divide
and conquer� strategy. In this approach, individual protein domains, which have
often been identified by sequence analysis, are cloned separately, expressed, crys-
tallized, and the structure determined. Utilization of other biophysical techniques
can be employed to piece together how the individual domains may be spatially
related in the complete full-length protein. Cryoelectron microscopy is an ideal
method to view the larger complex at lower resolution, where placement of individual
atomic structures into the electron microscopy model provides significant structural
detail that cannot be obtained by either single method [7].

2.2.4
Preliminary Crystal Analysis

Once crystals appear, some information can be gained from characterization and
analysis of crystals that can help in structure determination. Examining the crystals
under a polarizing microscope can help determine crystal quality, symmetry, and
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possible twinning. In the polarizing microscope, the crystals are placed between the
pair of polarizers – the polarizer and analyzer, which are rotated 90� from each other
to block transmittance of light. Most protein crystals will rotate plane-polarized light,
so when inspected in the polarizingmicroscope, the crystals will appear bright in the
dark field. All noncubic crystals are anisotropic or birefringent and will rotate plane-
polarized light. Given that proteins rarely crystallize in cubit space groups, if the
crystals do not rotate plane-polarized light, there is a good chance they lack order or
may be salt crystals. However, be sure to check different orientations of the crystals
because the crystal can be uniaxial, in that the crystal does not rotate plane-polarized
light along axes of three-, four-, or six-rotational symmetry. These crystals belong to
the trigonal, tetragonal, and hexagonal space groups, respectively, and the axis viewed
that does not rotate polarized light corresponds to the unique c-axis of the unit cell.
Biaxial crystals can rotate light in all orientations, and belong to the triclinic,
monoclinic, and orthorhombic space groups.

Twinned crystals are crystals that grow with different parts oriented differently
within a single crystal. This may be detected by inspection of the crystals in a
polarizing microscope. The different regions of the crystals may rotate plane-
polarized light at different angles. This can be seen when the analyzer of the
polarizing microscope is rotated while looking for different regions of the crystals
to appear light, while other regions within the same crystal appear dark. Often it can
be seen as one-half of the crystal light while the other half is dark. However, not all
twinned crystals exhibit this phenomenon. Therefore, simple inspection of the
crystal in a polarizing microscope before X-ray analysis can help not only to
determine the crystal space group, but also quality.

Proteins typically have similar densities because they are made up of only 20
different kinds of amino acids with similar densities and similar internal packing
densities within the protein core. This was first identified by Brian Matthews in the
late 1960s [8]. From surveying 116 different protein crystals, he found that most
protein crystals have similar densities. This can be expressed in a volume per molar
mass parameter (VM). The formula to determine the VM is given as:

VM ¼ V
nM

ð2:2Þ

whereV is the volume of the unit cell in A
� 3 (determined from unit cell parameters), n

is thenumber of proteinmolecules in theunit cell, andM is themolecularmass of the
protein in Daltons. Matthews found that VM (which has units of A

� 3/Da) ranged from
around 2.0 to 3.5 for most protein crystals. This corresponds to a range of solvent
content of around 38–65% as calculated by:

Vsol ¼ 1� 1:23
VM

ð2:3Þ

where Vsol is fractional volume of solvent in the crystal.
This finding testifies that protein crystals are not void of aqueous solvent and in

fact average about 50% solvent by volume. Therefore the crystal structures
determined do represent the structure of the protein in aqueous solution, within
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the crowded cell. Additionally, this VM parameter, which is now known as the
Matthews coefficient, can also help in identifying oligomeric states of the protein
within the crystals. Given that VM has a typical range of values and the molar mass
of the crystallized protein is known, the equation for the Matthews coefficient can
be used to determine �n� or the number of polypeptides within the unit cell.
Therefore, if the protein forms a large oligomeric state like dimers, it is not
unusual for the dimer to form one asymmetric unit (defined below) within the
unit cell. Knowing the number of polypeptides per asymmetric unit is essential to
structure determination too.

2.2.5
Mounting Crystals for X-Ray Analysis

Since protein crystals are grown in aqueous solutions and contain around 50%
solvent, they need to stay hydrated during data collection. J. D. Bernal and Dorothy
Crowfoot (later Hodgkin) first discovered this in 1934 when they were working on
crystals of pepsin, supplied byProfessor T. Svedberg�s laboratory [9]. Themethod they
used to maintain crystal hydration was to seal the crystal in a thin-walled glass
capillary with excessmother liquor (reservoir solution), which was still very common
until the early-mid 1990s when the method of freezing protein crystals gained
popularity.

Cryocrystallography, or freezing crystals to near liquid nitrogen temperatures
during data collection, was developed to improve two aspects of crystallography. (i) In
theory the colder temperature reduces atomic vibration, which results in stronger
X-ray scattering, especially at higher scattering angles (higher resolution), thus
improving data quality and resolution. (ii) X-rays are ionizing radiation, which
knocks electrons out of orbitals, creating reactive species. The chemistry resulting
from these reactive radicals can disrupt protein–protein lattice contacts, which leads
to disordered crystals. This is often reflected in diffraction quality deteriorating over
time while the crystal is exposed in the X-ray beam. Therefore, multiple crystals are
required to collect a complete diffraction data set, which can reduce data quality
because of slight variations between crystals. By cooling the crystals to ultra-low
cryogenic temperatures, the chemistry is slowed down tremendously and multiple
data sets can be collected from a single crystal.

To determine the protein structure, one needs to record or measure the X-rays
diffracted from the protein crystal, and not ice crystals that often result in freezing
crystals directly in the mother liquor. Cryoprotectants are needed to prevent ice
formation upon rapidly freezing the protein crystals. High concentrations of low-
molecular weight organic molecules can serve as ideal cryoprotectants. Some of the
common cryoprotectants include ethylene glycol, glycerol, low-molecular-weight
PEGs (100–1000), MPD, sucrose, or alcohols. Typical concentrations of these
cryoprotectants range from 20 to 40% (by volume) in addition to the mother liquor
conditions. If the crystals are grown fromhigh-salt concentrations, increasing the salt
concentration to around 4 to 5Mmay also serve to prevent ice crystals upon freezing.
Transferring crystals slowly or rapidly to the final cryoprotectant concentrations have
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bothworked successfully.One needs to experiment tofind the optimalway to transfer
crystals that does not affect crystal diffraction quality. Another common freezing
technique that is gaining popularity is to drag the protein crystal through very thick
oil, like Paratone-N. This serves to pull the mother liquor off the crystal surface, but
the oil does not penetrate the crystal. The water molecules within the crystal solvent
channels do not form ice crystals upon freezing possibly because there is not a large
enough critical mass to nucleate an ice crystal or the abundant hydrophilic protein
surface within the crystal serves as a type of antifreeze, functioning similar to the
antifreeze proteins seen in nature.

After the crystals are cryoprotected, they aremounted by suspending the crystals in
a small loop of thread typicallymade of nylon (10–20mmthick). The loops themselves
can range from 50 mm to 1mm in diameter to suit the size of the crystal being
mounted. Surface tension of the liquid holds the crystal suspended in the loop, which
is situated typically at the end of a copper pin. The loop is positioned in the path of the
X-ray beam with a cold stream of nitrogen gas (90–100K) gently blowing over the
crystal loop. The pin that holds the loop disrupts the laminar flow of nitrogen gas,
which can cause ambientmoisture to collect on the pin in the form of ice, which adds
to the turbulence in the stream. For this reason the pins are made of a good thermal
conductor such as copper, so the base of the pin at ambient temperature is warm
enough tomelt the ice andprevent it fromsnowballing into a larger aggregate that can
cover the crystal.

2.3
Symmetry and Space Groups

2.3.1
Crystals and the Unit Cell

Crystals are made up of a motif that is repeated in a lattice that extends in all three
dimensions. The motif is the object that was crystallized and the lattice is a set of
points that display only specific types of symmetry that can fill three-dimensional
space. Both components contribute to scattering X-rays. The lattice causes diffraction
of X-rays, so the scattered X-ray pattern is not a continuous function (as observed
from a single object), but only occurs at discreet maxima, or reflections, whose
spacing is dictated by the lattice spacing. The motif or protein causes a change in
intensity distribution of the scattered X-rays based on its three-dimensional
structure.

The smallest repeating unit in a crystal is called a unit cell and can be thought of
as a parallelepiped-shaped block, which when repeated by translation in all three
dimensions produces the volume of the crystal. The lattice is an arrangement of
points such that each point is in the same environment and repeats infinitely in all
three dimensions. Figure 2.3 illustrates the concept of how the lattice and motif
are combined to generate a crystal. The position of the unit cell with respect to the
lattice is arbitrary and can be the choice of the crystallographer. For example, the
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origin of the unit cell in Figure 2.3 may be the tip of the left arrow pointing up and
therefore each lattice point will fall on the tip of the left arrow. Another
crystallographer may choose the tail of the left arrow for the origin of the unit
cell. The overall repeating structure does not change, as long as each vertex of the
unit cell is in an identical environment. Additionally, the structure motif does not
change, only the coordinates of atoms within the motif. Therefore, the crystal-
lographer sets the origin of the unit cell when he/she sets the coordinates of the
first atoms.

The symmetry of the lattice only has a finite number of possibilities to pack amotif
and completely fill three-dimensional space. Mathematical derivations for the
possible types of symmetry were actually determined in the nineteenth century,
many years before X-ray crystallography. The only types of rotational symmetry that
are possible in a three-dimensional lattice are 1-, 2-, 3-, 4- and 6-fold symmetry. This is
also seen in two-dimensional lattices, and explains why you cannot tile a floor with

Figure 2.3 Illustration of crystal (bottom) being composed of a motif (top right) repeated in a
lattice (top left). One two-dimensional unit cell is outlined in the lattice.
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5-fold symmetric pentagons and completely cover the floor; there will always be gaps.
This does not mean you cannot crystallize a motif that displays 5-fold symmetry; in
fact this is observed, but the 5-fold symmetric motif resides at each lattice point. For
example, in Figure 2.3, the motif displays 2-fold symmetry (double arrows), but one
can easily imagine a pentad of arrows arranged with 5-fold symmetry being placed at
each of the lattice points.

The unit cell, which defines the smallest repeating parallelepiped unit of the
crystal, is outlined in Figure 2.3 in a two-dimensional lattice. The three-dimensional
unit cell is defined by dimensions of the parallelepiped a, b, and c (units of A

�
), which

define the edges, and the anglesa, b, and c (units of degrees) between the edges. The
restricted rotational symmetry results in only seven possible crystal systems, which
also restricts the unit cell dimensions (Table 2.1). The orthorhombic crystal system
displays three mutually perpendicular 2-fold axes, and the cubic crystal system
displays both 2-fold along the axis, and a 3-fold symmetry along the body diagonal of
the cube. Some of the trigonal crystal systems can display and be indexed in a
rhombohedral setting, with the 3-fold axis being coincident with the body diagonal of
the rhombohedron. The lattice crystal shown in Figure 2.3 would fall in the two-
dimensional version of the monoclinic crystal system, which is called oblique,
because it displays 2-fold symmetry.

In addition to the seven crystal systems, the unit cells can also display certain
centering, like face-centered (F) orthorhombic, where the motif can also fall on each
face of the parallelepiped, or body-centered (I), where it falls in the center of the unit
cell. There are 14 possible centering or Bravais lattices, with primitive (P) displaying
no centering. Each of the nonprimitive centered cells (C (end-centered on C-face),
I, and F) can also be indexed into a lower-symmetry primitive cell, but if the structure
is determined in the lower-symmetry primitive cell, it ignores the higher symmetry,
which is technically incorrect. Figure 2.4 shows how a C-centered orthorhombic cell
can be indexed in the lower-symmetry primitive triclinic cell. Two orthorhombic cells
are outlined with solid lines with the a, b, and c edges labeled; notice the lattice point
on the A–B face, which designates C-centered. Shown in the dashed line is the
primitive cell that can be indexed from theC-centered orthorhombic, with the a and b
edges labeled in italics with primes; the c axis is the same for both cells.

Table 2.1 The seven crystal systems.

Name Rotational symmetry Bravais lattice Lattice restrictions

Triclinic 1-fold P a 6¼ b 6¼ c; a 6¼ b 6¼ c 6¼ 90�

Monoclinic 2-fold P, C a 6¼ b 6¼ c; a¼ c¼ 90�, b> 90�

Orthorhombic 2-, 2-, 2-fold P, C, I, F a 6¼ b 6¼ c; a¼ b¼ c¼ 90�

Trigonal 3-fold P a¼ b 6¼ c; a¼ b¼ 90�, c¼ 120�

(Rhombohedral setting) (R) a¼ b¼ c; a¼ b¼ c 6¼ 90�

Tetragonal 4-fold P, I a¼ b 6¼ c; a¼ b¼ c¼ 90�

Hexagonal 6-fold P a¼ b 6¼ c; a¼b¼ 90�, c¼ 120�

Cubic 2- and 3-fold P, I, F a¼ b¼ c; a¼ b¼ c¼ 90�
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2.3.2
Point Groups

In addition to the 14 Bravais lattices and seven crystal systems that a lattice can adopt
to fill three-dimensional space, within the unit cell other symmetry elements can
operate about a point of symmetry, called point groups. These not only include the five
types of rotational symmetry (1, 2, 3, 4 and 6), but also include other symmetries like
mirror symmetry, where two molecules of opposite hands can pack across a plane.
Additionally, there is inversion symmetry (center of symmetry), also where racemic
mixtures of molecules can assemble about a central inversion point. However,
crystallographers working with biological samples never see their compounds
crystallized with this symmetry because biological samples contain only a single
pure enantiomer. Combining the rotational symmetry, inversion symmetry, and
mirror symmetry results in 32 possible point groups.

Translational symmetry can also be found within a unit cell in addition to point
symmetry. An example commonly seen for biological samples is termed a screw axis.
The screw axis rotates and translates a motif from part of the unit cell to another part
of the unit cell. A screw axis can be designated generically as Nm where there is an
N-fold rotation followed by anm/N translation in a unit cell. For example, a 21 screw
axis is where the motif is rotated by 180� about the axis followed by translation of 1/2
the unit cell. Repeating this twice places themotif in the same starting position in the
adjacent unit cell.

Another type of translational symmetry is called a glide plane. This involves taking
a motif, reflecting it across a mirror plane followed by translation of half a unit cell.

Figure 2.4 Two cells of a C-centered orthorhombic cell outlined with solid lines. Also shown is the
lower symmetry triclinic primitive cell outlined with dashed lines. The primitive a0 and b0 axes are
labeled, with the c axis coincident with the orthorhombic cell.
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Again, this symmetry is only observed when a racemic mixture of enantiomers is
crystallized together, which is not seen with biological specimens.

2.3.3
Space Groups

Combining all the point symmetries with translational symmetry and the 14 possible
Bravais lattices results in a possible 230 unique space groups. The majority of which
involves symmetry that will result in inversion and can only occur when crystallizing
racemic mixtures. That is, there are 230 ways a physical specimen can pack together
in three dimensionsfilling all space producing a crystal.Of the 230 space groups, only
65 enantiomeric space groups are possible when crystallizing a single pure enan-
tiomer as in biological samples. Surprisingly some space groups are much more
common, possibly due to packing contacts. It turns out that more than 63% of
biological samples crystallize in only six space groups. The most common space
group, which accounts for over 20% of the crystals, is P212121, where the first letter
designates the Bravais lattice, followed by symmetry observed along the three axes, in
this case, a 21 screw axis runs parallel to all three unit cell edges.

The 230 space groups along with symmetry elements and diagrammatic illustra-
tions of the space group are published in a book called the International Tables for
Crystallography [10]. An example of what a space group diagram may look like in the
International Tables for Crystallography is shown in Figure 2.5, which would represent
the three-dimensional equivalent for the two-dimensional crystal in Figure 2.3.

Figure 2.5 Schematic representation of space
group P2 as seen in the International Tables for
Crystallography. The circle represents the
asymmetric unit and the large rectangle the
entire unit cell. The black oval represents the
crystallographic 2-fold axis perpendicular to the
page. Note there is a 2-fold axis along each unit
cell vertex as well as halfway along each cell edge
and the center of the unit cell. The unit cell
contains two asymmetric units within the unit
cell. Equivalent coordinate positions are drawn

next to the asymmetric units closest to the
origin. For every atom observed at x, y, z, an
equivalent atom in the symmetry related
asymmetric unit is at atomic position of�x,�y,
z. (convention is to put negative sign above
variable). The plus sign next to the circle
indicates it lies above the plane of the page. For
the two-dimensional plane group diagram that
corresponds to Figure 2.3, the figure will be
identical, except the plus sign and the z-
coordinate will be removed.
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2.3.4
Asymmetric Unit

The smallest repeating unit within the unit cell is called the asymmetric unit.
This differs from the unit cell in generating the crystal, because the asymmetric
unit can not be simply translated in all three directions to produce the crystal, which
defines the parallelepiped unit cell. The asymmetric unit in Figure 2.3 is only one
arrow (e.g., pointing up). This single arrow cannot generate the entire lattice by
simple translation. However, what relates one arrow to another arrow is a 2-fold
rotation symmetry perpendicular to the page. Also, the 2-fold axis operates not only
on one arrow to another, the 2-fold can actually operate on the entire lattice, thus this
lattice displays 2-fold rotational symmetry, which is allowed for oblique plane groups.
Therefore, the two-dimensional lattice in Figure 2.3 would have the designated plane
group (two-dimensional space group) of p2 (plane groups are designated by lower
case letters). Thus, technically speaking, the repeating motif (asymmetric unit) in
Figure 2.3 is really just a single arrow, where the other arrow is generated by 2-fold
rotational symmetry.

The asymmetric unit is the unique part of the crystal and can contain multiple
copies of protein or sample within. For proteins, the minimum sample contained in
the asymmetric unit is a single monomer, whereas DNA or RNA may contain half a
duplex in the asymmetric unit, where a 2-fold rotation generates the other strand of
the duplex. Therefore, the structure of only the asymmetric unit is required to
determine the complete crystal structure. Nevertheless, for complete biological
analysis, the crystallographer must keep in mind the symmetry of the unit cell,
which may generate a dimer, trimer, and so on, resulting in biologically important
functional interpretations.

2.4
X-Ray Scattering and Diffraction

2.4.1
X-Rays and Mathematical Representation of Waves

X-ray diffraction utilizes the wave nature of light. X-rays are electromagnetic
radiation,which contain both an electric andmagneticfield components that oscillate
perpendicular to each other. The distance between wave peaks or crests defines the
wavelength. The height or magnitude of the wave peak defines its amplitude.
The wave of the electric and magnetic components as they propagate through time
and space can be mathematically represented as a cosine function:

w0 ¼ f cos
2px
l

� �
ð2:4Þ

where f represents the amplitude,x represents the distance propagated (sameunits of
l), l is the wavelength, and 2p/l converts it to radians. The term w0 represents the
wave at time zero for a referencewave. Thiswave is plotted in red in Figure 2.6.Now if
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Figure 2.6 Plot of two waves, the reference wave in red with an amplitude (f ) equal to 0.5 and a
wavelength (l) of 1.0. The black curve represents awavewith the same amplitude andwavelength as
the reference wave, but shifted along x by 0.25 of a unit (x1 in Eq. (2.5)).

we consider another wave having a positive displacement by x1, then this wave can be
represented by the equation:

w1 ¼ f cos
2px0
l

� 2px1
l

� �
ð2:5Þ

An example of this displaced wave is plotted in black in Figure 2.6, where x1 is 0.25
(of a unit). Equation (2.5) can also be represented by the simplified equation of:

w1 ¼ f cosðvt�w1Þ ð2:6Þ
wherevt is the angular frequency of (2pn) with n equal to the frequency and t is time.
The phase shift of the displaced wave is represented byw1, which is equal to (2px1/l).
The displaced wave (w1) would overlap with the reference wave (w0) exactly if w1 is
equal to even multiples of p (e.g., 2p, 4p, . . .), and would exactly be out of phase or
register for odd multiples of p.
Two differentwaves can be summed together into one combinedwave, which itself

can also be described as a cosine function also in the form of:

W ¼ F cosðvt�wÞ ð2:7Þ
where F is the amplitude of the combined wave, and w is the phase shift of the
combinedwave, with respect to the reference incident wave. Using the geometric law
of cosines, Eq. (2.7) can also be represented by the equation:

W ¼ F cosðcosvt cos wþ sinvt sin wÞ ð2:8Þ
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Using this Eq. (2.8), the cosine and sine terms of the combinedwavewith phasew can
be separated out from the reference wave (vt). Therefore, a single wave combined
from multiple waves can be separated into a sum of cosine and sine terms:

F cos w ¼
X
n

fn cos wn F sin w ¼
X
n

fn sin wn ð2:9Þ

where F is the magnitude of the single wave summed from n individual waves, fn is
the amplitude of each individual wave, and wn is the phase of each individual wave.
The sumof the cosine and sine terms of the individual waves can be represented byA
and B, respectively. Additionally, the magnitude of the combined wave can be
calculated by the square root of the summed cosine and sine terms squared:

Fj j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þB2

p

A ¼
X
n

fn cos wn and B ¼
X
n

fn sin wn
ð2:10Þ

The tangent of the phase of the combined wave can be calculated by the dividing the
sine terms into the cosine terms:

tan w ¼

X
n

fn sin wnX
n

fn cos wn

¼ B
A

ð2:11Þ

This applies to X-ray scattering because, as we will see in Section 2.4.2, each
individual atomwill scatter X-rayswith different amplitude andphase, and the overall
combined scattered wave that is recorded can be thought of summing the scattering
from all the individual atoms.

A single wave can also be represented in complex Vector form in two-dimensional
real and imaginary space ði ¼ ffiffiffiffiffiffiffi�1

p Þ, where the vector magnitude represents the
wave magnitude and the vector direction is represented by the phase. This repre-
sentation is called an Argand diagram, which is illustrated in Figure 2.7.

The vector representation can be mathematically expressed as:

F ¼ Fj jcos wþ i Fj jsin w ð2:12Þ

where F is the vector representing the wave, and |F| is themagnitude and w the phase
of the vector. This vector representation of waves makes it easier to visualize the
summation of multiple waves, simply by carrying out vector addition, which is
illustrated in Figure 2.8.

Using a mathematical relationship, Eq. (2.12) can also be represented in expo-
nential form:

F ¼ Fj jcos wþ i Fj jsin w ¼ Fj jeiw ð2:13Þ

This exponential form describes the integrated form of the Fourier transform
function. We will utilize this shorthand notation later in the chapter.
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2.4.2
Interaction of X-Rays with Matter

The X-ray has an electronic and magnetic component. When a charged particle is
placed in an electric field it experiences a force. If the electric field oscillates at a
frequency, the charged particle will experience an oscillating force, whichwill cause it
to oscillate at the same frequency. A charged particle that oscillates produces a source
of electromagnetic radiation with the same frequency as the oscillation, which is the
same frequency as the incident radiation. This type of scattering is called Thomson
scattering, which is the major contributor of scattered X-rays with matter. The
intensity of the scattered X-ray is proportional to the charge-to-mass ratio squared,
so the electrons will contribute six orders of magnitude more intensity than protons,
which allows us to ignore proton contribution. Since different atoms have different
numbers of electrons, the scattered intensity is proportional to the number of
electrons squared, I / z2. This assumes the electrons behave as free electrons,
which is a good approximation for light atoms, but the inner core electrons of heavy
atoms cause some alterations that will be discussed below. Therefore, in simple
terms, X-ray scattering can be thought of X-ray absorption and re-emission at the
same wavelength. However, the intensity of the scattered X-ray decreases with
increasing scattering angle.

The scattering of X-rays from the volumeof a single atom can be represented by the
Fourier transform:

FðsÞatom ¼
ðr
0

rðrÞe2piðr � sÞdr ð2:14Þ

Figure 2.7 Argand diagram showing the vector representation of a wave. The real and imaginary
axes are horizontal and vertical, respectively. The magnitude of the wave is represented by the
magnitude of the vector |F| and the phase by w. Here, the phase of the wave is 45� or 0.125 cycles.

70j 2 X-Ray Structure Determination of Proteins and Peptides



wherer(r) is the electrondensity and s represents the vector of the scatteredX-raywith
respect to theincidentX-rayscaledby1/l.Thevector rrepresents thedistancefromthe
atomic center as shown inFigure 2.9. Integrating this over the volumeof the atomwill
result in a magnitude corresponding to the number of electrons within the atom.

Equation (2.14) can be approximated with the equation:

FðsÞatom ¼ fatom e2piðr � sÞ ð2:15Þ
where fatom corresponds to the scattering factor of the atom. This value starts at the

number of electrons for the atom, but drops exponentially as the scattering angle
increases. The amount of thermal vibration decreases these values as well, especially
at higher scattering angles. This value is known as the temperature factor or B-value,

Figure 2.8 Summation of waves. (a)
Summation of waves 1 (red) and 2 (blue) to the
combined wave shown in black. The amplitude
and phase parameters of the waves are listed.
The wavelength for all waves are the same (1.0).

(b) The waves can be represented in vector
form in an Argand diagramwhere the individual
wave vectors are colored coded as in (a) with
the same parameters.
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which has units of A
� 2. Figure 2.10 shows a plot of how the scattering factor decreases

with scattering angle for an oxygen atom.
If we look at scattering from a molecule within the unit cell, Eq. (2.14) can still be

used to describe the scattering, but now r covers the entire unit cell instead of a single
atom (Eq. (2.17)). The choice of the origin of r represents the origin of the reference
wave and all other scattered waves, are relative to the origin of r. Therefore, the origin
is usually chosen as the origin of the unit cell and the magnitude of r simply
represents the atomic coordinates (x, y, z) from the origin.However, nowwe integrate
over all atomswithin the unit cell. This equation can be simplified by the summation:

FðsÞ ¼
X

j atoms

fj e
2piðr � sÞ ð2:16Þ

Figure 2.9 Scattering of X-rays from an atom.
s0 and s1 represent unit vectors of the incident
and scattered X-ray, respectively. r is a distance
vector with origin at the nucleus and extends to

the atomic radius. The vector s represents
the difference between the scattered and
incident X-ray. These variables correspond
to Eq. (2.14) above.

Figure 2.10 Plot of scattering factor for
oxygen as a function of scattering angle at
two different B values. Note at a scattering
angle of zero, the scattering factor corresponds

to thenumber of electrons for oxygen. This value
decreases for both B¼ 0 and 15 A

� 2, but falls
off faster with higher B-values.
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where we sum over the scattering of all j atoms in the unit cell and fj represents the
scattering factor for each atom (which changeswith the different types of atoms). The
vector r corresponds to the vector between the unit cell origin and the atomic
coordinate for atom j. The vector s is the same as described above.

The summation corresponding to FðsÞ represents summing of the waves scattered
from the j atoms in the cell and is called the structure factor. FðsÞ represents a single
wave with both a magnitude and a phase angle. For a single molecule or unit cell,
there are no restrictions for the vector s and F is a continuous function as scattering
angle changes. We will see below that the vector s takes on certain point values for a
repeating unit cell in a crystal due to diffraction.

Equation (2.14) is the form of a Fourier transform, which is a mathematical
function that can be used to describe any function by summing cosine terms. The
remarkable relationship of the Fourier Transform is the ease in calculating the
inverse transform. Therefore, if the Fourier transform is described by the equation:

FðsÞ ¼
ð

Unit Cell

rðrÞe2piðr � sÞdr ð2:17Þ

The inverse Fourier transform is:

rðrÞ ¼
ð

Scattering Volume

FðsÞe�2piðr � sÞds ð2:18Þ

where we now integrate over the volume of scattering space s (which will correspond
to reciprocal space). Alsonote that there is nowaminus signbefore the 2p. Therefore,
if we know both themagnitude and phase of the scattered wave F(s), we can calculate
the electron density r(r), or in essence the atomic structure! However, the �phase
problem� of X-ray crystallography is that there are currently no means possible to
directlymeasure the phase of the scatteredX-rays.We can, however, directlymeasure
the magnitude of the scattered wave by the recorded intensity of the scattered X-ray.
The intensity is proportional to |F|2. Once the phase can be calculated by other
physical means, the crystallographer can unlock the puzzle of the atomic-resolution
structure.

2.4.3
Crystal Lattice, Miller Indices, and the Reciprocal Space

The crystal ismade up of amotif and lattice. Sets of parallel planes can cut through an
ordered lattice that cut the unit cell an integral number of times. An analogy of seeing
the sets of planes would be to look at an orchard of trees that are planted in a lattice. If
one looks down the column of trees in one direction, one can see they line up in a set
of lines with a specific spacing between parallel columns of trees. By looking at a
different direction, one can see the trees line up to define another column of trees
with a different spacing between the parallel sets of trees. If the lattice is very well
ordered, planes (or lines in two dimensions) can be drawnwith ever decreasing plane
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spacing. Figure 2.11(a) shows a lattice defined by unit cell parameters a and b, with c
coming out of the page and is not shown. Drawn on the lattice are two sets of planes.
One set of planes cuts the a and b axis once, while the other set of parallel planes cuts
the a axis once and the b axis twice within one unit cell repeat. Each set of planes can
be defined by the Miller index (h,k,l), which defines how many times the planes cut
the unit cell axis. The planes corresponding to [1,1,0] and [1,2,0] are illustrated in
Figure 2.11(a). The zero value for l indicates the planes are parallel to the c axis. Also
drawn in Figure 2.11(a) is the vector perpendicular to the sets of planes, whose length
corresponds to the interplane spacing (dhkl). Note that (1,1,0) interplane spacing is
greater than the (1,2,0) set of planes. The (1,0,0) set of planes (not shown) would
correspond to planes parallel to both the b and c axes, with the interplane spacing
corresponding to unit cell distance of a.

Each set of planes can be plotted in a reciprocal latticewhere the interplane spacing
vector (dhkl) is plotted with the same direction, but themagnitude is now 1/dhkl or d�hkl.
The reciprocal unit cell would correspond to d�100, d

�
010, d

�
001, which defines the a�, b�,

and c� axis, respectively. The angles that define the reciprocal cell are a�, b�, and c�.
However, one cannot simply state that the magnitude of a� equals 1/a. It does when
the angle is 90� between axes, but the general conversion is given by the equations:

a� ¼ bc sin a

V
; b� ¼ ac sin b

V
; c� ¼ ab sin c

V

where :

V ¼ 1
V� ¼ abc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�cos2 a�cos2 b�cos2 cþ 2 cos a cos b cos c

p

Figure 2.11 Real space lattice and
corresponding reciprocal space lattice. (a) Real
space lattice outlined by unit cell a and b (with c
coming out of the page), along with two sets of
planes corresponding toMiller index (1,1,0) and
(1,2,0) in black and red, respectively. Vectors

indication the interplane spacing (d). (b)
Reciprocal lattice corresponding to lattice in (a).
Shown is only the a� and b� axis (h and k),
because c� projects out of the page. Also shown
are the d� spacing for the sets of planes (1,1,0)
and (1,2,0) with a magnitude of 1/d.
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Each point in the reciprocal lattice has a Miller index (h,k,l) and represents an
entire set of parallel planes that divides up the real space lattice. The distance of the
point from the origin of the reciprocal lattice (0,0,0) is 1/dhkl for the set of planes in
the real space. The direction of the vector between the origin and the point is
perpendicular to the set of planes in real space. The reciprocal lattice is used to
geometrically explain the X-ray diffraction from a crystal and will be explained in
more detail later.

2.4.4
X-Ray Diffraction from a Crystal: Bragg�s Law

For an ordered crystal, if an atom falls on a plane that cuts through the unit cell, the
atom is repeated for all unit cells and will fall on the same set of parallel planes. Thus,
the planes will have a repeating pattern of point scatterers on each plane. If each atom
scatters X-rays as illustrated in Figure 2.12, then only specific angles of scatter will
constructively interfere to produce an additive signal or diffraction. When light waves
are exactly in phase from different point scatterers, they constructively interfere to
produce a strong combined light wave. If lightwaves 1 and 2 in Figure 2.12 are in
phase in the incident waves, then for them to constructively interfere after scattering
from atoms on the planes, wave 2 from the bottom plane has to be in phase with wave
1 from an atom on the top plane. Inspection of the two waves scattered from two
different planes reveals thatwave2has to travel anadditional distance (x þ x). Inother
words, if the distance 2x is equal to an integral number of wavelengths, the scattered
wave from the bottom plane will be exactly in phase with the scattered wave from the
top plane. Constructive interference will occur resulting in a diffraction maximum.

This difference in distance (2x) must equal an integral number of wavelengths,
which can be represented by the equation of 2x¼ nl, where n is an integer. Using
trigonometry, x¼ d�sin�, where d is the interplane spacing, and � is the angle
between the incident X-ray and the plane. As a result, diffraction will occur when the

Figure 2.12 Scattering of X-rays off two parallel
planes. Two planes with an interplane
spacing of d contain point scatterers above each
other. Wave 2 scattered from the bottom
plane must travel an extra distance (2�) than
wave 1 from the top. If the scatteredwaves are in

phase (2� equals integral number of
wavelengths), then constructive interference
occurs and a diffraction maximum can be
measured. s0 and s1 represent unit vector
direction of the incident and diffracted beam
respectively.
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all the variables (d, l, and �) are at a value that satisfies the equation known as
Bragg�s law.

nl ¼ 2d � sin � ð2:19Þ
Even though Bragg�s law equation was derived based on point scatterers directly

above each other in Figure 2.12, the scatterers can lie anywhere on the plane
separated by distance d and Bragg�s law will still hold. Also, note that the diffracted
X-ray beam is at the angle of 2� with respect to the incident X-ray. When n is greater
than 1, it corresponds to the higher-order diffraction maxima, but this is also
equivalent to n¼ 1 with the corresponding d spacing equal to d/n in the Bragg�s
law equation. Therefore, each lattice point in reciprocal space can be indexed with a
unique Miller index (h,k,l) corresponding to n¼ 1. For example in Figure 2.11, the
lattice point (2,0,0) for n¼ 1 corresponds to a d spacing of half of d100 spacing, which
is equivalent to drawing planes parallel to the b–c plane that divide the a axis twice.

The consequence of the crystal lattice scattering of X-rays is a diffraction lattice, or
discontinuous X-ray scattering. Thus, the scattered X-rays are only observed at
distinct diffraction points. While we lose some information, recall one main reason
for the crystal is to amplify the signal of the scattered X-ray. The overall diffraction
pattern is made up of a convolution of scattering from the motif (protein) and
scattering from the lattice, resulting in separate diffraction points. Figure 2.13
illustrates the difference between the scattering from a crystal lattice of motifs

Figure 2.13 Illustration of X-ray scattering
from a single motif and a crystal lattice of the
motif. Top panels show the motif in (a),
recorded X-ray scattering pattern only showing
intensities in (b) and the scattering pattern with
phase information in (c). The bottom panels

show X-ray scattering of the same motif but
arranged in a crystal lattice. Note the intensity
and phase information is the same as the single
motif, but is a discontinuous function as a
consequence of diffraction from the lattice.
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compared to that of a single motif. The left-hand panels show the two-dimensional
structure of a motif. The center panels show the recorded X-ray scattering; intensity
only with no phase information. The panels on the far right show the scattering with
phase information as a color spectrum, the insert shows the color conversion on an
Argand diagram.

Ideally if one can record the X-ray scattering from a singlemotif more information
would be recorded, but the signal from X-ray scattering off a single molecule is too
weak to detect with present detectors. One way to increase the signal is to use amuch
more intense X-ray beam. Construction and experiments are underway now to create
very intense X-ray free-electron lasers that might be able to record scattering from a
single molecule [11, 12]. However, many challenges must still be overcome, like
determining orientation of the molecule to accurately represent three-dimensional
scattering space, how to obtain data from only one single molecule at a time (like
using an aerosol), the affects of hydration or dehydration on scattering and protein
stability in the aerosol, and engineering very sensitive X-ray detectors. One of the
main hurdles is the intensity of the X-ray beam required for these experiments is so
great that inelastic scattering would contribute significantly to ionization of the
sample, leading to plasma formation and a Coulombic explosion. Therefore, the
exposure and data collection would have to happen in the femtosecond timescale in
order to capture the X-ray scattering before the protein starts to obliterate.

2.4.5
Bragg�s Law in Reciprocal Space

If one draws a sphere in the reciprocal latticewith radius of 1/l (l is wavelength of the
X-ray), such that the right edge of the circle lies on the reciprocal space origin and the
left edge lies on a vector from the direction of X-rays, a simplified model of X-ray
diffraction geometry can be constructed (Figure 2.14). A right-triangle can be drawn
for any reciprocal lattice point that falls on the surface of the sphere (as reflection
(�1,3,0) in Figure 2.14). The hypotenuse of the triangle would be coincident with the
X-ray beam along the diameter of the sphere with length of 2/l. Another side of
the triangle would correspond to a vector between the reciprocal lattice origin and the
lattice point. The final side of the triangle would run from the lattice point and the left
edge of the sphere. If we call the angle between this final side and the direct X-ray
beam �, then:

sin � ¼ 1=dhkl
2=l

¼ l

2dhkl
ð2:20Þ

This equation is indeed Bragg�s law for lattice point hkl and n¼ 1. Additionally, the
angle between the center of the sphere and the lattice point that falls on the sphere
would be 2�, which corresponds to the angle of the diffracted beam with respect to
the incident beam. Therefore, the reciprocal lattice drawn with this sphere of
reflection, knownasEwald�s sphere, beautifully illustrates the geometry of diffraction
for the different planes that �slice� through the unit cell. Keep in mind that each
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reciprocal lattice point represents a set of real-space Bragg planes with the vector
from the reciprocal lattice origin to the lattice point representing the normal to the
real-space planes with a magnitude equal to the reciprocal of the interplane spacing
(1/dhkl). Thus, one can think of the reciprocal space lattice occurring at the point of the
crystal in the X-ray beam in order to determine or predict the diffraction pattern of a
given crystal with known unit cell parameters and orientation. Conversely, there are
algorithms that can determine three-dimensional reciprocal lattice dimensions and
orientation given the diffraction pattern, and a known distance between the crystal
and the detector.

In Figure 2.14 above, reflection (�1,3,0) falls on the sphere and therefore satisfies
Bragg�s law and would give rise to a diffracted beam illustrated with the bold red
arrow. As shown in Figure 2.14, reflection (0,3,0) does not fall on Ewald�s sphere and
therefore does not satisfy Bragg�s law at the current crystal orientation. Nevertheless,
keep in mind that the reciprocal space orientation is derived from the real-space
crystal lattice, so as the crystal is rotated, it has the effect of rotating the reciprocal
lattice by the sameamount. Thus, in order to bring the [0,3,0] real-space planes into an
angle that satisfies Bragg�s law (to record the intensity scattered off these planes), the
crystal needs to be rotated around 20� counter-clockwise around an axis perpendic-
ular to the page. Ewald�s sphere remains fixed as defined by the incident X-ray beam,
so only the lattice rotates.

Figure 2.14 Bragg�s law in reciprocal space.
Shown is reciprocal space lattice from
Figure 2.11. Drawn on the lattice is Ewald�s
sphere of reflectionwith a radius of 1/l (xmarks
the center of sphere). The vector s can be
defined in general by ha� þ kb� þ lc�, where a�,

b�, and c� are the basis vectors for the reciprocal
space lattice. For the vector s drawn in the
figure, h¼� 1, k¼ 3, l¼ 0. s0 and s1 represent
the vectors of incident and diffracted beam,
respectively with a magnitude of 1/l.
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2.4.6
Fourier Transform Equation from a Lattice

The vector s in Figure 2.14 is the same vector in Eqs. (2.16)–(2.18) and represents the
component of scattering space. Owing to the crystal lattice, X-ray scattering can only
be measured at certain values of s (at specific reciprocal lattice points, or diffraction
maxima that satisfy Bragg�s law). This makes the scattering space discontinuous
(Figure 2.13e). The vector s can only be measured at general points:

s ¼ ha� þ kb� þ lc� ð2:21Þ

where a�, b�, and c� represent a set of basis vectors for reciprocal space. Likewise, the
vector r also takes on certain values that correspond to specific atomic positions:

r ¼ xaþ ybþ zc ð2:22Þ

where x, y, and z are fractional unit-less coordinates that range from 0 to 1, and a, b,
and c are a vector representation of the unit cell, whose magnitudes are unit cell
parameters. Therefore the dot product of r�s in Eqs. (2.16)–(2.18) equals:

r � s ¼ hxþ kyþ lz ð2:23Þ
because the dot product of a�a� ¼ b�b� ¼ c�c� ¼ 1 and all dot products with mixed
vectors are zero (e.g., a�b� ¼ a�c� ¼ . . .¼ 0). Therefore the structure factor Eq. (2.16)
now becomes:

FðhklÞ ¼
X

j atoms

fje
2piðhxþ kyþ lzÞ ð2:24Þ

or in the form of cosine and sine addition:

FðhklÞ ¼
X

j atoms

fj ½cos 2pðhxþ kyþ lzÞþ i sin 2pðhxþ kyþ lzÞ� ð2:25Þ

The structure factor F(hkl) is equivalent to adding together the scattering waves of
all the individual atoms in the unit cell to one overall combined wave, whose
intensity is recorded on the X-ray detector. This can be illustrated in an Argand
diagram in Figure 2.15 below, which shows a sample structure consisting of only
four atoms. Shown is the structure factor for one single hkl reflection, which
diffracted off the hkl Bragg planes. This diagram can be repeated for the tens of
thousands of diffraction reflections that are recorded for a typical protein crystal.
The diagram is drawn assuming we know the position of the four individual atoms
so we can properly draw the individual atomic scattering factors with both a
magnitude and direction, leading to an overall summed wave F(hkl) with a known
phase w(hkl), the tangent of which (tanw) is equal to the sum of the sine terms
divided into the sum of the cosine terms (Eq. (2.11)). In experimental structure
determination, the recorded intensity only gives the amplitude of the structure
factor (|F|) without the phase.
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2.4.7
Friedel�s Law and the Electron Density Equation

Inspection of the structure factor Eq. (2.25) reveals that the structure factor for
reflection �h,� k,� l will have the same amplitude as reflection h,k,l but negative
phase (whkl¼�w�h�k�l) because the sine term will be negative, while the cosine
term is the same (Ahkl¼A�h�k�l and Bhkl¼�B�h�k�l, where A and B represent
the summation of the cosine and sine terms, respectively). Another way to think
of this is to consider a set of planes like [1,0,0] and [�1,0,0] that divide a unit cell
in the crystal. These planes are parallel to the b–c plane and cut the unit cell along
a once. They both describe the same set of planes so one would expect the
intensity to be identical. However, what distinguishes them is the reciprocal
space. The two reflections are centrosymmetric in that they are related by a 180�

rotation of the crystal to intersect Ewald�s sphere to satisfy Bragg�s law. This
relationship is known as Friedel�s law, which gives the relationship that the
intensity of reflection of hkl is the same for �h� k� l (Ihkl¼ I�h�k�l which results
in |Fhkl|¼ |F�h�k�l|).

Given the structure factor equation froma lattice above, which represents a Fourier
Transform, the inverse Fourier transform for the electron density equation now
becomes:

rðxyzÞ ¼ 1
V

X
h

X
k

X
l

FðhklÞe�2piðhxþ kyþ lzÞ ð2:26Þ

Figure 2.15 Argand diagram illustrating a structure factor for the single reflection, hkl, from a unit
cell consisting of four known atoms. This assumes the atomic coordinates are known for the four
atoms to draw the individual scattering factors with known magnitude and direction.
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where the function becomes a triple summation of all reflections of reciprocal space,
and the value of 1/V (V¼unit cell volume) is added to give units of electron density
(e–/A

� 3). Keep inmind that the value ofF(hkl) represents a vectorwith amagnitude and
phase, which can be split up to the magnitude component and phase component:

FðhklÞ ¼ Fhklj jeiw ð2:27Þ
where w is the phase angle in radians. This form of the structure factor can be
incorporated in the electron density Eq. (2.25) to give:

rðxyzÞ ¼ 1
V

X
h

X
k

X
l

Fhklj je�2piðhxþ kyþ lz�whklÞ ð2:28Þ

where whkl is the phase in cycles (0–1) for the reflection hkl. Therefore the electron
density at a specific point in the unit cell (xyz) is calculated by summing overall all the
scattering reciprocal space reflections (hkl). This requires the repetitive summing of
tens of thousands of terms for proteins, which would take many man-hours of time
without the aid of a computer!

The electron density equation still has the imaginary component of �i� in the
formula, which must be eliminated to calculate a true real function. The electron
density Eq. (2.29) can be broken up into the summation of cosine and sine terms to
give:

rðxyzÞ ¼ 1
V

X
h

X
k

X
l

Fhklj j � ½cos 2pðhxþ kyþ lz�whklÞ

þ i sin 2pðhxþ kyþ lz�whklÞ�
ð2:29Þ

The electron density equation requires the summation of all scattering space or
reciprocal space, which corresponds to all reflections.However, given Friedel�s law of
|Fhkl|¼ |F�h�k�l| and whkl¼�w�h�k�l and the trigonometric relationship of sin
(�x)¼� sin(x) when one sums over all the terms, the Friedel related reflections
results in canceling out the sine term in Eq. (2.29) to give the following real function
for electron density:

rðxyzÞ ¼ 2
V

X
h
2

X
k

X
l

Fhklj j � cos 2pðhxþ kyþ lz�whklÞ ð2:30Þ

where the summation is now over half the reflections (positive h values) because the
Friedel related reflections cancel the sine term, and the factor of 2 is incorporated
because cos(x)¼ cos(�x) so the cosine termneeds to be doubledwhen summing half
the reflections.

To calculate the real-function electron density map, both the magnitude and the
phase of each diffraction reflection must be known to calculate the correct electron
density or structure. Themagnitude is easy to experimentally obtain because it equals
the square root of the recorded intensity. The phase problem is more challenging to
determine and different methods will be outlined below.
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2.5
Collecting and Processing Diffraction Data

2.5.1
Data Collection Strategy

Before we can calculate the electron density maps, the diffraction intensities must
first be measured. As discussed in Figure 2.14, one way to visualize which Bragg
planes satisfy Bragg�s law is to imagine a reciprocal lattice construction occurring at
the crystal. First, one needs to know the crystal unit cell parameters and the
orientation before one can plan a strategy of rotating the crystal such that all unique
reciprocal lattice points (reflections) intersect Ewald�s sphere. Typically, the crystal-
lographer puts a crystal in the X-ray beam and takes a couple of setting diffraction
patterns with the crystal rotated 90� between shots. Computer algorithms today can
accurately calculate a reciprocal space lattice with dimensions and orientation from
these setting diffraction images.

The next step is to determine the space group crystal class to plan a data
collection strategy. The crystal class can usually be obtained by the unit cell
parameters from the setting shots. However, occasionally the computer algorithm
may assume the wrong crystal class because of small errors. For example, if one has
a monoclinic crystal with the b angle very close to 90�, the software may assume the
crystal is orthorhombic (a¼b¼ c¼ 90�). The correct crystal class will become
apparent upon merging the collected data together. Additionally, if the setting shots
give parameters of a¼ b 6¼ c, a¼ b¼ 90�, c¼ 120�, the crystal may be trigonal or
hexagonal since both have the same lattice restrictions. Therefore, it is best to
assume the lowest symmetry when planning a data collection strategy or to process
the data before removing the crystal from the X-ray instrument.

Diffractiondata are typically collectedusingwhat is called the �oscillationmethod,�
where the crystal is oscillated back and forth by a small amount (1�) while being
exposed toX-rays, to record themaximumnumber of reflections intersecting Ewald�s
sphere without causing overlaps. The data are typically recorded on CCD area
detectors, which are two-dimensional flat surfaces (like film). Too large an oscillation
angle will cause many more reflections to intersect Ewald�s sphere, which will cause
overlapped reflections on the area detectormaking it difficult or impossible to record
the intensity from each single reflection.

Typically, the data processing software fits a histogram profile to the individual
pixels (from the CCD) of each reflection �peak.� The program then integrates the
volume under the profile to accurately quantitate the overall intensity from the
reflection. The software �knows� exactly where to �look� for each reflection on a
specific diffraction image because it can be accurately predicted based on the
orientation and parameters of the reciprocal space lattice (using the reciprocal space
lattice). If the predicted reflection positions do not match up accurately with the
observed, this high root-mean-squared (rms) deviation parameter can be a flag
indicating a wrong crystal class was chosen or the crystal may be twinned giving rise
to two lattices in very similar orientations.
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2.5.2
Symmetry and Scaling Data

The symmetry within the crystal is reflected in the symmetry of the diffraction
pattern. Figure 2.13 shows scattering from a molecule with approximate 6-fold
symmetry, which is evident in the scattering reciprocal space (Figure 2.13b and e). For
exact symmetry, the scattering reciprocal space will display exact intensity distribu-
tions, therefore to save time or crystal degradation, one does not need to collect data
from all reciprocal space. Friedel�s law also indicates we do not need to collect all
reciprocal space and only need to collect a hemisphere of reciprocal space for triclinic
crystals that contain no symmetry. (Later we will see that slight variations of Friedel�s
law break down for heavy atoms at certain X-ray energies, whose scattering infor-
mation can be used to calculate phases, so Friedel related reflections need to be
collected.) Monoclinic crystals with 2-fold symmetry only need to collect a fourth of
reciprocal space and orthorhombic crystals with 222 symmetry only requires one-
eighth of reciprocal space because the other reflections are theoretically identical.

With a known crystal lattice (and reciprocal lattice) orientation, algorithms are
developed to automatically plan data collection strategies to rotate the crystal during
datacollectiontobringall reciprocalspacepoints(whichrepresentplanes) intoEwald�s
sphereandthusmeasuretheX-raydiffractionintensity. Ideally,oneneedstorecordthe
reflection intensity more than once from symmetry-related reflections. The data are
then scaled andmerged together into a unique region of reciprocal space that is used
for subsequent calculations. The parameter that measures the intensity similarity
between symmetry-related reflections is the Rmerge value, which is calculated by:

Rmerge ¼

X
hkl

X
i

�Ihkl�IhklðiÞj jX
hkl

X
i

IhklðiÞ
ð2:31Þ

where �Ihkl is the average intensity of the symmetry-related hkl reflection group and
Ihkl(i) is the intensity of each individual reflection in the specific hkl reflection group.
The Rmerge value should be less than around 8% for precisely determined data, but
higher values are acceptable for weakly diffracting crystals, or low-resolution crystals.
If thewrong crystal class is chosen, (e.g., the computer selected orthorhombic instead
of monoclinic with b� 90�) the Rmerge will be large (above 30%) and the data should
be reprocessed with a different crystal class.

2.6
Solving the Structure (Determining Phases)

2.6.1
Molecular Replacement

Often, the proteins under study will display amino acid sequence similarity to other
proteins whose structure may have been previously determined. If a structure is
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known, the structure factor (Fhkl) can be calculated from the atomic coordinates of the
homologous protein using Eq. (2.25) and illustrated in Figure 2.15. If the protein
under study displays greater than 30% sequence identity to another known protein, it
will likely have the same overall protein fold and phases calculated from the known
structure can be utilized in the electron density equation:

rðxyzÞ ¼ 1
V

X
h

X
k

X
l

���FobsðhklÞ���e�2piðhxþ kyþ lz�wcalcðhklÞÞ ð2:32Þ

In this equation, the hybrid summation is calculated using the structure factors
observed from the unknown structure (Fobs(hkl)) with the phases determined from
the similar known structure (wcalc(hkl)). This process is called molecular replace-
ment [13]. The resultant electron densitymapwill contain features of both the known
and unknown structure. The crystallographer then interprets features of the electron
density map and builds a model of the unknown structure by altering the known
model. This is done with the help of a computer graphics program like COOT [14] or
O [15], which can display atomic models with electron density maps. Ideally it is best
to truncate the nonconserved residues to alanine (or the entire protein) before phases
are calculated. This way all observed electron density corresponding to amino acid
side-chains will come from the experimentally observed scattering data and not be
biased by the known protein model that is used to calculate phases.

To calculate the phases from the known structure that is applied to the unknown
protein, the known structure must be situated in the same orientation and position
within the unit cell of the unknown protein. There are a number of programs that can
do this (e.g., PHASER [16], EPRM [17], AMoRe [18], CNS [19], GLRF [20]). These
programs perform two searches – first a rotation search or function followed by a
translation search. The rotation function finds the correlation of the reciprocal space
calculated from the known structure superimposed and rotated on the reciprocal
space of the unknown structure. Thus, the rotation functionmeasures the correlation
as a function of rotation angles, which can be described in simplified form of:

Rðw;y; kÞ ¼
X
hkl

X
h0k0 l0

���Fhkl���2���Fh0k0l0 ðw;y; kÞ���2Ghkl;h0k0 l0 ð2:33Þ

where Fhkl is the unknown reciprocal lattice that is fixed, and Fh0k0 l0(w,y,k) is the
reciprocal latticemagnitudes from the known structure rotated by the polar anglesw,
y, and k. The G function is an interpolation function to scale reciprocal lattice
magnitudes because rotated lattice points will not fall exactly on the fixed reciprocal
lattice points from theunknown structure.When the rotation function (R(w,y,k)) has
a high value, the rotated lattice magnitudes of the known structure match the
magnitudes of the unknown structure. The resultant angles of rotation (w,y,k) are
applied to rotate the known structure to position it in the same orientation as the
unknown structure.

Once the orientation of the known structure is matched to the unknown
structure, the next step is to find where within the unit cell the protein is situated.
This is done by what is called the translation search. With today�s speedy
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computers, the quickest way to determine the translation function is simply trial
and error. This is accomplished by taking the known protein (with correct
orientation determined in the rotation function) and simply translating, by
user-defined steps, along all three directions within the unit cell and calculating
a correlation coefficient at each step. The correct position in the unit cell is
determined when there is a high correlation of the calculated magnitudes, based
on the known structure in the unknown unit cell, compared to observed magni-
tudes that were recorded from the unknown structure. The correlation coefficient
CC is defined as:

CC ¼

X
hkl

FðobsÞj j2� FðobsÞj j2
� �

FðcalcÞj j2� FðcalcÞj j2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
hkl

FðobsÞj j2� FðobsÞj j2
� �2 X

hkl

FðcalcÞj j2� FðcalcÞj j2
� �2

s ð2:34Þ

The molecular replacement method will likely be the most common technique to
determine protein structures (if not the only method) in the future because of the
ever-increasing number of protein structures being determined. Eventually, all of
protein folding space will be covered, so there will likely be a similar structure
known when initiating structural studies of a new protein either from a new
organism, to investigating catalytic details, examining details of protein–protein
interactions, or understanding how chemical regulators may interact and regulation
function.

2.6.2
Isomorphous Replacement

The method of isomorphous replacement was the most common method of phase
determination for novel protein structures up to about the late 1990s. Thefirst protein
structure determinations of hemoglobin and myoglobin were determined with this
method.While the practice is not as common in the present day, it is introduced here
to establish a foundation of principles for the more common method of multiwave-
length anomalous dispersion (MAD) discussed in Section 2.6.3.

Isomorphous replacement, as the name suggests, is substituting an element
onto a protein structure without altering its overall structure. Then phase infor-
mation can be obtained by comparing the substituted isomorphous structure to the
native structure. Proteins contain thousands of relatively light atoms like hydrogen,
carbon, nitrogen, and oxygen, so to record a measurable difference in X-ray
scattering while still maintaining an isomorphous structure a small strongly
scattering center has to be introduced. This is achieved by introducing a much
heavier atom on the protein surface by soaking native protein crystals with heavy
atom reagents. The most common heavy atoms used for this method include
complexes with platinum, gold,mercury, uranium, iodine, and lead.While some of
these metals can form covalent complexes with the proteins (especially mercury),
many will bind to the protein surface through amino acid residues that serve as
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coordination ligands to the metal. Themetal ions will bind to residues according to
the hard–soft theory of acids and bases, where �soft� refers to polarizable and �hard�
are not polarizable. Most of the commonmetal ions are �soft� metals so they prefer
the softer ligands like sulfides of cysteines and imidazole of histidine. The hard
metals will bind to the ligands like carboxylate groups of aspartic and glutamic
acids.

Since the protein structure is unknown, the surface residues are not known, and
therefore the process of making isomorphous derivatives is a trial and error
procedure. Many crystals are required to screen the numerous heavy metal com-
pounds. Typically protein crystals are soaked in low concentration of heavy metal
complex (e.g., 1mM) for a few hours to overnight. Then data are collected on the
soaked crystal and compared to the native nonsoaked crystal. First, the diffraction
quality is determined to see the limit of diffraction resolution. Crystals that diffract
poorly will be of little help. The metal ion can disrupt crystal contacts, resulting in
poor diffraction. Additionally, the metal soaks can cause subtle changes in the unit
cell due to lattice contact changes. If the lattice parameter changesmore than a small
percentage, the crystals are no longer isomorphous and will not yield accurate phase
information. If the crystals diffract well with isomorphous unit cell parameters, the
data are compared to native data by matching the individual reflection intensities to
determine a derivative or isomorphous R-factor:

Rder ¼ Riso ¼

X
hkl

��IderðhklÞ�InatðhklÞ
��

X
hkl

InatðhklÞ
ð2:35Þ

where we compare the average intensity for each derivative-soaked crystal to the
native nonsoaked crystal. If the Riso is low (below 15%) it is likely that no deriva-
tization took place because the two data sets scale together fairly reasonably. If Riso is
high (above 15%) there is some indication that the protein was altered by metal ions
binding to the surface. (Nonisomorphism also results in high Riso, but it is usually
more apparent at high resolution so the crystallographer needs to inspect how Riso

changes with resolution.)
Recall that the structure factor (F(hkl)) is determined by summingup the scattering

of all the atoms. This also will include the summation of a heavy atom, which can be
separated into two vectors – one for the protein and one for the heavy atom:
FPH(hkl)¼FP(hkl) þ FH(hkl), whereFPH represents protein þ heavy atom. To obtain
phase information that can be applied to the protein structure factors, the position of
the heavy atoms is essential because one can calculate both the vectormagnitude and
phase for FH.

By subtracting the structure factor magnitude of the protein (|FP|) from the
structure factormagnitude of the protein þ heavy atom (|FPH|) one can approximate
the structure factor magnitude for the heavy atom alone (|FH|). This now becomes a
simplified small-molecule-type problem because we are considering scattering only
from a few heavy atoms. One technique of solving few-atom structures is the
Patterson method. Patterson maps are calculated by using only squared structure
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factor magnitude values with no phase information. The Patterson function is
calculated by:

PðuvwÞ ¼ 1
V

X
h

X
k

X
l

��FobsðhklÞ��2 e�2piðhuþ kvþ lwÞ ð2:36Þ

Here, the Patterson map uses coordinates designated (u,v,w) because it is not a real
electron density map. The Patterson maps give peaks that correspond to the
interatomic distances with a peak height corresponding to the product of the number
of electrons from each atom for the specific distance. For example, if a one-
dimensional map is considered with symmetry such that every atom at x also occurs
at�x: if a carbon is situated at x and�x then the distance between these atomswould
be 2xwith a peak height of 12 electrons. So if inspection of the Pattersonmap reveals
that a peak with height about 12 occurs at u¼ 0.3, then we can determine that
0.3¼ 2x, so the carbon x coordinate is 0.15 (and �0.15 or 0.85).

The heavy atom positions soaked into the protein are determined by Patterson
methods, but using the structure factor magnitude of (|FPH|� |FP|)

2, which approx-
imates to (|FH|)

2. Once the heavy atompositions are known, then both themagnitude
and phase of the FH(hkl) vector can be calculated for each reflection (based on heavy
atomspositions only). This does not give any information on the phase for the protein
(FP(hkl)) directly but by knowing the vector for FH(hkl) we can determine the phase
using aHarker diagram (Figure 2.16). In Figure 2.16(a), themagnitude of bothFPand
FPH are known, but not the phase, so they are drawn as circles with radius equal to
magnitude. The FH vector is drawn with known magnitude and phase (wH) because
its atomic position was determined from the Patterson map. The FH vector is drawn
with its head at the origin because the FP vector is drawn with its tail starting at the
origin and the FPH vector starts at the tail of the FH vector. Now the two circles

Figure 2.16 Harker diagram showing the
phase determination from isomorphous
replacement. (a) Construct of a protein and
protein soaked with heavy atom. Only the
magnitudes of the structure factors are known
(|FP| and |FPH|), so they are drawn as circles with
a radius corresponding to the magnitude. The
vector with both magnitude and phase is drawn

for FH. (b) The circles intersect at two points
(90� and 220�), both of which would satisfy the
vector addition. The ambiguity can be solved by
introducing another circle construct from
another derivative (FPH2), which in this example
reveals the phase angle for the protein is around
220� (or 0.611 cycles).
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intersect at two points (around 90� and around 220� in Figure 2.16a), both of which
would satisfy the vector addition of FPH¼ FP þ FH (Figure 2.16b). This ambiguity
can be resolved if another heavy atom derivative was generated and another circle
drawn with FPH2 and wH2 for the second derivative (Figure 2.16c). Now the phase for
the protein alone (FP) can be determined to be around 220� in this example because it
satisfies the vector summation for both derivatives. Now the phase was determined
for one single reflection. The computer program repeats these Harker diagrams for
each of the thousands of reflections recorded for a typical protein crystal.

2.6.3
MAD

The advent of synchrotron radiation, sensitive area detectors, and molecular biology
protocols have combined to foster another method of phase determination that has
been commonly used since the 1990s. This method, called MAD, exploits the physics
that the inner core electrons of heavy atoms donot scatter X-rays as the outer electrons.
The inner core electrons of theheavy atomshave awave function frequency that falls in
the range of X-ray frequencies. If an electron has an orbital frequency comparable to
the frequency of the X-ray radiation, the electron cannot be considered a free electron
and some absorption will occur resulting in anomalous scattering. This anomalous
scattering results in a phase shift of 90� from the electrons at the inner core. Theoverall
scattering factor vector can be broken down to a normal scattering part and an
anomalous scattering with a real and imaginary phase component:

Here, fo is the normal scattering factor without anomalous scattering. The
anomalous scattering component can be broken down into a real component (Df 0),
which is usually negative, and an imaginary component Df 00 (90� phase shift). The
fanom would correspond to the scattering factor of the heavy atom experiencing
anomalous scattering. The vectors of the anomalous scattering component (Df 0 and
Df 00) can change magnitude independent of each other at different X-ray energies.
The largest values occur at and very near the absorption edge for the heavy atom.
When a heavy atomwith anomalous scattering is mixed with lighter atoms that do

not scatter anomalously, Friedel�s law breaks down because of the anomalous phase
shift (Figure 2.17). Therefore, the intensities of reflection hkl are slightly different
than those for reflection�h� k� l. Since the f 0 and f 00 components are typically a few
electrons, this difference in intensity is very small, but the more sensitive CCD X-ray
detectors that are routinely used for data collection can measure a difference in
intensities. However, highly redundant data sets are usually required to accurately
measure these small differences.
Like the isomorphous replacement method, the position of the anomalous

scatterer can be determined using a difference Patterson map. Here the Patterson
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map is calculated with the term of |DFano|
2 which is equal to |FPA(hkl)� FPA(�h�

k� l)|2 (where A represents the heavy atom anomalous scatterer). Solving the
Patterson map will determine the position of the heavy atom that possesses
anomalous scattering. Once the position of the heavy atom is determined the vectors
from the anomalous scatterer can be constructed and a series of circles can be made
for a Harker diagram to determine the phase of the protein (Figure 2.18). However,
instead of solving the phase ambiguity by determining a new derivative, the vectors

Figure 2.17 Argand diagram showing the
breakdown of Friedel�s law with an anomalous
scattering heavy atom. The vectors below the
real axis show the components of Friedel�s law
for (�h,� k,� l). The structure factor for

protein alone (FP) has the same magnitude but
negative phase for the Friedel paired reflection,
but the heavy atom anomalous scattering
results in two different magnitudes for the FPA
vectors (|FPA(hkl)| 6¼ |FPA(�h� k� l)|).

Figure 2.18 Harker diagram using MAD. (a)
Known scattering vectors calculated from the
heavy atom position determined from an
anomalous difference Patterson map. The
vectors for the positive hkl are drawn as the
negative vector. The vectors for the Friedel
(Bijvoet) mate�h� k� l (illustrated with a line
over the variable), are drawn as the negative
vector after it was reflected (r) across the
horizontal real axis because whkl¼�w�h�k�l.
Themagnitude circles are drawn for the Fhkl and
F�h�k�l with the center at the end of their

respective anomalous –Df 00 vector. The vectors
result in a possibility of two phases (w1 and w2)
that satisfy the vector addition of FP¼ FPA� FA
(where A represent anomalous scattering
atom). (b) Incorporated onto the existing
vectors is now the structure factor from a
remote wavelength (l2) where the anomalous
scattering is minimized (FP) drawn with the
center at origin. The three circles intersect at one
point that reveals w2 is the true phase for the
protein.
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from the anomalous scattering can be altered by collecting data at a different X-ray
energy (wavelength). This has the effect of changing the vector magnitude because
the f 0 and f 00 components will change at different energy. Also, since data is collected
from the same crystal, the data sets are from perfectly isomorphous crystals,
eliminating nonisomorphous errors.

The technique of MAD has become the method of choice for novel protein
structure determination because of the availability of synchrotron radiation labora-
tories across the globe. Not only do they produce many orders of magnitude greater
flux, but they also produce a �white� radiation, allowing the experimenter to easily
change thewavelength of theX-rays during data collection through the use of a crystal
monochromator. Typically, three data sets are collected from a single crystal contain-
ing an anomalous scatter,first onedata set is collected tomaximize the f 00 component,
then a remote wavelength with both f 0 and f 00 are minimized, and finally at a
wavelength that maximizes the f 0 component. The phase problem can theoretically
be solved by thefirst two data sets (and often are), but the third data set is collected and
is equivalent to another derivative that can improve phases. However, crystals being
exposed to X-rays for a long time required to collect three complete highly redundant
data sets can cause radiation damage to the crystal and sometimes the last data set
may cause problems in structure solution.

ThisMAD technique, however, still requires the incorporation of a heavy atom that
displays anomalous scattering. The lightest element that does display some anom-
alous scattering is sulfur, but it is weak and its absorption edge is at a very low energy.
However, progress is being made to use sulfur in cysteines to solve protein struc-
tures [21]. The element below sulfur in the periodic table, selenium, has a k-shell
electron absorption edge at 0.9795A

�
, which is a wavelength readily available in the

range of synchrotron energies. This element displays chemistry very similar to sulfur
and is found naturally in one form of the amino acid methionine (selenomethionine
(Se-Met)). Therefore, with modern molecular biology techniques, the gene corre-
sponding to the protein of interest can be cloned into a heterologous expression host
likeE. coli. Thebacteria can be auxotrophic forMet– synthesis, but is not required. This
is because normal heterotrophic bacteria can shut down the amino acid synthesis
pathway by addition of amino acids to themedia. Thus, about 15min before induction
of gene expression, many amino acids are added to the media with Se-Met and the
bacterial incorporates Se-Met very efficiently into the expressed protein [22]. The
protein, of course, needs methionine in the protein sequence for this technique to
work. A good rule of thumb is to have at least one methionine for every 100 residues.

2.7
Analyzing and Refining the Structure

2.7.1
Electron Density Interpretation and Model Building

After the phases are determined using one of the methods described above, the
phases are applied to Eq. (2.30) to calculate an electron density map. This map needs
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to be analyzed and interpreted to build an atomic model structure that fits into the
electron density. While there are some excellent algorithms recently written that
automate this labor-intensive task [23, 24], human interpretation is still necessary to
confirm results and identify significant structural findings. These programs are also
only successful with moderately high-resolution data (better than 2.3 A

�
). In lower

resolution electron densitymaps, themodel is built by �hand� on a computerwith the
aid of computer software that can display electron density and an atomic model,
which can be manipulated. The two most common programs used today for protein
model building are O [15] and COOT [14].

Even with the first electron density maps of the myoglobin and hemoglobin, the
protein amino acid sequence is essential to interpret the electron density. The first
step in electron density interpretation is to match an electron density segment that
correlates to the protein sequence. Large bulges of electron density protruding off a
main-chain help identify large aromatic residues and are often used to initiate the
model building. Once the sequence of the protein has been anchored in a region of
the electron density map, the crystallographer then walks along the continuous path
of electron density corresponding to themain-chain backbone and fits both themain-
chain and side-chain atoms into the electron density �envelope.�

Many times, regions of electron density may not be visible due to disorder either
frommobility ormultiple conformations that averages the electrondensity out to very
low levels. This is common for side-chains of lysine and arginine residue on the
protein surface, but can correspond to entire stretches of residues corresponding to a
loop. While the loop segment may not be visible in the electron density, this lack of
structure indicates flexibility, which may be important for interpreting function.

The human interpretation of electron density maps and modeling in an atomic
protein structure does leave room for errors. As the electron density maps are not
truly atomic resolution, small positional errors in atomic placement are common, but
can be corrected or minimized by molecular refinement. However, there are some
rare cases where low-resolution maps, combined with the competitive rush to
publish, have resulted in grossly negligent incorrect structures. One should always
keep this inmindwhen viewing a structure.Many journals are requiring not only the
submission of the atomic coordinates into the Protein Data Bank (PDB; www.pdb.
org), but also the raw diffraction data in the form of structure factor intensities so
other researchers can calculate the electron density map themselves to measure the
level of agreement between the structure and the electron density.

2.7.2
Protein Structure Refinement

As described above, the placement of individual atoms within the electron density
map is not perfect because the resolutions of typical protein crystals are not truly
atomic (electron density peaks that correspond to individual atoms). However, the
atomic structure of individual amino acid residues is known with great certainty, so
placement of individual residues helps guide and place the individual atoms. Even so,
there is some error in atomic positions that needs to be refined to better fit the
electron density and diffraction data.
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Given the atomic positions of the place atoms in the model, a �diffraction pattern�
can be calculated using Eq. (2.25). The process of refinement is typically to perform a
least squares minimization between the calculated diffraction pattern based on your
atomicmodel (in the formof structure factor amplitudes |Fcalc(hkl)|) and the observed
diffraction pattern (|Fobs(hkl)|). The function that isminimized (and often reported) is
the R-factor:

R ¼

X
hkl

��FobsðhklÞ
���k

��FcalcðhklÞ
��

X
hkl

��FobsðhklÞ
�� � 100% ð2:37Þ

where k is simply a scale factor to put the observed and calculated diffraction data on
the same scale.

The algorithm will slightly shift the atomic positions to minimize this function.
Determining the gradient or slope of the difference electrondensitymap at each atom
deciphers which direction the atoms shift. The difference electron density map is
calculated by using coefficients of ||Fobs|� |Fcalc||. Inspection of this map, after a
round of refinement, also helps identify large differences in atomic positions that
need to be manually adjusted. This map also helps identify atoms lacking in the
original model. It is used to position well-ordered solvent molecules as well, which
show up as small spheres of electron density near the surface of the protein.

Typical protein structures contain thousands of atoms, and the three atomic
coordinates are being adjusted in refinement (x,y,z) as well as the individual atomic
temperature value (B-value) resulting in the concurrent refinement of four inde-
pendent variables per atom. This results in a lower observation (Fobs) to refinement
variable (x, y, z, and B) ratio and can lead to large errors due to the simultaneous
adjustment of thousands of atoms. Consequently, statistical minimization of the
R-factor alonemay result in sizable atomic shifts resulting in unreasonablemolecular
geometry. To help maintain more realistic geometry, the atom positions are
restrained to prevent large atomic shifts. Therefore, refinement is often a minimi-
zation of multiple functions that counter-balance ideal geometry with R-factor
minimization. Typically, other functions that are utilized to maintain ideal geometry
include restraint terms like:

Bond distances :
X
j

wdðdidealj �dmodel
j Þ2
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X
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Planarity :
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The term�w� in these summations is aweighting term for the individual geometric
parameters. One can increase these weights to give �perfect� ideal geometry, but the
R-factor will not be minimized, or conversely if the weights are too low, the R-factor
minimization will dominate the refinement resulting in a lowR-factor, but an atomic
model with geometry that might be unreasonable. Therefore, the crystallographer
adjusts the weights to give both reasonable R-factor and geometry. Typically two
geometric parameters that are often reported are rms deviation (rmsd) of bond
distances and bond angles from ideality. Typically, these values should be below
0.02A

�
for bond distances and 2� for bond angles.

The major limitation of the least-squares method of molecular refinement is the
minimization follows a downhill (gradient) trajectory towards the minimum and
cannot hurdle a small barrier near a local minimum to reach a true globalminimum.
To avoid being trapped in local minima, molecular dynamics or simulated annealing
was introduced to allow small uphill shifts to overcome barriers in order to reach the
true minimum [25]. In principle, the simulated annealing algorithm theoretically
heats up the proteinmodel to a large temperature (2500K or above), and slowly cools
the structure whileminimizing theR-factor and other geometric and energy terms to
achieve a global minimum.

The method of molecular dynamics in protein structure refinement made a
significant contribution to crystallography and appreciably helped refine many
difficult structures. However, one of the major limitations of this method is that
if the initial starting structure has some large errors or is incorrect, the simulated
annealing method can �press� a wrong structure to appear correct by giving
reasonable geometry andR-factor statistics. To circumvent this problem, the concept
of cross-validation was introduced to monitor the progress and accuracy of refine-
ment [26]. In the cross-validation method a small random subset of observed
structure factors are flagged (typically 5%) and excluded during the refinement
minimization. Then the R-factor is calculated for both the 95% of the data (working
set) for which the target functions were minimized as well as the 5% data excluded
from theminimization. TheR-factor calculated from the small cross-validated data is
called the R-free value. Both values are typically reported today. If the initial starting
structure had significant errors, theR-free value will not decreasemuch and typically
increases, even though the R-factor decreases. Structures with a R-free value greater
than 35%will likely have gross structural errors. If the structure is correct and refines
well, both theR-factor andR-free will decrease, with theR-free being typically around
5%greater than theR-factor. For awell-refined complete structure theR-factor ranges
from the high teens to low twenties percent.

2.7.3
Protein Structure Validation

During and after refinement, the crystallographer should also validate the structure.
Geometric and stereochemistry validation has been described above. Many software
algorithms are available to analyze and validate your protein structure to help identify
possible errors. Reporting the rmsd of ideal geometry is often reported, but
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inspection of large deviations fromnormal or ideal geometry in relation to the protein
sequence or protein structure can give clues to possible regions in the structure that
might needmore attention in refinement. Some programs (e.g.,WHATCHECK) can
calculate the �Z-score� for the protein residues, which measures how parameters
deviate from themean. Large deviations or outliers from the standard deviations can
be easily seen and should be inspected in the model.

Another common validation of protein structure is to plot the main-chain
backbone w andy torsion angles in a Ramachandran plot [27]. This two-dimensional
plot reveals the favorably allowed regions of the protein backbone torsion angles.
Ideally, your protein model should have more than 90% of the residues in the most
favored region. If a string of residues falls outside the allowed regions, inspection of
this region of the structure is warranted for additional refinement. The program
PROCHECK [28] can run a series of diagnostic tools on the protein structures,
including Ramachandran plots, to identify possible regions of the protein structure
that needs further inspection and possible �tweaking� and refinement.

After the crystallographer is satisfied with the protein structure, refinement and
validation, the three-dimensional Cartesian coordinates, B-values, and occupancy, for
all the atoms are deposited into the PDB. Additionally, more journals are also
requiring, as they should, the structure factor amplitudes data to be deposited as
well. Upon submission, the structures and data are also scrutinized afinal time by the
PDB for validity before being released to share with the scientific community.
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3
Nuclear Magnetic Resonance of Amino Acids, Peptides,
and Proteins
Andrea Bernini and Pierandrea Temussi

3.1
Introduction

Nuclearmagnetic resonance (NMR) is only a few decades old, yet NMR spectroscopy
is beyond doubt the most widely used and most useful analytical tool for chemistry
and biology, surpassing the applications of IR spectroscopy and rivaling
X-ray crystallography in biochemical applications.

In the 1930s, Isidor Isaac Rabi, a physicist of the Columbia University, showed
that some atomic nuclei behave like little magnets. Rabi experimented on beams of
nuclei passing through magnetic fields; when these beams were irradiated with
electromagnetic waves of the right frequency, nuclei possessing amagnetic moment
could absorb energy,flipping froma lower energy state to another higher energy state.
In 1946, two teams of researchers in Harvard and Stanford demonstrated indepen-
dently that the samephenomenoncouldbedetected also in condensedmatter (liquids
and solids). At the Massachusetts Institute of Technology (Harvard), E. Purcell, H.
Torrey, and R. Pound used solid paraffin to study a collection of hydrogen nuclei.
When the paraffin sample was irradiated at a fixed radiofrequency and, at the same
time, immersed in a magnetic field of several thousand gauss, the paraffin�s protons
were forced into two allowed magnetic alignments. The energy difference between
these two states depends on the strength of the magnetic field. When the energy
difference between the two states reached the energy of the radiofrequency photons,
Purcell, Torrey and Pound observed a sharp increase in the absorption of radiation
corresponding to nuclei flipping from a lower energy state to a higher energy state.
F. Bloch,W.Hansen, andM. Packard of Stanford University in California used water
as a collection of protons, wrapping a coil that delivered radiofrequency radiation
around a vessel containing water immersed in an adjustablemagnetic field. Also, the
Stanford group increased the magnetic field strength to reach resonance. However,
these physicists did not measure absorption, but detected re-emission of resonant
radiation (a �resonance�) using a second coil placed perpendicular to the first.

At the time of the discovery of NMR, its main application appeared to be the
accurate determination of the nuclear magnetic moments of all the elements in
the periodic table. However, physicists soon realized that the numbers they obtained
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for a given nucleus were strongly influenced by the chemical environment and
regarded this �chemical� influence mainly as a nuisance. Magnetic moments were
different not only for the same nuclei in different compounds, such as paraffin and
water, but even for different chemical groups within the same molecule. The first
example was ethyl alcohol that showed three separate resonances for the protons of
CH3, CH2, and OH groups. Soon after this, many chemists realized the enormous
potential of NMR and the new spectroscopy bloomed.

3.1.1
Active Nuclei in NMR

Nuclei have a property called angularmomentum. The total angularmomentum of a
nucleus is generally represented by the symbol I and is called �nuclear spin.�
Associated with each nuclear spin is a nuclear magnetic moment that produces
magnetic interactions with its environment. The actual value of the nuclearmagnetic
moment, described by the quantum number called �nuclear spin� (I), depends
ultimately on the relative numbers of nuclear particles (neutrons and protons). The
rules generating the value of I for different nuclei are complex, but their knowledge is
not necessary for the spectroscopist using NMR in chemistry or biology. However, it
is simple enough, if one looks at the periodic table, to extract the following general
rules. The spin of nuclei with an odd mass number is half-integral: for instance, 1H,
3H, 13C, 15N, 19F, and 31P all have spin 1/2. It is a fortunate circumstance thatmost of
these nuclei are of great biological relevance, becauseNMR spectroscopy, as we know
it, is far simpler for this type of nucleus. The spin of nuclei with an evenmass number
and odd charge number is integral: for instance, 2H and 14N. Nuclei with an even
number of both charge and mass have a spin quantum number of zero.

3.1.2
Energy Levels and Spin States

All spectroscopic techniques are based on the assumption that molecules can
populate a set of energy levels. Spectral lines originate from transitions between these
energy levels, whereas intensities of the lines are proportional to the population
difference of the levels (or states). The relationship between the frequency (n) of the
photon causing the transition and the energy gap between the two levels (DE) is the
well known DE¼ hn, where h is Planck�s constant.

The energy gap determines also the distribution of the molecules of the sample
among the accessible levels. The key factor is the relation between the energy of each
state and the thermal energy, kT, where T is the temperature in Kelvin and k is
Boltzmann�s constant. If two states E1 and E2 are separated by an energy gapDE, the
ratio of their populations is given by:

p1=p2 ¼ expð�DE=kTÞ
In NMR, DE is small and thus the two states have almost identical populations.

This explains whyNMR is not a very sensitive technique; however, the energy gapDE
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depends on the strength of the magnetic field and one of the big advantages to
operating at very high magnetic fields is the increase in sensitivity.

In optical spectroscopies, the energy levels are a unique feature of each molecule,
but in NMR they are also dependent on the strength of themagnetic field. This is not
the only peculiarity that puts NMR spectroscopy in a different category. Relaxation
parameters are also fundamental in NMR spectroscopy, because relaxation influ-
ences both line shapes and intensities of NMR signals, providing information about
structure and dynamics of molecules.

As previously stated, NMR spectroscopy is made possible by the existence of a
nuclear property known as spin. According to quantum mechanics, nuclear spin is
characterized by a nuclear spin quantum number, I. Most nuclei of interest for
peptides and proteins have I¼ 1/2. A spin-half nucleus, like 1H, 13C, and 15N, when
interacting with a magnetic field, gives rise to two energy levels characterized by
quantumnumberm, which is restricted to the values�I to þ I in integer steps. So, in
the case of I¼ 1/2, there are only two values ofm¼ þ 1/2 andm¼� 1/2, traditionally
called a (or spin up) and b (or spin down).

The energies of the levels depend on m: Em¼mn0, where n0 is called the Larmor
frequency.

It is important to note that, in this expression, as it is often the case with
spectroscopists, the energies are expressed in frequency units. This is allowed
because frequency differs from energy only by a proportionality constant. The
Larmor frequency depends on three parameters: a quantity known as the gyromag-
netic ratio, c (characteristic of any given nucleus); the chemical shift, d (that reflects
the actual electronic environment of the nucleus in the molecule under study); and
the strength of the magnetic field, B0:

n0 ¼ �ð1=2pÞcð1þ dÞB0

The energies of the two levels corresponding to the m values a and b are:
Ea¼ þ (1/2)n0 and Eb¼�(1/2)n0. The selection rule for an NMR transition states
that the quantum number m can only change by one unit:

Dm ¼ mðinitial stateÞ�mðfinal stateÞ ¼ �1

In the case of one spin 1/2, this selection rule amounts to a change inm between
the states a and b equal to (þ 1/2� (�1/2))¼ 1. The corresponding frequency is:

nab ¼ Eb�Ea ¼ ð1=2Þn0�ðþ 1=2Þn0 ¼ �n0

3.1.3
Main NMR Parameters (Glossary)

3.1.3.1 Chemical Shift
The spins of a given isotope resonate at the same frequency if they experience the
same environment. In reality, different molecules and even different parts of the
same molecule have different electronic distributions. The magnetic field experi-
enced by the molecule induces a precession of electrons around the magnetic field
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direction and thus, in turn, generates a tiny local magnetic field, which counters a
portion of the external field.

The actual frequency of a given nucleus, arising from variations in the electron
distribution, is called the �chemical shift.� It gives us information on the local
electronic environment. The chemical shift (d) is expressed as the ratio between the
difference in electron shielding to a reference nucleus and the reference frequency,
expressed in units of ppm (parts per million): d¼Dn/nref. The chemical shift d,
expressed in this way, is independent of magnetic field strength. That is, the
resonances in ppm remain the same when measured at different field strengths.
The reference compound should be stable and characterized by an unchanged
chemical shift value over the normal ranges of temperature and pH values.
A compound commonly used for 1H-NMR reference in aqueous solutions is
3-(trimethylsilyl) propane sulfonic acid sodium salt. However, in studies of amino
acids, peptides and proteins, it is often preferable to reference all signals directly to
the water resonance. During the last few years, chemical shifts have been used
extensively as a valuable structural tool in protein structure determination.

3.1.3.2 Scalar Coupling Constants
NMR signals are generally split into more or less complex multiplets owing to a
parameter called the coupling constant, J. The terms �scalar coupling� and
�J-coupling� are frequently used interchangeably as synonyms. Strictly speaking,
scalar coupling is the isotropic part (independent of themolecular orientation) of the
J-coupling. The J-coupling arises from the indirect interaction, mediated by bonding
electrons, between any two nuclear spins. The magnitude of J-coupling is typically
larger when nuclei are separated by a small number of bonds, typically two or three,
and declines sharply with more bonds. J-couplings can provide very useful confor-
mational information. The most widespread use is that of vicinal scalar coupling
constants (i.e., between atoms separated from each other by three covalent bonds)
because their values can be analyzed in terms of the so-called Karplus equation to
yield dihedral angles. In turn, dihedral angles can be used as structural restraints in
calculations of peptide or protein structure.

3.1.3.3 NOE
The nuclear Overhauser effect (NOE) is the transfer of spin polarization from
one spin population to another via cross-relaxation. The original Overhauser effect
was about polarization transfer between electron and nuclear spins, but NOEs are
nowmostly used for transfer between nuclear spins. NOE is observed through space;
thus, all atoms that are in proximity to each other, within a certain distance, give a
NOE. In all protocols for protein structure determination, NOEs are the most
important parameters because they provide accurate distance information between
pairs of hydrogen atoms separated by less than 5A

�
. Distance information is usually

grouped into three different groups: 1.8–2.5 (strong), 1.8–3.5 (medium), and
1.8–5.0 A

�
(weak). Short-range NOEs are mostly valuable for defining secondary

structure elements whereas long-range NOEs allow reconstruction of tertiary
structure.

100j 3 Nuclear Magnetic Resonance of Amino Acids, Peptides, and Proteins



3.1.3.4 RDC
Use of residual dipolar couplings (RDCs) is a fairly recent addition to the tools for
structure determination of proteins. In solids, NMR spectra are dominated by
internuclear dipole–dipole couplings. In liquids, these couplings are typically aver-
aged out, due to randommolecular tumbling. However, it may be possible to observe
small residual couplings when there is a small degree of alignment with the external
magnetic field. The RDCs are observed in heteronuclear correlation spectra as small
changes of the splitting caused by one-bond J couplings between directly bound
nuclei.

The RDCs give information on long-range order that is complementary to that
given by NOEs. The addition of RDCs has often improved the precision as well as the
accuracy of NMR structures.

3.2
Amino Acids

3.2.1
Historical Significance

In early applications of NMR to structural biology, several researchers used NMR
spectra of amino acids as an aid to recognize typical features of protein spectra when
trying to assign resonances of protein residues. Since the use of an isolated amino
acid as a reference for polypeptide assignment purposes is limited by the large
influence, on the resonance values, of the charged amino and carboxyl groups [1, 2],
capped amino acids and subpeptides were initially proposed as references [1, 2], until
the resonances measured from flexible short peptides became a de facto standard
[3, 4]. These are usually referred to as �randomcoil� chemical shifts, corresponding to
reference shifts for each residue in the absence of secondary or tertiary structure
interactions. As the number of NMR protein structures increased, statistical data for
resonances of chained amino acids became available and the influence of secondary
structure on chemical shift changes was inferred [5–7]. The �secondary structure
shift� was then defined as the difference between the observed chemical shift and the
appropriate random coil value, and was proposed as a method for fast protein
structure characterization [8, 9]. Up-to-date statistics are maintained at the Biological
Magnetic Resonance Data Bank (www.bmrb.wisc.edu). Random coil, as well as
statistics-derived chemical shift values, have been extended from proton to other
nuclei constituting amino acids, particularly the NMR-active isotopes 15N and 13C,
and taken together they constitute the base of resonance identification and assign-
ment methods employed for protein structure determination.

3.2.2
Amino Acids Structure

Amino acids are 2-amino carboxylic acids that differ only by themoiety at C2, usually
referred to as the side-chain, as opposed to the main-chain, formed by the -N-C-CO-
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skeleton. The presence of the amino and carboxyl functions allows, indeed, the
chaining into a polymer, generally referred to as a polypeptide, by formation of
amide bonds.

Accordingly, amino acids are often called the �building blocks� of proteins. Amino
acids are characterized by a chiral center on the a-carbon (C2). The 20 amino acids
commonly found in proteins are also called naturally occurring (or proteinogenic)
and are invariably in the S-configuration (except glycine, 2-aminoacetic acid, which is
non-chiral, and cysteine, which is R-configured due to a change in priority due to the
presence of sulfur), but many others are known, occurring also in several biological
processes. Amino acids are classically grouped as polar, charged, aliphatic, and
aromatic, according to chemicophysical properties of the side-chain, although its
nature may be more complex (e.g., the lysine side-chain shows both charged and
hydrophobic character because, in addition to the amino group, it contains a long
hydrophobic chain, and the imidazolyl moiety of histidine is both aromatic, polar,
and/or charged at specific pHs). Recent texts adopt a more general classification
dividing amino acids in hydrophobic, hydrophilic, and amphipathic, leaving deduc-
tion of finer details to the observation of chemical structure (Table 3.1).

3.2.3
Random Coil Chemical Shift

TheNMRparameters thatmost characterize amino acids are the so-called random coil
chemical shifts of their protons. These reference values were first tabulated as the 1H
frequencies for an amino acid Xmeasured in an aqueous solution of the tetrapeptide
GGXA [3], whereGandA are the one-letter codes for glycine and alanine, respectively
(Table 3.2). Corresponding values are tabulated also for other solvents [10, 11] and for
additional nuclei [12, 13], and are referred to as randomcoil because it is assumed that
a short polypeptide does not adopt any stable structure. Other values have been
proposed since these early studies [14–16].

The comparison of measured chemical shifts with their random coil counterparts
is commonly used to identify secondary structure elements in folded proteins and
to reveal the presence of regions with residual structure in unfolded states [5, 17].

Necessarily, chemical shifts derived from the simple GGXApeptides do not reflect
any sequence dependence. To account for sequence-dependent effects, induced on
Ala by the preceding residue X, backbone correction factors have been published for
the 15N chemical shift of the Ala4 residue in a set of H-GGXA-OH peptides [18]. In a
later study, Sykes et al. [19] measured random coil chemical shifts for a series of
peptides of formulae Ac-GGXAGG-NH2 and Ac-GGXPGG-NH2, and investigated
the effect on the chemical shifts of residue X (13C and 1H) on the following residue
(A or P, respectively). Although accurate, such a method is really time-consuming
since obtaining the sequence dependence of the chemical shifts of all dipeptide
sequences would require data to be measured on 400 peptides, and to investigate
the sequence-dependent effect on the preceding and the following residues in a
tripeptide sequence, it would be necessary to measure data on 8000 peptides of this
type. Thus, a simplified approach, which combines the methods ofWishart et al. [19]
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Table 3.1 The 20 common amino acids with major properties and structures.

Legend
Amino acid
name

Structure Glycine

H2N OH

O

Abbreviation;
short

GLY; G

Molecular
weight (MW)
(Da)

MW: 75.07

Isoelectric
point (pI)

pI: 5.97

pKa of side-
chain labile
proton (pKasc)

pKasc: –

Formula C2H5N1O2

Hydrophobic amino acids

Alanine

OH

O

NH2

Leucine

OH

O

NH2

ALA; A LEU; L
MW: 89.09 MW: 131.17
pI: 6.00 pI: 5.98
pKasc: – pKasc: –
C3H7N1O2 C6H13N1O2

Valine

OH

O

NH2

Isoleucine

OH
NH2

O

VAL; V ILE; I
MW: 117.15 MW: 131.17
pI: 5.96 pI: 5.94
pKasc: – pKasc: –
C5H11N1O2 C6H13N1O2

Proline

NH
OH

O Phenylalanine

OH

O

NH2
PRO; P PHE; F
MW: 115.13 MW: 165.19
pI: 6.30 pI: 5.48
pKasc: – pKasc: –
C5H9N1O2 C9H11N1O2

Hydrophilic amino acids
Arginine

H2N N
H

NH

OH
NH2

O Aspartic acid

HO
OH

O

O

NH2
(Continued )
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Table 3.1 (Continued)

ARG; R ASP; D
MW: 174.20 MW: 133.10
pI: 11.15 pI: 2.77
pKasc: 12.48 pKasc: 3.90
C6H14N4O2 C4H7N1O4

Cysteine

HS OH

O

NH2

Glutamic acid

HO OH

O O

NH2
CYS; C GLU; E
MW: 121.16 MW: 147.13
pI: 5.02 pI: 3.22
pKasc: 8.18 pKasc: 4.07
C3H7N1O2S1 C5H9N1O4

Asparagine

H2N OH
O NH2

O Glutamine

H2N OH

O O

NH2
ASN; N GLN; Q
MW: 132.12 MW: 146.15
pI: 5.41 pI: 5.65
pKasc: – pKasc: –
C4H8N2O3 C5H10N2O3

Serine

HO OH

O

NH2

Histidine

N

N
H

OH
NH2

O

SER; S HIS; H
MW: 105.09 MW: 155.16
pI: 5.68 pI: 7.47
pKasc: – pKasc: 6.04
C3H7N1O3 C6H9N3O2

Threonine

OH

OH

NH2

O

THR; T
MW: 119.12
pI: 5.64
pKasc: –
C4H9N1O3

Amphipathic amino acids
Lysine

H2N OH
NH2

O Tyrosine

HO

OH
NH2

O

LYS; K TYR; Y
MW: 146.19 MW: 181.19
pI: 9.59 pI: 5.66
pKasc: 10.54 pKasc: 10.46
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and Braun et al. [18], has been developed by Schwarzinger et al. [20]. These authors
analyzed data for a series of model peptides of sequence Ac-GGXGG-NH2 to
determine the variations in the chemical shifts of the four glycine residues caused
by substitutions at position X. Complete assignments have been made for all
resonances in these peptides in 8M urea at pH 2.3 and the changes caused by
changing the central residue X have been analyzed. A complete tabulation of
correction factors for the random coil chemical shifts of the most sequence-depen-
dent nuclei, 15N, 1HN, and 13CO, was thus produced. The sample conditions were
chosen to match those used in NMR studies of early folding of polypeptides. The
usefulness of the correction factors for chemical shift calculations was demonstrated
in the case of urea-denatured apomyoglobin. Such correction factors are also
implemented in a module [20] for the program NMRView [21].

The importance of measuring backbone chemical shifts in unfolded states has
recently been further emphasized by the recognition that proteins containingnatively
unfolded regions may represent up to one-third of eukaryotic proteomes and play a
variety of essential biological roles [22]. Furthermore, it has also been pointed out that
several amyloidogenic proteins associated with neurodegenerative diseases are
natively unfolded [23].

A recent advance in associating random coil chemical shift values to amino acid
sequences of proteins is the CamCoil approach [24]. Here, the relationship between
amino acid sequences and chemical shifts is mapped using the flexible loop regions
in native states as a model of the random coil state, enabling discrimination of
the dependence of the chemical shifts on the primary structure of proteins from the
effects associated with the secondary and tertiary structures.

3.2.4
Spin Systems

Chemical shifts originating from backbone atoms, common to all amino acids, fall in
a narrow window when the peptides are in the random coil state, but spread
over wider frequency ranges under the influence of secondary structural features.

Table 3.1 (Continued)

C6H14N2O2 C9H11N1O3

Methionine

S
OH

O

NH2

Tryptophan

N
H

OH

O

NH2

MET; M TRP; W
MW: 149.21 MW: 204.23
pI: 5.74 pI: 5.89
pKasc: – pKasc: –
C5H11N1O2S1 C11H12N2O2
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Table 3.2 Random coil chemical shift values (ppm), in denaturing conditions, for 1H, 13C, and 15N
nuclei of a residue X embedded in linear pentapeptides GGXGG [20].

Ala
H 8.35 C 178.5 N 125.0
Ha 4.35 Ca 52.8
Hb 1.42 Cb 19.3
Arg
H 8.39 C 177.1 N 121.2
Ha 4.38 Ca 56.5
Hb2 1.91 Cb 30.9
Hb3 1.79 Cc 27.3
Hc2 1.68 Cd 43.6
Hc3 1.64 Cz 159.7
Hd2 3.2
Hd3 3.2
He 7.2
Asn
H 8.51 C 176.1 N 119.0
Ha 4.79 Ca 53.3
Hb2 2.88 Cb 39.1
Hb3 2.81 Cc 177.3
Hd21 7.59
Hd22 7.01
Asp
H 8.56 C 175.9 N 119.1
Ha 4.82 Ca 53.0
Hb2 2.98 Cb 38.3
Hb3 2.91 Cc 177.4
Cys (oxidized)
H 8.54 C 175.5 N 118.7
Ha 4.76 Ca 55.6
Hb2 3.29 Cb 41.2
Hb3 3.02
Cys (reduced)
H 8.44 C 175.3 N 118.8
Ha 4.59 Ca 58.6
Hb2 2.98 Cb 28.3
Hb3 2.98
Gln
H 8.44 C 176.8 N 120.5
Ha 4.38 Ca 56.2
Hb2 2.17 Cb 29.5
Hb3 2.01 Cc 34.0
Hc2 2.39 Cd 180.5
Hc3 2.39
He21 7.5
He22 6.91
Glu
H 8.40 C 176.8 N 120.2
Ha 4.42 Ca 56.1
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Table 3.2 (Continued)

Hb2 2.18 Cb 28.9
Hb3 2.01 Cc 32.9
Hc2 2.50 Cd 180.0
Hc3 2.50
Gly
H 8.41 C 174.9 N 107.5
Ha2 4.02 Ca 45.4
His
H 8.56 C 175.1 N 118.1
Ha 4.79 Ca 55.4
Hb2 3.35 Cb 29.1
Hb3 3.19 Ce1 136.4
He1 8.61 Cd2 120.2
Hd2 7.31 Cc 131.4
Ile
H 8.17 C 177.1 N 120.4
Ha 4.21 Ca 61.6
Hb 1.89 Cb 38.9
Hc12 1.48 Cc1 27.5
Hc13 1.19 Cc2 17.5
Hc2 0.93 Cd1 13.2
Hd1 0.88
Leu
H 8.28 C 178.2 N 122.4
Ha 4.38 Ca 55.5
Hb2 1.67 Cb 42.5
Hb3 1.62 Cc 27.1
Hc 1.62 Cd1 25.0
Hd1 0.93 Cd2 23.3
Hd2 0.88
Lys
H 8.36 C 177.4 N 121.6
Ha 4.36 Ca 56.7
Hb2 1.89 Cb 33.2
Hb3 1.77 Cc 25.0
Hc2 1.47 Cd 29.3
Hc3 1.42 Ce 42.4
Hd2 1.68
Hd3 1.68
Met
H 8.42 C 177.1 N 120.3
Ha 4.52 Ca 55.8
Hb2 2.15 Cb 32.9
Hb3 2.03 Cc 32.3
Hc2 2.63 Ce 17.0
Hc3 2.64
He 2.11

(Continued )
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Table 3.2 (Continued)

Phe
H 8.31 C 176.6 N 120.7
Ha 4.65 Ca 58.1
Hb2 3.19 Cb 39.8
Hb3 3.04 Cc 139.2
Hd1 7.28 Cd1 132.0
HE1 7.38 Ce1 131.5
Hz 7.33 Cz 130.0
He2 7.38 Ce2 131.5
Hd2 7.28 Cd2 132.0
Pro (trans conformation)
Ha 4.45 C 177.8
Hb2 2.29 Ca 63.7
Hb3 1.99 Cb 32.2
Hc2 2.04 Cc 27.3
Hc3 2.04 Cd 49.8
Hd2 3.67
Hd3 3.61
Pro (cis conformation)
Ha 4.6 Ca 63.0
Hb2 2.39 Cb 34.8
Hb3 2.18 Cc 24.9
Hc2 1.95 Cd 50.4
Hc3 1.88
Hd2 3.60
Hd3 3.54
Ser
H 8.43 C 175.4 N 115.5
Ha 4.51 Ca 58.7
Hb2 3.95 Cb 64.1
Hb3 3.90
Thr
H 8.25 C 175.6 N 112.0
Ha 4.43 Ca 62.0
Hb 4.33 Cb 70.0
Hc2 1.22 Cc2 21.6
Trp
H 8.22 C 177.1 N 122.1
Ha 4.7 Ca 57.6
Hb2 3.34 Cb 29.8
Hb3 3.25 Cd1 127.4
He1 10.63 Cc 111.7
Hd1 7.28 Ce3 122.2
He3 7.65 Cz3 124.8
Hz3 7.18 CH2 121.1
HH2 7.26 Cz2 114.8
Hz2 7.51 Ce2 139.0

Cd2 129.6
Tyr
H 8.26 C 176.7 N 120.9
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In particular, it has been found that the 1H-NMR chemical shift of the a-proton of
all amino acids experiences an upfield shift (with respect to the random coil value)
when in a helical conformation [9, 25] and a comparable downfield shift when in an
extended conformation [9]. Conversely, side-chain chemical diversity is reflected in
NMR spectra, where 1HJ-coupling gives rise to different spectral patterns, typical of
different spin systems. A spin system is a group of spins that are connected through
scalar (through-bond) spin–spin coupling. In biological molecules this coupling is
usually observed for nonlabile protons separated by three or less covalent bonds. For
such reason,most amino acids, with only five exceptions, show a unique spin system
in which all nuclei are correlated.

Thefive exceptions are the aromatic side-chains and that ofmethionine. In the case
of amino acids with an aromatic side-chain (Y, W, H, and F), the spin systems are
neatly separated in two halves because their aromatic rings are not magnetically
connected to the aCH–bCH2 segment. Similarly, in the case of methionine (M), the
eCH3 is separated from the aCH–bCH2–cCH2 segment by a sulfur atom that
prevents efficient transmission via bonding electrons.

The spin systempattern is a property retained by amino acids in spectra of peptides
and proteins (the peptide linkage keeps protons of chained residues more than three
bonds apart), whereas chemical shifts are influenced by secondary and tertiary
structure (spatial folding) and deviate from random coil values. Spin systems are
easily revealed by correlation spectroscopy (COSY) or total correlation spectroscopy
(TOCSY) types of two-dimensional spectra as cross-peak connectivities between
resonances (Figure 3.1). Spin systems are, indeed, at the basis of amino acid
identification and resonance assignment for polypeptides, as described below, and
are usually described in terms of the classical notation of JohnA. Pople or graphically,
as illustrated in Figure 3.2.

Table 3.2 (Continued)

Ha 4.58 Ca 58.3
Hb2 3.09 Cb 38.9
Hb3 2.97 Cc 130.8
Hd1 7.15 Cd1 133.3
He1 6.86 Ce1 118.3
He2 6.86 Cz 157.5
Hd2 7.15 Ce2 118.3

Cd2 133.3
Val
H 8.16 C 177.0 N 119.3
Ha 4.16 Ca 62.6
Hb 2.11 Cb 32.8
Hc1 0.96 Cc1 21.1
Hc2 0.96 Cc2 20.3

Amino acids are reported as three-letter code and side-chain atoms are labeled with classical
numbering based on Greek letters.
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3.2.5
Labile Protons

Amino acids carry protons exchangeable with the solvent, referred to as labile
protons. Their intrinsic exchange rate is characteristically modulated by pH and
temperature. Such behavior is well illustrated by the graphical representation of the
simulated pH dependence of the intrinsic exchange rate (Kintr), as reported by
Wagner and W€uthrich [26].

As increasing the exchange rate increases the line broadening, signal
observation of labile protons is feasible only if the exchange rate is slow on the
NMR timescale. Practically, on high field spectrometers, an exchange rate
smaller than 103min�1 is necessary for proton observation. Thus, only the intrinsic
exchange rates of the labile protons of side-chains of R, K, N, Q, W, and backbone
amides allow for signal observation and only in the slightly acidic pH range. The pH
range 3–5 is ideal to achieve best experimental results, but it is not always consistent
with the mimic of reasonable biological environments. It is also clear that, for an
isolated amino acid, as well as for the N- or C-terminal residues of a polypeptide
chain, the amino and the acidic protons are not observable due to the fast
exchange rate over all the pH range. However, the exchange rate of labile
protons is largely influenced by spatial folding (due to hydrogen bonding, solvent
exclusion), thus it plays important roles in the study of peptides and proteins. See
Figure 3.3.

Figure 3.1 Spin system patterns as observed
in TOCSYspectra (400MHz). (a) Spin systemof
glutamine: here all proton resonances
(on-diagonal) are connected to each other
by cross-peaks (off-diagonal), due to the
fact that each pair is no more than three bonds

apart. (b) TOCSY spectrum of a tyrosine:
aliphatic (a and b) and aromatic (d and e)
on-diagonal resonances show cross-peaks
forming two distinct spin systems because
of their protons being more than three
bonds apart.
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Figure 3.2 Schematic patterns of the spin
systems for nonlabile protons of the 20 amino
acids. Filled circles represent proton
resonances at their relative chemical shift;
open circles represent J-coupled resonances
cross-peaks pattern for three-bond connections
as expected to be observed in TOCSY type
spectra. The insets report the spin system type

in the Pople notation, with the letter
representing the highest field resonance
preceding the others in the alphabet;
neighboring letters in the alphabet represent
nuclei with strong coupling, while non-
neighboring letters represent weak
coupling; a group of n equivalent spins is
represented as An.
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3.2.6
Contemporary Relevance: Metabolomics

The growing field called �metabolomics� detects and quantifies the low-molecular-
weight molecules, known as metabolites (constituents of the metabolome),
produced by active, living cells under different conditions and times in their life
cycles. The words �metabolomics� and �metabonomics� are often used interchange-
ably, although a consensus is beginning to develop as to the specificmeaning of each.
The goals of metabolomics are to catalog and quantify the myriad small molecules
found in biological fluids under different conditions. Metabonomics is the study of
how the metabolic profile of a complex biological system changes in response to
stresses like disease, toxic exposure, or dietary change. NMR is playing an important
role in metabolomics because of its ability to observe mixtures of small molecules in

Figure 3.3 NMR 1H one-dimensional spectra of an aspartyl residue acquired at 90 (a) and
400MHz (b). Signal resolution improvement in (b) is apparent.
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living cells or in cell extracts with little or no pretreatment of the samples. NMR
and mass spectrometry are the two most often used analytical methods for
metabolite profiling because of their high resolution and rich data content. Although
mass spectrometry is the more sensitive technique, NMR provides broad coverage
of the metabolome by detecting all of the metabolites present in the biofluid
simultaneously, with excellent reproducibility and only limited sample pretreat-
ment [27–31].

Since amino acids are important metabolites present in several biological fluids,
they are one of the subjects of NMR metabolomics. For example, several of the
inborn errors of metabolism are associated with the accumulation of amino acids as
metabolites in serum and urine. 1H-NMR studies on urinary excretion of diagnostic
amino acids such as phenylalanine in phenylketonuria, branched chain amino
acids (leucine, valine, isoleucine) in maple syrup urine disease, N-acetyl aspartic
acid inCanavan disease, and tyrosine andN-acetyl tyrosine in tyrosinemia type I have
been reported [32, 33]. Figure 3.4 shows a typical NMR spectrum of a full-term
normal newborn urine where, among many other metabolites, amino acids can
be observed. It must be reported that metabolomics analysis of NMR spectra does
usually imply use of a complex statistical approach in place of direct signal
observation.

3.3
Peptides

3.3.1
Historical Significance

NMR of peptides played an important role during the first years of structural
biology. When assignment of protein resonances could rely only on basic homonu-
clear bidimensional experiments it was important to have, as guidelines, typical
correlation spectra of each amino acid residue and tables of characteristic chemical
shifts (see previous section). This approach is well illustrated in the book of K.
W€uthrich [4] that shows the essential points of the protocol ever since followed by all
NMR structural biologists in the determination of protein structure. As discussed
above, while the patterns of side-chains (dictated by coupling constants) could
be transferred directly from spectra of simple amino acids to those of proteins, in
the case of chemical shifts it was necessary to resort to small peptides to mimic
the changes brought about by the presence of next neighbors in the polypeptide
chain. The use of the chemical shift, as an aid in protein structure determination, was
more or less put aside in subsequent years when powerful multidimensional
heteronuclear experiments were introduced at a very high pace, but has been
resumed in the last 15 years in various forms, although it is more convenient
nowadays to use chemical shift data extracted from protein spectra rather than resort
to model peptides [34].
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3.3.2
Oligopeptides as Models for Conformational Transitions in Proteins

Polypeptides and oligopeptides, usually of uniform composition (i.e., made of a
single type of residue), have been extensively studied in the past to understand basic
structural aspects of biopolymers. Model peptides were used mainly to study
conformations that characterize the secondary structure of proteins, particularly
the tendency, in small sequences, to assume the a-helix and b-sheet conformations,
regarded as �building blocks� of proteins. Model polyamino acids were mainly used
to study cooperative phenomena, in particular conformational transitions such as the

Figure 3.4 NMR 1H spectrum at 400MHz of
the urine of a full-term normal newborn.
Resonances from amino acids are labeled by
the single-letter code of the amino acid
residue; other assigned resonances are

simply labeled by an asterisk. Taurine is
also indicated, because although strictly
speaking not an amino acid, it is often
called in scientific literature. (Adapted
from [32].)
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helix ! coil transition. It is probably worth noting that polypeptides composed of a
single amino acid residue are better discussed here rather than in Section 3.4 on
�Proteins� since, like small peptides, they differ from proteinsmainly by the inability
to sustain self standing structures. Most of the studies on synthetic polyamino acids
were performed bymeans of optical spectroscopies, but there is an interesting group
of NMR studies.

Most of the polyamino acids used to study helix ! coil transitions were hydro-
phobic, because water-soluble polyamino acids have very little tendency to assume
nonrandom conformations. Thus, polyamino acids studied to observe the transition
were either those built using residues with natural hydrophobic side-chains or those
with hydrophilic side-chains modified to become hydrophobic (e.g., by esterification
of the carboxyl groups of glutamic acids). Helicity was favored by dissolving the
hydrophobic polyamino acids in suitable organic solvents [35] and the transition to
random coil was induced by additions of small percentages of strong acids. In all
cases the a-helical resonance was found centered around 4.1 ppm and moved
downfield by about 0.4 ppm upon addition of the helix breaker cosolvent.

The phenomenon of interconverting resonances attributable to helical and ran-
dom coil conformations was observed for the first time by J. Ferretti [36],
who considered the two limiting positions as typical of a-helix and random coil
conformations. Although this interpretation was prevailing it was not unchal-
lenged [37–40], particularly because, in some samples, the aCH and NH resonances
give rise to double rather than single peaks [41, 42]. Bradbury et al. [25] showed
convincingly that the assignment of resonances to helix and random coil conforma-
tions was genuine, whereas the occasional observation of noninterconverting double
peaks can be explained with the polydispersity of the synthetic polymers [43]. The
possibility of a major role of protonation in the helix ! coil transition [41, 42] was
also ruled out by the observation that dimethylsulfoxide (DMSO), a helix breakerwith
no labile protons, behaves like strong acids [35]. The detection of characteristic peaks
for the two conformations of the aCH resonance also in 13C spectra confirmed the
generality of the phenomenon [44].

One of the first questions addressed in studies of model peptides was whether it
is possible to determine aminimum length (necessary and sufficient) for an isolated
a-helix. Most of the studies on synthetic peptide oligomers originated in the
laboratory of M. Goodman, who pioneered the synthetic methods to produce many
different peptide oligomers. A paper by Temussi and Goodman on a small family of
synthetic oligopeptides is paradigmatic of this type of approach and represents a sort
of �swan song� of continuous-wave NMR applications to peptides, just before the
advent of modern pulse spectrometers [45]. This paper dealt with NMR studies of
oligomers of benzyloxycarbonyl-c-ethyl glutamate in mixtures of chloroform and
trifluoroacetic acid. Titration of the chloroform solutions of oligopeptides with
trifluoroacetic acid showed that some of the NH resonances are involved in strong
intramolecular hydrogen bonds, a clear indication of a seeding for helical structure,
a sort of �nascent helix.� The nature of these observations was strongly backed by
the fact that structuring becomes increasingly clear in going from the tetramer to
the heptamer.
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Although it is difficult to observe very stable short helices in water, it is often
possible to detect the tendency to become helical: the concept of a nascent helix was
introduced explicitly by P. Wright and J. Dyson in an extensive NMR study of
immunogenic peptides [46, 47]. The stability of short isolated helices forms the basis
for hierarchical models of protein folding [48].

Contrary to studies on the helix ! coil transition, that were very popular in
the 1970s but have been superseded by the vast literature on actual proteins, studies
of model peptides, regarded as indicative of small isolated building blocks of
proteins (the a-helix and the b-sheet), have attracted much attention also in recent
years, mainly because of their relevance for protein folding. Prominent among
studies on isolated b-sheets are the NMR investigations performed by L. Serrano and
his group. These researchers showed by NMR that a 16-residue peptide, correspond-
ing to the second b-hairpin of the B1 domain of protein G, assumed a b-hairpin
conformation when dissolved in water [49]. Such a finding hinted at the possible
relevance of b structural elements in the early steps of protein folding. Even more
spectacular was the design of a 20-residue peptide (named Betanova) that can exist as
a triple-stranded b-sheet [50]. It is very unfortunate that the authors had to partially
retract this work, by admitting that the population of Betanovawas overestimated [51]
after Hilario and Keiderling [52] showed that the data had been overinterpreted. In
fact, according to Kuznetsov et al. [53] the amount of b-sheet in Betanova is
vanishingly small. However, these authors were able to describe authentic cases of
small peptides capable of assuming isolated b-sheet conformation. All of these cases
require the insertion in the sequence of nonproteic residues to strengthen the
conformational tendency [54].

3.3.3
Bioactive Peptides

It is nowwell known that natural peptides have a huge variety of biological functions,
mainly as hormones or signaling molecules. To quote just a few of the most
important bioactive peptides, it is sufficient to recall opioids, antibiotics, immunos-
timulants, calcitonins, tachykinins, and vasoactive intestinal peptides. The interest in
bioactive peptides was ignited in 1975 by the discovery of enkephalin [55]: the
importance of this discovery prompted a very large number of studies whose goal
was to find new bioactive peptides, soon identified as ideal lead compounds for
drug design. In turn, there was also a parallel bloom of conformational studies on
opioid peptides and onmany other bioactive peptides. The goal of these studieswas to
find the so-called bioactive conformation of the peptides (i.e., the conformation
adopted by the peptides inside their receptor). Given that most bioactive peptides
interact with important receptors, this search was motivated by the hope of
modifying the structure of the peptides to obtain useful drugs. The main drawback
of peptides as drugs, apart from the possible difficulty in their production, is their
extreme sensitivity to proteolytic enzymes. The modifications ranged from simple
substitutions of natural residues with other natural residues, aimed at increasing
their activity, to the incorporation of non-natural residues, aimed at increasing their
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resistance to proteolysis, up to synthesizing peptidomimetic compounds. In spite of
the enormous number of conformational studies of bioactive peptides, the attempts
to find �bioactive� conformations essentially failed, because small peptides rarely
adopt a well-defined conformation in solution and, moreover, their bioactive con-
formation is adopted only in the unique environment of the active site of the receptor.
The search for the bioactive conformation has been aptly defined �an elusive
goal� [56]. Notwithstanding this, these studies have yieldedmany interesting results,
mainly on the conformational tendencies of peptides. Several ingenious ways have
been devised to circumvent the intrinsic difficulties originating from conformational
flexibility. Probably, the most important one is the choice of the right media, but
combinations of experimental approaches and theoretical calculations also play a
relevant role.

3.3.4
Choice of the Solvent

Among the first NMR studies dealing with the conformation of bioactive peptides
are probably two papers describing the solution structure of enkephalins, soon
after their discovery [57, 58]. These studies, as most early structural studies on
bioactive peptides, were performed in aqueous solutions and were largely based
on the assumption that observable NMR parameters reflected the structure of a
single conformer. This assumption may be true for peptides dissolved in some
peculiar environment, but it is certainly not true in water. In fact, all linear peptides
of short sequence are too flexible to assume a single structure, or even a limited
number of conformations, in aqueous solution [59]. The conformational flexibility
of linear peptides is reflected by NMR parameters: typically, NH chemical shifts
are all close to those of random coil conformations and JNHCaH scalar couplings
are distributed around the average value of 6.5Hz, also typical of random coil
conformations. Evenmore important, when studying small peptides in solution, it is
impossible to observe diagnostic NOEs. Apart from sequential and a few intraresidue
ones, no medium- or long-range NOEs are observed in spectra of small linear
peptides. This difficulty originates in part from the intrinsic flexibility of small
peptides and in part from the sheer size of these molecules, corresponding to very
short rotational correlation times. The latter problem found a solution with the
introduction of the rotational nuclear Overhauser effect spectroscopy (ROESY)
experiment [60], that circumvents problems connected to unfavorable correlation
times, allowing the measurement of a larger number of nuclear Overhauser effects.
However, it was soon found that in small peptides observable ROEs are still of low
diagnostic value.

One of the first observations of diagnostic NOEs in the spectra of small peptides
was reported in a study of enkephalins at low temperatures, in solvents of elevated
viscosity [61, 62]. The experimental observation that it is possible to induce NOEs
emphasizes the importance of the environment in changing the conformational state
of the peptide, but it also raises the question whether it is meaningful, from a
biological point of view, to search for any environment that favors the existence of
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stable conformers. In principle, finding a suitable structuring environment is not too
different from finding the right crystallization conditions for X-ray diffraction
studies. However, the main goal of conformational investigations on bioactive
peptides is not to find the best structuring conditions per se but to study peptides
in biologically relevant environments. Bioactive peptides can be found in several
biological environments that can be grouped in three categories: transport fluids,
membranes and receptor�s active sites. The big question in solution studies of small
peptides is whether we can simulate biological environments and, possibly, get
diagnostic NMR parameters at the same time.

3.3.4.1 Transport Fluids
All transport fluids of course are essentially aqueous solutions containing a wide
range of solutes, which differ in different biological environments. Small peptides
are essentially disordered in water and this fact was well documented by all attempts
tomeasure NOEs in peptide solutions in the decade 1976–1986. It came as a surprise
when Gupta et al. [63] reported the observation of large NOEs among aromatic
protons of Tyr1 and Phe4 of enkephalin in water, although these effects were not
accompanied by any other parameter indicating a stable structure. This claim was
only a false-positive, due to a trivial technical error, but it stimulated the search for the
right conditions leading to measurable NOEs.

Motta et al. were able to show that in a mixture of DMSO and water it was indeed
possible to observe both intra- and inter-residue NOEs [61, 62]. Aqueous solutions
containing variable amounts of DMSO have been dubbed cryoprotective mixtures
(cryomixtures), along with other mixtures of water and hydrophilic organic solvents
(e.g., alcohols and dimethylformamide) employed in numerous biochemical and
crystallographic studies on proteins [64]. They were shown to be fully biocompatible,
and their ability to protect or even induce structure on peptides and proteins is akin to
that of osmolytes – protective solutions found in many organisms living in extreme
conditions [65, 66]. Cryomixtures can be used in a wide range of temperatures and, at
a given low temperature, theymay have a dielectric constant identical to that of water
at room temperature. This unique feature makes them possible candidates for a
mimic of transport fluids. From the viewpoint of structure determination of small
peptides, the main effect of cryomixtures is to change the correlation time of the
solutes, owing to their slower motion in a viscous medium, allowing the measure-
ment of NOEs. This technical aspect is reminiscent of the use of the ROESY
experiment, instead of the NOESY. Figure 3.5 shows the rich NOESY of dynorphin
A at low temperature in a DMSO/water cryomixture [67].

However, the action of cryomixtures is not limited to the influence of viscosity on
NMR parameters, but can be likened to a �conformational sieve,� because high
viscosities can favor folded (more compact) conformers over disordered ones [68]. It
had been pointed out that the interaction of nanomolar solutions of disordered
bioactive peptides with their receptors amounts to overcoming an entropic barrier,
because the dilution of the bioactive conformation into a very large number of
disordered conformations lowers the effective concentrations even further [69].
Temussi et al. postulated that the viscosity of these fluids contributes, in addition
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to the membrane catalysis proposed by Schwyzer [69], to overcoming the entropic
barrier to the transition state of peptide–receptor interaction, by selecting ordered
conformations prior to receptor interaction. A further point of interest, in the use of
these media, comes from the fact that, contrary to the dilute aqueous solutions
generally employed in NMR studies, they have a viscosity close to that of cytoplasm.
Viscosities of cytoplasm range from 5 to 30 cP [70] andmay play an important role in
cell communication processes [71].

Many bioactive peptides exert their action at synapses. After being excreted at
the presynaptic cell, in order to reach receptors located on the postsynaptic
membrane they have to cross a narrow cleft (100–300A

�
) occupied by the intersynaptic

fluid – an aqueous solution whose viscosity can be even higher than that of
cytoplasm, because of the ordering effect of membrane heads and of unstirred layer
phenomena [72]. Figure 3.6 shows a cartoon of a hypothetical synaptic cleft: it can be
surmised that the narrow cleft may have very high local viscosity. The use of
cryomixtures, with viscosities mimicking that of the synaptic cleft, yielded the
measurement of the first NOEs of enkephalins, that, in turn, allowed sophisticated
calculations on the composition of conformers in equilibrium [133].

Figure 3.5 Partial NOESY spectrum of dynorphin A at 278 K in DMSO/water (80 : 20, v/v).
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3.3.4.2 Membranes
Nearly all receptors of bioactive peptides are membrane receptors (e.g., the seven
transmembrane helices of G-protein-coupled receptors of opioids). Although recep-
tors terminals face the outer environment, the contiguity of membranes explains, in
part, the interest in the study of the conformational preferences of bioactive peptides
in media similar to the membrane environment. Among the media generally
employed to mimic inner membrane environment, the most popular ones are
probably aqueous micellar solutions. Many of the older studies are in micelles of
sodium dodecylsulfate (SDS) – a detergent that is easy to find in perdeuterated
form [73–76]. There are also several studies inmicelles of phospholipids [77–87]. It is
difficult to assess the biological relevance of these studies, because most bioactive
peptides do not cross the lipidic phase of the membranes when interacting with
the receptors. The only aspect that the inside of micelles has in common with the
receptors is the fact that the cavities of receptors active sites are generally apolar.

An obvious application of media mimicking membranes interior is the study of
peptides naturally found in membranes. Although short peptides are not normally
found in naturalmembranes,many synthetic peptides derived from transmembrane
helices have been studied.

Numerous studies in membrane-mimetic solvents demonstrated that peptides
corresponding to single transmembrane helices of bacteriorhodopsin [88–93],
rhodopsin [94–98], Ste2p, the a-factor receptor [96, 99–104], and the adenosine
A2 receptor [105, 106] do assume a helical conformation in vitro. A very accurate high-
resolution NMR study on an 80-residue fragment of the yeast a-factor receptor Ste2p
(G31–T110) showed that it is possible to observe even a specific tertiary structure if
the peptide contains more than one transmembrane domain [107]. This fragment,
containing a short stretch of the N-terminus, TM domain 1, the first intracellular
loop, TM domain 2, and a short stretch of the first extracellular loop, was biosynthe-
sized with [15N], [15N,13C], and [15N,13C,2H] uniform isotope labeling. These

Figure 3.6 Cartoon of a synaptic cleft.
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and additional specific labeling led to a nearly complete assignment of backbone and
side-chain resonances in 1-palmitoyl-2-hydroxy-sn-glycero-3-[phospho-rac-(1-glycer-
ol)] micelles. The conformation, determined without introducing any artificial
restraints, shows a well-defined secondary and a few interhelical contacts consistent
with the fact that the protein is folded in micelles into a helical hairpin that splays
apart at the termini [107].

Another natural application of membrane-mimetic media is that of antimicrobial
peptides (AMP), particularly cationic AMPs. Naturally occurring AMPs differ in size
(ranging from 10 to 50 residues), sequence, and three-dimensional structure, but
share net positive charge and amphipathicity [108]. Many of them adopt an a-helical
amphipathic structure in membrane-mimetic media, which is considered to be a
prerequisite for their lytic activity [109–111]. Members of the dermaseptin family,
isolated from the skin secretion of thePhyllomedusinae tree frogs, are among themost
studied antimicrobial peptides and represent a convenient subset of AMPs, from the
point of NMR solution studies.

Dermaseptins exert a lytic action on bacteria, protozoa, yeast, and filamentous
fungi at micromolar concentrations, but unlike polylysines, show little hemolytic
activity. Themechanism of action against bacteria is linked to the propensity of these
peptides to form amphipathic helices. However, it is not easy to understand the
capacity of dermaseptins to discriminate between mammalian and microbial cells.
NMR studies of dermaseptins have been very helpful in all attempts to build a
consensus model for their action, although the relationship between the three-
dimensional structure of the membrane bound dermaseptins and the proposed
mechanisms ofmembrane-perturbing action remains controversial. NMR studies in
trifluoroethanol (TFE)/water mixture or SDS micelles showed that dermaseptin B2
adopts different a-helical structures depending on the environment [112]. On the
other hand, dermaseptin S3 does not adopt a stable a-helical structure in TFE/water,
but has several turn-like regions, typical of a nascent helix [113]. Dermaseptin S4,
characterized by weak antibacterial activity, but strong hemolytic and antiprotozoan
effects, is so highly aggregated in aqueous solution that it prevents detailed NMR
analysis [114].

The isolation of dermaseptin DS 01, a new dermaseptin from the skin
secretion of Phyllomedusa oreades, has posed an interesting problem related to the
structure–activity relationship of this class of antimicrobial peptides. DS 01 seems
to share properties of the two classes (S and B): it is active against bacteria
without substantial hemolytic activity (like dermaseptins S), but it is also active
against higher microorganisms (like dermaseptins B) [111]. Castiglione-Morelli
et al. [111] undertook a detailed structural characterization of DS 01 in media
that mimic the membrane environment, both in the lipid phase (mixtures of TFE
and water) and on themembrane surface (SDSmicelles). They found that DS 01 has
a high tendency to assume a helical conformation in both environments and
concluded that the ability of DS 01 to interact also with the membrane of protozoa
is probably linked to the high helical propensity of its sequence, whereas the lack
of hemolytic activity is probably due to the presence of an uncharged residue in the
fifth position.
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3.3.4.3 Receptor Cavities
In general, receptor active sites are apolar cavities, with one or few charged
groups to anchor the agonists. For instance, in the case of opioids, the active site
is a largely hydrophobic cavity, lined by the several aromatic side-chains hosting a
negatively chargedmoiety interacting with the basic site common to all opioids, both
peptidic or alkaloidic ([115] and references therein). A large number of NMR studies
in alcohols or in aqueous alcoholic mixtures of different bioactive peptides were
performed with the idea of reproducing, at least in part, the apolar environment
of receptors active sites [86, 87, 116–119]. Alcohols per se are not apolar molecules,
but their radicals are typical hydrocarbon moieties and, as such, can mimic the
apolar walls of the active site by presenting an apolar face to the peptides. For
instance, according to Rajan et al. [119], mixtures of water and fluorinated alcohols
(e.g., hexafluoroacetone hydrate (HFA)), can surround the helix with a sort of
�Teflon coating.�

Most bioactive peptides are so intrinsically flexible that even in alcohol/water
mixtures they are completely random, but these environments proved very useful in
the case of some longer bioactive peptides, such as human b-endorphin – a peptide
composed of 31 residues, with an N terminal part coincident with the sequence
of Leu-enkephalin. It was shown that this peptide has very little tendency to
assume an ordered structure in water but a strong tendency to assume a helical
structure in its address domain (from P13 to Y27) in mixtures of water and alcohols
(see Section 3.3.6.2).

The random coil conformation the N-terminal part of endorphin (YGGFL) is
consistent with the many unsuccessful attempts to observe structured enkephalins,
but it is at variancewith the behavior of the similar sequence (YGGFM) present in the
C-terminal part of enkelytin – an antibiotic peptide [120]. Although coming from
proenkephalin A, a precursor of enkephalin, enkelytin has not opioid but antibiotic
activity. An NMR study showed that synthetic PEAP-209–237 is unstructured in
water, but folds into a largely helical conformation in TFE/water [121]. As observed by
these authors, theirs is the first observation of a helical structure for the sequence of
enkephalin. It is interesting that the ability to assume an ordered conformation is
paralleled by the absence of any binding (of enkelytin) to opioid receptors. It is
possible to hypothesize that theN-terminal charge is essential both for binding and to
prevent helicity.

Another interesting application of this type of solvent was the attempt to validate a
possible mechanism of secretion of Chaperonin 10 (Cpn10) from Mycobacterium
tuberculosis. Cpn10 is secreted outside the live bacillus, and accumulates both in the
bacterial wall and in the matrix of the phagosomes [122]. Although the N-terminal
portion of the Cpn10 was, indeed, identified as possessing an amphiphilic helical
character, available crystallographic structures of Cpn10 oligomers showed no
a-helices.

To understand, on a structural basis, whether any conformational changes might
take place when the protein interacts with the cytosolic membrane phospholipids or
goes through the highly hydrophobic interior of the mycobacterium cytosolic
membrane, the solution structure of a synthetic peptide reproducing the 1–25
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fragment ofCpn10was studied byNMRunder conditions of reduced solvent polarity.
Indeed, while the peptide Cpn101–25 was shown not to be structured in water, in 95%
methanol and 50% HFA, the segment encompassing residues 5–16 showed a well
structured a-helix (Figure 3.7). The NMR data collected in 50%HFA showed that, in
the absence of intersubunit interactions, a structural transition from b-strand to
a-helix does occur in the N-terminal region of the monomeric protein and that the
stability of these helices increases as the hydrophobic or acidic environments
increase.

As in the case of endorphin, it might be argued that the structural transition
observed for the Cpn10 N-terminal region ofM. tuberculosis can be attributed to the
a-helical stabilizing effects of fluorinated solvents such as TFE, but experimental
evidence from several peptides show that regions without helical propensity do not
form helices even in 100% TFE.

It is difficult to judge whether the environment seen by peptides when dissolved in
hydroalcoholicmixtures is truly apolar, because alcohols are not apolarmolecules.On
the other hand, it is not possible to study peptides in truly apolar solvents since they
are not soluble enough for most spectroscopic techniques. Solubility is precluded by
the presence, on peptides, of charged groups that is essential, in general, for an
interaction with the receptor [124].

A possible way to circumvent this difficulty was proposed by Temussi et al. [125].
It was shown that complexation of the -NH3

þ group of enkephalin amides with a
crown ether allows dissolution of the complex in truly apolar solvents at concentra-
tions consistentwith spectroscopicmeasurements. The binding of the charged group
to the ether can be likened to the binding of the same group to the anionic subsite of
the receptor, whereas the apolar solvent can play the role of the hydrophobic cavity.
Figure 3.8 shows a schematic model of the complex between Leu-enkephalin amide
and a crown ether. The improvement of the NMR spectrum in CDCl3, as a crown
ether complex, with respect to that of the free amide in DMSO (Figure 3.9), is indeed
spectacular.

These experimental conditions favor folded conformations of the family ofb-turns,
but in the case of enkephalin there is still toomuch residual flexibility to determine a
precise structure [125–127].

Figure 3.7 Solution structure of Cpn101–25 in a 50%HFA aqueousmixture (the a-helix is shown in
dark grey [119]). (Image produced with MOLMOL [123].)
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Figure 3.8 Schematic model of the complex between Leu-enkephalin amide and a crown ether.
Carbons are represented asopenballs, oxygens as gray balls, andnitrogens as black balls. Thedotted
lines connect the ammonium group of Leu-enkephalin amide with three oxygens of the ether.

Figure 3.9 Comparison of the one-dimensional spectra of Leu-enkephalin amide in DMSO and in
CDCl3 (as a complex with a crown ether). The relative ranges of NH resonances are boxed.
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3.3.5
Ensemble Calculations

In the case of flexiblemolecules, the analysis of NMRdata can be greatly facilitated by
combination with ensemble calculations. Themain difficulty in the determination of
a three-dimensional structure of small peptides stems from the fact that experimen-
tallymeasuredNOE intensities donot originate froma single structure, but represent
averages over individual contributions. Therefore, procedures routinely employed in
the determination of protein structure by NMR, require specific adaptations for
peptides. Mierke et al. [128] modified standard restrained molecular dynamics
(RMD) calculations, using pseudo potentials based on NMR data, and time averaged
restraints. Br€uschweiler et al. [129] set up a procedure, dubbed MEDUSA, to
compensate for the fact that, in an ensemble of conformations, individual conforma-
tionsmight violate some of theNOE distance restraints. In their calculations, pairs of
exchanging conformationswere considered and then the best combinations in terms
of structural similarity were delineated [129]. Several alternativemethods of different
levels of sophistication for analyzing NMR parameters of small peptides have been
proposed by several other groups, notably Cicero et al. [130] and Bonvin and
Br€unger [129]. These methods basically generate a set of more or less reliable
conformations using currently available force fields and then select conformations
only if their energies are below an arbitrary threshold, and at the same time have
significantly different topologies and are consistent with a subset of the NMR
restraints. The main disadvantage of these methods is that the selection of the
conformations is essentially arbitrary, implying that the populations become fitting
parameters, rather than thermodynamic variables. To overcome this difficulty,
Meirovitch et al. [132–135] developed a statisticalmechanicsmethodology for treating
flexibility and used it to analyze NMR data. The first step of this methodology is also
based on an extensive conformational search using the local torsional deformation
method for identifying a large number of the low energy structures not more than
2–3 kcal above the global energy minimum. Comparison of these structures allows
clustering into a subset of significantly different structures. Each of these structures
then becomes a seed for a canonical Monte Carlo calculation that spans its vicinity in
multidimensional space. The free energy of the corresponding sample is calculated
with the local states method from which the relative populations of these regions
(microstates) are obtained. This methodology was applied initially to the linear
peptide Leu-enkephalin (H-Tyr-Gly-Gly-Phe-Leu-OH) described by the potential
energy function ECEPP [136].

3.3.6
Selected Examples from the Major Fields of Bioactive Peptides

3.3.6.1 Aspartame
L-Aspartyl-phenylalanine methyl ester (dubbed aspartame) was the first sweet dipep-
tide, discovered by serendipity in the 1960s [137]. Its solution structure was
particularly difficult to determine, not only because of the predictable flexibility, but
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also because it is not likely to observe diagnostic NMR parameters from a molecule
composed by only two residues. The approach of Lelj et al. [138] was a combination of
NMR measurements and exhaustive molecular mechanics calculations explicitly
used to interpret the NMR data. This approach was an absolute novelty in the early
1960s, particularly because it included an explicit attempt to account for conforma-
tional equilibria via an estimation of entropic contributions.

In turn, the combination of the solution structure of aspartame [138] with several
observations on more rigid compounds, led to a detailed quasiplanar model of the
active site of the sweet receptor. Themain features of this model can be summarized
as follows: (i) the active site of the receptor is a flat cavity with one side partially
accessible even during the interaction with the agonist, (ii) the lower part of the cavity
hosts the AH-B entity complementary to that of the sweet molecule, and (iii) the
upper part is hydrophobic and plays an important role in the case of very active
sweeteners. This is often referred to as the �Temussi model� [139, 140].

3.3.6.2 Opioids
The conformation of endogenous opioids has been studied extensively since the
discovery of enkephalins, in the hope of finding a perfect analgesic, but these studies
have proven very difficult. Structural studies of small peptides in general are
hampered by their intrinsic flexibility and opioid peptides are no exception.

Ideally, a direct structural study of the complex between a peptide and its receptor
should yield the bioactive conformation, but such a study is not possible since opioid
receptors are large membrane proteins, difficult to study by standard structural
techniques. Thus, in spite of their intrinsic limitations, conformational studies of
opioid peptides are still important for drug design and also for indirect receptor
mapping.

Solution studies of opioid peptides are somany that it is not possible to describe in
detail all or even a substantial part of them. It is instructive to consider the study of
one of them, b-endorphin. The N-terminal part of human b-endorphin, a 31mer
peptide, coincides with the sequence of enkephalin. b-Endorphin as a whole has very
little tendency to assume an ordered structure in water but its C-terminal domain
(fromP13 to Y27) has a strong tendency to assume ahelical structure in hydroalcoholic
mixtures, particularly when the alcohol is a fluoroalcohol (Figure 3.10).

Therefore, the structure of b-endorphin represents also an interesting example of
the role played by sequence, even in very strong helix-inducing media [139]. In turn,
the nature and location of the secondary structure elementsmay reveal something of
the function of each segment. In the case of b-endorphin, the fact that the initial 12
amino acids do not show any tendency to go helical even in a strong helix-inducing
solvent like HFA/water (50 : 50 v/v) hints that the N-terminal message domain must
remain very flexible to favor an induced fit interaction with the receptor active site,
whereas the regular helical structure of the C-terminal domain may be well suited to
interact with stable elements of secondary structure of the apolar cavity of the seven
transmembrane helices receptor. Saviano et al. [141] hypothesized a �two-point�
attachment involving an interaction of the helical part of b-endorphin (the address
domain) with either an extracellular loop or with one or more of the transmembrane
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helices and the (triggering) interaction of the message domain (YGGF) with the
receptor subsite common to all opioid receptors [141].

3.3.6.3 Transmembrane Helices
Among the many synthetic peptides derived from transmembrane helices a special
case is that of Ab(1–42), the peptide involved in the formation of amyloid plaques of
people affected by Alzheimer�s disease.

Plaques found in the brains of Alzheimer�s disease patients are built up by fibrils
derived from the aggregation of peptides known as b-amyloid (Ab), which have
sequences ranging from39 to 43 residues, themajor form found in plaques beingAb
(1–42). Ab peptides originate from cleavage of a common precursor called
amyloid precursor protein [142], a glycoprotein made of three parts: the extracellular
N-terminal region, a single hydrophobic transmembrane region, and the cytoplasmic
C-terminal domain. TheN-terminal region ofAb(1–42) derives from the extracellular

Figure 3.10 Comparison of the NOESY spectra of b-endorphin in two helix-promoting mixtures:
30 : 70 (v/v) TFE/water (top panel) and in 50% (v/v) HFA/water (bottom panel).
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domain of the precursor, whereas its C-terminal region derives from themembrane-
spanning domain [141]. Several NMR studies both on Ab(1–40) and Ab(1–42) in
different solvents mimicking the interface between aqueous and apolar phases have
been reported. Notably, in SDS micelles [144, 145] and in helix-promoting solvents
such as TFE/water mixtures [146].

These studies proved the presence of two helical regions, connected by a more
flexible and disordered link; however, there was no consensus on the length and
position of the helical stretches, nor on the structural features of the link region.

Crescenzi et al. [147] studied the structure of Ab-P(1–42) in several media that can
create apolar microenvironments mimicking the lipid phase of membranes. The
most detailed structure was obtained using aqueous mixtures of a fluorinated
alcohol, hexafluoroisopropanol. This structure is boomerang-shaped, with its second
helix (residues 28–38) corresponding to the transmembrane region of amyloid
precursor protein, in very good agreement with a theoretical model proposed for
membrane-bound Ab(1–40) [148]. A further point of interest of this structure is its
similarity with the structure of the fusion domain of influenza hemagglutinin
(HA_fd), determined in detergent micelles [149].

3.3.6.4 Cyclopeptides
Cyclization is one of the most used approaches to stabilize the structure of
flexible bioactive peptides and turn them into useful drugs. This approach is well
represented in nature where it is customary to find small cyclic peptides with
powerful biological activity. Prominent among naturally occurring cyclic peptides
are small, disulfide-rich peptide toxins found in venomous animals such as spiders,
scorpions, and mollusks [150–152]. The structure of these peptides is so stabilized
by the presence of two or more disulfide bridges that their NMR parameters can
be treated with standard NMR methods used to determine protein structure
(see Section 6.4).

A very interesting naturally occurring cyclic peptide that, in spite of cyclization
retains great conformational flexibility is cyclolinopeptide. Cyclolinopeptide A, a
cyclic nonapeptide of sequence cyclo(Pro-Pro-Phe-Phe-Leu-Ile-Ile-Leu-Val) present
in linseed, was one of the first peptides isolated fromnatural sources [153]. Soon after
its synthesis it was the object of several structural studies, motivated in part by the
hope of a rapid solution determination, favored by the cyclic nature and by the
presence of two Pro residues that ought to reduce the accessible conformational
space even further [154–156].

Unfortunately, the peptide proved as flexible as linear peptides. The solution
structure came many years later thanks to a unique feature of this peptide with
respect tomost natural peptides: it is soluble in apolar solvents. A study in chloroform
over a verywide temperature range showed that raising the temperature, with respect
to room temperature, leads only to a sharpening of the peaks resulting from an
average of the conformational ensemble, whereas cooling the sample to very low
temperature leads to the appearance of several new peaks. At 214K it is possible to
analyze theNMRdata in terms of a single conformerwhose parameters coincidewith
those of the solid-state structure [157].
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3.4
Proteins

3.4.1
An Alternative to or a Validation of Diffractometric Methods?

NMR is considered a valid alternative to diffraction methods for protein
structure determination, even if it is limited to systems of small size. In the early
days of NMR protein structure determination, when many crystallographers
were skeptical about the validity of the new method, the coincidence of NMR
and crystallographic results was considered a validation of the NMR method.
Gerhard Wagner [158] has aptly commented that the substantial agreement
between NMR and X-ray structures of a given protein should not be viewed as
a validation of NMR, but rather as a validation of X-ray methods because in solution
there are fewer interactions among molecules of the same species than in the
solid state.

In the 1960s, the application of NMR to structural problems of simple organic
molecules was already flourishing, but applications to systems of biological
interest were very rare, mainly because the simple mono-dimensional techniques
available at the time were inadequate to study molecules containing hundreds of
protons with closely spaced resonances and also because of the intrinsic poor
sensitivity of the technique. Twomajor innovations ofNMRspectroscopy, introduced
mainly by Richard Ernst, changed the field completely, allowing direct structural
studies of proteins. The first innovation was the use of Fourier transformation NMR
coupled to pulse spectrometers. This newway to recordNMRspectra allowed, among
other advantages, accumulations of several experiments and thus a great gain in
sensitivity. The second decisive innovation was the introduction of two-dimensional
NMR spectroscopy that, among other advantages, led to a dramatic increase in
resolution.

The first protein structures were published in the mid-1980s, mainly from the
laboratory of KurtW€uthrich. They were all very small proteins, typically of molecular
weight less than 10 kDa. The size limit was pushed up to 40 kDa when multidimen-
sional heteronuclear NMRmethods were developed and nowadays further technical
improvements, notably transverse relaxation-optimized spectroscopy (TROSY) and
RDC, coupled with sophisticated isotope enrichment schemes have pushed it even
further.

However, it is clear that size is an intrinsic limitation for NMR structure
determinations, but also that NMR can allow many investigations that are difficult
or altogether not allowed by diffraction methods.

3.4.2
Protein Spectra

Compared to those originating from peptides, spectra from proteins obviously
look much more crowded because, owing to the larger molecular size, resonances
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originating from many hundreds of nuclear spins overlap to such an extent that
one-dimensional spectra are utterly uninterpretable. Moreover, the slow diffusional
motion affects the spin relaxation significantly, leading to broader lines with
respect to those observed in the spectra of smaller molecules, thus increasing even
further the problem of signal overlapping. On the other hand, protein spectra
benefit from a larger dispersion of resonances with respect to the crowding around
random coil values, typical of small peptides, stemming naturally from the presence
of secondary and tertiary structures. Secondary structures, notably b structures,
cause a large spread of some resonances, particularly the diagnostically crucial NH
resonances. Folding into tertiary structure causes some peptide segments to be
excluded from contact with the solvent and favors the relocation in space of
other peptide segments in such a way that their nuclei experience many different
chemical microenvironments. The most common example of the latter is the �ring
current shift� experienced by nuclei located, due to folding, close to aromatic
rings. Protons lying above the ring plane experience a tiny paramagnetic field
that shifts the signal upfield [159]. The very presence of ring current shifted peaks
in a one-dimensional NMR spectrum of a protein can be taken as a clear indication of
correct folding. Having a large dispersion of chemical shifts induced by local
conformations is of great help for sequence specific identification of the most
abundant residues, because their resonances, though very similar, are differentially
shifted apart.

In addition, the spatial folding of proteins leads to other peculiarities of NMR
signals: due to a �protection� effect from the structure, the exchange rate of labile
protons can be several orders of magnitude slower than the intrinsic exchange rates,
making the corresponding resonance observable in NMR spectra under conditions
where they could not be seen in small compounds.

3.4.3
W€uthrich�s Protocol

The determination of protein structure by NMR is essentially based on a protocol
introduced by Kurt W€uthrich [160]. It can be summarized as follows.

i) Sample preparation, including isotope labeling.
ii) Recording one-, two-, three-, and (occasionally) four-dimensional NMR

spectra.
iii) Sequence-specific resonance assignments.
iv) Collection of the main conformational constraints:

a) chemical shifts (secondary structure information)

b) NOEs (providing proton–proton distances within 5A
�
)

c) RDCs (providing long-range distance information).

iv) Model building.
v) Structure refinement.
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3.4.3.1 Sample Preparation
Typical samples are generally made of about 0.3–0.5ml of protein solution in the
concentration range from 0.1 to 1mM. Although, occasionally, some proteins are
studied as extracted by traditional biochemical methods (i.e., with all their nuclei at
natural abundance), the great majority of proteins studied for structure determina-
tion are overexpressed in bacteria or other organisms using recombinant DNA
techniques and are routinely enriched with 15N, 13C, and/or 2H. Both 15N and 13C
have spin 1/2, thus making it possible to do more advanced experiments in which
these nuclei aremanipulated. After purification, the protein is dissolved in amedium
as close as possible to the native environment and inserted in the NMR spectrometer
inside a thin walled glass tube with a diameter of 5–3mm.

3.4.3.2 Recording NMR Spectra
As alreadymentioned, one of themain difficulties in NMR studies of proteins comes
from the superposition of signals. In principle each nucleus �sees� a distinct
chemical environment and thus has a distinct chemical shift, but the active nuclei
of proteins can be several thousand and their one-dimensional spectra look like
inextricable overlaps of thousands of resonances. The difficulty was overcome, in
most practical cases, by the introduction of multidimensional experiments, which
correlate the frequencies of distinct nuclei. Multinuclear NMR experiments used
in the determination of protein structures belong broadly to two categories – one in
which magnetization is transferred through chemical bonds, giving information
on the identity of nuclei (chemical shifts) and onewhere the transfer is through space,
giving information on conformational constraints.

Apart from the one-dimensional experiment, in the case of isotope-labeled
proteins, a quick check of the �health� of the protein sample can be made with a
two-dimensional heteronuclear single quantum correlation spectrum (HSQC).
Commonly, the heteronucleus is 15N and thus in a HSQC spectrum it is possible
to detect a cross-peak for each proton bound to a nitrogen. The 15N-HSQC is regarded
as the fingerprint of a protein: it allows evaluation of whether the number of peaks
corresponds to the number of residues and thus identify possible problems due to
multiple conformations or heterogeneity. Recent technical advances [161] allow
the recording of anHSQC of a protein in a few seconds, greatly helping to determine
the feasibility of subsequent longer and more elaborate experiments.

3.4.3.3 Sequential Assignment
A necessary, albeit not sufficient, step in protein structure determination by NMR is
the sequential assignment of most if not all resonances (i.e., associating a chemical
shift to each atom, for the backbone, and, possibly, for all side-chains). When only
unlabeled proteins were available, the procedure was painfully long and tedious.
It was necessary to use sequentially and recursively the information of correlation
spectroscopy (basically different types of COSYand TOCSY) and NOE spectroscopy
(nuclear Overhauser effect spectroscopy NOESY).

COSY and TOCSY experiments transfer magnetization through chemical
bonds (scalar coupling) between protons separated by three or less covalent bonds.
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Thus, in a homonuclear correlation spectroscopy, an a-proton transfers magneti-
zation to the b-protons and so forth for all protons connected by a continuous chain of
protons, as it is the case for amino acid side-chains. As already mentioned in
Section 3.2, the peptide linkage keeps protons of chained residues more than three
bonds apart, thus in 1H scalar spectroscopy protons of a given residue showonly their
own spin system. Eventually, these experiments allow the complete determination of
the spin systems corresponding to residue types. NOESY experiments, on the other
hand, transfermagnetization through space, showing cross-peaks for all protons that
are sufficiently close in space. Since neighboring residues are necessarily close in
space, it is possible to assign NOESY cross-peaks to pairs of protons belonging to
different spin systems and thus connect spin systems in a sequential order,
identifying peptide segments. When unique sequence segments are encountered,
an unambiguous sequence specific assignment is obtained. Such stretches of
assigned spin systems are then extended at both ends by iteration of many steps
of TOCSYandNOESYconnectivity analysis, aiming to cover the full protein sequence
with specific assignment.

Severe overlap between peaks limited the application of this homonuclear pro-
cedure to very small proteins. Use of heteronuclear scalar coupling has improved the
assignment process because transferring magnetization directly across peptide
bonds allows an easier observation of the connection of sequential spin systems
with respect to sequential NOE. Labeling a protein with 15N, but particularly with
both 13C and 15N facilitates sequential assignment to the extent that it can be
considered semiautomatic. The most obvious experiments, consisting basically of
15N-HSQC planes expanded along a carbon dimension, are called HNCO,
HNCACO, HNCA, HNCOCA, HNCACB, and CBCACONH.

HNCO and HNCA experiments have very similar pulse sequences, if one only
exchanges a-carbon pulses for carbonyl pulses. In the HNCO spectrum it is possible
to assign the carbonyl carbon shifts that correspond to each HSQC peak and to the
one previous to that one. The HNCA and HNCOCA work similarly; it is only
necessary to exchange the a-carbons for the carbonyls. The HNCACB and the
CBCACONH contain both the a-carbon and the b-carbon. This procedure is far
less ambiguous than the oldmethod based onCOSY–NOESYconnections.When the
sequential assignment is completed it is also possible to assign the side-chains
resonances using HCCH-TOCSY – an experiment similar to TOCSY resolved in an
additional carbon dimension.

3.4.3.4 Conformational Constraints

3.4.3.4.1 Chemical Shifts Since each chemical shift is uniquely determined by its
environment, both steric and electronic, it has always been tempting to use the
chemical shift data as the main or one of the main sources for structure determi-
nation. With the accumulation of structural data some methods have met consid-
erable success, particularly for the prediction of secondary structure. Several authors
have shown convincingly that the deviations of 13C chemical shifts of a-carbons and,
partially, even b-carbons, correlate well with a-helix or b-sheet conformations, the
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basic building blocks of all protein folds [17, 19]. Recently the group of Ad Bax has
proposed a more ambitious use of backbone chemical shifts. The program TALOS,
using a database containing 13C a, 13C b, 13C0 , 1H a, and 15N chemical shifts for a
large number of high-resolution X-ray crystal structures of proteins, tries to predict
the most likely dihedral angles from backbone chemical shifts [162].

The database is searched for triplets of adjacent residues with secondary chemical
shifts and sequence similarity providing the bestmatch to the query triplet of interest.
TALOS yields the 10 triplets that have the closest chemical shift and sequence
similarity to those of the query sequence. If the central residues in these 10 triplets
show similar backbone angles, it is possible to use their averages as angular restraints
for the protein whose structure is being studied. TALOS, in general, can predict the
backbone angles for about 70% of the residues

3.4.3.4.2 NOEs The central constraints in NMR protein structure determination
are those derived fromNOEs. NOEs provide distance information between pairs of
hydrogen atoms separated by less than 6 A

�
. The intensity of cross-peaks in NOESY

experiments can be converted to a maximum distance between the nuclei, because
the intensity of the peak is proportional to the distance to the minus sixth power.
This relationship is not exact, so usually the distance information is grouped into
three ranges: 1.8–2.5 (strong), 1.8–3.5 (medium), and 1.8–5.0 A

�
(weak). The lower

bound does not come from the relationship, but simply from the knowledge of the
van der Waals repulsion range. Although the distances are not very precise, they
constitute powerful constraints when used in the appropriate model building
procedures. Short-range NOEs are most valuable to define secondary structure
elements, whereas the long-range NOEs give crucial information on the tertiary
structure [160].

3.4.3.4.3 RDCs If the protein molecules in solution are partially aligned, spatially
anisotropic dipolar couplings are no longer completely averaged and thus it is
possible to observe a RDC between pairs of spins. The original method of partial
alignment proposed by Bax and Tjandra [163] for structure refinement employed a
dilute liquid crystalline phase made by a mixture of dihexanoyl phosphatidylcholine
and dimyristoyl phosphatidylcholine that in water forms disk-shaped particles, often
referred to as bicelles. Other popular media are made by addition of bacteriophages
and stretched polyacrylamide gels. Addition of magnetically aligned Pf1 filamentous
bacteriophage as a cosolute was introduced by Hansen et al. [164] who described the
technique as allowing alignment of macromolecules over a wide range of temper-
ature and solution conditions.

Strain-induced alignment in a gel had been extensively used to study the properties
of polymer gels but was proposed also for RDCs by Sass et al. [165] and by Tycko
et al. [166]. The advantages of gels are that they allow the unrestricted scaling of
alignment over awide range and canbe used for aqueous aswell as organic solvents, a
feature that turned out to be useful for peptides [167]. RDCs complement NOEs
because they give long range information. RDCs can be considered orientational
restraints; accordingly, they give information about the relative orientation of parts of
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themolecule, that can even be far apart in the structure. There are unique advantages
in the use of RDCs: for instance, they are ideal for the rapid determination of the
relative orientations of units of known structures in proteins [168] and they can be
detected even in large molecules for which it is often difficult to record NOEs due to
spin diffusion.

WhenacompletesetofRDCs, involving1H,13C,and15N nuclei, isavailable, it iseven
possible to determine molecular structures without recourse to NOE restraints.
However, ingeneral, it isnotpractical tomeasurenearlyallpossibleRDC; it ispreferable
to use them to refine structures determined on the basis of conventional constraints.
As a rule of thumb, for an accurate refinement of a protein structure, it is necessary to
collect a number of RDCs double the number of residues in the protein [168].

3.4.3.5 Model Building
Historically, distance geometry and RMD can be considered the twomost common
approaches that NMR spectroscopists have used to generate structures of proteins.
Distance geometry methods can be roughly grouped in two categories: those using
the metrix algorithm [169, 170] and those based on the variable target function
approach [171]. Starting from incomplete sets of distance constraints, distance
geometry methods attempt to determine consistent ensembles of three-dimen-
sional structures. It is not surprising that in the early days of NMR structural
determination the quality of the ensembles was low. Themain reason being that the
constraints were incomplete since it was not possible to determine all interproton
distances from two-dimensional NOEs and also because the distance constraints
are not very precise.

The most popular alternative to distance geometry is RMD, based on force fields
taking into account pseudoenergy terms from NMR-derived restraints [172]. RMD
programs attempt to drive the structure toward a conformation thatwillminimize the
violationof the restraintsduringanannealing cycle.Generally,RMDmethods,during
the dynamical simulated annealing, use a simplified forcefield inwhich bond length,
bond angle and repulsive van der Waals terms are retained [173].

Occasionally, it is possible to adopt a hybrid method [174]. Initial structures are
generated by distance geometry; then the resulting set of conformers are refined
using RMD.

3.4.4
Recent Developments

As themolecular size of a protein increases, the overlap of signals in theNMR spectra
becomesmore andmore severe. Adrastic, albeit costly, way to overcome this problem
is to reduce the number of observable resonance lines by selective labeling of only
parts of the sequence. This can be achieved by a proper choice of isotope segmental
labeling schemes [175], including chemical ligation [176–178] and intein-based
methods [179–181].However, the increase in transverse relaxationdue to the increase
of the molecular volume cannot be circumvented by these approaches and the huge
line broadening observed in the spectra of higher-molecular-weight proteins poses a
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severe limitation. Since major sources of relaxation are the omnipresent hydrogen
atoms, their replacement by deuterons [182, 183] substantially reduces transverse
relaxation, resulting in increased resolution and significant sensitivity gains. Partial
deuteration, such as 70% of C–H moieties, allows for a significant reduction of
transverse relaxation and, at the same time, favors sequential resonance assignments,
and collection of structural and functional information from 1H dependant spectra as
already described [184–186]. However, deuteration alone is not sufficient to extend
the application of solution NMR above the size limit of 50 kDa. Only the introduction
of an innovative NMR experiment, TROSY [187], allowed the reduction of the effects
of relaxation to such an extent that satisfactory line widths and sensitivity can be
achieved in NMR experiments with very large molecules. TROSY makes use of
the fact that cancellation of transverse relaxation effects can be achieved for one of the
fourmultiplet components observed for 15N–1H or 13C–1H moieties and leads to the
exclusive observation of the narrow component of themultiplet. To apply the TROSY
technique, at least two different interfering relaxation mechanisms must contribute
to relaxation. The interference between two relaxationmechanisms can be additive or
subtractive; in the latter case, the effective relaxation is reduced. In the case of a 15N
labeling, 1H nuclei couple to 15N nuclei (scalar coupling), and the 1H-NMRspectrum
of such an amide moiety consists of two lines representing protons attached to 15N
nuclei with spin up and protons attached to 15N nuclei with spin down, relative to the
externally appliedmagneticfield. In the spectrumof a large protein, the two lineshave
different line widths, which directly demonstrates the relaxation interference. In
conventional NMR experiments, the two lines are collapsed by a technique called
�decoupling,� but at the cost of averaging the relaxation rates, thus attenuating the
signal because of the contribution of the more rapidly relaxing resonance line.
The TROSY technique exclusively selects the slowly relaxing resonance line, elim-
inating the faster relaxing resonance. Thus, TROSY disregards half of the potential
signal; in large molecules, however, this is more than compensated for by the slower
relaxation during the pulse sequence and the acquisition. The two interfering
relaxation mechanisms in the case of the amide proton are dipole–dipole relaxation
between the proton and nitrogen spins, and the chemical shift anisotropy of the
protons. The dipole–dipole interaction is independent of the static magnetic field,
whereas the chemical shift anisotropy increases with larger magnetic fields. In
experiments with 1H and 15N nuclei, the line with the slower relaxation rate for both
nuclei is selected in a relaxation-optimized experiment. TROSY is not limited to
amidemoieties in biologicalmacromolecules; some important applications use C–H
groups in aromatic rings [188]. TROSY works best with deuterated proteins of
molecular size greater than 20 kDa and is especially suited for application to
protonated amide groups [189–191]. Theory predicts that the extent of the cancel-
lation effect at the basis of the TROSY experiment is dependent on the polarizing
magnetic field: at 1H-NMR frequencies in the range 900–1000MHz it may be
nearly complete [187], but TROSY yields significantly narrower spectral linewidths
and improved sensitivity for observation of 15N–1H groups already at 750MHz.
For technical details on the TROSY sequence implementation see Pervushin [192],
Venters et al. [193], and Wider [194], while interesting applications can be found
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in McKenna et al. [195], Garcia-Herrero et al. [196], Renault et al. [197], and
Frueh et al. [198].

As the size of the protein increases, obtaining well-resolved spectra is not the
only problem arising, as the number of scalar peaks, NOE connectivities, and RDCs
also increase, making the data volume to be analyzed very difficult and time
consuming.

Several steps in the protein structure determination by NMR are exceedingly time
consuming and repetitive. Accordingly, it is not surprising that, since the early days of
structure determination, there have been attempts at automation of peak peaking,
sequence-specific assignment, and NOE assignment, with the aid of dedicated
computer software. Most algorithms mirror the previously described strategy
developed by W€uthrich [4, 199]. Commonly used algorithms for automated analysis
of resonance assignments generally follow the scheme: (i) register peak lists in
comparable dimensions (registering/aligning), (ii) group resonances into spin
systems (grouping), (iii) identify amino acid type of spin systems (typing), (iv) find
and link sequential spin systems into segments (linking), and (v) map spin system
segments onto the primary sequence (mapping). Programs implementing such
steps are typically categorized by the algorithm implemented for the mapping step.
These include simulated annealing/Monte Carlo algorithms such as MONTE [200]
and PASTA [201]; genetic algorithms such as GARANT [202, 203]; and exhaustive
search algorithms such as TATAPRO [204], MAPPER [205], and PACES [206].
CAMRA [207] performs a heuristic comparison based on predicted chemical shifts
derived from homologous proteins, whereas IBIS [208] and AutoAssign [209] are
heuristic best-first algorithms.

Following the sequence-specific assignment of spectra, the peak picking, assign-
ment, and integration of NOESYresonances are the next step subject to automation.
Such procedures are usually carried out alternately to structure determination steps
to get feedback for errors in assignments deriving from overlapping, ambiguities,
and so on. The most used methods use different strategies. NOAH [210] (imple-
mented inDYANA [211]) temporarily ignores cross-peaks with toomany assignment
possibilities and generates independent distance constraints for each of the assign-
ment possibilities of the remaining low-ambiguity peaks, aiming to determine an
initial, althoughdistorted, correct folding, to be refinedwith subsequent introduction
of less trusted NOEs. ARIA [212, 213] uses ambiguous distance constraints. Auto-
Structure [214] identifies iteratively self-consistent NOE contact patterns, without
using a three-dimensional structuremodel, but delineating secondary structures; the
results are then fed to the DYANAprogram. KNOWNOE [215] is a knowledge driven
Bayesian algorithm for resolving ambiguities in NOE assignment.

3.4.5
Selected Structures

It is not possible, within the boundaries of a short chapter, to quote a significant
number of structures solved by NMR methods, because the protein structures
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reported in the Protein Data Bank (PDB; www.pdb.org) already number more than
9000. We arbitrarily chose only two recent structures: one is that of a small protein
whose structure was solved employing typical methods, but with the additional
interesting feature of direct carbon detection, whereas the other one emphasizes the
possibility to reach the size limits of NMR.

3.4.5.1 Superoxide Dismutases
Superoxide dismutases (SODs) are a class of enzymes that catalyze the dismutation of
superoxide into oxygen and hydrogen peroxide. The monomers have a molecular
weight of about 16 kDa.Accordingly, the size of this protein iswell within the limits of
NMRmethods. This protein has always attracted the attention of researchers inmany
fields, as demonstrated by the more than 200 different structures deposited in the
PDB at the time of writing. Most of these were determined by X-ray diffraction
methods, but also a few NMR structures have been released in the last years,
providing insights into the solution behavior of this metalloprotein. For instance,
the study by Mori et al. [216] on SodCII-encoded monomeric Cu,Zn-SOD from
Salmonella enterica resulted in the first solution structure of a natural and fully active
monomeric SOD. This study provides novel insights into the functional differences
between monomeric and dimeric bacterial Cu,Zn-SODs, in turn helping to explain
the convergent evolution toward a dimeric structure in prokaryotic and eukaryotic
enzymes of this class.

Sequence-specific assignment of backbone and side-chain resonances was
obtained using HSQC, HNCA, HNCO, HNCACB, CBCA(CO)NH, HBHA(CO)NH,
(H)CCH-TOCSY, and 1H,15N-NOESY–HSQC. In addition to theusual set of two- and
three-dimensional 1H-detected experiments, direct detected CACO, CBCACO,
CON, and CC-COSY experiments were used in this case to confirm proline
sequential assignments, and provided complete resonance assignment of aspartic
acid/asparagine and glutamic acid/glutamine side-chains and even carbons of
aromatic rings. NOEs were measured from two-dimensional NOESY, three-dimen-
sional 13C-resolved NOESY, and three-dimensional 15N-resolved NOESY to derive
distance restraints. A total of 3291 such restraints resulted after optimization.

The ratio between HN(i)–Ha(i) and HN(i)–Ha(i – 1) NOEs taken from HSQC–
NOESYexperimentswas used to calculate backbone dihedral angles, to an overall 138
w and 131 y values to be used as restraints.

The resulting structure (Figure 3.11) showed the characteristicb-barrel common to
the whole enzyme family. The general shape of the protein is quite similar to that of
Escherichia coli Cu,Zn-SOD, although some differences are observed mainly in the
active site. SodCII presents amore rigid conformationwith respect to the engineered
monomeric mutants of the human Cu,Zn-SOD, even though significant disorder is
still present in the loops shaping the active site.

3.4.5.2 Malate Synthase G
Recent studies have demonstrated that NMR can solve structures far larger than Sod,
as in the case of the solution global fold of the monomeric 723-residue (82 kDa)
enzymemalate synthaseG (MSG) fromE. coli [217]. To achieve such a result nearly all
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of the aforementioned techniques (i.e., selective isotope labeling, TROSY, RDCs,
TALOS, and four-dimensional spectra) have been combined. It was already known
from crystallographic studies that MSG is composed of four domains, including (i) a
centrally located b8/a8 core, (ii) an N-terminal a-helical domain (a-helical clasp)
linked to the first strand of the barrel by a long extended loop, (iii) an a/b domain
appended to themolecular core, and (iv) theC-terminal end of the enzyme consisting
of a five-helix �plug� connected to the barrel by an extended loop (Figure 3.12). The
core folds to form a triose phosphate isomerase (TIM) barrel arranged such that the
eight strands form a parallel b-sheet that wraps in a cylinder surrounded by the eight
a-helices. The NMR structure clearly reproduces the topological features of the
enzyme, including the direction of the polypeptide chain, the domain organization,
the position and the orientation of the helical elements, and the locations of most of
the b-strands.

3.4.5.3 Interactions
Aunique, powerful feature of NMR spectroscopy is its ability to characterize protein
interaction with other molecules under physiological conditions at atomic detail,
even if the interactions are weak and transient. Moreover, the other molecules
involved can be of any type, like other proteins, flexible peptides, small organic
compounds, and nucleic acids. Thus, NMR has assumed a unique role in the
investigation of protein interactions in many fields.

The most widely used approach for probing protein–ligand interfaces by NMR
spectroscopy is the chemical shift perturbation (CSP) experiment, generally based on
correlation 15N-HSQC spectra. Its utility and popularity are due to the straightfor-
ward nature of the technique and the high sensitivity of the experiment, which can be
recorded in 20–30min on a typical protein sample (0.2mM). The addition of a
(unlabeled) binding partner causes changes in the environment of the backbone

Figure 3.11 Ribbon representation of the NMR-solved structure of the SodCII-encoded
monomeric Cu,Zn-SOD from S. enterica (PDB ID: 24KW); zinc and copper ions are reported in
magenta and green, respectively. (Picture made with MOLMOL [121].)

138j 3 Nuclear Magnetic Resonance of Amino Acids, Peptides, and Proteins



amides and therefore of the chemical shifts of nuclei at the binding interface. These
changes can be mapped onto the surface of the labeled protein, provided that its
structure is known either from NMR or crystallography. In the latter case the
interaction study can be particularly rapid because only a sequential assignment is
necessary, without the need for a (time consuming) de novo structure determination.

Intermolecular NOEs are also a potential tool for interaction studies, although
practical disadvantages (spectral overlapping, weak intensity, assignment ambiguity,
dependence on tight binding) make this tool harder to use, especially for screening
purposes.

Interactions can be monitored by the use of the paramagnetic relaxation effect
(PRE). The PRE effect arises from the large magnetic dipolar interaction that exists
between the unpaired electron in a paramagnetic center and a nearby NMR-active
nucleus, which results in an increase in the relaxation rate of the latter [218, 219]. The
magnitude of the effect is proportional to r�6 for an electron–nucleus distance r, and,
due to the large magnetic moment of the electron, the PRE effect can be observed at
distances extending up to 25–35A

�
, far beyond the limits ofNOEs. Thus paramagnetic

tagging of proteins has been proposed as a probe for interaction [220, 221]. Common
paramagnetic tags are usually nitroxidemoieties [222] covalently bound to the protein
(i.e., cysteine-thiol linked) or coordinated lanthanide ions [223]. PRE data are typically
measured as an increase in the transverse relaxation rate of signals in a 15N-HSQC
spectrum following introduction of the paramagnetic tag on one of the binding
partners. In turn, this rate increase can then be used to calculate the distance between
the paramagnetic moiety and the affected nucleus of the other partner [224, 225].
Apowerful tool to analyze the results of interactions is the use of appropriate docking

Figure 3.12 Ribbon representation of
MSG from E. coli as determined by solution
NMR (PDB ID: 1Y8B) with color highlights
of the structural domains: b8/a8 barrel

(core, red), a-helical clasp (N-terminal,
green), a/b domain (cyan), and C-terminal
domain (yellow). (Image produced with
MOLMOL [121].)
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programs. At present themost popular software to this end isHADDOCK [226, 227],
mainly because this molecular docking tool has been designed to accept NMR-style
constraints deriving from CSP, NOE, RDC, or PRE. For details on structure
determination of complexes by NMR see the following subsection.

3.4.5.3.1 Complexes A special case of interaction is that of stable complexes, once
again of proteins with other biomacromolecules, but also with small compounds.
Obviously, the spectrum of a protein–ligand complex is not the sum of the spectra of
the free compounds, because their interaction causes involved nuclei to experience a
newmicroenvironment, leading to a change in their chemical shifts. The appearance
of the spectrum of a complex is dominated by the exchange regime: when the
exchange between the free and bound state of a nucleus is fast on theNMR timescale,
a single, weight-averaged resonance (both in frequency and line shape) of the two
formswill be observed, while in the case of slow exchange both resonances of the free
and bound forms, with weighted intensities, will be reflected by their chemical shift.
Classification of fast and slow exchange regimes is based on whether the condition
k�dA�dB or k� dA�dB is matched, respectively, where k is the kinetic constant
and dA and dB are the chemical shift of the free and bound form of an interacting
nucleus. In terms of binding constant, as a rule of thumb, it can be said that slow
exchange is characterized by Kd<mM (tight binding) while fast exchange is char-
acterized byKd>mM (weak binding), but many conditions of intermediate exchange
may also apply, usually involving severe broadening of peaks, thus making spectral
interpretation very tough. In all cases titration of the proteinwith the ligand is needed
for evaluation of the exchange regime and to assign resonances for the bound form,
assuming that assignments for the free formswere already available.We chose, from
recent literature, an example of a fast exchange regime and another of a complex in
the slow exchange regime.

As an example of a protein–peptide complex and of a fast exchange regime, it is
interesting to quote the binding of peptides derived from the tyrosine kinase
interacting protein (Tip) of Herpesvirus saimiri to the SH3 domain of the T-cell-
specific tyrosine kinaseLck (LckSH3). The activation of Lck by Tip is considered as a
key event in the transformation of human T-lymphocytes during herpes viral
infection. Schweimer et al. [228] investigated the interaction of some proline-rich
Tip peptides with the Lck SH3 domain startingwith the structural characterization of
the unbound interaction partners by NMR and continuing with the investigation of
the interaction surfaces of the binary complex. Titrations of a 0.8mM solution of
15N-labeled LckSH3with unlabeled Tip(173–185) or Tip(168–187)were carried out to
a 4-fold excess of peptides while acquiring a 15N-HSQC spectrum at each step.
Superposition of the spectra corresponding to all steps shows that some resonances
shift continuously upon titration (Figure 3.13) revealing that the fast exchange regime
is dominating the process. Use of closely spaced titration steps allowed for resonance
shifts to be followed accurately without the need for reiteration of the assignment for
the bound form. The largest changes in chemical shifts were observed for three
stretches of the SH3 chain (S18–G21,Q36–W41, and F53–N57) corresponding to the
RT loop, the n-src loop, and a helical turn connecting strands b4 and b5, respectively.
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These findings are consistent with typical binding surfaces found in many other
interactions of proline-rich peptides with SH3 domains [229].

The behavior of resonances in the slow exchange regime is well illustrated by an
NMR study of the interaction between a base excision repair protein and a double-
stranded DNA oligomer. It was known that the binding between E. coliformamido
pyrimidine-DNA glycosylase (Fpg) and a double-stranded DNA oligomer containing
1,3-propanediol (13-PD) is very tight, as indicated by aKD¼ 2.9 nM [230].Monitoring
the titration of the protein with the oligonucleotide by 15N-HSQC spectra uncovers
interacting residues and shows the exchange regime to be slow [231].

Looking at Figure 3.14 it is apparent that resonances of the side-chain amide of
Trp35 (e1) and of the backbone amides of Ile69, Arg104, Val105, Ile251, and Arg245
split into pairs when the ratio between the protein and the nucleotide is 1 : 0.5,
because both resonances of the free and bound forms are observable. At the 1 : 1 ratio
the signals of the free Fpg virtually disappear whereas the cross-peaks originating
from the Fpg/13-PD complex dominate the spectrum. In addition, it is possible to

Figure 3.13 NMR titration. Superposition
of 15N-HSQC partial spectra of LckSH3
(light gray spots) upon gradual addition
of Tip(173–185). Resonances belonging to
the spectrum at the final step of the titration

(4-fold molar excess of Tip) are shown
in black. Cross-peaks experiencing large
change in chemical shift are labeled
with the corresponding residue
(three-letter code).

Figure 3.14 Partial 15N/1H HSQC spectra of perdeuterated Fpg in the presence of various
amounts of 13-PD. (a) Free Fpg, (b) Fpg in the presence of approximately 0.5 equivalents of 13-PD,
and (c) Fpg at a 1 : 1 molar ratio with 13-PD.

3.4 Proteins j141



observe the sudden appearance of newpeaks for the bound form in the slow exchange
regime, making full assignment much harder.

A very interesting aspect of this study is the experimental evidence that slow and
fast (or intermediate) exchange can coexist. Part of the structure of free Fpg under-
goes intermediate timescale motion that is not quenched by tight DNA binding.
These observations are consistent with the fact that the motion at the DNA binding
surface of Fpg may be functional to the search for DNA damage and its catalytic
functions.

The above examples show the extent to which the use of labeled proteins
facilitate surface mapping in interactions with ligands, because the absence of the
ligand resonances makes spectral interpretation really simple. On the contrary,
when we wish to study the structure of a bound ligand in detail, we must be able to
assign the signals of the ligand within the complex and determine structural
constraints belonging to those signals (e.g., NOEs). This is better achieved by
retaining resonances from the ligand only, and the following techniques are usually
employed:

i) Deuteration.
ii) Isotope editing/filtering.
iii) Transferred NOE (trNOE).

Deuteration Replacement of nonlabile protons by deuterons in a protein (perdeu-
teration) eliminates the signals of the receptor while leaving resonances from the
ligand unaffected; standard NMR experiments can then be carried out on the bound
form [232, 233]. This approach has been superseded by isotope filtering because
deuteration of a recombinant protein is rather expensive with respect to 15N/13C
labeling and, even more important, it does not remove exchangeable protons on the
receptor protein (i.e., amide protons) from spectra collected in water. Applications to
large proteins have also been demonstrated; Hsu and Armitage [234] have resolved
the structure of the complex between a potent immunosuppressor, cyclosporin A
(CsA), and the ubiquitous and highly conserved 17.7 kDa immunophilin, cyclophilin
(CyP). Fully deuterated CyP was produced by overexpressing the human CyP gene in
E. coligrownondeuterated algal hydrolyzate in 98%D2O.As only theCsAmolecule is
protonated in theCsA–CyP complex, it was possible to performa complete sequential
assignment of the bound drug using standard two-dimensional proton NMR
experiments.

Isotope Editing/Filtering Labeling of the receptor (or ligand) with 13C/15N allows the
use of an �isotope filtering/editing� NMR experiment to select for signals in the
spectrum from protons that are either bonded to 13C/15N (editing) or 12C/14N
(filtering). The advantage, with respect to perdeuteration, is that, from the same
sample, NOESY spectroscopy can yield three sets of signals in separate spectra,
making the determination of the full structure possible (provided that the
complex is in the slow exchange regime): NOEs between protons on the ligand,
NOEs between protons on the protein, and NOEs between ligand protons and
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receptor protons. An example of such a strategy is found in the work of Rustandi
et al. [235] reporting the structure of the calcium binding protein S100Bbb (13C, 15N
labeled) in complex with the negative regulatory domain of p53 (unlabeled). Reso-
nance assignment and intramolecular NOEsmeasurements were carried out for the
S100B andof p53 peptide by use of, respectively, two-dimensional 13C-edited and 12C-
filtered spectra

Then a three-dimensional 13C-edited/12C-filtered NOESY was employed for
measurement of intermolecular NOEs. The full structure of the complex was
obtained revealing p53 peptide a-helix occupying a pocket regulated by loop 2 (the
hinge) of S100Bbb.

trNOE The trNOE effect, originally described by Balaram et al. [236], combines the
NOE between adjacent spins in the ligand with chemical exchange between bound
and free forms. While large molecules induce large negative NOEs, small molecules
induce smaller positive NOEs. However, when a small ligand binds to a protein, it
starts tumbling as a large complex and sign inversion of NOE signal occurs. If the
ligand is in fast exchange between its bound and free form, a transfer of negativeNOE
may occur from the bound to the population of the free ligandmolecule. Thus, in the
NOESYspectrum negative signals appear for ligands that bind to the protein, while
signals from the unbound form are positive or disappear. There are several advan-
tages in the use of trNOE: signals are obtained from regular NOESY spectra; no
isotope labeling is necessary; large proteins, usually giving resolution problems in
NMR, are welcome because they induce strong negative NOEs; signals arising from
the protein are usually not observed if it is large enough, alternatively background
signals can be suppressed by a T2 or T1r. It is apparent that this technique is well
suited for cases where the binding protein is really large and spectra cannot be easily
obtained, thus neither can the spectra of the protein/ligand complex. The regular
NOESY spectra acquired allow for the bound form of the ligand structure to be
derived and knowledge of the protein structure (e.g., from crystallography) or the
knowledge of binding residues (e.g., from mutagenesis experiments) makes recon-
struction of the complex possible.

The applicability to weak binding molecules, the condition for the necessary fast
exchange regime to apply, make trNOE an alternative to diffraction studies of such
systems, whereas the same condition makes cocrystallization not easily possible.
Moreover, the reported characteristics make trNOE experiment suitable for screen-
ing of compound mixtures for binders [237–239].

trNOE can of course be used not only for screening of compounds in the search for
potential ligands of proteins, but also to examine the protein counterpart of a given
binder. A particularly fascinating example is furnished by the work of Anderson
et al. [240] who have shown how the structure of the Gta(340–350) peptide bound to
photoactivated rhodopsin (R�) can be dependent on irradiation of the sample. The
study was conducted by use of Gta(340–350) peptide derivatives and one of these
(carrying a terminal carboxamide) clearly showed long-rangeNOEs in the presence of
photoactivated rhodopsin, while only sequential NOEs are present in the case of the
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dark-adapted receptor (Figure 3.15), inferring a head-to-tail conformation for the
active, bound form of the peptide (Figure 3.16). trNOE NMR was crucial in
suggesting a cation–p interaction stabilizing the structure between the e-amine of
Lys341 and the aromatic ring of the C-terminal residue, Phe350.

Figure 3.15 Schematic representation of
selected regions from the two-dimensional
NOESY spectra of Gta (340–350)-carboxamide
derivatized peptide in the presence of
rhodopsin, showing aromatic (x-axis)–aliphatic
(y-axis) NOE cross-peaks. The open cross-
peaks correspond to the light-activated
state (top panel); the black cross-peaks
correspond to the dark-adapted state

(bottom panel). Both spectra show strong
NOEs resulting from the close proximity
between the aromatic ring protons of F350
and the neighboring side-chain protons of L349.
However, only the light-activated state shows
NOEs between F350 and residues at the other
end of the peptide sequence: I340, K341/345,
and L344, inferring head-to-tail conformation
for the peptide.

Figure 3.16 The R�-bound NMR structure of Gta(340–350)-carboxamide derivatized peptide
represented as ribbon. Side-chains of Y350, K341, and L344 are highlighted to show their proximity
giving rise to the NOEs discussed in Figure 3.15. (Image produced with MOLMOL [123].)
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3.5
Conclusions

This chapter gives a succinct account of the state of the art in NMR studies of amino
acids, peptides, and proteins. We have shown that NMR spectroscopy is an ideal
analytical and structural technique for the study of these compounds, albeit with large
differences among the three classes.

In the case of amino acids, there is no significant structural application, because
they are well-characterized, small-molecular-weight organic compounds, with no
tendency to adopt stable conformations in solution. Themain application in the field
of amino acids is analytical, with a special emphasis on the (noninvasive) detection of
amino acids inwhole samples, frombody fluids towhole organisms, both unicellular
and complex. Most of these studies are usually grouped under the heading of
metabolomics (i.e., the systematic study of the chemical fingerprints of cellular
processes). Owing to its moderate sensitivity, particularly with respect to gas
chromatography and mass spectrometry, NMR spectroscopy is often considered as
an ancillary technique inmetabolomics.However, itmust be stressed that the specific
ability to recognize the constitution of metabolic components, including many that
were not sought, is greatly superior in NMRwith respect to other analytical methods.
Thus, not only proteic amino acids, but also many other natural amino acids have
been identified in the metabolome.

At the other extreme, in terms of complexity, stand the proteins, forwhich themain
application of NMR is structural. Although, in the early days, NMR structural
determinations were somewhat looked upon as makeshift by crystallographers, it
can be said that now NMR structural methods can compete successfully with
diffraction methods, at least for macromolecules smaller than about 50 kDa.
Although the resolution of NMR structures is generally lower than that of diffraction
methods, NMR has the advantage that no tiresome crystallization procedure is
required and the environment can be made closer to the natural one. In addition,
there are structural areas whereNMRoffers decisive advantages with respect to other
techniques: the biggest advantage of NMR as a structural tool is the easiness with
which it is possible to address interaction problems.

Applications on peptides are often indistinguishable from those on proteins,
becauseNMRstructural techniques employed to study peptides are the same as those
used to solve protein structures. The main difficulty resides in the fact that order, in
small flexible peptides, exists only at very short range: it is often possible to define
structural relationships between adjacent residues but the persistence of these
structures is very short in time. This situation is curiously reminiscent of
the different information and different approaches one has learned in the study of
the main aggregation states of matter: amino acids are studied as a collection
of independent entities, much as gas molecules; the same amino acid residues, in
peptides, behave as partially related entities (like molecules in a liquid), whereas in
proteins residues are tightly correlated like molecules in the solid phase of matter.

This metaphor pertains to the relevance recently acquired by studies on the so-
called �intrinsically unstructured proteins� and also because these proteins play a
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relevant role in several neurodegenerative diseases. From the point of view of
structural NMR studies, these proteins behave exactly like small bioactive peptides,
as it is emphasized by the difficulty of finding their structure. Therefore, it can be
hoped that the numerous ways, summarized in this chapter, to circumvent the
difficulties in the NMR study of peptides, can be valuable also for the more trendy
studies of Intrinsically Unstructured Proteins.
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4
Structure and Activity of N-Methylated Peptides
Raymond S. Norton

4.1
Introduction

Peptides typically display high potency and target selectivity, making them valuable
leads in the development of new therapeutics. Indeed, many peptides have made the
transition to clinical use, including cyclosporine (cyclosporin A) [1, 2], gonadotropin-
releasing hormone (also knownas luteinizing-hormone releasing hormone) agonists
and antagonists [3, 4], somatostatin analogs [3, 4], exenatide [5], ziconotide [6], and
glatiramer acetate [7], to name just a few. Nonetheless, converting lead peptides to
drugs represents a considerable challenge.Many peptides lack oral bioavailability as a
consequence of their susceptibility to proteolysis in the gut, inefficient transport
across the intestinal wall, proteolytic degradation in the bloodstream, and rapid
clearance by the kidney.

Experience with the 35-residue polypeptide ShK toxin highlights the problem of
renal clearance. This peptide, and analogs thereof [8], are potent immunosuppres-
sants [9] that are of interest as therapeutic leads for the treatment ofmultiple sclerosis
and other autoimmune diseases. One analog of ShK composed entirely of D-amino
acids possessed a structure essentially identical to that of ShK [10], butwas resistant to
proteolysis [11]. This analog blocked the target potassium channel with nanomolar
affinity and inhibited human Tcell proliferation. Its immunogenicity was not tested,
but it is reasonable to assume that if it could not be processed it is unlikely to be
displayed by antigen-presenting cells. Despite these favorable attributes, the circu-
lating half-life of D-allo-ShK was only slightly longer than that of ShK, implying that
renal clearance was the major determinant of its plasma level. One potential strategy
to circumvent this problem would be to encapsulate the peptide in a slow-
release formulation that provides both predictable rates of release into the blood-
stream [12, 13], and protection from peptidases and proteases. Another approach to
prolong plasma half-life would be to couple the peptide to poly(ethylene glycol)
(PEG) [14–16] or other partners [17, 18].

The first peptide therapeutic designed to target voltage-gated calcium channels
(or indeed any ion channel), Prialt� (ziconotide) [19], illustrates several of the
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challenges facing peptide therapeutics. This 25-residue peptide, approved for severe
chronic pain [20, 21], is a synthetic version ofv-conotoxin MVIIA. Prialt is delivered
intrathecally via continuous delivery from a surgically implanted pump or from an
external microinfusion device and catheter [6, 22]. However, it has a half-life in
cerebrospinal fluid (CSF) of only 5 h and must be administered continually since
the CSF replenishes at over triple its total volume each day. Continuous dosing
requires implantation of a delivery system, which must be titrated by a physician in
a hospital setting to obtain the correct dose and drug delivery rate. In addition,
excess ziconotide in the bloodstream could reduce blood pressure through inhi-
bition of calcium channels in sympathetic neurons [23]. Extending the half-life of
ziconotide could allow administration by single injection, thereby eliminating the
need for surgery to implant a pump for continuous infusion and facilitating dose
titration, thus making the drug available to more patients. It is unlikely that
glycosylation or attachment of PEG groups would extend the half-life of ziconotide
in the CSF given the relatively rapid turnover of fluid from the CSF. A potential
improvement would be to restrict the peptide to the spinal cord and exclude it from
the brain, thereby possibly eliminating central nervous system (CNS) side-
effects [19].

Several strategies have been developed to improve the efficacy of therapeutic
peptides, one of which is methylation of backbone amides (N-methylation)
(Figure 4.1). Introduction of a backboneN-Me group has been shown to substantially
improve a number of pharmacokinetically useful parameters, including membrane

Figure 4.1 Schematic of a tetrapeptide unit consisting of Gly–Phe–(N-Me)Ala–Gly, with all
peptide bonds in the trans configuration. Standard geometrieswere used in constructing thismodel,
which has not been energy minimized. The N-Me group is highlighted in magenta.
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permeability and proteolytic stability. Moreover, N-methylation results in a loss of
hydrogen bonding potential at the affected site, reducing the role of main-chain
hydrogenbonds at a binding interface andpotentially alteringbindingproperties [24].
Structurally, thismodification largely restricts the affected residue and the amino acid
preceding it to an extended conformation, as discussed in detail below. Modification
of several biologically active peptides by the inclusion of N-Me amino acids into a
sequence has been shown to enhance potency [25, 26], change receptor subtype
selectivity [27, 28], and protect the peptide from proteolytic degradation [29]. In the
pentapeptide ipamorelin, a highly potent and selective growth hormone-releasing
peptide, several truncated andN-methylated analogs exhibited 10–20% oral bioavail-
ability in animals [30]. This approach therefore offers the potential to overcome
several potential limitations of peptides as therapeutics.N-Me substitutions have also
provenuseful inmodulating the potency or selectivity of peptide ligands in the course
of structure–function analyses.

4.2
Conformational Effects of N-Methylation

Manavalan and Momany [31] undertook empirical conformational energy calcula-
tions for N-Ac-N-Me-N0-Me-L-Ala-amide in both its cis and trans configurations.
Introduction of the N-Me group in the trans configuration shifted the lowest energy
position from w �80�/y 80� to w �120�/y 70�. The right-handed helical region w

�50�/y�50� was energetically forbidden, being 20 kcal/mol higher than the lowest
energy state, and the second lowest energy state lay in theaL region (w�50�/y�50�),
which is about 1 kcal/mol higher than the lowest energy position. The w/y values
obtained from the crystal structures ofN-Me derivatives all fell within the 10 kcal/mol
contours of theRamachandranplots. In the cis configuration therewere only two local
minima, with the lowest energy state occurring near w�140�/y 70�. Comparison of
energy values between the cis and trans models at their minimum-energy positions
showed that the peptide with a cis conformation was less stable than the trans by
4.5 kcal/mol. This energy differencewas consistent with the experimentally observed
preference for a trans configuration in poly(N-Me)-Ala [32].

InN-Ac-N-Me-N0,N0-diMe-L-Ala-amide, which serves as a model ofN-methylation
at both the i and i þ 1 amide nitrogens, the low-energy regions were similar to those
inN-Ac-N-Me-N0-Me-L-Ala-amide except that the areas were reducedwithin the 1 and
3 kcal/mol contours. The aL state was elevated by 3 kcal/mol relative to the lowest
energy position, making the region around w �140�/y 80� the most probable
conformation. Similar conclusions were reached when the Ala side-chain was
replaced with that of Phe. Energy calculations also showed that deviations from
planarity for the peptide bond were more likely forN-methylated peptides than their
unmethylated counterparts – a finding supported by crystal structures of cyclic
peptides containingN-Me groups [33–35], which show deviations inv ranging from
5 to 19�.
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In summary, N-methylation reduces the energy difference between the cis and
trans isomers, thereby increasing the probability that a cis peptide bond will be found
at the site ofN-methylation [36–38], and favors an extended backbone conformation.
In multiply N-methylated peptides, steric hindrance and the reduction in hydrogen
bond donors make it difficult to predict the conformation.

More recently, Tran et al. [39] described simulations using a newer forcefield of the
conformational effects of N-methylation and other peptide modifications. Their
predictions for the effects of methylating both peptide bonds in Ac-Ala-NHMe
(Figure 4.2) are very similar to those of Manavalan and Momany [31] except for the
steeper energy minima in the previous maps. Side-chain atoms past the Cb position
do not restrict the backbone conformation (although in proteins b-chain formation
favors residues such as Leu, so the w/y maps show Leu to be even more extended
than Ala), so the calculations for Ala are likely to be representative of N-Me-Val and
N-Me-Leu in peptides [40].

Figure 4.2 Conformational energymaps for Ala peptidemodelsmodified by increasing degrees of
N-methylation. (Adapted from Figure 2 of [39].)
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The 11-residue cyclic peptide cyclosporin A is an example of a multiply N-
methylated peptide, with seven N-methylated residues, including one N-Me-Val and
fourN-Me-Leu residues [1]. Thew/y angles for the fourN-Me-Leu at positions 4, 6, 9,
and 10 in the recently determined structure of cyclosporin A in complex with human
cyclophilin G (Protein Data Bank (PDB ID: 2WFJ) [41, 42] are �114�/94�, �111�/
177�,�129�/65�, and�111�/167�, respectively. Thus, the w values were quite tightly
clustered and close to the values predicted from energy calculations, whereas the y
values were more dispersed, but nonetheless all were in the predicted quadrant of a
Ramachandran plot. The corresponding values for cyclosporin A in complex with
human cyclophilin D (PDB ID: 2Z6W) are�109�/93�,�120�/170�,�130�/69�, and
�106�/169�, respectively.

4.3
Effects of N-Methylation on Bioactive Peptides

4.3.1
Thyrotropin-Releasing Hormone

Manavalan andMomany [31] also described empirical conformational energy calcula-
tions for the tripeptide thyrotropin-releasing hormone (pGlu–His–Pro-NH2, where
pGlu indicates pyroglutamate) and its (N-Me)His2 analog. TheN-methylated analog is
equipotent with the native peptide in both in vitro and in vivo assays [43]. Two distinct
low-energy conformers were predicted for theN-methylated peptide, separated by an
energy difference of only 1.1 kcal/mol. The first conformation had negative w2 and
positivey2 values, and the second had positive w2 andy2 values. The conformational
space available to this analogwas less than that available to theunmodifiedpeptide [44].
Nuclear magnetic resonance (NMR) analyses of the (N-Me)His2 analog [43] in both
aqueous and nonaqueous solvents [45] yielded w2 �150� and w2 155�, which are in
close agreement with the values calculated for the lowest energy conformation.

4.3.2
Cyclic Peptides

Kessler et al. [25] investigated the influence of N-methylation of the selective aVb3
antagonist cyclo(RGDfV) (where lower case denotes a D-amino acid) on biological
activity. Cyclo(RGDf-(N-Me)V) was found to be more active than the unmethylated
peptide, and one of themost active and selective compounds in inhibiting vitronectin
binding to aVb3. Its structure in aqueous solution was determined from NMR data
and molecular dynamics calculations [25]. The N-methylated peptide adopts a
conformation characterized by a fast equilibrium between two inverse c turns at
Arg1 and Asp3 and a c turn at Gly2. It was proposed that the N-Me group imposed
steric repulsion via the peptide bondsAsp–D-Phe andVal–Arg, and blocked hydrogen
bond formation between Arg1HN and Asp3 CO, leading to a less-kinked orientation
of the RGD pharmacophore.
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Subsequently, an NMR study of the effect of N-methylation on a series of cyclic
pentapeptides, cyclo(-D-Ala–L-Ala4-) [38], showed that only seven out of the 30
compounds adopted a single conformation (on the NMR time scale of chemical
shift separation), whereas the others displayed two or more conformations in slow
exchange. Among those analogs that adopted a single conformation, the incorpo-
ration of an N-Me moiety in place of the NH group introduced relatively minor
conformational changes where no steric clashes would arise. In contrast, where
introduction of theN-Me groupwas not sterically allowed, the conformation changed
by introduction of a cis peptide bond between Ala4 and Ala5. Notably, of the seven
well-defined structures, six had the D-residue N-methylated, implying that this
combination represents a potentially valuable means of specifying a preferred
conformation. It was also observed that further N-methylation of the conformation-
ally homogeneous peptides did not guarantee the existence of a preferred conformer
on the NMR timescale, suggesting that the most promising templates for future
rational design were those with either mono- or di-N-methylation.

4.3.3
Somatostatin Analogs

The tetradecapeptide somatostatin exerts potent inhibitory effects on secretory
processes in tissues such as pituitary, pancreas, or gastrointestinal tract, as well as
acting as a neuromodulator in the CNS. These biological effects are elicited by
inhibition of a series of G-protein-coupled receptors, of which five different subtypes
have been characterized; these subtypes have similar affinities for the ligand but
different distribution in various tissues [46].N-Methylation at Lys9 of a somatostatin
analog based on octreotide (sandostatin; D-Phe5-cyclo[Cys6-Phe7-D-Trp8-Lys9-Thr10-
Cys11]-Thr12) enhanced potency by around 4-fold and modified receptor subtype
selectivity [27]; this was somewhat surprising given that Lys9 has been considered to
constitute the active center of somatostatin, but may indicate that the introduced N-
Me group makes favorable interactions with the receptor and/or stabilizes the
peptide in its bound conformation.

Previously, Veber et al. [26] demonstrated that the mono-N-methylated cyclic
somatostatin analog cyclo[(N-Me)Ala6-Tyr7-D-Trp8-Lys9-Val10-Phe11] had 50- to
100-fold greater potency than somatostatin in the inhibition of insulin, glucagon,
and growth hormone release. This hexapeptide showed goodmetabolic stability, but
only limited oral bioavailability.

Kessler et al. recently undertook a complete N-Me scan of the cyclopeptidic
somatostatin analog cyclo[Pro6-Phe7-D-Trp8-Lys9-Thr10-Phe11], known as the
Veber–Hirschmann peptide [47, 48]. They synthesized and characterized 30
N-methylated analogs. Screening of these analogs against the human receptor
subtypes hsst1–5 showed that seven had affinities similar to that of the parent peptide
(i.e., nanomolar affinity for receptor subtypes hsst2 and hsst5). In all seven of these
active analogs, the bII0 and the bVI turns were conserved (as determined by NMR
spectroscopy and molecular dynamics calculations), confirming the importance of
these two turns in maintaining the peptide in its bioactive conformation. There was
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also no significant conformational perturbation associated withN-methylation, even
at multiple sites.

In addition, no significant degradation was observed for any of the N-methylated
peptides after 7 h incubation in rat serum. An analog triply N-methylated at D-Trp8,
Lys9, and Phe11 retained receptor-binding activity, was not degraded by digestive
enzymes isolated from the brush border, and showed the highest intestinal perme-
ability in an in vitro model. Importantly, following administration of this analog by
oral gavage at a dose one order ofmagnitude higher than the intravenous dose (i.e., 10
versus 1mg/kg), oral bioavailability was found to be 10%, in contrast to the complete
lack of oral bioavailability for the parent peptide [47].

4.3.4
Antimalarial Peptide

The 20-residue peptide, R1, is a potent inhibitor of malaria parasite invasion of red
blood cells [49]. R1 is an important lead compound for drug development, because its
ability to block parasite growth indicates that it targets a site critical for apical
membrane antigen-1 (AMA1) function. However, this peptide inhibitor is only
effective against a limited subset of parasite isolates and does not exhibit broad
strain specificity. To address this problem, Foley et al. [50] sought to improve the
proteolytic stability and AMA1 binding properties of R1 by systematicmethylation of
backbone amides. The inclusion of a single N-Me group increased AMA1 affinity
(Table 4.1), bioactivity, and proteolytic stability without introducing global structural
alterations (as assessed by NMR). In addition,N-methylation ofmultiple R1 residues
further improved these properties, as summarized in Table 4.1.

In this study, the deviations of backbone NH and CaH chemical shifts from
random coil values were used as a proxy for conformational changes associated with
N-methylation. Plots of the differences between these shifts for each peptide and
corresponding values for native R1 showed that the differences caused by
N-methylation were predominantly local, mostly within two to three residues either

Table 4.1 Equilibrium constants determined by surface plasmon resonance for the interaction of
N-methylated R1 derivatives with different strains of P. falciparum AMA1 [50].

AMA1 variant peptide
3D7 KD
(nM)a)

3D7 KD
(nM)b)

W2mef KD
(mM)b)

HB3 KD
(mM)b)

R1 77 80 17 69
[(N-Me)Leu8]-R1 23 NDc) 15 55
[(N-Me)Leu8/(N-Me)Ser14]-R1 11 NDc) 6 24
[(N-Me)Val1/(N-Me)Leu8/(N-Me)Ser14]-R1 13 NDc) 6 25

a) KD estimated using a kinetic analysis of Biacore data, as described by Harris et al. [50]. All KD

values in this table have been rounded to the nearest integer; exact values and errors are given in
Harris et al. [50].

b) KD estimated using a steady-state analysis of Biacore data, as described by Harris et al. [50].
c) ND¼not determined.
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side of the N-Me substitution, implying that N-methylation did not cause any long-
range structural changes in R1. Calculated structures were consistent with the
previously described solution structure of R1, which consists of two structured
regions, both involving turns; the first of these, encompassing residues 5–10, is
hydrophobic and the second, involving residues 13–17, is more polar [49]. Even in
solution these turns are unlikely to represent the only conformations sampled by the
peptide, because linear peptides lacking any covalent cross-links, as in the case of R1,
are known to sample a range of rapidly interconverting conformations in aqueous
solution.

Harris et al. [50] also addressed whether theN-Me groups nucleated local structure
(as opposed to long-range structure, which is effectively ruled out by the lack of
extensive chemical shift changes). A confounding factor here is that N-Me groups
give sharp, strong NMR resonances, which are likely to detect interproton nuclear
Overhauser effects (NOEs) over longer distances than the parent backbone amide
proton. Structureswere therefore calculated for variousN-Me analogs in the presence
and absence of NOEs to theN-Me groups. In essence, the structures ofN-Me analogs
calculated without N-Me NOEs were similar to the structure of R1, but inclusion of
N-MeNOEs and two long-rangeNOEs in the structure calculations for theN-Me-Leu-
8 analog caused an apparent stabilization of structure in the vicinity of the N-Me
group, resulting in an apparently more compact global structure. These local effects
have to be considered inNMR analyses of linear peptides such as R1, where there is a
dearth of long-range NOEs and an absence of covalent constraints.

The enhanced affinity for AMA1 and broader strain specificity exhibited by a
number of the N-Me R1 analogs implies that neither intra- nor intermolecular
hydrogen bonding interactions play a critical role in R1 binding to AMA1. As the
binding site for R1 on AMA1 is likely to be a hydrophobic groove (Richard et al.,
unpublished results), the reduction in peptide polarity associatedwithN-methylation
may contribute to the higher affinity. The combination of higher affinity, broader
strain specificity, and resistance to proteolysis in plasma [50]makes theN-methylated
analogs of R1 an attractive starting point for further development.

4.4
Concluding Remarks

There are many ways in which N-methylation can affect a peptide�s conformation,
affinity, selectivity, stability and bioavailability. N-Methylation could interfere with
amide group hydrogen bond formation, or the free energy of binding could be
affected as a result of the introduction of a hydrophobic methyl group or the
imposition of steric hindrance. Perturbation of the local conformation, although
unlikely to be major, may be sufficient to modulate affinity. The overall effect of
N-methylation on affinity will reflect a balance across all of these factors. For example,
in the N-methylated R1 analogs, altered local conformation, loss of hydrogen
bonding, and steric repulsion will contribute to the loss of binding affinity observed
for some analogs. In contrast, for those analogs with higher affinity, N-methylation
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presumably favored the bound conformation of the peptide, while hydrophobic
interactions between introduced N-Me groups and the nonpolar binding groove of
AMA1 may also contribute.

N-Methylated analogs with the desired affinity and target specificity identified by
N-Me scanning are likely to have other beneficial properties: resistance to proteolysis
in the gut and bloodstream, reduced polarity, and enhanced bioavailability and
pharmacokinetics are all potential attributes of N-methylated peptides that may be
expected to make them attractive analogs for further development of peptides as
therapeutics. The immunosuppressant drug cyclosporine (cyclosporin A), which is
widely used in transplantation to reduce the risk of organ rejection, provides an
excellent example of a naturally occurring peptide with a high degree of N-meth-
ylation and good bioavailability.
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5
High-Performance Liquid Chromatography
of Peptides and Proteins
Reinhard I. Boysen and Milton T.W. Hearn

5.1
Introduction

High-performance liquid chromatography (HPLC) has become an essential tool for
the separation, purification and characterization of biomacromolecules. Using
HPLC for the isolation of naturally occurring peptides or proteins from complex
biological matrices and for their unambiguous structural elucidation still presents
considerable challenges. Several consecutive purification steps are usually required
to obtain the target compound in sufficient yield and purity, which results in complex
multidimensional LC (multidimensional liquid chromatography MDLC) purifica-
tion schemes. Since proteins can occur as protein isoforms (as the result of chemical
or biological post-translational modifications) or protein variants (from genetic
modifications) their identification additionally requires mass spectrometry (MS)
and bioinformatic analysis. Similar considerations are valid for the purification of
synthetic peptides and recombinantly produced proteins.

The process of protein isolation and identification can be split into several
subprocesses. After bulk extraction from the biological material, the crude protein
extract is usually fractionated in a way that takes into account the chemical properties
of the target protein and the chemical nature of the feedstock. These separations can
be performed with a variety of chromatographic techniques, including open-column
chromatography, and may include an initial protein precipitation with organic
solvent or salt.

The workflow integration of high performance liquid chromatography into the
extraction, enrichment, purification, and structural elucidation of peptides and
proteins is illustrated in Figure 5.1.

After the extraction of a protein from a biological matrix (Level 1), the crude extract
is clarified (i.e., by filtration, centrifugation) to be free from particulate matter to be
suitable for chromatography. An appropriate sample buffer compatible with the
mobile phase(s) of the particular chromatographic mode used in the next step is
chosen. This is followed by an enrichment step (Level 2), preferably using solid-phase
extraction (SPE) or restricted accessmaterials (RAMs) in a step elutionmode in order
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to eliminate the majority of lowmolecular weight materials and to drastically reduce
the volume of the sample. The next step (Level 3) comprises the intermediate
purification of target compound(s) and a final chromatographic purification using
a variety of high-performance chromatographic modes of different selectivity (i.e.,
separating the analytes according to their molecular size, hydrophobicity/hydrophi-
licity, charge) which may encompass size-exclusion chromatography (HP-SEC),
reversed-phase chromatography (HP-RPC), hydrophobic interaction chromatogra-
phy (HIC), hydrophilic interaction chromatography (HP-HILIC), ion-exchange
chromatography (HP-IEX) or affinity chromatography (HP-AC), to yield the desired
compound(s) in the required amount and degree of purity. At the detection level
(Level 4), besides diode array detection, electrospray ionization (ESI)MS can often be
applied for the identification and –depending on the type ofmass spectrometer–may
allowquantification of the separated compound(s). Further structural elucidation can
be performed withmultiple-stageMS (multiple-stagemass spectrometryMSn), such
as with an ion-trap mass spectrometer, quadruple or Fourier transform mass
spectrometer, or with proton, carbon, or heteronuclear nuclear magnetic resonance
(NMR) spectroscopy.

In order to develop a purification strategy tailored to a target peptide and protein, an
intricate knowledge of the fundamental terms and concepts in chromatography and
of the basic physicochemical characteristics of peptides and proteins is required,
which are reviewed in Sections 5.2 and 5.3, respectively. Themajor chromatographic
modes for the isolation and purification of peptides and proteins are described in
Section 5.4, In order to take full advantage of a specificHPLCmode, and to effectively
utilize time and resources, a comprehensive method development is always recom-
mended. Guidelines for the method development in HP-RPC, the major chro-
matographicmode employed in peptide andprotein analysis, are given inSection 5.5.
Since peptides and proteins are generally isolated from complex biological matrices,
often more than one chromatographic step is needed for their purification. The
successive application of several suitable different chromatographic modes must

Biological matrix
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P
ro

te
in

 p
u

ri
ty

Sample
clarification

Volume reduction &
major contaminant

removal

Intermediate and final
purification of target

protein(s)
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quantification of target

protein(s)

Sample for chromatography

Level 2 Enrichment
Selective filter: 1st chromatographic
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(RPC, HIC, IEX, HILIC, SEC) dimension

Level 4 Detection
Selective filter:
ESI ion trap MSn, MALDI ToF MS

Protein for structural characterization

Figure 5.1 Example of workflow in protein
isolation from a complex biologicalmatrix using
HPLC for the target compound purification and
identification. The successive application of

several chromatographic modes of different
selectivity renders the chromatographic
separation process multidimensional.
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consider their applicability to the protein of interest, and their compatibility with each
other and with the detection procedures. The concepts and implementations of two-
or higher-dimensional separation schemes for peptide and protein purification is
discussed in Section 5.6.

5.2
Basic Terms and Concepts in Chromatography

A chromatographic separation begins with the injection of the sample, whereby its
components are distributed between two phases, one of which is stationary while the
other, the mobile phase, moves in a definite direction. The individual compounds
carried by the mobile phase migrate through the chromatographic column with
different velocity, depending on the elution methods employed, and are detected in
the order in which they leave the column by, for example, UV absorbance. The
resulting chromatogram plots the response of a detector to the concentration of the
compound (peak) versus the length of time it takes to elute it from the column
(retention time). The time an unretained compound needs to migrate through the
column is the column void time t0. It is related to the void volume V0, which is the
sum of the interstitial volume between the particles of the stationary phase and the
available volume within the particle pores. The elution of sample components is
delayed through their interaction with the stationary phase, which is described by the
retention time tR or by the retention volume VR. The peak is characterized through
the peak width w, the peak width at half height w1/2, and the peak area A (Figure 5.2).
Optimized conditions strive for narrow, symmetric peaks that are not fronting or
tailing.
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Figure 5.2 Schematic depiction of a
chromatogram of three retained compounds.
Abbreviations: t0¼ column void time (time
from injection to detection of unretained
compound), tR1, tR2, tR3¼ retention times (time

from injection to detection of retained
compounds), w¼peak width (measured at
baseline), and w1/2¼ peak width at half height
(measured at half the peak height).
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The retention factor k is used to describe the retention independent from the
column dimensions or flow rate:

k ¼ tR�t0
t0

ð5:1Þ

where tR is retention time and t0 is column void time.
Alternatively, the retention factor can be expressed in terms of elution volumes,

since retention times, tR and t0, are related to the elution volumes and the flow rate F
of the chromatographic system through the relationships:

VR ¼ tR F and V0 ¼ t0 F ð5:2Þ

Hence:

k ¼ VR�V0

V0
ð5:3Þ

Thus, the retention factor relates to the number of additional column volumes
beyond V0 required to elute a compound. The retention factor can have values
between k¼ 0 (no retention) and k¼¥ (irreversible adsorption) with values of 1–20
most preferred. The retention factor can also be defined as the ratio ns/nm,where ns is
the total number ofmoles of the solute associated with the stationary phase and nm is
the total number of moles of the solute in the mobile phase:

k ¼ ns
nm

ð5:4Þ

In order to resolve two components, their retention factors must be different. The
selectivity a of a chromatographic system describes the ability of a chromatographic
system to separate two compounds (1 and 2) based on their different retention
factors:

a ¼ k2
k1

ð5:5Þ

where k1 and k2 are the retention factors of the compounds. For a selectivity of a¼ 1
no separation is possible.

In order to evaluate the quality of a separation not only the peak distance of the two
componentsmust be considered but also their respective peakwidth. The resolution,
RS, of two adjacent peaks in a chromatogram is defined by the ratio of peak distance
and their peak widths:

RS ¼ tR2�tR1
ð1=2Þðw1þw2Þ ð5:6Þ

with retention times, tR1 and tR2, of two adjacent peaks and the respective peak
widths, w1 and w2, of the two peaks. Two peaks can be either unseparated (RS< 1),
partially overlapping (RS¼ 1), or baseline separated (RS> 1.5).
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Dispersion effects of solutes in the chromatographic system are one cause of band
broadening. The extent of band broadening is reflected in the column efficiency,
which is usually expressed as the plate number,N, or as the plate height,H (also called
the height equivalent to one theoretical plate (HETP)):

N ¼ L
H

ð5:7Þ

where L is the column length. The concept of �theoretical plates� goes back to the
number of distillation plates during fractionating distillation. The higher the number
of theoretical plates at a particular column length L, the better the quality of column
and the narrower the peaks. The value of N is dependent on a variety of chro-
matographic and solute parameters including the column length, L, the chro-
matographic particle diameter, dP, the linear flow velocity, u, and the solutes�
diffusivities (Dm and Ds) in the bulk mobile phase and within the stationary phase,
respectively. The plate number can be defined as:

N ¼ t2R
s2
t

� �
ð5:8Þ

or:

N ¼ 16
tR
w

� �2

ð5:9Þ

where tR is the retention time and s2
t the peak variance of the eluted zone in time

units. For practical convenience, s2
t is often replaced with the peak width w. For

Gaussian peaks w approximately corresponds to 4s(4� peak standard variation).
In order to permit a comparison of column efficiencies of columns with identical

bed dimensions packed with sorbent particles of different physical or chemical
characteristics (e.g., different average diameter, ligand type), the plate height H is
defined through the reduced plate height, h, while the linear flow velocity u¼ L/t0,
can be defined in terms of reduced mobile phase velocity n:

h ¼ H
dP

and n ¼ udP
Dm

ð5:10Þ

where L is the column length, dP is the particle diameter, andDm is the diffusivity of
the solute in the mobile phase.

The peak zone band broadening, which is caused by variousmass transport effects
in the column, is described through the dependency of the reduced plate height, h on
the velocity u or the reduced velocity n through the van Deemter–Knox equation:

h ¼ Aþ B
u
þCu or h ¼ An1=3þ B

n
þCn ð5:11Þ

where the A-term expresses the eddy diffusion and mobile phase mass transfer
effects, and is a measure of the packing quality of the chromatographic bed (and is
constant for a given column); theB-term entails the longitudinal molecular diffusion
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effects; while theC-term incorporatesmass transfer resistances within the stationary
phase microenvironment which describes the interaction of the solutes with the
stationary phase. In order to achieve optimal separation performance, the reduced
plate height needs to be as small as possible. The optimalflow velocity can be deduced
from the minimum in h in the h versus n plots (Figure 5.3).

The van Deemter–Knox equation can be used to mathematically describe the
chromatographic behavior of low-molecular-weight compounds like peptides with
good approximation; for large molecules like proteins it has limitations, since the
proteins vary considerably in shape and surface properties. As a consequence, the
chromatographic effects can only be described with approximations and average
values. It was established that (i) the behavior of small molecules is determined by
their diffusion, the influence of the B-term (longitudinal diffusion) is negligible
for large molecules particularly at higher flow velocities; (ii) the interaction with
the stationary phase (C-term) of large molecules results in band broadening; and
(iii) the optimal plate height for large molecules can be obtained at lower flow
velocities.

Apart from zone band broadening within the column, the band broadening can
also arise from extra-column band broadening due to instrument characteristics:

s2
t ¼ s2

columnþs2
extra ð5:12Þ

where s2
column and s2

extra are the peak variances arising due to column and extra-
column effects, respectively. Careful attention must be paid to possible sources of
extra-column effects (e.g., the choice of tubing in terms of length and diameter, the
type of fittings, the choice of detector cell volume) that can reduce the impact of s2

extra

on the overall h value.
The zone band broadening or peak dispersion, expressed as reduced plate

height, h, arises from kinetic, time-dependent phenomena. In the absence of
secondary effects (e.g., slow chemical equilibria, pH effects, conformational
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Figure 5.3 VanDeemter–Knox plot (top curve)
and plots of individual terms of the van
Deemter–Knox equation: the A-term, which
expresses the eddy diffusion and mobile phase
mass transfer effects; the B-term, which

accounts for longitudinal molecular diffusion
effects; and the C-term, which incorporates
mass transfer resistances within the stationary
phase microenvironment.
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changes) that could influence the chromatographic process, the resolution RS can
be expressed as:

RS ¼ 1=4N1=2ða�1Þðk=ð1þ kÞÞ ð5:13Þ

This equation links three essential parameters that determine the quality of a
chromatographic separation (the retention factor k, the selectivity a, and the plate
numberN) and therefore describes the extent to which the zone spreadingmay cause
the loss of separation performance. As will be demonstrated in Section 5.5, this
equation can be used to guide systematic method development for resolution
optimization.

5.3
Chemical Structure of Peptides and Proteins

Peptides and proteins are a class of molecules containing amino acids as the basic
units. The chemical organization (i.e., the primary structure or amino acid sequence)
and the folded structure (i.e., the secondary, tertiary, and quaternary structure) are the
essential features of a peptide or protein, around which a chromatographic separa-
tion is designed.

5.3.1
Biophysical Properties of Peptides and Proteins

The 20 naturally occurring L-a-amino acids found in peptides and proteins vary
dramatically with respect to the properties of their side-chains (or R-groups). This
chemical diversity is further increased where some of these side-chains have been
post-translationally modified with a variety of chemical and biological modifications
(e.g., acetylation, deamidation, phosphorylation, glycosylation, and lipidation). The
side-chains are generally classified according to their polarity (e.g., nonpolar or
hydrophobic versus polar or hydrophilic). The polar side-chains are divided into three
groups: uncharged, positively charged or basic, and negatively charged or acidic side-
chains. In addition to the common L-a-amino acids (Table 5.1) that constitute the
majority of proteins andmost naturally occurring peptides, other amino acids such as
ornithine, selenocysteine, hydroxyproline, allothreonine, and alloisoleucine also
occur as part of some protein families, with much greater diversity available in
terms of composition, molecular sequence, and chirality for peptides/polypeptides
prepared by solution of solid-phase synthesis methods. Peptides and proteins
generally contain several ionizable basic and acidic functionalities. They therefore
typically exhibit characteristic isoelectric points with the overall net charges and
polarities in aqueous solutions varying with pH, solvent composition, and temper-
ature. Cyclic peptides without ionizable side-chains have a zero net charge and they
represent an exceptional subgroup. The number and distribution of charged groups
influences the polarizability and ionization status of a peptide or protein, as well as
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Table 5.1 Properties of the common L-a-amino acid residues including their monoisotopic and averagemass, partial specific volume [1], accessible surface area [2], pKa
of side-chain [3] and termini [4], and relative hydrophobicity [5].

Three-letter code One-letter
code

Monoisotopic
mass (amu)

Average mass
(amu)

Partial specific
volume (A

� 3)
Accessible
surface area (A

� 2)
pKa of
side-chain

Relative
hydrophobicity

Ala A 71.03711 71.0788 88.6 115 0.06
Arg R 156.10111 156.1876 173.4 225 12.48 �0.85
Asn N 114.04293 114.1039 117.7 160 0.25
Asp D 115.02694 115.0886 111.1 150 3.9 �0.20
Cys C 103.00919 103.1448 108.5 135 8.37 0.49
Gln Q 128.05858 128.1308 143.9 180 0.31
Glu E 129.04259 129.1155 138.4 190 4.07 �0.10
Gly G 57.02146 57.0520 60.1 75 0.21
His H 137.05891 137.1412 153.2 195 6.04 �2.24
Ile I 113.08406 113.1595 166.7 175 3.48
Leu L 113.08406 113.1595 166.7 170 3.50
Lys K 128.09496 128.1742 168.6 200 10.54 �1.62
Met M 131.04049 131.1986 162.9 185 0.21
Phe F 147.06841 147.1766 189.9 210 4.8
Pro P 97.05276 97.1167 122.7 145 0.71
Ser S 87.03203 87.0783 89 115 �0.62
Thr T 101.04768 101.1051 116.1 140 0.65
Trp W 186.07931 186.2133 227.8 255 2.29
Tyr Y 163.06333 163.1760 193.6 230 10.46 1.89
Val V 99.06841 99.1326 140 155 1.59
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Terminal
group

Composition Mono-isotopic
mass (amu)

Average
mass (amu)

pKa of
terminus

N-terminal groups

Hydrogen H 1.00782 1.0079
N-Formyl HCO 29.00274 29.0183
N-Acetyl CH3CO 43.01839 43.0452
a-Amino 7.7–9.2
C-terminal groups
Free acid OH 17.00274 17.0073
N-Acetyl NH2 16.01872 16.0226
a-Carboxyl 2.75–3.2
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the hydrophobicity. Table 5.1 lists the characteristic data for the most common
L-a-amino acids found in peptides and proteins, and gives a summary of theN- andC-
terminal groups. These data are instrumental in determining the selection of the
optimal separation conditions for the resolution of peptide and protein mixtures.
They can be used to evaluate the impact of amino acid composition (which, for
example, directs the choice of eluent composition or the gradient range in RP-HPLC)
on retention behavior. They can also point to the impact of amino acid substitution or
deletion with small peptides on retention, or alternatively can be used to guide the
identification of peptide fragments derived from proteolytic (chemical or enzymatic)
digestion of proteins.

5.3.2
Conformational Properties of Peptides and Proteins

In solution, a polypeptide or protein can, in principle, explore a relatively large array
of conformational spaces. For small peptides (approximately up to 15 amino acid
residues) a defined secondary structure (a-helical, b-sheet, or b-turn motif) is
generally absent. With increasing polypeptide chain length, depending on the
nature of the amino acid sequence, specific regions/domains of a polypeptide or
protein can adopt preferred secondary, tertiary, or quaternary structures. In aqueous
solutions this folding, which internalizes the hydrophobic residues and thus
stabilizes the polypeptide structure, becomes a significant feature of peptides and
proteins for chromatographic separations. A critical factor in the selection of a
HPLC procedure is that the experimental conditions will inevitably cause perturba-
tions of the conformational status of these biomacromolecules. Polypeptide and
protein conformational stability can be manipulated in a number of ways (mobile
and stationary phase composition, temperature, etc.) in HPLC. However, in most
cases, an integrated biophysical experimental strategy (including 1H two-dimen-
sional NMR, Fourier transform IR (FTIR), ESI-MS, circular dichroism optical
rotatory dispersion (CD-ORD) spectroscopy) is required in order to determine the
secondary and higher-order structure of a polypeptide or protein in solution or in
the presence of specific ligands or possible self-self aggregation effects with
peptides or proteins which may have occurred during various HPLC separation
conditions.

5.3.3
Optical Properties of Peptides and Proteins

The peptide bond absorbs strongly in the far-UVregion of the spectrum (l¼ 205–215
nm). Hence, UVdetection is the most widely used method for detection of peptides
and proteins inHPLC.Apart fromabsorbing in the far-UVrange, the aromatic amino
acid residues also absorb light above 250 nm, due to the delocalized p-systems of the
aromatic residues, as shown in Table 5.2. Knowledge of the UV spectra, in particular
the extinction coefficients of the nonoverlapping absorption maxima of these amino
acids, allows, in conjunction with UV-diode array detection (DAD) and second
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derivative or difference UV spectroscopy, verification of peak purity and determi-
nation of the aromatic amino acid content of peptides and proteins. The knowledge of
the relative UV/Vis absorbancy of a peptide or protein is thus crucial, since the choice
of detectionwavelength of peptides andproteins inRP-HPLC (and in the otherHPLC
modes) depends on the different UVcutoffs of the eluents used. The common use of
l¼ 215 nm as the preferred detection wavelength for most analytical reversed-phase
applications (and for those of other HPLC modes) with peptides and proteins is a
good compromise between detection sensitivity and potential detection interference
due to buffer absorption. However, wavelengths between 230 and 280nm are
frequently employed in preparative applications, where the use of more sensitive
detection wavelengths could result in overloading of the detector response (usually
above an absorbance value of 2.0–2.5 AU).

The three aromatic amino acids phenylalanine, tryptophan, and tyrosine also show
a small but nevertheless significant fluorescence (Table 5.2), whereby the fluores-
cence of the incorporated amino acid is usually smaller than that of the free acid.
Frequently, these aromatic amino acid residues are the sole origin of the intrinsic
fluorescence of proteins. Since the fluorescence of the folded/unfolded state of
proteins can vary considerably, it can be used to monitor the change of their folding
status. In addition, the intensity of the fluorescence of, for example, tryptophan is
dependent on the solvational environment, whereby the intensity of the fluorescence
decreases inversely proportionalwith the polarity of the solvent. Thefluorescence can
also be reduced by a protonated acidic residue (i.e., aspartic or glutamic acid) next to
the tryptophan.

5.4
HPLC Separation Modes in Peptide and Protein Analysis

There are several modes of HPLC currently in use for peptide and protein analysis,
namely HP-SEC, HP-RPC, normal-phase chromatography (HP-NPC), HP-HILIC,
aqueous normal-phase chromatography (HP-ANPC), HP-HIC, HP-IEX, and
HP-AC, which includes immobilizedmetal ion affinity chromatography (HP-IMAC)

Table 5.2 Optical properties of aromatic amino acids in aqueous solution [6].

Three
letter code

Absorption
maxima

Fluorescence
maxima

Wavelength
(nm)

Extinction
coefficient
(M�1 cm�1)

Wavelength
(nm)

Fluorescence
quantum
efficiency

Phenylalanine Phe 257 200 282 0.04
Tryptophan Trp 280 5600 348 0.2
Tyrosine Tyr 274 1400 302 0.14
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and biospecific/biomimetic affinity chromatography (HP-BAC). The principles of
the major modes are explained below. These and also a number of less frequently
used chromatographic modes, such as mixed-mode chromatography (HP-MMC),
charge-transfer chromatography (HP-CTC) or ligand-exchange chromatography
(HP-LEC), can be operated under isocratic (i.e., fixed eluent composition), step-
gradient, or gradient elution conditions, which either change eluent conditions in
variable steps or continuously, with the exception ofHP-SEC (usually only performed
under isocratic conditions). All modes can be used in analytical, semipreparative, or
preparative [7–13] situations.

In order to achieve optimal selectivity and hence resolution of peptides and
proteins in high-performance chromatographic separations, irrespective of whether
the task at hand is of analytical or preparative nature, the choice of the chro-
matographic mode must be guided by the properties of the analytes (i.e., molecular
size/shape hydrophobicity/hydrophilicity, net charge, isoelectric point, solubility,
function, antigenicity, carbohydrate content, content of free SH, exposed histidine
residues, exposed metal ions). A list of chromatographic modes and the molecular
properties of the target compounds that form the basis of each separation mode is
given in Table 5.3.

In addition to the abovementioned functional characteristics of these chro-
matographic systems, other chemical and physical parameters of the mobile and
stationary phase impact on the resolution,mass recovery, and bioactivity preservation
in separations of polypeptides or proteins during liquid chromatographic separa-
tions. These parameters are listed in Table 5.4.

5.4.1
SEC

HP-SEC, also called gel-permeation chromatography (HP-GPC), is performed on
porous stationary phases and separates analytes according to theirmolecularmass or,
more precisely, their hydrodynamic volume. The separation of analytes is based on

Table 5.3 Chromatographic modes and exploited molecular properties of target compounds.

Chromatographic mode Acronym Exploited molecular properties

Size exclusion or gel permeation SEC or GPC molecular mass, hydrodynamic volume
Reversed phase RPC hydrophobicity
Normal phase NPC polarity
Hydrophilic interaction HILIC hydrophilicity
Aqueous normal phase ANPC hydrophilicity
Hydrophobic interaction HIC hydrophobicity
Anion exchange AEX net negative charge
Cation exchange CEX net positive charge
Affinity AC specific interaction
Immobilized metal ion affinity IMAC complexation
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the concept that molecules of different hydrodynamic volume (Stokes radius)
permeate to different extents into porousHP-SEC separationmedia and thus exhibit
different permeation coefficients according to differences in theirmolecularmasses/
hydrodynamic volumes. Analytes with a molecular weight larger than the exclusion
limit (usually listed in the technical information provided by the column manufac-
turer) are excluded from the pores and elute in the void volume of the column. As a
nonretentive separation mode, HP-SEC is usually operated with isocratic elution
using aqueous low salt mobile phases.

HP-SEC can be used for group separation or high-resolution fractionation. In the
group separationmode,HP-SECremoves smallmolecules from largemolecules and
is also suitable for buffer exchange or desalting. In the high-resolution fractionation
mode, HP-SEC separates various components in a sample due to their different
hydrodynamic volumes or can be employed to perform a molecular weight distri-
bution analysis.

As HP-SEC columns have no adsorption capacity and dilute the sample upon
elution, they are not normally used in the initial capture or for intermediate
purification in multistep chromatographic processes, however, they are suitable for
final polishing (e.g., for the final removal of unwanted aggregates or multimeric
forms of the proteins or other impurities of significantly differentmolecular weight).
HP-SEC can be performed directly after HP-AC, HP-HIC, or HP-IEX.

5.4.2
RPC

HP-RPC is the major analytical mode for peptide and protein analysis. Historically,
normal-phase LC and silica-based reversed-phase LC have represented the major
analytical modes of adsorption chromatography. In reversed-phase chromatography,
the polarity of the stationary and mobile phase is the reverse of that used in NPC.
Peptides and proteins are loaded onto the column under aqueous conditions and
eluted with a mobile phase containing an organic solvent. The column contains a

Table 5.4 Chemical and physical factors of the mobile and stationary phase that contribute to
variation in the resolution,mass recovery, and bioactivity preservation of polypeptides, proteins and
other biomacromolecules in HPLC systems [14].

Mobile phase contributions Stationary phase contributions

Organic solvents ligand composition
pH ligand density
Metal ions surface heterogeneity
Chaotropic reagents surface area
Oxidizing or reducing reagents pore diameter
Temperature pore diameter distribution
Buffer composition particle size
Ionic strength particle size distribution
Loading concentration and volume particle compressibility
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porous or nonporous stationary phase with immobilized nonpolar ligands. HP-RPC
separates compounds according to their relative nonpolarity or their hydrophobicity.
The most commonly accepted theory of the retention mechanism in HP-RPC is
based on the solvophobic theory, which describes the hydrophobic interaction
between the nonpolar surface regions of the analytes and the nonpolar ligands/
surfaces of the stationary phase [15, 16].

Typically, the nonpolar ligands are immobilized onto the surface of spherical,
porous or nonporous silica particles, although nonpolar polymeric sorbents (e.g.,
those derived from cross-linked polystyrene–divinylbenzene) can also be
employed. Silica-based packing materials of 3–10 mm average particle diameter
and 70–1000 A

�
pore size with n-butyl, n-octyl, or n-octadecyl ligands are widely

used for the separation of peptides and proteins. Silica particles of 1 mm to more
than 65 mm have been developed in various size distributions and configurations
(e.g., spherical, irregular, with various pore geometries and pore connectivities;
and in pellicular, fully porous or monolithic structures) by a variety of routes of
manufacture and with different silica types, and are grouped into type I, type II, or
type III silica according to the classification of Unger [17]. For low-molecular-mass
(below 4000 Da) polypeptides, silica materials of 70–80 A

�
pore size and 3–5 mm

average particle diameters are often used, which maximizes loading capacity and
retention. For proteins in the mass range of 4000–500 000Da, the pore size of
300 A

�
allows maintenance of high efficiency, whereby the loading capacity can be

increased by increasing the column diameter. Macro-porous HP-RPC columns of
1000 A

�
pore size are increasingly used for the fractionation of very complex

proteins samples.
In HP-RPC, an organic solvent (i.e., methanol, ethanol, acetonitrile, n-propanol,

tetrahydrofuran) is used as a surface tension modifier in the chromatographic
eluent, which has a particular elution strength, viscosity and UV cutoff. Mobile
phase additives, such as acetic acid, formic acid, trifluoroacetic acid (TFA) and
hepta-fluorobutyric acid (HBFA), are used to obtain a particular pH value, typically
at low pH (e.g., around pH 2 for silica-based materials) with the exception of
polymeric stationary phases, which have an extended pH range from pH 1 to 12.
Some mobile phase additives may also function as ion-pair reagents, which
interact with the ionized analytes to form overall neutral eluting species, and
also suppress silanophilic interactions between free silanol groups on the silica
surface and basic functional groups of the analytes. The properties of the additives
determine their suitability for use with ESI-MS. Strong ion-pair interactions
between analytes and mobile phase additives can suppress the ionization of the
analytes in ESI-MS.

HP-RPC can be operated in the isocratic, step-gradient, or continuous gradient
elution mode, and is frequently used as an intermediate or final polishing step in a
multistep purification. It is ideally positioned after HP-IEX because it allows
desalting and the separation of the sample in a single step. Due to its versatility
and flexibility, HP-RPC techniques dominate the separation of peptides and proteins
at the analytical, laboratory-scale, and semipreparative levels, since the majority of
peptides and proteins possess some degree of hydrophobicity.
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5.4.3
NPC

Chromatographic systems inwhich thestationaryphase ismorepolar than themobile
phase had been developed at the beginning of themodern era of LC and were known
under the acronym �NPC�. HP-NPC can be performed on unmodified silica and
separates analytes according to their intrinsic polarity. HP-NPC can be operated in
isocratic, step gradient, or gradient elution mode, where the retaining mobile phase
contains less polar organic solvents and the eluting mobile phase consists of more
polar organic solvents. Water, due to its extreme polarity, adsorbs to most �normal-
phase� stationary phases and significantly affects the separation reproducibility. In
contrast toHP-RPCwith immobilized n-alkyl ligands, where the interaction of solute
and stationary phase is based on solvophobic phenomena, the interaction inHP-NPC
is based on adsorption. The retention behavior of peptides and proteins inHP-NPC is
often described in terms of the classical concepts inherent to multisite displacement
and site occupancy theory [18]. HP-NPC is mainly used for the separation of, for
example, polyaromatic hydrocarbons, heteroaromatic compounds, nucleotides and
nucleosides, and much less frequently for protected synthetic peptides, deprotected
small peptides in the �flash chromatographic mode,� and protected amino acid
derivatives used in peptide synthesis [19]. Originally, HP-NPC was limited to
unmodified silica columns; however, recent work utilized polar-bonded phases such
as amino (�NH2)-, cyano (�CN)-, or diol (�COHCOH�)-coated sorbents. Such
modified normal-phase packing materials were suitable for polar bonded phase
chromatography (PBPC), which was used for the separation of peptides [20] and
proteins [21]. Today, one of the main applications of modified normal-phase silica
materials is their use in HPLC-integrated SPE procedures [22]. These types of
sorbents, particularly when used as precolumn packing materials in LC-LC column
switching settings, in conjunctionwith restricted access sorbentsmaterials (RAM), allow
multiple injections of untreated complex biological samples (e.g., hemolysed blood,
plasma serum, fermentation broth, and cell tissue homogenates) for the isolation of
bioactive peptides. Typically, with RAMs, hydrophilic, electroneutral diol groups are
immobilized onto the outer surface of spherical particles. This layer prevents nonspecific
interactions between the support matrix and protein(s) or other high-molecular-weight
biomolecules, which are thus excluded from the interior regions of the particle and elute
as nonretained components. The inner surfaces of the porous RAM particles are,
however, chemically modified with n-alkyl ligands, which are only freely accessible for
low-molecular-weight analytes, such as peptides. As a consequence, significant enrich-
ment or partial resolution of peptide analytes can be achieved.

5.4.4
HILIC

HP-HILIC is performed on porous stationary phases with immobilized hydrophilic
ligands and separates analytes according to their hydrophilicity. This variant of the
HP-NPC mode was introduced by Alpert in 1990 [23], based on polyaspartic acid
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immobilized onto silica, and is used for the separation of amino acids, small peptides,
and simple maltoglycosides with mobile phases of high organic solvent content. A
pseudo-HILIC separation of simple saccharides was performed on a BondaPak-NH2

column as early as 1975 [24]. The HP-HILIC mode has since been applied for the
separation of various analytes, including simple carbohydrates and amino acids [25]
as well as peptides [26, 27].

In HILIC, polar sorbents with amide, aminopropyl, cyanopropyl, diol, cyclodex-
trin, poly(succinimide), and sulfoalkylbetaine phases are employed, and the non-
aqueous mobile phases of NPC are replaced with high-organic, low-aqueous elu-
ents [23, 28–30]. Elution of compounds from HP-HILIC columns is achieved by
increasing the water content in the mobile phase. The elution order was initially
thought to be more or less opposite to that seen in HP-RPC separation [23, 28, 30].
Although it intuitively would seem that retention in HILIC would simply be the
�reverse� of that in HP-RPC, studies on the orthogonality of separations in two-
dimensional LC have demonstrated that HP-HILIC (with a bare silica sorbent) and
HP-RPC can be a suitable combination for proteomic analysis in two-dimensional
systems [31]. Compared to the nonaqueous mobile phase in HP-NPC, the partly
aqueousmobile phase used inHP-HILIC allows greater solubility of many polar and
hydrophilic compounds, and fast separation of polar compounds can be achieved due
to the low viscosity of the highly organic mobile phase. Moreover, the high content of
organic solvent in the mobile phase favors ionization of polar compounds in
subsequent ESI-MS and thus provides enhanced detection sensitivity for these
compounds [30, 32, 33].

Despite the growing interest in this mode of LC, considerable scientific debate
exists about the physical basis of the separation mechanism in HP-HILIC [34]. The
roles of thermodynamic or kinetic effects in controlling resolution and separation
efficiencies have yet to be fully explored. Although it was proposed by Alpert [23] that
the retention of polar compounds inHILIC is through partitioning between the bulk
of the mostly organic mobile phase and a stagnant water-enriched layer semi-
immobilized on the surface of silica, so far the retention mechanism(s) in HP-
HILIC are still a matter of discussion; processes of partitioning or adsorption, or
combinations of, have been suggested to be responsible for generating retention in
HP-HILIC [23, 30, 35, 36].

Hodges et al. have substantively enhanced the understanding of mixed-mode
HILIC/cation-exchange chromatography (HILIC/CEX) by applying the contact
region concept developed for HP-RPC [15, 37] to rationalize the retention of
amphipathic a-helical peptides [38–40]. The authors have compared a poly(2-sul-
foethyl aspartamide)-silica (PolySulfoethyl A) strong cation-exchange column in the
HILIC/CEX mode with a Zorbax SB300-C8 reversed-phase column for separating
amphipathic a-helical peptides. A substitution in the hydrophilic face of the peptide
resulted in a substantive effect on retention inHP-HILIC/CEX, this was not observed
inHP-RPC, whereas a substitution in the hydrophobic face of the peptide resulted in
a distinct effect on retention in HP-RPC not observed in HP-HILIC.

HP-HILIC can be operated in isocratic, step-gradient, or gradient elution mode,
where the retainingmobile phase is organic and the elutingmobile phase is aqueous.
Being more suited to the isolation of polar substances, HP-HILIC, when linked to
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ESI-MS, has mainly found application for analysis of phosphopeptides [41–46] and
glycopeptides [43–46].

5.4.5
ANPC

Recently, a new chromatographic mode, HP-ANPC, has been developed on station-
ary phases based on silica hydride surfaces [47–49]. One unique feature of silica
hydride stationary phases is their ability to be employed over a broad range ofmobile-
phase compositions from 100% aqueous to pure organic solvents [50]. The retention
principle in HP-ANPC is analogous to that found in HP-NPC, but the mobile phase
contains water as part of the binary eluent. The difference between HP-ANPC and
HP-HILIC is that inHP-HILICretention is determined by an adsorbedwater layer on
the surface, which is either not present or substantially smaller on silica hydride
surfaces employed in HP-ANPC.

A similar debate compared to that in HP-HILIC exists with respect to the precise
separation mechanisms that operate in HP-ANPC. Since interchangeable use of the
termsHP-HILIC andHP-ANPChas led to some confusion in the literature [30, 36], a
recommendation has recently been put forward for separate descriptions for HILIC
andANPCstationary phases based on their specific separation capabilities and choice
of mobile-phase compositions [51]. According to this rationale, the term HP-HILIC
should describe the chromatographic mode that employs stationary phases capable
of separating polar/ionic compounds with eluents of high organic solvent content,
whereby compounds of lowhydrophilicity are not significantly retained (Figure 5.4a).
This behavior is in accordwith theoretical predictions andmodeling studies thatwere
recently undertaken [52]. In contrast, the term HP-ANPC has been proposed to
describe the chromatographic mode that allows the separation of compounds with a
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Figure 5.4 Scenarios for the HILIC retention mode and the ANPC retention mode for the
separation of compounds of different hydrophilicities.The top plot (called Figure 5.4(a) in the text)
refers to the HILIC mode, whilst the bottom plot (called Figure 5.4(b) in the text) refers to the ANPC
mode.
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broad range of hydrophilicities in the samemixture using predominantly water-rich
mobile-phase compositions (Figure 5.4b). An illustrative example of the separation
of polar peptides with ANPC is seen in Figure 5.5.

5.4.6
HIC

HP-HIC is used for protein separations involving hydrophobic sorbents. InHP-HIC
the binding of proteins to the stationary phase occurs at high salt concentrations of
the mobile phase and elution is performed through a decrease in salt concentration.
HP-HIC separates proteins according to their hydrophobicity differences, and is
based on the reversible interaction between a protein and a hydrophobic surface of a
chromatographic support. Since protein–hydrophobic surface interactions are
enhanced by high ion strength buffer solutions, HP-HIC is a suitable next step
after ammonium sulfate precipitation or HP-IEX elution with high-salt buffer.
Although the concept of HIC goes back to the work of Tiselius in 1948 [53, 54], it
was not until the work of Shaltiel [55, 56], Hjert�en [57] and Hofstee [58] in the early
1970s that HIC became important for the separation of peptides and proteins with
stationary phases containing chemically immobilized hydrophobic ligands. The
chromatographic sorbents in HP-RPC are typically octyl or octadecyl ligands immo-
bilized onto, for example, nonporous or porous silica; however, the chromatographic
sorbents in HP-HIC are more weakly hydrophobic due to the immobilized propyl,
butyl, and phenyl groups [59–63]. In HP-HIC, similar to HP-RPC, the hydrophobic
interaction between the peptide or protein and the nonpolar ligands immobilized
onto the surface of the sorbent represents the dominant effect. The physicochemical
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Figure 5.5 Aqueous normal-phase separation
of polar peptides. Column: silica hydride
Diamond from Higgins Analytical
(0.30� 150mm, 4mm); peptides: (1) Asp-Ala,
(2) Arg-Gly-Asp, (3)Gly-Gly-His, (4)Gly-Arg-Ala-
Asp-Ser-Pro-Ly s; eluent A: 0.1% formic acid in

ACN, eluent B: 0.1% formic acid in water;
gradient: 0.0–2.0min 80% A, 2.0–15.0min to
60% A, 15.0–15.1min to 30% A, 15.1–30.0min
hold 30%A; flow rate: 4 mL/min (Yang,Matyska,
Pesek, Boysen andHearn, unpublished results).
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basis of separation selectivity for both HP-RPC and HP-HIC is associated with
changes of microscopic surface tension involved with solute stationary-phase inter-
actions [15, 64]. In both modes peptides and proteins are eluted by lowering the
surface tension of the mobile phase. In HP-HIC, this is achieved with a decreasing
salt concentration (i.e., by increasing the water content of the eluent), but inHP-RPC
the decrease in surface tension of the eluent is achieved through an increase in the
organic solvent content of themobile phase. These differences betweenHP-RPCand
HP-HIChave fundamental effects on the recovery of proteins in the bioactive state, as
well as on the selectivity of the system.

The selectivity of protein separations in HP-HIC can be influenced through
stationary-phase parameters (such as type and density of the immobilized hydro-
phobic ligand type of base matrix) and mobile phase parameters (such as type and
concentration of salt [65], the addition of organicmodifiers or surfactants [66], and the
pH) as well as the temperature of the column.

In HP-HIC the twomost widely used base matrices are hydrophilic carbohydrates
(e.g., cross-linked agarose) or synthetic copolymer materials. The type of immobi-
lized ligand (alkyl or aryl ligand) influences the selectivity of the stationary phase
[55, 58]. In HP-HIC, nonpolar ligands with lower hydrophobicity and lower ligand
density (about 1/10th of that ofHP-RPC sorbents) are employed. The protein-binding
capacities of HP-HIC sorbents increases with increasing n-alkyl chain length at a
given ligand density [67] as well as with increasing ligand density, but will reach a
plateau for very high ligand density levels. HP-HIC sorbents should be selected on
the basis of the critical hydrophobicity concept [52, 63].

In HIC, the hydrophobic interactions between polypeptides or proteins and a
sorbent are influenced by the use of salts in the mobile phase (various salts have
differing molal surface tension increment values, see Table 5.5), by the use of
different types or concentrations of salt. The surface tension of the mobile phase, c,
can be related to themolal surface tension increment,s, and themolal concentration,
m, of the salt by the equation c¼ c� þ sm, where c� ¼ 72 dyn/cm for water.

Table 5.6 gives the corresponding parameters of the surface tension increment s,
the initialmobile phase concentrationm, and the surface tension valuescof common
aqueous salt buffers used in HP-HIC.

Theminimum surface tension reached in theHP-HIC of polypeptides or proteins
with binary water/salt systems corresponds to the surface tension of pure water
(i.e., 72 dyn/cm). The effect of different salts on the hydrophobic interaction follows
the Hofmeister (lyotropic) series for the precipitation of proteins from aqueous
solution [68, 69], see Table 5.7.

The salts at the beginning of the series promote hydrophobic interactions and
protein precipitation (salting-out effect) [70]. These are called antichaotropic (or
kosmotropic) salts and are considered to be water structuring. The addition of
kosmotropic salts to the equilibration buffer and sample buffer promote protein
immobilized ligand interaction inHIC [71]. The salts at the end of the series (salting-
in or chaotropic ions) randomize the structure of liquidwater and tend to decrease the
strength of hydrophobic interactions. The chloride anion is considered to be
approximately neutral with respect to the water structure. In general, the effect of
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Table 5.5 Salts used in the mobile phase of HP-HIC.

Salt type Molal surface tension
increment s� 103 dyn�g/cm�mol

Calcium chloride 3.66
Magnesium chloride 3.16
Potassium citrate 3.12
Sodium sulfate 2.73
Potassium sulfate 2.58
Ammonium sulfate 2.16
Magnesium sulfate 2.10
Sodium dihydrogen phosphate 2.02
Potassium tartrate 1.96
Sodium chloride 1.64
Potassium perchloride 1.40
Ammonium chloride 1.39
Sodium bromide 1.32
Sodium nitrate 1.06
Sodium perchlorate 0.55
Potassium thiocyanate 0.45

Table 5.6 Parameters of the surface tension of aqueous salt buffers.

Salt buffer type s� 103 dyn�g/cm�mol m� 103mol/g c dyn/cm

Ammonium sulfate 2.16 2 77.31
Sodium chloride 1.64 2 76.29
Magnesium sulfate 2.1 1.4 75.95
Sodium sulfate 2.73 1 75.74
Sodium perchlorate 0.55 2 74.11
Sodium phosphate 2.02 0.05 73.01

Table 5.7 Hofmeister series ranking the effect of anions and cations in promoting protein
precipitation (ions with higher salting-out effect promote binding to hydrophobic interaction
sorbents, whereas ions with higher salting in-effect promote elution from hydrophobic interaction
sorbents).

 Increasing salting-out effect
Anions PO4

3�, SO4
2�, CH3COO

�, Cl�, Br�, NO3
�, ClO4

�, I�, SCN�

Cations NH4
þ , Kþ , Naþ , Liþ , Mg2þ , Ca2þ , Ba2þ

Increasing salting-in effect !
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the salt cations on the preferential interaction parameters is not as pronounced as the
salt anions, in particular when the cation ismonovalent, however divalent cations tend
to bind to proteins [70]. Typically, kosmotropic (antichaotropic) salts (i.e., ammonium
sulfate, sodiumsulfate,magnesiumchloride) of highmolal surface tension increment
are to be preferred in HP-HIC applications for polypeptides and proteins.

In combination with nondenaturing mobile phases, proteins can potentially be
eluted in their native conformation from HP-HIC sorbents.

5.4.7
IEX

HP-IEX is performed on stationary phases with immobilized charged ligands;
separation occurs according to electrostatic interactions between the charged surface
of the analyte(s) and the complementarily charged surface of the sorbent, and allows
high-resolution, high-capacity separations. Peptides and proteins can be eluted in
HP-IEX by either isocratic or by gradient elution [72–79]. In anion-exchange
chromatography (HP-AEX), peptides and proteins are separated according to their
net negative charge, whereby the retaining mobile phase is aqueous, of high pH and
low salt concentration, and the elutingmobile phase is either aqueous, of high pHand
high salt concentration, or aqueous, and of low pH. In contrast, HP-CEX separates
analytes according to their net positive charge, whereby the retaining mobile phase is
aqueous, of low pH and low salt concentration, and the elutingmobile phase is either
aqueous, of low pH and high salt concentration, or aqueous, and of high pH.

The �net charge� concept has been widely used as a predictive basis to anticipate
the retention behavior of proteins with both, anion and cation exchange stationary
phases [80, 81]. According to this model, a protein will be retained on a cation-
exchange column if the eluent pH is lower than the pI value of the protein, since
under these conditions the protein will carry positive net charges. Conversely, a
protein will be retained on an anion-exchange column when the eluent pH is above
the pI of the protein. Finally, with a mobile phase of a pH that equals the pI of the
protein, the surface of the protein can be considered as electrostatically neutral and
the protein should not be retained on either cation- or anion-exchange columns.

Due to the insights into the relationships between protein structure, surface
topography, and chromatographic retention made in the last two decades, this
classical model is now considered as simplistic. Recent investigations into the effect
of ionic strength, pH, buffer type and the concentration of counter- and co-ion on the
chromatographic behavior on various proteins have revealed [73, 82–89], that the
magnitude of electrostatic interactions between a protein and the stationary phase
surface in HP-IEX is dependent on (i) the number and distribution of charged sites
on the proteinmolecule defining its surface topography and electrostatic contact area
with the stationary phase, (ii) the charge density of the stationary phase, and (iii) the
mobile phase composition. As a consequence, a variation of chromatographic
parameters can alter the affinity of the protein for the stationary phase through
changes in the overall electrostatic surface charge or through specific electrostatic
interactions of the displacer co- and counter-ions with surface charge groups on the
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protein or with the immobilized charged ligand. In addition, possible changes of the
three-dimensional structure of the proteins may have significant effects on protein
retention. Studies on the influence of the experimental parameters on the number of
charged interactive sites of the proteins involved in its binding to stationary phases
have resulted in the development of the concept of an electrostatic interactive area (or
ionotope) through which the protein is thought to bind to the stationary phase [90].

For peptide and protein separations, the use of a strong cation-exchange column
has a considerable advantage over other ion-exchange separation modes [91], since
this columncan retain its negative charge character over a large pHrange, fromacidic
to neutral. In peptides and proteins, at neutral pH, the side-chain carboxyl groups of
the acidic amino acid residues (glutamic acid and aspartic acid) are completely
ionized. BelowpH3 they are almost completely protonated. Achange of pH therefore
allows the retention of peptides and proteins to be varied according to the modified
net charge of these biosolute(s). Both weak and strong cation exchangers (e.g., based
on carboxymethyl or sulfonopropyl ligands), as well as weak and strong anion
exchangers (e.g., dimethylamino or quaternary ammonium ligands) are commer-
cially available, and are very suitable for the HP-IEX of peptides and proteins.

5.4.8
AC

HP-AC is performed on stationary phases containing immobilized biomimetic or
biospecific ligands and separates proteins according to principles of molecular recog-
nition. HP-AC can be used for initial capture of proteins, as an intermediate step in a
multiple-step purification procedure, or for the affinity removal of unwanted high
abundance proteins, provided a suitable affinity ligand available for the target protein
is available. HP-AC is highly selective and has usually a high capacity for the protein of
interest. In HP-AC, analytes are eluted by step-gradient or gradient elution, where the
capture (loading) mobile phase is aqueous and of low ionic strength, and the eluting
mobile phase is aqueous and of higher ionic strength or of different pH value, or
alternatively contains a mobile phase additive that competes with the target compound
for binding to the immobilized biospecific ligand.HP-AC separations can be performed
with immobilized chemical or biological ligands, or withmolecular imprinted polymers.
In achievingmaximal selectivity and highest affinity in the interaction between the target
substance(s) and the chromatographic sorbent, HP-AC excels all other modes, but each
affinity sorbent must be tailored to the specific target compound. Nevertheless, HP-AC
has found application in peptide and protein isolation.

IMAC exploits the affinities of the side-chain moieties of specific surface-acces-
sible amino acids in peptides and proteins for the coordination sites of immobilized
transition metal ions [92–94]. The majority of investigations employed tri- or
tetradentate ligands, such as iminodiacetic acid (IDA), nitrilotriacetic acid (NTA),
tris(carboxy methyl)ethylene-diamine (TED), O-phosphoserine (OPS), or carboxy-
methylaspartic acid (CMA) [93]. The retaining mobile phases are aqueous with
neutral pH and high ionic strength, the elutingmobile phases are of low pH, contain
competing ligands or EDTA. Novel immobilized chelate systems, such as 1,4,7-
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triazo-cyclononane (TACN), however, show different chromatographic properties
compared to the IMAC behavior of traditional chelating ligands [94]. These AC
techniques, in conjunction with soft gel matrices, have been applied in diverse
analytical and preparative protein purifications. Novel procedures to immobilize an
IMAC ligand at the surface of silica supports have provided guidelines for the design
of very stable HP-IMAC systems for peptides and proteins [95]. Recently, various
applications of different IMAC systems for the separation of peptides and proteins
have been summarized [14, 38, 92, 96, 97].

Table 5.8 summarizes the nature of the retaining and elutingmobile phases for the
above described chromatographic modes. Guidelines for how to choose a mode or a
combination of modes for a specific separation task are given in Section 5.6.

5.5
Method Development from Analytical to Preparative Scale Illustrated for HP-RPC

As noted above, HP-RPC is currently the most frequently used high-performance
liquid chromatographic mode for the analysis and preparative purification of pep-
tides and proteins, in particular for applications that involve off-line or on-line ESI-
MS. The development of a method for preparative HP-RPC purification for the
purpose of isolation of one or more component(s) from a peptide or protein product
sample (or alternatively the purification of a synthesized product) is usually per-

Table 5.8 Chromatographicmode employed in peptide and protein separation and their stationary
and mobile phase characteristics.

Chromatographic
mode

Stationary
phase

Retaining mobile
phase

Eluting mobile phase

SEC or GPC porous (nonretentive) aqueous, low salt
RPC hydrophobic aqueous organic solvents
NPC polar nonpolar organic

solvents
polar organic solvents

HILIC hydrophilic nonpolar organic
solvents

polar organic solvents,
water

ANPC polar organic aqueous
HIC mildly

hydrophobic
aqueous, high ionic
strength

aqueous, low ionic
strength

AEX charged aqueous, high pH,
low ionic strength

aqueous, high pH,
high ionic strength (or low pH),
high selectivity counter ion

CEX charged aqueous, low pH,
low ionic strength

aqueous, low pH, high ionic
strength (or high pH)

AC biomimetic,
biospecific

low ionic strength high ionic strength,
competing ligand

IMAC metal chelate aqueous, neutral pH,
high ionic strength

low pH, competing
ligand, EDTA
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formed in four steps: (i) development, optimization and validation of an analytical
method, (ii) scaling up of this method to a preparative chromatographic system,
(iii) application of the preparative method to the fractionation of the product, and,
finally, (iv) analysis of the individual fractions.

5.5.1
Development of an Analytical Method

The development of an analytical method for the separation of a peptide or protein
encompasses the selection of the stationary and mobile phase taking into consid-
eration the analyte properties (hydrophobicity/hydrophilicity, acid–base properties,
charge, temperature stability, molecular size), and is followed by a systematic
optimization of the (isocratic or gradient) separations, using either aliquots of the
crude extract or, if available, analytical standards.

In the selection of the stationary and mobile phase, a variety of chemical and
physical factors of the chromatographic system thatmay contribute to variation in the
resolution and recovery of peptides and proteins need to be considered. The
stationary phase contributions relate to the ligand composition, ligand density,
surface heterogeneity, surface area, particle size, particle size distribution, particle
compressibility, pore diameter, and pore diameter distribution. The mobile phase
contributions relate to the type of organic solvents, eluent composition, ionic
strength, pH, temperature, loading concentration, and volume.

Typically, a particular HP-RPCmaterial will be selected empirically as the starting
point for the separation, taking into consideration its suitability for the separation
task at hand, published procedures for similar types of peptides/proteins, availability
of the stationary phasematerial for preparative chromatography, and if information is
available on the analyte properties.

Since the quality of a separation is determined by resolution of individual peak
zones, method development always aims at optimization of the resolution. The
resolution of adjacent peak zones for a two analyte system can be defined as:

RS ¼ tR2�tR1
ð1=2Þðw1þw2Þ

:
ð5:6Þ

where, tR1 and tR2 are the retention times, whilew1 andw2 are the peak widths, of two
adjacent peaks corresponding to the analytes. To develop good resolution in the
analytical separation of a complex mixture of peptides, method development always
focuses on the least-well-resolved peak pair(s) of interest.

In isocratic elution, resolution depends on the column efficiency or plate number
N, the selectivity a, and the retention factor k, all of which can be experimentally
influenced through systematic changes in individual chromatographic parameters.
In the isocratic mode of separation, resolution is determined from:

RS ¼ ð1=4ÞN1=2ða�1Þðk=ð1þ kÞÞ ð5:13Þ
As detailed above, the plate number N is the efficiency of the column and is a

measure of the column performance. The selectivity a describes the selectivity of a
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chromatographic system for a defined peak pair and is the ratio of the k values of the
second peak to the first peak. The retention factor k is a dimensionless parameter and
is defined as k¼ (tR� t0)/t0, where tR is the retention time of a particular peak and t0 is
the column void time. In this manner, normalization of the relative retention can be
achieved for columns of different dimensions. While N and a change only slightly
during the solute migration through the column, the value of k can be readily
manipulated through changes in the elutropicity of themobile phase by a factor of 10
or more. The best chromatographic separations for low- or mid-molecular-weight
analytes are generally achieved with mobile phase – stationary phase combinations
that result in a k value between 1 and 20.

In gradient elution, in contrast to isocratic elution, �N , �a, and �k are the median
values for N, a, and k, since they change during the separation as the shape and
duration of the gradient changes. The �gradient� plate number �N has no influence
on the selectivity or the retention (except for temperature change). The selectivity
�a and the retention factor �k usually have only a minor influence on �N . While
�N and �a change only slightly during the solute migration through the column, the
�k value can change by a factor of 10 or more depending on the gradient steepness.
Again, the best chromatographic separation is generally achieved with a �k value
between 1 and 20. Although resolution in isocratic and gradient elution is mainly
influenced by the mobile phase variables a (or �a) and k (or �k) and nearly
independent of �N , for a given column, an optimization strategy should never-
theless start with appropriate selection of the stationary phase. This is because
many initial choices (e.g., column dimensions, choice of ligand, etc.) are deter-
mined by the overall strategy (i.e., separation optimization for quantification of
several analytes or separation optimization for planned scaling up to preparative
purification of specific target compounds) and by the purification goals. A number
of computer-assisted, expert systems can be used to guide this selection; for
further insight into this field and the choice of different algorithmic expert
systems approaches see I et al. [98].

Based on these considerations and in view of the implication of Eq. (5.13), the
separation optimization for a peptide sample requires three steps to be performed: (a)
the optimization of the column efficiencyN, then (b) optimization of the selectivitya,
and, finally, (c) optimization of the retention factor �k-values.

(a) Optimization of the column efficiency N. The optimization of the peak
efficiency, expressed as the theoretical plate number, N, requires an independent
optimization of each of the contributing factors that influence the band-broadening
of the peak zones due to column and the extracolumn effects. With a particular
sorbent (ligand type, particle size, and pore size) and column configuration, this can
be achieved through optimization of linear velocity (flow rate), temperature,
detector time constant, and column packing characteristics, and by minimizing
extracolumn effects (e.g., by using zero-dead volume tubing and connectors). The
temperature of the column and the eluents should be thermostatically controlled in
order to facilitate the reproducible determination of the various column parameters
and to ensure resolution reproducibility. The flow rate (or, alternatively, the linear
flow velocity) to achieve the minimum plate height, H, for a particular column can
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be taken from the literature or experimentally determined according to published
procedures.

(b) Optimization of the selectivity a. Change in selectivity of the separation is the
most effective way to influence resolution. This is mainly achieved by changing the
chemical nature or concentration of the organic solvent modifier (acetonitrile,
methanol, isopropanol, etc.) in conjunction with the appropriate choice of mobile
phase additive(s). As noted above, this can be realized in both isocratic or gradient
elution.Moreover, the interconversion of isocratic data to gradient data and vice versa
can be achieved through the use of algorithms [98] based on linear and nonlinear
solvent strength theory. However, if different organic solvents are used, different
eluotropic strengthsmust be considered in order to allow elution of the analytes of the
sample in the appropriate retention factor range [99, 100]. Once the selectivity
parameter is fixed due to the initial choices of the mobile and stationary phase,
further optimization should concentrate on resolution optimization via achieving the
most appropriate retention factor for the different peptides in the mixture.

(c) Optimization of the retention factor �k-values. In the isocratic elution mode of
HP-RPC, resolution optimization can take advantage of the relationship between the
retention time of an analyte (expressed as the retention factor k) and the volume
fraction of the organic solventmodifier,w. Although typically these dependencies are
curvilinear (i.e., not first order), for practical convenience they are often treated as
linear relationships. Thus, the change in retention factor as a function of w can be
represented by:

ln k ¼ ln k0�Sw ð5:14Þ
where k0 is the retention factor of the solute in the absence of the organic solvent

modifier and S is the slope of the plot of ln k versusw. The values of ln k0 and S can be
calculated by linear regression analysis. Greater precision in the quality of fit of the
experimental data, and thus improved reliability in the prediction of the retention
behavior of analytes in HP-RPC systems for mobile phases of different solvent
composition, can be achieved [14] through the use of an expanded form of Eq. (5.14):

ln k ¼ ln k0�SwþS0w2�S00w3þ . . . ð5:15Þ
Similarly, in gradient elutionHP-RPC, resolution optimization can take advantage

of the relationship between the gradient retention time of an analyte (expressed as the
median retention factor �k) and the median volume fraction of the organic solvent
modifier, �w, in regular HP-RPC systems based on the concepts of the linear-solvent-
strength theory [15, 101], such that:

ln �k ¼ ln k0�S�w ð5:16Þ
A mapping of the dependence of analyte retention (expressed as the natural

logarithm of the retention factor, k) on the mobile phase composition (expressed
as the volume fraction of solvent in the mobile phase, w) in isocratic elution (or as
�k versus �w in gradient elution) with a minimum of two initial experiments,
can be used to define the useful range of mobile phase conditions, and can
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indicate the mobile phase composition at which the band spacing is optimal, see
Figure 5.6.

Irrespective of whether the data are obtained through isocratic or gradient elution
techniques employing two initial experiments (differing only by their mobile phase
composition or gradient run times, respectively) with tracking and assignment of the
peaks, a relative resolutionmap (RRM) can be established, which plots resolution RS

against the separation time (or gradient run time tG). In the case of gradient elution,
the RRM then allows determination of the optimal gradient run time (and gradient
range). Such a procedure can be conveniently performed in any laboratory using
Excel spreadsheets containing the relevant equations (see below) as macros or
through software packages (e.g., DryLab, LabExpert, etc.). Such strategies greatly
reduce the time to achieve an optimal separation, as well as saving on solvent, reagent
and analyte consumption. Moreover, as shown in various studies, the more sophis-
ticated of these methods permit [98] instrumentation to be operated in a nearly fully
automated, unattended fashion 24 h/7 days per week.

In more advanced applications, optimization can be performed via computer
simulation software (e.g., Simplex methods, multivariate factor analysis programs,
DryLab G/plus, LabExpert, etc.). In such procedures, resolution of peak zones is
optimized through systematic adjustment of mobile phase composition by succes-
sive change in thew-value (or equivalent parameters, such as the concentration of the
ion-pairing reagent employed). In gradient elution, advantage is taken of a strategy
with the following eight steps: (i) performing of initial experiments; (ii) peak tracking
and assignment of the peaks; (iii) calculation of lnk0- and S-values from initial
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Figure 5.6 Optimization of isocratic elution.
Two chromatograms obtained for 19 and 14%
(v/v) of organic solvent modifier in the mobile
phase (corresponding to w¼ 0.19 and 0.14,
respectively) can be used to plot the resulting

retention factors versus the volume fraction of
the organic solvent modifier in order to identify
the mobile phase composition with optimal
peak spacing (boxed).
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chromatograms; (iv) optimization of gradient run time tG over the whole gradient
range; (v) determination of new gradient range; (vi) calculation of new gradient
retention times tg; (vii) change of gradient shape (optional); and, finally, (viii)
verification of results.

(i) Initial experiments. In initial experiments, the peptide sample is separated
using two linear gradients differing by a factor of 3 in their gradient run times (all
other chromatographic parameters being held unchanged) to obtain the HP-RPC
retention times for each of the peptide compounds [102]. Irrespective of what
optimization strategy will be used, it is advisable to separate any sample with at
least two different gradient run times, in order to identify overlapping peaks. For
optimization of gradient shape and to achievemaximumresolution between adjacent
peak zones, the ability to determine retention times of the peptides and to classify the
parameters that reflect the contributions from the mobile phase composition and
column dimensions is essential [103–105]. The determination of the volume,Vmix, is
useful [106], determination of dead volume and gradient delay are crucial [101].

With various inputs regarding stationary and mobile phase parameters, algorithms
such as that of DryLab G/plus can generate the RRM, based on calculation of corre-
spondingS- and k0-values for each component. If no computer program is available the
resolution information can be plotted directly from the distances of the individual peak
zones of adjacent peak pairs (Rs¼ tR2� tR1) against the gradient run time tG.

(ii) Peak tracking and assignment of the peaks. Complex chromatograms from
reversed-phase gradient elution can often exhibit changes in peak order when the
gradient steepness is changed. Before lnk0- and S-values are calculated, or computer
simulation is used, the peaks from the two initial runs need to be correctly assigned.
Several approaches to peak tracking have been described, using algorithms based on
relative retention and peak areas [107], or alternatively, based on diode-array detec-
tion [108, 109].

(iii) Calculation of ln k0- and S-values. The retention times tg1 and tg2 for a solute
separated under conditions of two different gradient run times (tG1 and tG2, where
tG1< tG2) can be given by [103, 110]:

tg1 ¼ t0
b1

� �
log 2:3k0 b1ð Þþ t0þ tD ð5:17aÞ

and:

tg2 ¼ t0
b2

� �
log 2:3k0 b2ð Þþ t0þ tD ð5:17bÞ

with:

b1
b2
¼ tG2

tG1
¼ b: ð5:18Þ

where tG1 and tG2 are the gradient run time values of tG for two different gradient
runs, resulting in different values of b (b1, b2), and tg (tg1, tg2) are the gradient retention
times for a single solute in two different gradient runs; b1 and b2 are the gradient
steepness parameters for a single solute over the two differing gradient run times; k0
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is the solute retention factor at the initial mobile phase composition; b is the ratio of

tG2 and tG1,which is equivalent to the ratio of b1 and b2; t0 is the columndead time; and
tD is the gradient delay time. Steep gradients correspond to large b-values and small
�k-values.

For small molecules there is an explicit solution [110] for b and k0, namely:

b1 ¼ t0 log b

tg1� tg2
b

� �
þ t0þ tDð Þ ð1�bÞb

� �h i ð5:19Þ

and:

log k0 ¼ b1
t0

� �
tg1�t0�tD
� ��logð2:3b1Þ ð5:20Þ

From the knowledge of b and k0, the values of �k and �w can be calculated [101]:

�k ¼ 1
1:15b1

ð5:21Þ

�w ¼
tg1�t0�tD� t0

b1

� �
log 2

h i
t0G1

ð5:22Þ

where �k is the value of k (retention factor) for a solute when it reaches the column
midpoint during elution; w is the volume fraction of solvent in the mobile phase;Dw
is the change inw for themobile phase during gradient elution (Dw¼ 1 for a 0–100%
gradient); �w is the effective value of w during gradient elution and the value of w at
band center when the band is at the midpoint of column, and t0G is the normalized
gradient time with t0G1 ¼ tG1=Dw.

By linear regression analysis, using �k and �w, the S-value (empirically related to the
hydrophobic contact area between solute and ligand) can be derived from the slope of
the log �k versus �w plots, and lnk0 (empirically related to the affinity of the solute
towards the ligand) as the y-intercept [15]:

S ¼ ln k0�ln �k
� �

�w ð5:23Þ
(iv) Optimization of the gradient time, tG, over the entire gradient range. The

retention factor�k is a linear function of the gradient run time tG ifDw is kept constant.
Hence:

�k
tG
¼ 0:87 F

VmDwS
¼ const: ¼ C ð5:24Þ

The optimized gradient run time tGRRM can be obtained from the RRM or
alternatively, from the plot of RS versus tG, and yields for each analyte the new
values of �knew by tGRRM being multiplied by C:

C tGRRM ¼ �knew ð5:25Þ
(v) Determination of the new gradient range. If the gradient run time tGRRM is

changed in relation toDwwith t0 ¼ const:, the �k-values do not change, as can be seen
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from the following equation:

t0G1 ¼
tGRRM
Dw

¼ VmS�k
0:87F

ð5:26Þ

where:

Dwopt ¼
tGopt
t0G1

ð5:27Þ

and where the retention time tg of the first peak is greater than (t0 þ tD) and the
retention time tg of the last peak is less than DtGopt.

(vi) Calculation of the new gradient retention times tg. Based on the knowledge of
the S- and lnk0-values, new gradient retention times can then be calculated.

(vii) Change of gradient shape (optional). Multisegmented gradients should only
be used, once the gradient delay has been measured. With multisegmented gra-
dients, an error in the gradient delay will reoccur at the beginning and end of each
gradient step. In addition, the effect of Vmix (which can be determined according to
the procedures described in [103]), whichmodifies the composition of the gradient at
the start and end (rounding of the gradient shape), can lead to deviation of the
experimentally determined retention times from the predicted �ideal� values as
derived, for example, with DryLab G/plus simulations.

(viii) Verification of the results. After completion of the optimization process, the
simulated chromatographic separation can now be verified experimentally using the
predicted chromatographic conditions.

Examples where such systematic method development has been used for the
analytical separation of peptides and proteins can be found in studies performed on
ribosomal proteins [111].

5.5.2
Scaling Up to Preparative Chromatography

While analyticalHPLCaims at the quantification and/or identification of compounds
(with the sample going from the detector to waste), preparative chromatography aims
at the isolation of compounds (with the sample going to the fraction collector). For
preparative separations,method development always focuses on the peaks of interest
and the two adjacent eluting peaks. In many cases, all other peaks can be viewed as
superfluous and are directed to the waste. Optimization of the resolution of the peak
of interest from the adjacent peaks has to take into account the sample size and the
relative abundances of the three components that form the basis of the separation
task. Once an analytical method is established, it can be scaled up [12, 112] to a
preparative separation by taking into consideration the operating ranges of the
column (Table 5.9) or used for scaling up by deliberate column overloading.

The concept of parity in scaling up or down implies that the performance features,
selectivity behavior, and recyclability of the stationary phase material used for the
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analytical and the preparative separations are identical, with the exception of particle
size. Both robust experimental methods as well as rules-of-thumb, acquired by
experienced investigators, have been developed that enable such comparisons to be
made. An extensive scientific literature is now available to indicate sound founda-
tions for such scaling-up strategies, coupled with suitable experimental methods for
their validation. Table 5.9 summarizes some of this information.

In order to obtain an equivalent elution profile, the flow rate needs to be adjusted
for columns with different internal diameter, according to:

Fpreparative ¼ rpreparative
ranalytical

� 	2
� Fanalytical ð5:28Þ

where F is the flow rate and r is the column radius of the preparative or analytical
column.

Estimates of the loading capacity of a particular column material can usually be
obtained from themanufacturer. Themass loadability for a scaled-up separation can
be calculated with:

Mpreparative ¼ rpreparative
ranalytical

� 	2
�Manalytical � CL ð5:29Þ

whereM is the mass, r is column radius of the preparative or analytical column, and
CL is the column length ratio.

Inmany cases, despite some loss of resolution, columnoverloading is an economic
and viable method for compound purification. In analytical LC, the ideal peak shape
is a Gaussian curve. If under analytical conditions a higher amount of sample is
injected, peak height and area change, but not peak shape or the retention factor.
However, if more than the recommended amount of sample is injected onto the
column the adsorption isotherm becomes nonlinear. As a direct consequence,
resolution decreases and peak retention times and peak shapes may change. There
are two methods of column overloading – concentration overloading and volume
overloading. In concentration overloading the volume of the injected sample is
maintained, while the sample concentration is increased. The retention factors of the
compound(s) decrease, and the peak shape may become triangular and tailing. The
applicability of this method is limited by the solubility of the target compound(s) in
themobile phases employed. In volume overloading, the concentration of the sample

Table 5.9 Operating ranges of column types in HPLC with inner column diameter (ID), column
lengths, flow rate range, and range of sample quantity.

Column
type

Column
ID (mm)

Column
lengths (mm)

Flow rate range
(ml/min)

Sample quantity
range

Preparative >4 15–250 5–20 mg–g
Analytical 2–4 15–250 0.2–1 mg–mg
Capillary 1 35–250 0.05–0.1 mg
Nano <1 50–150 <0.05 ng–mg
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is maintained, but the sample volume is increased. The retention factor of the
compound(s) increase(s) in the volume overload mode, with broadened peak shape.
Once a suitablemethod is established, it can be applied to the preparative purification
of the target compound(s).

5.5.3
Fractionation

There are four types of fraction collection [113]: (i) manual, with a manually pressed
button to start and stop collection, (ii) time based, with a fraction collecting during
fixed preprogrammed time intervals, (iii) peak based, based on a chosen threshold
of the up- and down-slope of a detector signal, and (iv) mass based, with fraction
collection occurring only if the specific mass of a trigger ion is detected by MS. In
addition, a recovery collection can be performed, in which everything that is not
collected as a fraction goes into a dedicated container where it can be easily
recovered. Whatever the type of fraction collection, careful attention has to be
given to the fraction collection delay times and a delay time measurement
performed. For a peak with start time t0 and end time tE, fraction collection needs
to be started when the start of the peak arrives at the diverter valve (t0 þ tD1) and
ended, when the end of the peak arrives at the needle tip (tE þ tD1 þ tD2), where tD1
is the delay time between detector and valve and tD2 is the delay time between valve
and needle tip.

5.5.4
Analysis of the Quality of the Fractionation

In the absence of on-line MS, fractionation is usually accompanied by an off-line
mode of quality analysis. The typical workflow comprises (i) a prepreparative (e.g.,
prior to any fractionation) analysis of the unpurified material, (ii) the purification/
fractionation of the compound, and (iii) a postpreparative analysis of the individual
fractions. The pre- and postpreparative analysis can performedwith analyticalHPLC,
MS, and activity testing of the fractions, if an assay is available (Figure 5.7).

After the fractions have been collected, the solvent needs to be removed either by
using a freeze dryer, rotary evaporator, or high-throughput parallel evaporator.
Nonvolatile components can be removed with reversed-phase SPE procedures prior
to solvent removal if the aqueous portion of the buffer is sufficiently large.

5.6
Multidimensional HPLC

Although HPLC is a powerful separation technique for the fractionation of peptides
from complex biological mixtures, very oftenmore then one chromatographic step is
necessary to achieve a required degree of purity of the target compounds. In practice,
this is achieved through a series of purification steps. As there are material losses
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associated with each purification step in these procedures (Figure 5.8) the overall
recovery of the product has to be optimized. This can be achieved if the number of
employed purification steps is minimized. Thus, strategies and techniques that
reduce the number of unit operations are to be preferred since they will lead to
minimization of product loss(es), and save on capital costs for equipment, reagents,
and other consumables or operational costs for staff.

After initial extraction, the enrichment and purification of the target compound
can be achieved typically in two to five chromatographic steps using a combination of
different chromatographic modes. For peptides and proteins, various combinations
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Figure 5.7 Prepreparative analysis (a),
preparative fractionation (b), and
postpreparative analysis (c) withHP-RPC for the
preparative isolation of synthetic polypeptides
NH2-RIC(Acm)DKC(Acm)KVIRRHGRVYVIC
(Acm)ENPKHKQ-COOH [114]. The
prepreparative analysis of crude synthetic
polypeptide (a) and postpreparative analysis of
the purified product (c) was achieved with a
TSK-ODS-120 T column (4.6� 150mm ID,

120 A
�
, 5 mm, endcapped) using a flow rate of

1ml/min and a 60min gradient from 100% A
(0.1% TFA in water) to 100% B (90%
acetonitrile 0.09%TFA), pH2.1. Thepreparative
fractionation (70mg) of the crude mixture (b)
was obtained with a TSK-ODS-120 T column
(21.5� 300mm ID, 120A

�
, 10mm, endcapped)

using a flow rate of 7.5ml/min and a 90min
gradient.
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of chromatographic modes, including IEX-RPC, SEC-RPC, HILIC-RPC, RPC-
HILIC, and AC-RPC combinations, are described in the literature.

Multidimensional (multistage, multicolumn) (MD)-HPLC offers the possibility of
cutting the elution profiles into consecutive fractions, where these fractions can be
treated independently fromeach other.One important consequence of this strategy is
the gain in peak capacity, defined as the number of peaks that can be accommodated
between the first and the last peak in a separation of defined resolution [115]. MDLC
has developed from column switching and related techniques [116] for a specific
target or class of targets [117]. MD-HPLC has the potential of independent optimi-
zation of the separation conditions for each fraction and allows a relative enrichment/
depletion/peak compression of components. An advanced conceptual framework of
MDLChas been developed for small-molecule separations [118–122].MD-HPLC can
be applied to the purification of a particular peptide or comprehensive fractionation
of complex peptide mixtures.

5.6.1
Purification of Peptides and Proteins by MD-HPLC Methods

To purify a particular peptide or protein, it is often possible to select complementary
chromatographicmodes that allow the target compound to be obtained in high purity
with only a few separation steps, preferably three steps or less. In such noncom-
prehensive MD-HPLC, only a part of the analytes (as a single fraction) eluting from
the first column is transferred to a second column for further purification (conven-
tionally expressed by a hyphen, i.e., IEX-RPC). For such a �heart-cutting� technique,
knowledge of the retention properties of the analyte mixture in the first column is
needed in order to choose the segment(s). Heart-cutting techniques are fast, but not
comprehensive, since the majority of analytes are not subjected to a separation in a
second dimension. The main advantage of the technique is the improved resolution
of compounds that coelute in the first dimension. A key requirement for such a
purification scheme is that subsequent stages of the separation are orthogonal, with
the two separation modes not correlated to each other in relation to their retention
characteristics (i.e., selectivity).

For a single chromatographic dimension, the partly contradictory objectives of
speed, resolution, capacity and recovery can usually not be maximized simulta-
neously (i.e., a high resolution can be achieved but at the expense of speed; a high
speed separation can reduce resolution, etc.) (Figure 5.9).

A three-stage MD-HPLC protein purification process allows meeting the overall
purification objectives by placing the emphasis for each purification stage on a
different pair of objectives and choosing a chromatographic mode which is partic-
ularly suited for the task (Figure 5.10). At the enrichment or capture stage, the
emphasis is on speed and capacity, employing HP-AC, HP-IMAC, HP-IEX, or HP-
HIC, possibly in a SPE format as a low resolution step. This stage aims at the initial
isolation of the target product from the crude sample, at its concentration and also at
the removal of major or critical contaminants. At the intermediate purification stage,
emphasis is placed on capacity and resolution, employing chromatographic modes
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with intermediate resolution (i.e., HP-IEX, HP-HIC, or HP-SEC). This stage has the
objectives to remove the majority of impurities (i.e., other proteins, nucleic acids,
viruses, and endotoxins). At the final chromatographic purification step, the empha-
sis is placed on resolution and recovery, employing high-resolution modes (i.e., HP-
RPC). This stage strives to remove trace amounts of impurities or closely related
compounds to obtain the final pure product. Therefore, HP-SECmay also be used as
final polishing step (i.e., in order to remove unwantedmultimeric forms of the target
protein).

In some cases, the capture and intermediate purification, or for that matter
intermediate purification and final polishing step may be achievable with a single
separation step, resulting in a two-stage purification process. In other cases, such as
for the purification of therapeutic proteins, four or more stages may be required to
achieve the desired degree of protein purity. The selection of purification techniques
for capture, intermediate purification, and final purification, and their intelligent
combination is therefore vital for an efficient separation process.

Purification stage Separation mode Priority

Enrichment (capture) stage: AC, IMAC, IEX, HIC
rapid, high capacity,
low resolution

Intermediate purification stage: IEX, HIC, SEC
high capacity, high resolution,
intermediate speed and recovery.

Final purification stage: RPC, SEC
high resolution and recovery, 
low capacity and speed.

Resolution

Recovery

Capacity

Speed

Resolution

Recovery

Capacity

Speed

Resolution

Recovery

Capacity

Speed

Figure 5.10 Optimization priorities at individual stages for a multidimensional, three-stage
purificationprocess after initial sample extraction exemplified for peptides and proteins and suitable
chromatographic modes.
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Figure 5.9 Optimization goals for a chromatographic purification and their interrelationship.

5.6 Multidimensional HPLC j201



5.6.2
Fractionation of Complex Peptide and Protein Mixtures by MD-HPLC

If the objective of a purification scheme is the comprehensive fractionation of a
complex, multicomponent peptide mixture, it is of advantage to use orthogonal
chromatographic modes, but such extensive fraction collection requires additional,
sometimes substantial, infrastructure. In comprehensive MD-HPLC, the entire
analyte pool of the first column is transferred to the second column (expressed by
a cross, i.e., IEX�RPC) as sequential aliquots, either successively onto one column
or alternating onto two parallel columns. The resulting data can be represented as
three-dimensional contour plots, with retention times of the second dimension
plotted against retention times of the first dimension. The information content of
such comprehensive two-dimensional chromatograms is higher than the informa-
tion content of individual one-dimensional chromatograms. Thefirst comprehensive
two-dimensional systemwas developed in the late 1970s by Erni and Frei [123]. In the
subsequent decades, comprehensive MD-HPLC methods have been further devel-
oped, mainly for peptides and proteins [124, 125]. The theoretical aspects of MD-
HPLC techniques have also been further developed [126–128].

5.6.3
Operational Strategies for MD-HPLC Methods

From an operational perspective, MDLC can be carried out off-line or on-line [129].
Regardless of which operational mode, off-line or on-line, is used, the compatibility
of the mobile phases between successively employed chromatographic modes in a
separation scheme needs to be considered (see Section 5.6.4.2). As a consequence, it
may be necessary to process the fractions between two separation stages (e.g.,
through buffer exchange, concentration, or dilution) to enhance compatibility of
eluent composition of fractions from the first chromatographic dimension with the
retaining mobile phase of the second chromatographic dimension. If a nonretentive
chromatographic mode such as SEC is employed in conjunction with a retentive
chromatographic mode, such as RPC or IEX, it is usually performed first. This
allows (i) relatively large eluent volumes stemming from isocratic elution in the
nonretentive mode to be reduced through the capture of analytes under the
retaining mobile phase conditions of the subsequent retentive chromatographic
mode and (ii) reduction of extracolumn band broadening with resulting loss of
resolution.

5.6.3.1 Off-line Coupling Mode for MD-HPLC Methods
The off-line coupling mode in HPLC is comparable with that employed in conven-
tional (open) column chromatography in peptide and protein isolation. In the off-line
mode, the eluent of the first column is collected as fractions, either manually or with
an automated fraction collector, and reinjected onto the second column. Typical
processing steps may include volume reduction by freeze-drying or automated high-
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throughput parallel evaporation systems taking into account the boiling point(s) or
volatility of the target analyte(s) and organic solvent if these are contained within the
eluates. The use of volatile mobile phase additives then allows a buffer exchange.

5.6.3.2 On-Line Coupling Mode for MD-HPLC Methods
The on-line mode uses high-pressure, multiposition, multiport switching valves,
which allow selection of pathways for single fractions from the first chromatographic
dimension to subsequent column(s) of the second chromatographic dimension. The
fractions from the first dimension are either transferred directly, or through one (or
more) intermediate trapping columns for the purpose of concentration and auto-
mated buffer exchange. This approach requires complex instrumentation, and
results in increased optimization time and reduced system flexibility; however, it
has numerous advantages in terms of reproducibility, recovery, speed, and
automation.

5.6.4
Design of an Effective MD-HPLC Scheme

MD-HPLC for peptides and proteins requires thoughtful selection of orthogonal
and complementary separation modes, and of the order of their utilization and
independent optimization in respect to the chromatographic goals (speed, reso-
lution, capacity, and recovery). Furthermore, besides the mobile phase composi-
tion of the employed chromatographic modes, the elution mode (isocratic, step, or
gradient elution), flow rates and, mobile phase temperatures need to be
considered.

5.6.4.1 Orthogonality of Chromatographic Modes
In order to exploit the full peak capacity of a two-dimensional system [122], it is
advantageous if the applied chromatographic modes are orthogonal. It is generally
accepted that the dimensions in a two-dimensional separation systemare orthogonal,
if the separationmechanism of the two dimensions are independent from each other
causing the distribution of analytes in the first dimension to be uncorrelated to the
distribution in the second dimension. An example of such orthogonality is LC-
capillary electrophoresis (LC-CE), where totally different separationmechanisms are
used (i.e., pressure-driven compared to electrically driven separation) [130]. In a
similar manner different separation modes in HPLC can be viewed as being
orthogonal (e.g., ion-exchange chromatography (CEX or AEX) and RPC are orthog-
onal as they separate according to net charge or hydrophobicity, respectively). A very
coarse classification of chromatographicmodes commonly applied in theMD-HPLC
of peptides and proteins according to their separation principles is depicted in
Figure 5.11.

In MD-HPLC systems, combinations of chromatographic modes are usually
designed to achieve analyte separation according to different characteristic analyte
properties [131].
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For an ideal orthogonal, two-dimensional separation, the overall peak capacity, PC,
is defined as the product of the peak capacities in each dimension:

PC2D-system ¼ PCfirst dimension � PCsecond dimension ð5:30Þ

However, if two nonidentical chromatographic modes with some degree of
similarity are used in a two-dimensional system, the increase in the peak capacity
and the total number of analytes that can be separated ismuch lower than the product
of peak capacities of individual dimensions. The peak capacity also depends on the
elutionmode. Gradient elution provides a higher peak capacity than isocratic elution
and is of advantage in two-dimensional LC.

It should be noted that since selectivity in chromatography depends not only on the
stationary phase, but also on the mobile phase, orthogonal separations can be
achieved through fine-tuning of the separation conditions, even if the principal
separation mechanisms of both dimensions are similar. Such tuning removes the
inaccessible area from the two-dimensional retention plane and ensures that the
remaining retention space is used efficiently [126].

In addition, the structure of analytes has an effect on the peak capacity. In many
separation systems, the contribution of structural units, especially the repeating
units, to the Gibbs free energy of association of the analytes with the immobilized
chromatographic ligands are additive [132]. Such structural repeating units can be
hydrophobic or polar. If one chromatographic system in a two-dimensional LC has
no selectivity for a structural element, then the first and the second dimension are
noncorrelated (orthogonal) with respect to the repeating structural unit
(Figure 5.12a). In a completely correlated separation system, with correlated
retention factors in the two dimensions, the separations space is not utilized
(Figure 5.12b). Such two-dimensional systems do not provide sufficient selectivity
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Figure 5.11 Degree of orthogonality ofmajor chromatographicmodes employed in the separation
of peptides and proteins. Shading indicates the degree of correlation of the separation principles of
paired modes.
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for the separation in respect to the structural property distribution of interest in
either dimension and are generally not very useful in practice. In inversely
correlated two-dimensional LC� LC separation systems, the retention time
increases in the first dimension, but decreases in the second dimension
(Figure 5.12c). Neither correlated or inversely correlated two-dimensional LC� LC
increase the peak capacity significantly. The selectivity of a two-dimensional LC�
LC with respect to hydrophobic or polar repeating units can determine the
suitability of chromatographic modes employed in two-dimensional separations
and depends on the employed stationary as well as mobile phases. Orthogonal
systems with noncorrelated selectivities provide the highest peak capacity and
therefore the highest number of resolved peaks.

The peak capacity in two-dimensional LC� LC decreases with increasing corre-
lation of the selectivity between the first and the second chromatographic dimension.
In practice, however, two-dimensional LC� LC systems are rarely fully orthogonal
with respect to each structure distribution type (i.e., hydrophobic, polar) [127]. Many
partially orthogonal systems are using only part of the theoretically available two-
dimensional separation space, but can be evaluated using analytes differing in the
numbers of hydrophobic or polar structural units or by quantitative structure
retention relationships.

5.6.4.2 Compatibility Matrix of Chromatographic Modes
In the design of two-dimensional LC� LC systems, the selection of the mobile
phase for each chromatographic dimension is of fundamental importance in order
to achieve maximal utilization of the two-dimensional separation space. In contrast
to off-line two-dimensional LC procedures, where the collected fraction can be
subjected to evaporation, dilution, or extraction, before injection onto the column of
the second dimension, the compatibility of the mobile phases in on-line two-
dimensional LC� LC in terms of miscibility, solubility, viscosity, and eluotropic
strength is much more important. The mobile phases used in SEC�RPC, SEC
�HILIC, RPC�CEX, RPC�AEX RPC�CEX, that are compatible, are shown in
Figure 5.13.
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Figure 5.12 Two-dimensional separation
space for a set of peptides and proteins utilizing
separation systems that are: (a) uncorrelated,
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5.7
Conclusions

Due to the enormous growth in capability and separation power that has occurred
over the past two decades, the benefits ofHPLC in peptide and protein chemistrymay
now seem obvious. However, as there is an immense choice of modes and proce-
dures, further scope exists to improve the quality of such separations and achieve
even higher resolutions based on even more efficient optimization procedures. For
these reasons, a comprehensive overview of the principles and limitations of
contemporary separation methods in various steps of purification and analysis of
peptides and proteins has been presented at the beginning of this chapter.

In order to solve analytical problems for a particular compound or class of
compounds, as well as to save time and resources, it is essential that systematic
method development concepts are applied. Such methods then enable a successful
scaling up to preparative purifications as well as the design and application of MD-
HPLC purification schemes. Moreover, if used in conjunction with de-replication
procedures, these advances in high-resolution chromatographicmethodsmay lead to
newdiscoveries that can beused to advance science ormedicine, and at the same time
respect the environment through reduced solvent and reagent usage.

To this end, it will also be the responsibility of future generations of analytical
scientists to ensure that the development of new separation methods occurs
responsibly and sustainably. It is therefore expected that increasingly the analysis
of peptides and proteins will use the principles of green analytical chemistry,
considering the issues of waste minimization and hazard reduction. Similar criteria
will also apply to preparative and process developments. Thus, there is tremendous
potential for investigators to pursue new aspects of method development, which
hopefully has been encouraged by this chapter.

RPC Directly compatible
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Figure 5.13 Pair-wise comparison of compatibility between common chromatographic modes.
Compatibility is based on miscibility, solubility, and eluotropic strength for a particular class of
peptides and proteins.
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6
Local Surface Plasmon Resonance and Electrochemical
Biosensing Systems for Analyzing Functional Peptides
Masato Saito and Eiichi Tamiya

6.1
Localized Surface Plasmon Resonance (LSPR)-Based Microfluidics Biosensor
for the Detection of Insulin Peptide Hormone

6.1.1
LSPR and Micro Total Analysis Systems

A deeper understanding of noble metal nanostructure phenomena is extremely
important to develop innovative nanosensors for biomolecular interactions. It is well
established that the metal nanostructures of particles, pores, rods, and rings have
been investigated previously for plasmon properties as well as highly sensitive and
specific sensors for biological targets [1, 2]. localized surface plasmon resonan-
ceLSPR, which results from the matching between the frequencies of incident
photons and the collective oscillations of the conductive electrons in the metal
nanostructures, has been presented in the recent literature [3–8]. Theoretically, the
absorbance sensing property of LSPR is dependent upon the size, shape, and spacing
of nanostructures as well as their local environment [9–14].

Given the current advances in biochip technology, micro total analysis systems
(mTASs) [15] have received much attention for the highly efficient, simultaneously
analysis of a number of important biomolecules from proteomics to genomics. If the
LSPR-based chip, a surface detection tool for biomolecular interactions, is applied to a
mTAS, this system will become more flexibly and widely used in analytical applica-
tions. Previously, molecular interactions would ordinarily have to be measured by
surface plasmon resonance SPR. However, due to the requirement of the Kretsch-
mann configuration in total internal reflectionmode, the planar SPR systemhas been
faced with some drawbacks for lab-on-a-chip incorporation. Currently, a simple
collinear optical system operated in transmission geometry without using the
Kretschmann configuration has been reported for the label-free detection of anti-
gen–antibody reactions and DNA–DNA hybridizations using LSPR-based nano-
chips [16–23]. Exploiting this advantage for mTASs, a microfluidic chip based on
LSPR spectroscopy was proposed. On the basis of the characteristics of a previous
chip, a polydimethylsiloxane (PDMS) microfluidic LSPR chip using the soft-lithog-

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

j211



raphy technique has been fabricated. For evaluating the chip, the antibody–antigen
reaction was performed to detect insulin – one of the most important indicators for
diabetes diagnosis [23, 24]. This chip presents several advantages, such as real-time
detection at low experimental cost with less reagent consumption, kinetic constant
determination of antigen–antibody interaction, reduction of the total analysis time,
and opening of the high potential for mTAS integration.

6.1.2
Microfluidic LSPR Chip Fabrication and LSPR Measurement

Microfluidic LSPR chips have a nano silica particle (100 nm diameter) monolayer on
a glass substrate. A spot of LSPR substrate is created at the center of the glass slide
with a diameter of 2mm after deposition of a thin gold layer (30 nm) to cap the silica
nanoparticles. Alternatively, a microfluidic device to cover the LSPR substrate has
been fabricated using PDMS by a standard soft-lithography technique [25]. The
microchannel has awidth of 200 mm, aheight of 300 mmand a length of 30mm.LSPR
measurements were performed using a set of instruments: spectrophotometer
(USB-2000; wavelength range: 200–1100 nm), tungsten halogen light source
(LS-1; wavelength range: 360–2000 nm), and optical fiber probe bundle (R-400-7
UV/V is: fiber core diameter: 200mm, wavelength range: 250–800 nm) (all from
Ocean Optics). Themicrofluidic LSPR chip was placed proximally to the optical fiber
probe bundle surface to satisfy that requirement that the incident light was reflected
upon hitting the LSPR substrate surface, and coupled into a detection fiber probe and
analyzed by theUV/Vis spectrophotometer over awavelength range of 400–800 nmat
room temperature as shown in Figure 6.1. Flow through the microfluidic LSPR chip
was driven by the pressure fromamicrosyringe pump.Aflow rate of 9ml/minwas set
up in all experiments. The absorbance data were plotted as functions of time and
recorded by a PC using OOIBase32 software (Ocean Optics).

Figure 6.1 Photograph of the fabricated microfluidic LSPR chip (a), and schematic illustration of
the microfluidic LSPR chip and set-up (b).
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6.1.3
Detection of the Insulin–Anti-Insulin Antibody Reaction on a Chip

After immobilization of proteinAon the LSPR spot surface throughuse of a chemical
coupling agent [23], the anti-insulin antibody was captured by protein A. For label-
free measurement of the antigen–antibody reaction, standard insulin solutions were
introduced to the chip over 20min and the peak absorbance intensity increases were
recorded as a function of time. Figure 6.2(a) shows the representative plots of
absorbance spectra response observed for the flow of insulin at different concentra-
tions ranging from 0.1 to 10 mg/ml. In the absence of insulin, the absorbance
spectrum was not changed due to the biomolecular binding event not occurring.
In the presence of the insulin solution, insulin binds to the anti-insulin antibody on
the microfluidic LSPR chip surface and thus the peak absorbance intensity was
increased. These results also show that the absorbance intensity increases corre-
spond to the increasing concentration of the insulin solution and the saturation value
was attained after 12min. The mean increases in peak absorbance intensity for
binding of various insulin concentrations of 0.1, 0.5, 1, and 10 mg/ml were 0.0047,
0.0075, 0.0102, and 0.0175 (n¼ 4) in succession, as shown in Figure 6.2(b). The
results showed that the microfluidic LSPR chip could yield a limit of detection of
100 ng/ml insulin within the linear range from 0.1 to 10 mg/ml.

Moreover, the kinetic constants for the process of interaction of insulin and the
anti-insulin antibody immobilized on the surface could be determined by linear
transformation of sensograms [26]. The formation rate of the complex (antigen–anti-
body) at the time t based on the association rate constant (ka) and dissociation rate
constant (kd) could be expressed by:

d½Ag�Ab�=dt ¼ ka½Ag�½Ab��kd½Ab�Ag� ð6:1Þ
With the concentration of free antibody binding sites [Ab]¼ [Ag�Ab]max�

[Ag�Ab], the following equation can be derived:

Figure 6.2 Real-time monitoring of insulin binding to anti-insulin antibody immobilized
on the chip surface (a). Peak absorbance strength changes as a function of insulin
concentrations (b).
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d½Ag�Ab�=dt ¼ ka½Ag�Ab�max½Ag��ðka½Ag� þ kdÞ½Ab�Ag� ð6:2Þ

The formation of the complex causes the increase in the absorbance intensity of
LSPR in direct proportion to the refractive index of the variations in solute con-
centrations. The maximum absorbance intensity (Imax) responds corresponding to
the saturation of the available binding sites:

dI=dt ¼ ka½Ag�Imax�ðka½Ag� þ kdÞI ð6:3Þ

where:

k ¼ ka½Ag� þ kd ð6:4Þ

Figure 6.3(a and b) presents linearization data for the interaction process in
coordinates of Eqs. (6.3) and (6.4). The kinetics constants calculated from these
primary data were ka¼ 7.18� 103M�1 s�1 and kd¼ 3� 10�4 s�1. The overall affinity
constant K (ka/kd) was thus calculated to be 2.39� 107M�1.

These results suggest that the microfluidic LSPR chip could be used to transduce
the biomolecular binding at the surface into an absorbance change with a required
sensitivity for biosensor applications. Using themicrofluidic LSPR chip, it is possible
to measure the biomolecular interactions in real-time and calculate the kinetic
constants using only a single optical fiber. Additionally, a possible advantage of the
microfluidic LSPR chip is assumed to be the study of cell-transducing signals when
this chip is connected to the cell culturing chamber. This characteristic is a great
additional advantage compared to the previous LSPR systems,whichwere performed
under air conditions. Although, the current detection limit is sufficient for
many practical applications, a lower detection limit can be attained by optimization
of the detection chemistry, such as surface density, competitive immunoassay, and
so on.

Figure 6.3 Determination of individual rate constants in coordinates of Eq. (6.3) (a) and
Eq. (6.4) (b).
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6.2
Electrochemical LSPR-Based Label-Free Detection of Melittin

6.2.1
Melittin and E-LSPR

Pore-forming peptide toxins are cytolytic toxins that act on a plasma membrane for
the purpose of permeabilizing the host cells [27, 28]. Melittin – a non-cell-selective
lytic peptide from the venom of the honey bee – has a direct effect on human
erythrocyte lysis with the perturbation of the membrane [29], leading to hemoglobin
leakage [30]. Importantly, melittin can exhibit its pore-forming effect on a mimic of
natural membranes, providing a feasibly alternative way to detect and study some of
the desirable properties in artificial systems [31, 32]. A number of techniques to
investigate the interactions ofmelittin toxin and themembrane have been detailed in
the recent literature, including SPR [33, 34], electrochemical impedance spectros-
copy [35], second harmonic generation [36], and the cantilever array sensor [37]. The
combination of SPR and electrochemistry on a planar gold surface – electrochemical
SPR – achieved a highly sensitive, reliable complementary analysis of the toxin–
membrane interactions under fully identical experimental conditions [38, 39].
However, the requirement of the Kretschmann configuration in its total internal
reflection mode limits the possibilities for massively parallel detection in a minia-
turized package as well as lab-on-a-chip incorporation.

The surface plasmon band excitation of the core–shell nanostructure substrates in
a simple collinear optical system has been previously demonstrated as the potential
model to overcome these limitations [16–23]. Different from the fabrication of gold
nanoparticles in solution, this nanostructure was suitable to process in various
flexible formats – an important property to develop completed biochips in analytical
and biosensor applications. In its construction, the silica nanoparticles were used as
the �core,� and thin gold films were used as the �shell� coated at the bottom and the
top of the �core�. The excitation mode of the plasmon absorption spectra of the
core–shell nanoparticle structure could be controlled by changing the size of the silica
nanoparticle and the shell thickness of the gold layer. Additionally, the LSPR
microfluidic format was also developed to give the possibility to integrate LSPR
measurement into a mTAS [23]. These previous achievements encouraged us to apply
these core–shell nanoparticle structures to develop an electrochemical localized
surface plasmon resonanceE-LSPR sensor for the possible detection of peptide toxin.

6.2.2
Fabrication of E-LSPR Substrate and Formation of the Hybrid Bilayer Membrane

The approach for fabricating the core–shell structure nanoparticle substrate has been
well described [17, 20]. After cutting the silicon wafer, 5 nm of chromium and 30 nm
of gold were deposited. Silica nanoparticles were formed on the gold substrate,
producing the nanoparticle monolayer. After deposition of a thin gold-cap layer, this
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core–shell structure nanoparticle substrate could be used simultaneously as a
working gold electrode and LSPR-exciting device. All electrochemicalmeasurements
were performedbyusing a three-electrode systemwith a platinumwire as the counter
electrode and an Ag/AgCl electrode as the reference electrode.

The lipid vesicles were prepared by dissolving dimyristoylphosphatidylcholine
(DMPC) in pure chloroform. The organic solvent was then removedwith aN2 stream
to form a thin lipid layer and the samples were kept continuously in a vacuum
desiccator for 12 h. An amount of a 0.01M phosphate-buffered saline (PBS; pH 7.5)
containing 0.1M NaCl was added, giving a final lipid concentration of 0.5mg/ml.
The lipid vesicle solution was then sonicated for 1 h and used within 24 h. A self-
assembled alkanethiol layer was achieved by introducing 1mM decanethiol solution
onto the substrate surface for 1 h. After fusing the lipid vesicles on the alkanethiol-
modified surface for 2 h (Figure 6.4), the hybrid bilayer membrane (HBM)-immo-
bilized surface was exposed to negative control bovine serum albumin (100 mg/ml in
PBS buffer) to confirm the complete coverage of the nonspecific binding sites. Then,
aliquots of 20 ml of melittin solutions were introduced for 20min and the E-LSPR
measurements were continuously performed.

The optical and electrochemical characteristics of the core–shell structure nano-
particle substrates were evaluated using a simple collinear optical system and the
Autolab PGSTAT 100 system. The absorbance peak at 530nm and the typical cyclic
voltammogram of this substrate were clearly observed due to the rather regular
nanoparticle surface, thus allowing performance of LSPR and electrochemistry
analyses on the same surface. The LSPR behaviors of the core–shell structure
nanoparticle substrate were investigated corresponding to the HBM deposition steps
(Figure 6.5A). Compared to the bare substrates, the absorbance spectra of the
alkanethiol-modified substrates were changed with an average peak shift of 2.03 nm
and an absorbance strength increase of 0.02 AU due to the self-assembly formation of
1-decanethiol on the gold surface. Both the peak shift and the increase in absorbance
of the core–shell structure nanoparticle substrates could be used as the optical
signatures for studyingbiomolecular interactions.Owing to slightly higher sensitivity,
monitoring the absorbance intensity changes in the LSPR responsewas focused on in
this study. Dispersed with a lipid vesicle solution, the alkanethiol-modified hydro-
phobic surface could be contactedwith acyl chains of polar lipids, orienting their polar
head-groups toward the solution.As a result, the formation ofHBMcaused an intense

Figure 6.4 Fabrication of themembrane-based sensor using the core–shell structure nanoparticle
substrate.
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increase in the LSPR spectrum by about 0.039 AU in comparison to the decanethiol-
modified surface. On the other hand, the presence of 1-decanethiol and successive
DMPC layers on the bare substrate surface strongly suppressed the electrochemical
reaction of the redox probes. As shown in Figure 6.5(B), a decrease in the magnitude
and an insignificant change in the peak separation achieved with the 1-decanethiol-
modified substrate surface indicated that the 1-decanethiol layer was not densely
packed, thus maintaining the permeability for the electroactive species. Formation of
HBM on the surface noticeably prevented the access of the redox probe and
considerably restrained the faradaic current, resulting in a relativelyflat-shaped curve.
This result demonstrated that the formation of the DMPC layer on the core–shell
structurenanoparticle surfacemostly blocked the interfacial electron transfer between
the redox probe and the gold surface. Consequently, the HBM had been successfully
prepared on the gold surface, creating a simple membrane-based sensor from the
core–shell structure nanoparticle substrate.

6.2.3
Measurements of Membrane-Based Sensors for Peptide Toxin

The absorbance strength increments in the LSPR response of the sensor were
observed when various melittin concentrations of 0, 5, 10, 50, 100, and 500 ng/ml
were independently introduced onto themembrane-based sensors (n¼ 4). The slight
absorbance peak increments in the buffer solution (without melittin) were a result of
physical binding, but not by melittin peptide. With the higher concentrations of
melittin, the peak absorbance intensities of the LSPR spectra were increased
constantly, denoting the interactions of melittin with HBM, and the amount of
boundmelittin was directly related to the peptide toxin concentrations (Figure 6.6A).

Figure 6.5 (A) The peak absorbance intensity
increases and the peak shift of the core–shell
structure nanoparticle substrate due to the
successive depositions steps: (a) bare
substrate, (b) 1-decanethiol-modified surface,
and (c) HBM-covered surface. (B) Cyclic

voltammogram of the core–shell structure
nanoparticle substrate (a), thiol-modified
substrate (b), HBM-covered substrate (c), and
after incubation with 100 ng/ml melittin (d) in
2mM [Fe(CN)6]

3�/4�.
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The LSPR measurement appears to be highly sensitive for detection of low toxin
concentrations. Even at 10 ng/mlmelittin, a distinct response in the peak absorbance
intensity increase could be obtained. These results were in agreement with the
previous study in which a few nanograms per milliliter of melittin could bind to an
artificial membrane using the SPR method [33]. Impedance spectroscopy has been
widely used to probe the electrode surface features because the interfacial electron
transfer at the electrode surface could be changed by modifying various biomaterial
layers on the surface. In this work, the interfacial electron transfer properties at the
core–shell structure nanoparticles surface were altered by the adsorption of 1-
decanethiol, HBM, and different melittin concentrations. From Figure 6.6(B), the
electron transfer resistance at the gold surface increased upon the formation of
alkanethiol and HBM layers due to the blocking of the redox probe to the electrode
surface by densely arranged successive layers. After interaction with HBM, various
melittin concentration solutions caused gradual decreases in the charge transfer
resistance, resulting from the HBM permeability increases.

6.3
Label-Free Electrochemical Monitoring of b-Amyloid (Ab) Peptide Aggregation

6.3.1
Alzheimer�s Ab Aggregation and Electrochemical Detection Method

One of the hallmarks of Alzheimer�s disease is the formation of neuritic plaques in
the brain of Alzheimer�s disease individuals. The aggregation of Ab peptides is
central to the formation of the plaques. Ab is a 4-kDa peptide present in the brain and
cerebral spinal fluid. In its native form, Ab is unfolded, but aggregates into a b-sheet
structure of ordered fibrils under various conditions [40–42]. Ab(1–42) is more

Figure 6.6 (A) Calibration curves for melittin
on themembrane-based sensor using LSPR. (B)
Impedance plots of the core–shell structure
nanoparticle substrate (a), thiol-modified

substrate (b), HBM-covered substrate before
(c), and after interactions with 50 (d), 100
(e), and 500 ng/ml (f) melittin in 1mM
[Fe(CN)6]

3�/4�.
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hydrophobic and aggregates more easily than Ab(1–40), and is predominant in the
plaques of Alzheimer�s disease individuals [43, 44]. The aggregation process starts
with a nucleation step followed by a growth phase, which is dependent on the
composition of the carboxyl end of Ab [45].

The first introduction of the direct oxidation of Trp and Tyr residues on carbon
electrodes was reported about two decades ago [46, 47]. Oxidation of Tyr and Trp at a
wax-impregnated spectroscopic graphic electrode is reported to be a two-electron
transfer process [48]. Although Ab possesses only one redox-active residue – Tyr at
position 10 – it was assumed that the changes in conformation and possibly charge(s)
due to nucleation and later aggregation of the peptide might affect the adsorbability of
the Tyr residue to the electrode surface, thus enabling detection of the aggregation
process and possibly the initial stages. Moreover, since the method is based on
conformational structure change, the study could provide information regarding the
different structures that the peptides adopt prior to and during the aggregation process.

6.3.2
Label-Free Electrochemical Detection of Ab Aggregation

Initially, the electrochemical condition for Ab detection was optimized using
voltammetry and set to square-wave voltammetry (SWV) [49]. The peak potential
of the two peptides was similar (inset of Figure 6.7). The dependence of detected
current signal on the concentration of the analyte was studied and the results showed
that an increase in concentration led to an increase in peak current, but the
relationship was nonlinear. Concentration was increased until there was no increase
in peak current (saturation) or until there was a change in peak shape (surface
fouling). The detection limits, estimated from the relative standard deviation,
corresponded to approximately 0.7mg/ml for Ab(1–40) and Ab(1–42) peptides. The
aggregation kinetics were analyzed after incubation of the peptides at 80mM in a
20mM Tris–HCl buffer, pH 7.0 (TBS) at 37� 1 �C using SWV (Figure 6.7). Samples
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Figure 6.7 Kinetic study of Ab(1–42) (solid
line) and Ab(1–40) (dashed line) aggregation
after incubation at 80mM in TBS at 37� 1 �C;
detected at 8 and 4mM, respectively, using SWV,

at room temperature. (Inset) Voltammograms
of native Ab(1–42) (solid line) and Ab(1–40)
(dashed line); detected at 8 and 4 mM,
respectively, using SWV, at room temperature.
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were analyzed until the current signals of the peptides were indistinguishable from
background noise (i.e., after incubation periods of 300 and 750min for Ab(1–42) and
Ab(1–40), respectively). The peptides (80mM) were also analyzed using a spectro-
fluorometer in conjunction with Th-T as the indicating probe at excitation and
emission wavelengths of 450 and 490 nm, respectively. The electrochemical data
correlate highly (r¼�0.9022 and �0.9385 for Ab(1–42) and Ab(1–40), respectively)
with that obtained using Th-T fluorescence detection (Figure 6.8). After incubation
for specified time periods, Ab peptides were deposited on a bare mica disk surface
and on a 3-(aminopropyl)triethoxysilane-modified disk surface. After, the disk was
rinsed with purified water and dried using nitrogen gas. Atomic force microscopy
(AFM) images (Figure 6.9) were obtained in air in a dynamic force mode at optimal
force. The AFM results for Ab(1–42) support the electrochemical results.

Figure 6.8 Kinetic study of Ab(1–42) (a) and Ab(1–40) (b) aggregation after incubation at 80 mM in
TBS at 37� 1 �C; detected using Th-T fluorescence dye. The same arbitrary units (a.u.) are used
throughout this report.

Figure 6.9 AFM images of Ab(1–42) aggregates after incubation at 80 mM in TBS at 37� 1 �C for
120min on bare mica surface (a) and for 180min on APTES-modified mica surface (b).
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Further, a comparison of the kinetic data of Ab(1–40) and Ab(1–42) shows that Ab
(1–40) adopts more varied conformational structures compared to Ab(1–42), as seen
by the fluctuations of the Tyr signal displayed by Ab(1–40). The difference might be
attributed to the distinct oligomerization pathways observed for the two peptides
during the early stages of aggregation [50], thus making the electrochemical method
slightly more informative than the labeled technique. The presence of metal ions, in
particular, copper, zinc, and iron, has been reported to enhance Ab aggregation
[51, 52]. Further, copper has been reported to mediate dityrosine cross-linking in Ab
peptides [53]. None of these metals were detected in our buffer by graphite furnace
atomic absorption spectroscopy. Trace amounts of iron (3.15 and 35.2mM) and zinc
(0.26 and 3.9mM) were detected in Ab(1–40) and Ab(1–42) samples, respectively.
Copper ions were not detected. The presence of iron and zinc would possibly
influence the rate of peptide aggregation [51, 52], and probably have some effect
on theTyr oxidation signal. Their effect, if any, is being evaluated andwill be reported.
Bovine serum albumin, used as a control in these studies, displayed no changes in
either the fluorescence signal (agreeing with a previous report [53]) or the Tyr
oxidation signal. Also, the aggregation kinetics of Ab(1–42) incubated at 0� 1 �C
showed no changes in the Tyr signal, which was not surprising since hydrophobic
interactions are destabilized by low temperatures [54], further confirming the validity
of the method for detecting the aggregation of Ab.

In summary, this study reported the first bioelectrochemical measurement of Ab-
peptides using voltammetric techniques at a glassy carbon electrode. The kinetics of
the peptide aggregation have been studied also for the first time using electrochem-
istry. Furthermore, it is a rapid and direct (label-free) technique, and the principle can
be universally and readily extended to other protein aggregation studies. Themethod
also has potential as a drug-screening tool and/or for assessing, in vitro, the
effectiveness of Alzheimer�s disease therapeutics that target Ab plaques.
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7
Surface Plasmon Resonance Spectroscopy in the Biosciences
Jing Yuan, Yinqiu Wu, and Marie-Isabel Aguilar

7.1
Introduction

Surface plasmon resonance (SPR) is a very powerful optical sensing technique and
the capacity of SPR to monitor label-free binding events in real-time has made it a
popular method to study macromolecular interactions [1–5]. SPR has now become a
widely used technique to study antibody–antigen, DNA–DNA, DNA–protein, pro-
tein–protein, and receptor–ligand interactions [6, 7]. SPR spectroscopy has also been
applied to the study of biomembrane-based systems that involve liposomes and
planarmono- or bilayers [8–14]. This chapter provides anoverview of SPR technology,
and illustrates the power of SPR in studying biomolecular interactions with specific
reference to the development of SPR-based immunosensors and the characterization
of membrane interactions, and demonstrates the enormous potential of SPR to
enhance our molecular understanding of membrane-mediated events.

7.2
SPR-Based Optical Biosensors

The SPR phenomenon is highly sensitive to small changes in refractive index
occurring at the surface of a thin noble metal film [15]. This surface-sensitive optical
technique can detect, monitor, and quantitatively measure binding events between
ligands and an immobilized target in real-time without the use of radio, fluorescent,
or enzyme labels. It also has excellent potential for studying surface-confined affinity
interactions without removal of unreacted or excess reactants in the sample solu-
tions. SPR biosensors provide rich information on the specificity, affinity, and
kinetics of biomolecular interactions and/or the concentration levels of an analyte
of interest from a complex sample [16, 17]. This contrasts sharply with traditional
�end-point� immunoassays (e.g., enzyme-linked immunosorbent assays), which
only provide information such as limited ranges of affinity or concentration and
only at one binding characteristic per experiment. Since the initial characterization of
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SPR in the late 1970s, surface plasmons have been intensively studied, and the
technique has played a central role in the study of biomolecule characterization,
kinetics of antibody–analyte interactions and ligand-fishing in drug discovery, and
the detection of a variety of chemical and biological substances [18–21]. The
remarkable progress in the development of new SPR biosensor technologies has
made it a powerful tool in a variety of biomolecular interaction analyses, including
antigen–antibody, ligand–receptor, protein–protein, DNA–DNA, biomembrane
interactions, and so on, with enormous impact in wider application areas, such
as environmental monitoring [22–24], biotechnology [25–29], medical diagnostics
[30–32], drug screening [33–36], and food safety and security [37–39].

7.3
Principle of Operation of SPR Biosensors

SPR is a quantum optical/electrical phenomenon that occurs at themetal surface of a
SPR-active substancewhen a photon of light is incident upon its surface [40]. It is best
described as a charge density oscillation at the interface between two media with
oppositely charged dielectric constants. Plasmons represent the �excited� free
electron portion of the surface metal layer. This resonant excitation is provided by
compatible light energy photons.Under appropriate conditions, the plasmons can be
made to resonate with light, which results in the absorption of light [41]. The
excitation of the surface plasmon is accompanied by the transfer of optical energy
into the surface plasmon and its dissipation in the metal layer, which results in a
narrow dip in the spectrum of reflected light. There are two kinds of configuration
used for excitation of surface plasmons: Kretschmann [42] and Otto [43]. The
Kretschmann configuration is most commonly used for SPR excitation.

In general, a SPR biosensor is comprised of the following components: a light
source, a prism, a transduction surface (usually goldfilm), a biomolecule (antibody or
antigen), a flow system, and a detector. Figure 7.1 shows a simple scheme of the
principle and operation of an SPR immunoassay technique. With respect to stability
and sensitivity considerations, thin gold films (50–100 nm) represent a better choice
used to construct the transduction surface on a glass slide optically coupled to a glass
prism through refractive index-matched oil. Plane polarized light is directed through
the glass prism to the gold/solution dielectric interface over a wide range of incident
angles; the intensity of the resulting reflected light is measured against the incident
light angle with a detector. At selected incident light wavelength and angles, the
photons of the light waves react with the free electron cloud in themetal film, causing
a drop in the intensity of the reflected light. The angle at which the drop ismaximum
(minimum of reflectivity) is denoted as the �SPR angle.� This critical angle is
extremely sensitive to the refractive index of the sample in contact (within around
200 nm) with the metal surface so that it is also highly influenced by the amount of
biomolecules immobilized on the gold layer. Adsorption of biomolecules (antigen or
antibody) on the metallic film as well as molecular interactions (antigen–antibody
complex) induce a change in the refractive index near the surface, thus giving rise to a
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shift of the resonance angle. The response (angular shift) is expressed in resonance
units (RUs). This shift is directly proportional to themass increase and concentration
of the target analyte can thus bemeasured. Also, information on the affinity of analyte
for the antibody and the association (or dissociation) kinetics between the antibody
and analyte can be obtained [17, 19, 20].

It has been shown that the sensitivity of modern SPR sensing systems based on
the Kretschmann configuration is such that they are effectively measurements of
changes in the refractive index of the surface with 1 RU unit equivalent to 5� 10�7

refractive index units, which corresponds to a 1 pg/mm2 surface coverage of
biomolecules [44]. A computer plot can be made of the SPR response (RU) versus
time and is known as a sensorgram. Figure 7.2 shows a SPR binding surface and a
sensorgram highlighting the association and dissociation and regeneration
phases.

There are several companies manufacturing SPR instruments for studying
biomolecular interactions. Biacore was the first company to commercially develop
SPR technology in 1990 [45]. During the last few years, Biacore technology has been
used in approximately 90% of all work published in the optical biosensor field
[36, 46–50]. The most commonly used applications of these systems are for the
determination of affinity and kinetics of interaction between two or more biomo-
lecules [51, 52], receptor–ligand interactions [53, 54], and nucleic acid hybridiza-
tion [55, 56]. The systems have also been used for quantitative analysis using

Figure 7.1 Schematic view of the SPR immunoassay technique. Reprinted from [17], with
permission from Elsevier.
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antibodies as specific reagents [57, 58] and for the thermodynamic analysis of
biomolecular interactions [59, 60]. Other commercially available SPR systems
include the ProteOn XPR36 Protein Interaction Array System from BioRad, SensiQ
from ICX Technologies, Spreeta from Texas instruments, and Nippon Laser and
Electronics systems [61–63].

7.4
Description of an SPR Instrument

SPR biosensors are comprised of three key components that harness the SPR
phenomenon for useful applications: a gold sensor chip, a microfluidic sample
handling system, and an SPR detector. Aqueous samples are serially injected over the
sensor chip surface immobilized with one of the interacting partners. Binding of
the interactant is detected and quantified in real-time by the surface sensitive
detector; we provide an overview of the Biacore system below.

7.4.1
Sensor Surface

The sensor chip itself is comprised of a glass slide covered with a 50-nm thick gold
film embedded in a plastic support platform as shown in Figure 7.3. This forms an

Figure 7.2 SPR schematic showing binding surface and the corresponding sensorgram.
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interchangeable base from which a number of specialized surfaces may be created.
Several different surface chemistries are now available for different types of biolog-
ical applications. Current commercially available surfaces are CM5 (carboxymethy-
lated dextran), SA (streptavidin), NTA (nickel chelation), HPA (hydrophobic mono-
layer), L1 (lipophilic dextran), B1 (low-charge carboxymethylated dextran), C1 (flat
carboxymethylated), F1 (short dextran), J1 (unmodified gold surface) and SIA Kit
(bare gold) [46]. The most common is the carboxymethylated dextran layer (CM5
Sensor Chip) coupled with different functional groups to make it suitable for
immobilization of any ligand that is appropriate for many types of biological
applications.

7.4.2
Flow System

The SPR microfluidic systems are centered on integrated fluidics cartridges
(IFCs). This allows a controlled flow of analyte in a continuous, pulse-free manner
that ensures precise and consistent concentrations over the sensor chip surface.
When a sensor chip is docked in the instrument, the IFC is pressed against the
chip surface. The IFC forms three flow cell walls, while the sensor chip forms the
fourth wall. There are four flow cells that can be fed and monitored separately.
Flow cell volumes generally range from 20 to 60 ml depending on the instrument
model [62] and sample volumes of 5–450 ml at flow rates of 1–100 ml/min can be
injected. For some models (e.g., Biacore 2000 and 3000), a sample can be passed
over the four flow cells in sequence and response for all flow cells can be
monitored in parallel, while for other models (e.g., Biacore 1000 and Biacore Q)
only one flow cell can be monitored at any one time. All IFCs are specific to a
defined SPR instrument series, but share common features, including low sample

Figure 7.3 Surface of a sensor chip consists of three layers (glass, a thin gold film, and a dextran
layer) to which biomolecules can be immobilized.
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consumption, the absence of an air/solution interface that could allow samples to
evaporate orproteins to bedenatured, stabilitymechanisms, and theability tomeasure
a range of surface ligand concentrations in one experiment to optimize kinetic and
concentration analysis.

7.4.3
Detection System

The SPR instruments detect changes inmass bymeasuring changes in the refractive
index in the aqueous layer close to the sensor chip surface. When a prospective
analyte binds to a target molecule attached to the surface of the chip, the mass at
the surface increases. When the two dissociate, the mass returns to its original state.
The change in mass concentration at the chip surface leads to a quantifiable change
in the refractive index of the aqueous layer as depicted in Figure 7.4(a). The SPR
detector measures this change and the biosensor�s software then produces a
sensorgram that shows themass-concentration-dependent change in refractive index
over time as shown in Figure 7.4(b) [64].

7.5
Application of SPR in Immunosensor Design

The immunoassay, based on the specific recognition of an antigen by its antibody, has
garnered widespread use for the determination of small and large analytes. The
nature of the selectivity of antibody binding allows these reagents to be employed in
the development of methods that are highly specific and that can often be used
directly even in complex biological matrices. By combining the selectivity of anti-
body–analyte interactions with the vast array of antibodies that can be produced in
nature and the availability of numerous readily detectable labels (e.g., radioisotopes,
enzymatically or electrochemically induced absorbance, or fluorescence or chemi-
luminescence), immunoassays have been designed for a wide variety of analytes with
extraordinarily low detection limits [65–75].

The primary attraction of SPR-based immunosensors is the high specific
detection of small molecules with low detection limits for a wide variety of analytes
in complex matrices [76–81]. In recent years, the need for simple and high-
throughput analysis of low levels of small complex molecules, such as drug
residues, pesticides, hormones, mycotoxins, and algal toxins, in biomedical, envi-
ronmental, and food samples has been growing rapidly for consumer protection.
However, until recently, most methods used for the detection of small molecules
have used conventional instrumental analytical methods such as liquid chroma-
tography [82–84], liquid chromatography-mass spectrometry [85, 86], capillary
electrophoresis-mass spectrometry [87], and chemiluminescence detection [88].
These methods are generally quite costly, require highly skilled workers and
time-consuming sample preparation steps, and are not suitable for real-time, in
situ, or on-site detection applications. As a consequence, there is a growing demand
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for more rapid andmore economical methods. It is now widely recognized that SPR
immunosensors have the potential to fulfill this demand due to their highly
desirable analytical characteristics, including sensitivity, selectivity, speed, and
reliability in analyses with additional emphasis on portability, miniaturization, and
on-site analysis.

Figure 7.4 (a) SPR phenomenon. Incident
p-polarized light is focused into awedge-shaped
beam that is totally internally reflected at the
interface of an exchangeable gold-coated glass
slide. An increase in sample concentration in
the surface coating of the sensor chip causes a
corresponding increase in refractive index,
which alters the angle of incidence at which the
SPR phenomenon occurs (the SPR angle). This
SPR angle is monitored as a change in the

detector position for the reflected intensity dip
(from I to II). The kinetic events at the surface
can then be displayed in a sensorgram by
monitoring the SPR angle as a function of time.
(b) Typical sensorgram. The association and
dissociation phases of a compound: target
interaction and surface regeneration are
displayed in the sensorgram. SPR response is
measured in RUs plotted against time.
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7.5.1
Assay Development

Successful SPR analysis of a biomolecule requires optimization of several para-
meters, such as immobilization of the analyte to a specific chip surface, assay design,
reduction of sample matrix effects, and surface regeneration.

7.5.1.1 Immobilization of the Analyte to a Specific Chip Surface
Optimal immobilization is the most important parameter. There are several immo-
bilization strategies, including amine coupling, thiol coupling, or aldehyde cou-
pling [89–91]. However, the most commonly applicable immobilization strategy is
amine coupling, whereby the ligand is coupled via primary amino groups. Amine
coupling introduces N-hydroxysuccinimide (NHS) esters onto the surface matrix
by activation of the carboxylic acid functions with a mixture of NHS and 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide hydrochloride (EDC). These esters then react
spontaneously with amines and other nucleophilic groups on the ligand to form
covalent links when they pass over the surface at a suitable pH [90]. Unreacted active
esters are deactivated by the addition of ethanolamine hydrochloride (EAH). Amine
coupling is shown in Figure 7.5.

The surface immobilized density is affected by a number of factors, such as
percentage of activated carboxymethyl groups, pH, ionic strength, concentration of
coupling buffer and ligand, and reaction time. The optimum pH for immobiliza-
tion can be determined by �pH scouting�, or preconcentration, which involves
injecting solutions at various pHs over the nonactivated surface and assessing the

Figure 7.5 Amine coupling of a ligand to a
sensor surface. (a) Nonactivated carboxyl
groups on dextran. (b) The carboxyl groups are
activated by addition of amixture of succinimide
(NHS) and carbodiimide (EDC). (c) The ligand

is covalently bound to the sensor surface.
(d) Remaining esters are deactivated by addition
of ethanolamine. For some analytes the surface
is amino modified by addition of
ethylenediamine prior to immobilization.
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preconcentration sensorgrams. The preconcentration is an important factor in
enabling efficient immobilization of ligand from relatively dilute solution
(20–100 mg/ml). Efficient preconcentration requires a low ionic strength in the
ligand solution (maximum 10mM monovalent cations). The pH of the coupling
solution should be lower than the isoelectric point (pI) of the ligand to maximize
electrostatic concentration of the ligand in the dextran layer. However, preconcen-
tration is not possible with small ligands due to themass sensitivity limitation of the
instrument [91, 92].

7.5.1.2 Assay Design
The assay design is the most important parameter for successful SPR analysis of
biomolecules. Generally, the SPR-based immunoassay involves the immobilization
of an antibody (or antigen) onto the sensor surface followed by the binding
interaction with an analyte at the interface, which is monitored by detection of the
sensor response. The most frequently used immunoassay formats are direct detec-
tion [93, 94], the sandwich assay [95, 96], the displacement assay [97, 98], and the
competitive inhibition assay format [80, 81]. Themost suitable assay format depends
on the nature of the target analyte, the analytical sample, the sensitivity of the
instrument, and the particular application.

7.5.1.2.1 Direct Immunoassay In direct immunoassays, antibodies are immobi-
lized on the sensor surface and subjected to the binding interaction with the analyte
of interest. The SPR change is directly proportional to the concentration of analyte.
This method is simple, but only useful for the detection of large molecules with a
molecular weight above 10 kDa because small molecules have insufficient mass to
effect a measurable change in the refractive index. Several research groups have
achieved a sensitive detection limit by using such simple formats (e.g., 100 pM for
bovine serum albumin (BSA) [99] and 2.5 ppb for the cardiac marker protein
troponin I [96]).

7.5.1.2.2 Sandwich Immunoassay The sandwich assay is more sensitive than the
direct assay due to a larger mass increase in the detection step. The sandwich
assay consists of two recognition steps. The first step is immobilization of an
antibody onto the sensor surface that allows binding to the analyte of interest. The
second step is the passing of a secondary antibody over the sensor surface to bind
to the previously captured analyte. The two separate recognition steps result in a
large mass increase, and consequently an enhanced sensitivity and specificity.
This format is also suitable for the measurement of large molecules (above
5000Da), such as proteins, bacteria and viruses, which have multiple epitopes
for simultaneous binding of two antibodies. By using this method, the assay
sensitivity can be greatly improved, as demonstrated by the reported limit of
detection of 0.25 ppb for cardiac troponin I [96] and 0.5 ppb for staphylococcal
enterotoxin B in milk [100].

7.5.1.2.3 Indirect Competitive Inhibition Immunoassay The sensitivity of all the
above immunoassay formats in current instruments is insufficient for detection
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and quantification of low levels of low-molecular-weight analytes, such as hor-
mones, antibiotics and residues. Instead, a competitive inhibition assay format is
used, in which the analyte (usually analyte–protein conjugate) is immobilized on
the surface. The analyte is then mixed with the respective antibody and intro-
duced over the immobilized surface. The concentration of the antibody is kept
constant so that the response variations are proportional to the amount of analyte
mixed with the antibody. The concentration of antibody free to bind to the sensor
surface is then measured. At a high analyte concentration most antibodies will be
bound by the antigen in solution and so very little will be free to bind to the
surface, resulting in a low response, while a blank sample will give a high
response. Thus, the SPR change is inversely proportional to the analyte concen-
tration in the solution in a competitive inhibition assay format. Since the majority
of analytes of biomedical, food, and environmental interest are small in size, this
competitive inhibition assay format has received widespread interest in the
development of SPR immunosensors for a variety of applications [101–105].
Figure 7.4 depicts a schematic view of the indirect competitive immunoassay
(Figure 7.4a) [17] and the SPR response observed for detection of progesterone
(Figure 7.4b) [101].

7.6
Application of SPR in Membrane Interactions

Biomolecular membrane interactions are central to many important biological
processes and characterization of the molecular details of these interactions is
important for understanding a wide range of cellular events, such as cellular
signaling, ion channel formation, and protein trafficking. SPR is a widely used
technique for investigating biophysical analysis of membrane-mediated events
[14, 106–110].

While there are a variety of surfaces available for use in different SPR
instruments for the study of biomolecular membrane interactions, there are two
sensor chips available from Biacore commonly used to study membrane systems.
The HPA sensor chip consists of self-assembled alkanethiol molecules covalently
attached to the gold surface of the chip. This chip can be used to prepare hybrid
bilayer lipid membranes by the fusion of liposomes onto the hydrophobic surface
(Figure 7.7a) [111]. However, the pioneer L1 sensor chip is more widely used and
can be used to prepare lipid bilayer membrane systems that mimic the fluid
bilayer structure of the cell membrane more closely than those of the HPA chips.
The L1 sensor chip is composed of a thin dextran matrix modified with lipophilic
branches on a gold surface on which the lipid bilayer system is generated by the
capture of liposomes by the lipophilic branches (Figure 7.7b) [8]. The immobi-
lization of the biomimetic lipid surface onto the sensor chips is generally a fast
and easily reproducible process. The HPA and L1 sensor chips can be applied to
the study of membrane-based biomolecular interactions and to measure the
binding affinity related to these interactions. There have been a number of
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Figure 7.6 (a) Schematic view of the indirect competitive inhibition SPR immunoassay.
(b) RU response versus concentration of progesterone in bovine milk – a standard curve.
Reprinted from [17, 101], with permission from Elsevier.
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examples where these sensor chips have been applied to the study of peptide/
protein–membrane interactions. These applications range from the analysis of
protein–protein and protein–ligand interactions in a membrane environment to
the study of the direct binding of peptides and proteins to a specific phospholipid
surface [14, 54, 112].

7.6.1
General Protocols for Membrane Interaction Studies by SPR

7.6.1.1 Liposome Preparation
Small unilamellar vesicles (SUVs) composed of different phospholipids such as
dimyristoylphosphatidylcholine (DMPC), dimyristoylphosphatidylglycerol (DMPG),
4 : 1 palmitoyloleoylphosphatidylcholine (POPC)/palmitoyloleoylphosphatidylcholine
(POPG) or 4 : 1 POPE/POPG (around 50nm) are used to prepare the membrane
surface. The instrumentmanual provides clear instructions for SUVpreparation, and
in general they are prepared in 0.02M phosphate buffer by sonication and/or
extrusion. Dry phospholipid is dissolved in ethanol-free chloroform or in the case
of DMPG, 4 : 1 POPC/POPG, and 4 : 1 POPE/POPG the dry lipid is dissolved in a
CHCl3/MeOHmixture (2 : 1, v/v). The solvent is then removed by evaporationunder a
gentle stream of nitrogen to form a dry lipid cake and residual solvents are removed
under vacuum overnight. The dry lipid cakes are then resuspended in 0.02M
phosphate buffer via vortex mixing and the lipid suspension is allowed to stand at
room temperature for 2 h in order to complete the swelling process. The lipid
suspension is sonicated, and then extruded through polycarbonate filters 17–21 times
to gain SUVs at around 50nm size (LiposoFast, pore diameter 50nm) and used to
prepare a lipid bilayer system.

7.6.1.2 Formation of Bilayer Systems
After cleaning as outlined in the instrument manual, the Biacore instrument is
left running overnight using Milli-Q water as eluent to thoroughly wash all liquid
handling parts of the instrument. The appropriate sensor chip is then installed
into the machine, and the surfaces cleaned at a flow rate of 5 ml/min by an
injection of the nonionic detergent 40mM octyl-glucoside (3000s) and 3-
[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonate (CHAPS; 60 s),
respectively. SUVs (30 ml (HPA), 80 ml (L1), 0.5mM) are then immediately applied
to the chip surface at a flow rate of 2 ml/min. In the case of the HPA sensor chip,
the liposomes adsorb spontaneously to form a supported lipid monolayer
on the alkanethiol surface, providing a monolayer model membrane system as
shown in Figure 7.7(a).

In the case of the L1 sensor chip, the liposomes are captured on the surface of the
sensor chip by the lipophilic branches and this provides a bilayer model membrane
system as illustrated in Figure 7.7(b). The anionic DMPG liposomes are thus
deposited onto the L1 surface using a lower flow rate of 1ml/min, which allows
more time for deposition and compensates for the electrostatic repulsions. To remove
any multilamellar structures or weakly bound liposomes from the lipid surfaces,
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sodium hydroxide (10mM, 36 s) is injected at a higher flow rate (50 ml/min), which
results in a stable baseline corresponding to the monolayer or bilayer systems as
previously shown [8, 111]. In the case of the HPA chip, the negative control BSA is
injected (0.1mg/ml in phosphate buffer, flow rate 5ml/min, 120 s) to confirm the
complete coverage of the chip surface with lipid by the absence of nonspecific
binding. The prepared lipid monolayer or bilayer systems are then ready to use as a
model cell membrane surface to perform the bioactive peptide–membrane binding
studies.

7.6.1.3 Analyte Binding to the Membrane System
Analyte solutions are prepared by dissolving each sample in 0.02M phosphate buffer
(pH 6.8). It is critical that the buffer used to suspend the analyte is the running buffer
used in the assay and, where possible, the same buffer used for preparing the
liposomes in order to avoid the presence of refractive index changes. The analyte
concentrations are typically in the micromolar range, reflecting the more common
affinities of these interactions. Solutions of the different analyte concentrations are
injected over the lipid surfaces at a constant flow rate and for a contact time that is
optimized for the particular assay.

Since the long-term analyte interaction with the membrane is through hydro-
phobic interactions, the mild regeneration of the membrane surface by removal of
the bound peptide is not generally possible without also removing the phospho-
lipid layer. However, in some cases, very long dissociation times can allow weakly
bound analyte to totally dissociate from the lipid surfaces before the next analyte
concentration is injected. The phospholipid layer is therefore most typically
removed completely with an injection of detergents such as octyl-glucoside (HPA)
or CHAPS (L1), and each analyte injection is performed on a freshly generated

Figure 7.7 Preparation of a monolayer and a bilayer model membrane system on an (a) HPA and
(b) L1 sensor chip, respectively.
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lipid surface. All binding experiments are carried out at a uniform temperature,
typically close to ambient and above the lipid transition temperature (e.g., 25 �C or
above is suitable for most membrane systems) and each analyte concentration
performed in at least duplicate. The kinetics/affinity of the analyte–membrane
binding event is then determined from analysis of a series of sensorgrams
collected at different analyte concentrations over each different lipid surface
studied.

7.6.1.4 Membrane Binding of Antimicrobial Peptides by SPR
Antimicrobial peptides act via binding to, anddisruption of, cellmembranes andSPR
has been used to study their membrane-binding properties. A number of different
mechanisms have been proposed to describe the mode of action of these peptides.
These models vary from general bilayer disruption following the binding of a critical
concentration of peptide, the formation of pores, or through the bindingwith specific
lipophilic components of the membrane such as lipopolysaccharides [113]. Since
thesemodels all involve the binding of peptides to themembrane, the determination
of the relative affinity of the peptides for a particular target membrane is central to
delineating the mechanism of action of these peptides. SPR therefore has a very
important role in furthering our understanding of the molecular basis of action of
this class of peptides.

We have used SPR to study the interaction of antimicrobial peptides with
membranes of different composition [114–117]. The HPA chip was initially used
to characterize the binding of magainin 1 (GIGKFLHSAGKFGKAFVGEIMKS),
melittin (H2N-GIGAVLKVLTTGLPALISWIKRKRQQ-NH2), and its C-terminally
truncated analog (21Q; H2N-GIGAVLKVLTTGLPALISWIQ-NH2) to liposomes
comprising either DMPC or DMPG. Figure 7.8 shows the sensorgrams obtained
for each peptide with both lipids. The results demonstrated that magainin 1 binds
more strongly to negatively charged lipids (Figure 7.8a) and is known to have a high
helical content in liposome solution containing anionic lipids as measured by
circular dichroism [11]. In contrast, melittin interacts in relative terms with both
zwitterionic and anionic lipids (Figure 7.8b), which correlates with observations that
melittin binds and lyses both bacterial and eukaryotic cells. The role of the
C-terminal positive residues of melittin was also examined through analysis of
the membrane-binding properties of the C-terminally truncated analog (21Q) of
melittin. As shown in Figure 7.8(c), 21Q exhibits lower binding affinity for both
lipids, showing that the positively charged C-terminus of melittin greatly influences
its membrane-binding properties. The results have also demonstrated that peptides
such as melittin and magainin had higher affinities for both DMPC and DMPG
membranes when using the L1 surface compared to the HPA surface [115]. This
presumably reflects the ability of the peptides to penetrate the liposomes, whereas
membrane insertion is restricted on the HPA surface. Indeed, it was shown that at
sufficiently high concentrations, the cytolytic peptide melittin caused the lysis of the
immobilized DMPG liposomes as evidenced by a drop in RU during the association
phase.
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Figure 7.8 Comparative peptide sensorgrams for the binding of (a) magainin 1, (b) melittin and
(c) 21Q (des 22–25-melittin) to DMPC and DMPG. Peptide concentration¼ 50 mM. Reproduced
from [11], with permission from Elsevier.
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Kinetic analysis of the results generally revealed a poor fit to the simple 1 : 1
Langmuir bindingmodel. However, analysis withmore complex models including a
two-state binding or a parallel binding mechanism resulted in a significantly
improved fit [114, 115]. The results suggest that there is likely to be at least two
steps involved in the interaction between the antimicrobial peptides and the model
membrane systems when the peptides may first bind to the lipid head groups and
localize themselves on the surface, and then insert further into the hydrocarbon
region of the membrane. The absence of positively charged C-terminal residues in
21Q resulted in a loss of binding specificity with low binding affinities of this peptide
with both DMPC and DMPG. Comparison of the results of melittin and 21Q
(Figure 7.8b and c) thus indicates that the positive tail of melittin allows it to bind
more rapidly and more strongly to the anionic lipids by electrostatic interactions,
thereby enhancing subsequent hydrophobic binding. These results also demonstrate
the role of electrostatic interactions in the initial orientation and binding of these
peptides to the membrane, and the ability of SPR measurements to provide insight
into membrane-mediated events.

7.7
Data Analysis

The association (ka) and dissociation (kd) rate constants control the formation and
breakdown of the complex AB, where A is the protein analyte and B is the surface-
bound recognition partner, which bind to form the complex AB:

AþB()ka
kd

AB ð7:1Þ

Using the resultant sensorgrams of each peptide, linearization analysis and curve
fitting with numerical integration using standard plotting and statistical software
such as Excel (Microsoft, Redmond, WA, USA), GraphPad Prism (GraphPad
Software, San Diego, CA, USA) and BIAevaluation software (GE Healthcare,
formerly Biacore, Uppsala, Sweden) can be performed to derive estimates for kinetic
rate constants (ka and kd) and equilibrium constants (steady-state approximations of
KA and KD).

7.7.1
Linearization Analysis

The sensorgrams resulting from the biomolecular interactions can be analyzed by
linearization analysis [118, 119]. This method involves a simple linear transfor-
mation of binding data to determine binding parameters. The limitation of this
method is that it is only suitable for interpreting reactions that follow a simple
bimolecular mechanism. The corresponding differential rate equation for this
reaction model is:
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dR=dt ¼ ka*½CP�*Rmax�ðka*½CP� þ kdÞ*R ð7:2Þ

where ka and kd are the association and dissociation rate constants, respectively,
Rmax is the maximum signal, which is proportional to the initial concentration of L,
[CP] is the analyte concentration, and R is the signal from the biosensor which is
proportional to the amount of complex AB.

To determine whether the bimolecular interaction can be described by a simple
1 : 1 bimolecular reaction, the association phase of the sensorgram of the particular
analyte at all concentrations is plotted against the response (dR/dt versus R). In the
case of a simple bimolecular interaction, the association rate (ka) of each peptide can
be easily determined from the slope of the dR/dt versus R curves against the peptide
concentration according to Eq. (7.2). The dissociation rate of each peptide can also be
determined by linearizing the dissociation phase of the highest concentration of the
analyte by plotting ln(R0/R) versus time(s). A linear slope should also be observed in
the case of a simple bimolecular interaction and the slope can be used to calculate the
dissociation rate (kd) constant.R0 is the response at the start of the dissociation phase
and R is the response at a selected time t. However, nonlinear slopes reflect complex
interactions and the rate constants often cannot be accurately determined by linear
analysis [119].

7.7.2
Numerical Integration Analysis

Where possible, the sensorgrams for each interaction should also be analyzed by
curve fitting using numerical integration analysis [119, 120]. In order to distinguish
between the possible binding models, the data is fitted globally by simultaneously
fitting of the sensorgrams obtained over a range of different concentrations (min-
imally seven to 10 concentrations for accuracy). Where significant fitting problems
occur, improved fitting is achieved through local (nonglobal) fitting or fitting the
association and dissociation phases separately.

Initially, each biomolecular-membrane interaction is first analyzed using the
simplest Langmuir (1 : 1) bindingmodel (Eq. (7.1)). For SPR, like any kinetic analysis,
the simplest model that accurately describes an interaction is always taken as correct
unless there are valid reasons tobelieve otherwise, as the simplestmodel is always less
susceptible to deviation from the experimental data when changes are applied to the
parameters of the assay (such as concentration, flow rates, and temperature), and a
complexmodel impliesa very specificmechanistic seriesofevents for interactionwith
significant consequences in terms of the behavior of the biomolecule andmembrane.

Typically, the two-state reaction model and the parallel reaction model are applied
to data sets that deviate from the 1 : 1 model. The two-state reaction model (Eq. (7.3))
describes a more complex 1 : 1 binding event. The initial binding of the biomolecule
andmembrane (A þ B) is followed by a conformational change or rearrangement in
either (or both) the biomolecule or membrane which stabilizes the complex (shown
below as AB�). The complex AB changes to AB�, which cannot dissociate directly to
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A þ B and which may correspond to partial insertion of the peptide into the model
membranes.

The two-state reaction therefore corresponds to:

AþB()AB()AB* ð7:3Þ
The subsequent differential rate equations for this reaction model are repre-

sented by:

dR1=dt ¼ ka1*CA*ðRmax�R1�R2Þ�kd1*R1�ka2*R1 þ kd2*R2 ð7:4Þ

dR2=dt ¼ ka2*R1�kd2*R2 ð7:5Þ
Another example is the parallel reaction model, which assumes that two simple

interactions occur in parallel with different rate constants giving a complex overall
interaction. In this scenario there will be two separate rates of reaction for the two
distinct regions of the surface and the model is described by two parallel simple 1 : 1
models, where one set of processes is related to the surface B1 and the other set of
processes is related to the discontinuous surface B2 thus:

AþB1()AB1

AþB2()AB2
ð7:6Þ

The preinteracting biomolecule complex species AB1 therefore provides a new
surface B2 for the binding of additional biomolecules. The corresponding differential
rate equations for this reaction model are:

dR1=dt ¼ ka1*Cp*ðRmax�R1Þ�R1*kd1 ð7:7Þ

dR2=dt ¼ ka2*Cp**ðRmax�R2Þ�R2*kd2 ð7:8Þ

7.7.3
Steady-State Approximations

The inference of equilibrium constants from steady-states is useful in situations
where binding is too complex or parameters too difficult to control when fitting to
conventional models. If we again consider the biomolecular interaction at a surface
(Eq. (7.1)); when the concentrations of A and AB are equal, and the rate at which the
complex AB is formed is equal to the rate at which the complex dissociates, then the
concentration of the free analyte and complex no longer change and the system is at
equilibrium.

An important parameter to know for equilibrium measurements is the
maximum binding capacity Rmax. This is the value where 100% of all the
available membrane B is saturated with the analyte A to form the AB complex.
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We can calculate the maximum theoretical binding capacity (Rmax) of a surface as
follows:

RmaxðRUÞ ¼ biomolecule molecular weight� immobilization level ðRUÞ
�stoichiometry boundpartnermolecular weight ð7:9Þ

Caution should be applied though, as in practice the measured Rmax rarely
reaches the theoretical Rmax for two reasons. (i) The assumption of an equi-
librium state is that the analyte has infinite time to interact with the ligand to
allow equilibrium to be reached; in biosensors there are often limitations as
to how much biomolecule can be injected onto a surface due to liquid handling
issues and so it is rarely feasible for sufficient biomolecule to be injected on the
surface to reach the Rmax, especially at lower analyte concentrations and faster
flow rates. (ii) Most biological reactions occur a long way from equilibrium and
it is beyond most SPR instrument sensitivity to directly measure such equilib-
rium systems.

Despite these complications, equilibrium measurements can be inferred from
what is termed the steady-state approximation. A steady-state can best be described as
�a plateau� where the rate of change over a defined region is zero as shown in
Figure 7.2. A point taken along one of the plateau regions termed Req is used for
calculations.

It is important to understand that the steady-state is not equilibrium (the term
equilibrium should be more correctly used for the ideal state). In a steady-state, the
concentration of reactants and products are not necessarily equal, and other pro-
cesses may be occurring at the same time; however, the rates of association and
dissociation of the biomolecular complex AB are such that they yield a zero rate of
overall change at the given time point. Despite not being equilibrium, the steady-state
can be used to approximate or infer equilibrium constants because, analogously to
equilibrium, the association and dissociation rates yield zero changes. A Scatchard
analysis can be undertaken by plotting the steady-state report points Req/[A] versus
Req, which has a slope equal to the KA. Alternatively, at 50% of theRmax from a plot of
Req versus [A], the biomolecule concentration is equal to the equilibriumdissociation
constant KD.

7.8
Conclusions

The last decade has seen the development of a number of SPR-based biosensors
capable of analyzing biomolecular interactions in real-time. These instruments have
transformed the speed and easewith which these interactions can be studied, and are
equally suited to both basic research and clinical and agricultural applications.
Together with the appropriate control experiments to ensure specificity, SPR can
provide extraordinary insight into biomolecular processes and also allow the detec-
tion of a wide range of molecules through the immunoassay format. There is no
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doubt that SPR-based biosensors will continue to underpin new developments in
biosciences both through improved sensitivity and the development of new hand-
held formats for field applications.
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8
Atomic Force Microscopy of Proteins
Adam Mechler

8.1
Foreword

�Seeing is believing,� says the proverb. Yet, when it comes to themolecularworld, our
present knowledge is almost exclusively derived from indirect evidence. Even our
perception of the �visual appearance� of a molecule is based on models and
simplifications. This applies even more pronouncedly to our view of chemical
reactions, especially the spatial aspects thereof. In the case of small molecules,
sufficient details of a reaction mechanism might be obtained with spectroscopic
measurements. For larger biomolecules, however, the steric factors inherent in the
complexity of their structures prohibit characterization with such simple means;
studying the interactions of proteins poses thus a disproportionately larger problem.
The common solution is the painstaking process of testing interaction affinities of a
large number ofmutants, aiming at identifying key residues and thus the preferential
binding sites. An alternative possibility is performing molecular dynamic simula-
tions. Both are time- and resource-consuming; it would be much more desirable to
simply observe the process, by using microscopic techniques.

Fluorescent confocal microscopy is frequently used to image protein distribu-
tions in live cells and by using F€orster resonance energy transfer measurements
even interactions of proteins can be identified. In spatial resolution, however, all
optical techniques are constrained by the optical diffraction limit. While meth-
ods to �cheat� the diffraction limit do exist, resolving nanometer-scale structures
is still out of reach. Electron microscopy is another frequently used method to
study biomolecules with high resolution. However, electron microscopy requires
a dehydrated, fixed or frozen sample; it is thus limited to image, at best, a
snapshot of an interaction. Only atomic force microscopy (AFM) [1] offers the
means of imaging individual biomolecules in their native, physiological envi-
ronment in vitro and, in the case of unicellular organisms, in vivo. Thus, this
chapter will explore the means, the advantages, and the disadvantages of AFM
imaging.

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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8.1.1
Importance of Asking the Right Question

AFM creates a three-dimensional map of a surfacemorphology. Thus, AFM imaging
might be performed on surface-confined systems. That includes natural surface
processes, such asmembrane–protein interactions, ion channel activity, and so on, as
well as surface-immobilized processes where biomolecules are attached to the
surface artificially. Sample preparation is a key issue and successful imaging often
requires a long, iterative process to optimize the immobilizationmethod. Thus, AFM
imaging should be used in cases when it is able to provide a new perspective or to
solve an outstanding problem; basically, to answer a question that is not possible with
any other method. Given the ambiguity of the definition of the surface of a molecule,
it is likely that simply �having a look� at a protein does not do any of the above –most
monomeric proteins appear roundish, distorted more or less due to surface adhe-
sion, dehydration, or compression by the imaging probe. Asking the right question is
central to the AFM of proteins.

As AFM maps morphology, it might be able to identify any distinct geometric
feature predicted from theory or indirect measurements. Such geometric features
might be the oligomerization of proteins, specific binding of protein(s) to DNA,
membrane insertion/disruption, pore formation, pore opening and closing, and so
on. An alternative possibility is to use the force-sensing capabilities of AFM to
perform mechanical measurements of, for example, elasticity or to identify/map
antibody–antigen interactions. The feasibility of using AFM imaging must be
evaluated on a case-by-case basis and it presumes substantial knowledge of the
operation principles as well as the physics of the probe–sample interaction.

8.2
AFM

8.2.1
Principle and Basic Modes of Operation

AFMuses amechanical microprobe tomap the sample surface in three dimensions.
While the principle is old – it resembles the way turntables read music encoded as
topography – the AFM stands out due to a number of clever technical solutions. The
first is the machining of the probe – a near atomically sharp tip mounted on a
cantilever spring made entirely from silica – by using standard clean-room technol-
ogy making it possible to use the probe as a disposable unit, retaining its sharpness
and sensitivity by regular replacements. Another such solution is the use of laser lever
position sensing. Optical resolution is limited by diffraction: two objects the
separation distance of which is shorter than half the wavelength of the imaging
light will appear as a single object, since light cannot be focused to an arbitrary small
spot. No such limitations exist, however, to the angle of specular reflection, provided
that the area of the mirroring surface remains large compared to the wavelength of

250j 8 Atomic Force Microscopy of Proteins



the light. Thus, even if one corner of amirror is lifted/lowered by only a small fraction
of the wavelength of the reflected light, the resulting tilt is converted into a
corresponding angular direction change of the reflected laser beam and at a long
enough distance, the displacement of the laser beam is measurable with a photo-
detector. In the case of the AFM, the mirror is the polished back of the probe
cantilever, with a position sensing detector at a distance of a few centimeters. Thus,
images could be recorded by simplymapping the bending of the cantilever.However,
the range would be seriously limited and the sample distorted or even destroyed due
to the variations in the pushing force. For this reason a feedback circuit is imple-
mented to maintain constant force: the signal read from the photodetector
is compared to a reference value, the setpoint, and, while raster scanning the
surface, a piezo actuator (Z scanner) adjusts the height of the clamped end of the
cantilever to return the bending to the set value. This mode of operation is known as
contact mode. The trajectory traced by the Z scanner is then recorded as topography,
while the torsion of the cantilever (lateral force) reveals the tribological properties of
the surface.

A major disadvantage of the contact mode is the emergence of high shear
forces. Hard surfaces might be imaged this way; however, the working mode is
unsuitable for soft, poorly bound biological samples. The problem was solved
successfully with the invention of further working modes where the cantilever is
not static, but is oscillated at its resonance frequency. If this oscillating probe is
moved into the vicinity of the surface, the tip would periodically hit the surface and
this �tapping� restrains the amplitude of oscillation. By maintaining constant
amplitude, the feedback can control the distance from the surface similarly to the
constant force mode. This kind of operation is known by many names (e.g.,
intermittent contact mode, semicontact mode, AC mode), due to trademark and
patent issues; generally it is referred to as �tapping mode� (TappingMode�, Veeco
Instruments; www.veeco.com).

8.2.2
How Does a Tip Tap?

Awell-known paper published under this title describes the dynamical properties of
the probe in fine detail by introducing a realistic continuum-mechanical treatment of
the probe–surface interaction [2]. Since all the relevant physical details are described
in the cited article, here we omit the discussion of the full, rather complex interaction
model and embark on a semiphenomenological treatment of the probe mechanics,
which is nevertheless sufficient to demonstrate a number of important issues related
to the control and accuracy of imaging.

First, look at the physics of the probe oscillation far from the surface. The probe is
commonly treated as a massless spring (spring constant: D) with an effective mass
(m) at the end. This is known in physics as a linear harmonic oscillator, with its
resonance (circular) frequency given by v0¼ sqrt(D/m). Considering some environ-
mental damping g proportional to the velocity of the probe and drive the base of the
cantilever by an actuator, the equation of motion takes the form:
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m
d2x
dt2

¼ �Dx�g
dx
dt

þF0 sinvt ð8:1Þ

where x is the distance along the trajectory of the oscillation and F0 is the periodic
drive force with v (circular) frequency. The solution of this differential equation is a
sinusoidal periodic motion:

x tð Þ ¼ A sin vtþ dð Þ ð8:2Þ
with an amplitude given by:

A ¼ a0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
v2

0�v2
�2 þ 4b2v2

q ð8:3Þ

where a0¼ F0/m and b¼g/2m, and the phase lag between the drive and the oscillator
is:

tgd ¼ 2bv
v2

0�v2
ð8:4Þ

Equation (8.3), when plotted against the drive frequency, is near zero except for a
peak around the natural frequency v0, called the resonance curve (Figure 8.1).
Accordingly, the tapping mode AFM probe has to be driven close to the natural
frequency – or resonance frequency – to have ameasurable amplitude. The phase lag
d (Eq. (8.4)) also exhibits resonance properties: it undergoes a 180� change in the
proximity of the resonance frequency, with a steep slope (Figure 8.2). Both the phase
and the amplitude of the oscillation are sensitive to small changes of the mass or the
spring constant of the oscillator; both are also sensitive to the introduction of an
external force field, such as the tip–surface interaction. Thus either might be used to
establish a feedback to maintain constant probe–surface distance.

Tapping, while facilitating the imaging of soft material, introduces a number of
other problems, which we will discuss in due course. First, however, consider the
capabilities of AFM through a few imaging highlights.

Figure 8.1 Example of an amplitude resonance curve, based on Eq. (8.3).
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8.3
Bioimaging Highlights

AFM is inherently a surfacemethod.Many biological systems of interest, while being
spatially confined (e.g., membrane proteins, ion channels), are not particularly
surface processes. The geometry therefore often prohibits in vivo studies. However,
using the principle of biomimetics, when a sufficient complexity of physiological
environment is recreated to provide biological-identical conditions, protein function
and interactions might be successfully studied. Several reviews have been written
about AFM bioimaging (e.g., [3–5]). Here, we limit discussion to a few highlights.
These by no means constitute a review of the field or even of the potential
applications; the intention is to demonstrate, through a few select examples, how
to use AFM in biomolecule research to obtain information that is not possible or not
convenient with other methods.

8.3.1
Protein Oligomerization, Aggregation, and Fibers

The simplest imaging problem is measuring the size of an object, such as a protein.
Due to ambiguities of sizemeasurements on thenanometer scale, however, it ismore
practical if the question to be answered is the presence or absence of multiple
populations, such as monomeric and oligomeric forms of a protein (e.g., [6–8]).
Asking the question this way allows for a quantitative answer, as the number of
objects in each of the populationsmight be easily counted withmanual or automated
methods.

An important form of protein aggregation is fiber growth (biopolymerization),
which is implicated in a number of diseases including diabetes and Alzheimer�s. In
the first example, the growth of amylin fibers – constituents of pancreatic deposits in
diabetes –was tracked with AFMover time [9]. Imaging was performed under liquid,
using the tappingmode. Figure 8.3 shows the formation of the smaller protofibrils as
well as the assembly and growth of the larger-order amylin fibers. Unique to AFM

Figure 8.2 Example of a phase resonance curve, based on Eq. (8.4).
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imaging was the information obtained on the (i) growth rate of individual fibrils, (ii)
direction of growth (it was bidirectional), and (iii) morphological changes of
individual fibers with growth.

The second example is of the oligomerization of transthyretin – a protein impli-
cated in a particular neurodegenerative disease, familial amyloidotic polyneuropathy

Figure 8.3 Watching amylin fibrils grow on a
piece of mica in the AFM. (a) Selected area on
the mica revealing exclusively the 2.4-nm
protofibrils. The gallery displays previous scans
of the boxed area in the larger overview picture
at the times indicated. Bidirectional fibril growth
is evident. (b) Gallery of three scans of an area

selected to show both the 2.4-nm protofibrils
and higher-order fibrils growing over time.
Arrows point to a protofibril growing from the
end of a higher-order fibril. Scale bar¼ 200 nm.
The galleries shown in (a) and (b) show selected
scans from two different experiments.
(Reproduced with permission from [9].)
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(FAP) [10]. In this study, aggregation properties of the wild-type and an amyloido-
genic mutant, typical to those mutants found in the body of FAP sufferers, were
compared in time-lapse studies to structurally identify the neurotoxic species. AFM
imaging complemented dynamical light scattering studies, which give an average
size without revealing the shape, and tissue culture toxicity studies, which identified
the age of the neurotoxic species. The advantage of using AFM is to distinguish
between globular and fibrillar aggregates (Figure 8.4).

8.3.2
Membrane Binding and Lysis

Membrane interaction of proteins is a broad research area, ranging from the study
of integral membrane proteins to lytic antimicrobial peptides. AFM might be used
to image proteins on the surface of a live cell; what is more common, however, is to
image protein interactions with a supported biomimetic membrane, in a physio-
logical buffer solution. In a stable system, time-lapse measurements might be
possible, recording a slow movie of, for example, a membrane disruption pro-
cess [11, 12].

The first example is of the membrane binding of small oligomers of amyloid
proteins, implicated in neurodegenerative diseases such as Alzheimer�s disease. It
was hypothesized that these small oligomers form pores on the membrane surface,
and exhibit neurotoxicity by creating an uncontrolled �leak� between the extracellular
fluid and the cytosol. Here, AFM was used to confirm the membrane binding of the
small oligomers of a range of amyloidogenic proteins (Figure 8.5), while electro-
physiology confirmed the presence of transmembrane pores. The unique informa-
tion provided by the AFM was the identification of the size and geometry of the
oligomers [13].

Membrane interactions of antimicrobial lytic peptides constitute a second
example. In this field, there is ongoing debate about the mechanism by which
the peptides disrupt bacterial membranes. The fact of disruption was established
with dye leakage and electrophysiological measurements, membrane binding and
lysis with surface plasmon resonance and quartz crystal microbalance studies, and
the antimicrobial effect with live cell experiments. Hypothetically, two main
mechanisms were identified: transmembrane pore formation and carpet-like
disruption, when the membrane suddenly falls apart after a �carpet� of peptides
binds to its surface. No direct proof of either mechanism could be obtained,
however, without direct imaging by solution AFM of the process of membrane
interaction of these peptides. When imaging model peptides incorporating into
membranes [14], it was found that mixed domains may form where the peptides
modulate the membrane morphology into striated domains (Figure 8.6). This
morphology was unanticipated as no other method suggested the formation of
such structures; however, it has been found since for a range of supposedly pore-
forming antimicrobial peptides. Thus, in this study, AFM has given a unique
insight into the peptide–membrane interaction.
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Figure 8.4 Analysis of transthyretin
aggregation by AFM. Wild type (WT)
transthyretin was examined at 0 (a) and 7 days
(b) of aging, whereas L55P (mutant)
transthyretin was examined at 0 (c), 3 (d), 7
(e), and 14 days (f) of aging. For wild-type
transthyretin, no significant change in
morphology was seen after aging for 7 days;
species of around 20 nm in diameter were
predominant (arrowheads in a and b). However,
although L55P transthyretin at 0 days had

similar morphology (arrowheads in c) to wild-
type transthyretin, larger irregular aggregates
(50–100 nm in diameter) appeared after aging
for 3 days (arrowheads in d). Aging for 7 days led
to the appearance of short isolated fibrillar
structures with an apparent diameter of around
25 nm(arrowheads in e). After aging for 14 days,
L55P transthyretin was predominantly in the
form of interweaving fibrils (arrowheads in f).
(Reproduced with permission from [10].)
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8.3.3
Ion Channel Activity

As has been seen in the previous example, peptides forming transmembrane pores
might be imaged with AFM. There are also transmembrane pores formed by
multimers of large proteins. Gating of such pores, often very specific to a small
ionic species, is an important area of research. In particular, as the gating is

Figure 8.5 AFM images of amyloid peptides
reconstituted in membrane bilayers. Inset
shows lipid bilayer with thickness of around
5 nm. For amyloid b(1–40), ADan, and
a-synuclein, channel-like structures with a
central pore can be easily resolved. For ABri,

SAA, and amylin, the central pore is only
resolved on some multimer structures. Arrows
indicate locations where annular structures can
be observed clearly. Scale bars¼ 100 nm.
(Reproduced with permission from [13].)
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accompanied by a substantial conformational change, questions include whether all
channels open and close at a threshold concentration, or is it a statistical process; and
how is the gating affected by the ionic environment? These pores are trimers to
hexamers of large units that are several tens of kiloDaltons each, with an internal
diameter on the nanometer scale; thus the conformational change indicative of the
gating might be visible with AFM. The first example as seen in Figure 8.7 is the
imaging of the extracellular face of connexon 26, a hexamer of 26-kDa connexin units.

Figure 8.6 AFM images of striated domains
induced in supported
dipalmitoylphosphatidylcholine (DPPC)
bilayers by unchargedmodel peptides. (a)DPPC
with 2mol% Ac-GWWL(AL)8WWA-Etn; (b)
DPPC with 2mol% Ac-GWWL(AL)8WWA-Etn;

(c) DPPC with 2mol% Ac-GYYL(AL)7YYA-
amide; (d) DPPC with 2mol% Ac-GFFL(AL)
7FFA-amide; (e) occasionally lower areas are
visible; (f) cross-section of the line drawn in (e).
Imaged in 20mMNaCl. All scale bars¼ 100 nm.
(Reproduced with permission from [14].)
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Crystalline arrays of connexons were isolated from a cell membrane surface and
imaged in liquid. The channels are open; the central pore is visible on AFM.
Importantly, a change in the imaging force results in a dramatic change in
the morphology of the surface (arrow), forcing the channels into a different
conformation [15]. This highlights the importance of using the correct imaging
parameters for sensitive specimens. In another example, the effect of ionic perturba-
tions on the gating of a larger channel of the connexon family, connexon 43, was
imaged. Open and closed conformations of the channel were seen coexisting at salt
concentrations approaching extracellular levels, thus suggesting that the transition
between open and closed conformations is not a sudden change, and might be
affected by other parameters as well (Figure 8.8). It was shown that the gating is Ca2þ

specific as similar concentrations of divalent cations Mg2þ and Ni2þ did not induce
the same conformational change [16]. With AFM imaging, statistics of open
versus closed channels could be measured, which was not possible with any other
method.

Figure 8.7 Images of the cytoplasmic gap
junction surface of connexon 26 hemichannels.
Contact mode imaging. (a) AFM topography
demonstrating the variability of cytoplasmic gap
junction domains. Individual gap junction
domains appear disordered (circle). The initial
applied force of 50 pN (top to center of image)
was enhanced at the center of the topograph
(black arrow) to 70 pN (center to bottom of
image). A conformational change is distinct:
pore-forming gap junction hexamers collapse
onto the membrane surface, thereby

transforming into pores with larger channel
diameters. (b) Average of the extended
conformation of gap junction. The central pore
is visible (asterisks) and the protrusion from the
membrane surface is measured to be
1.7� 0.2 nm (n¼ 30). (c) Average of gap
junction domains collapsed onto the
membrane surface. Here, the cytoplasmic
domains protrude only by 0.2� 0.2 nm (n¼ 30)
above the lipid bilayer (þ ). The vertical level
scale is 3 (a), 2 (b) and 1 nm (c). (Reproduced
with permission from [15].)
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8.3.4
Protein–DNA-Specific Binding

Another important area of protein studies where microscopy might prove useful is
protein–oligonucleotide binding. To determine a binding site, molecular biology
relies on systematically mutating the oligonucleotide and then screening for the
protein complex with gel electrophoresis. AFM imaging can significantly shorten the
process making mutations unnecessary. After imaging a DNA strand that contains a
suggested binding site, the presence and exact location of proteins can be identified,
and the existence of the binding site can be confirmed. In Figure 8.9, the protein is
RNApolymerase (RNAP) binding to a short DNA sequence [17]. The specific binding
of the protein to a site at around one-third of the DNA is visible, with unbound DNA
and protein also present. In Figure 8.7(c), nonspecific binding of protein to the end of
the DNA can be observed, indicating an inappropriate sample preparation protocol.
Importantly, when unboundDNA is present within the imaged area, itmight be used
as an in situ reference to identify any length changes occurring during binding.
Length change might be the result of DNA binding in a loop around the protein and
thus it has a high significance in identifying the conformation of the DNA–protein
complex.

8.4
Issues

As has been seen, AFM is a powerful tool to image single biomolecules.
The interpretation of high-resolution imaging data is, however, not without
controversy. Published imaging protocols are various and inconsistent, the repro-
ducibility is poor, and the resolution is often much lower than expected. These
problems persist in spite of the extensive hardware development of the past few
years, suggesting that the problems stem from misperceptions of the imaging
process itself. The AFM is not free of imaging artifacts, especially when imaging on
the nanometer range. It is understood that determining the accuracy of the
morphological measurements and distinguishing the real surface features from
the imaging artifacts needs intensive image processing [18], and often numerical
simulation of the imaging mechanism (e.g., [16]). Most imaging problems are
related to the dynamical properties of the AFM probe as it is influenced in a
nonlinear fashion by the interaction with the surface [2]. Of particular interest are
the resolution, the magnitude of the force exerted on the sample, the speed of
imaging, and the accuracy of surface tracking, all inter-related (e.g., [2, 24, 25]).
Several articles deal with the numerical simulation of the AFM imaging process
(e.g., [19–23]), the discussion of which is beyond the scope of this chapter. Here, the
findings of those works are briefly summarized: the properties of the tappingmode
AFM imaging as they are known so far.
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8.4.1
Resolution

In routine operation, in a physiological solution (aqueous buffer of low concen-
tration) AFMs can easily capture images of 500-nm lateral scan size with 512� 512-
pixel resolution. Evidently, this means that the size of a data pixel is about 1 nm. The
objects of interest (i.e., peptides, proteins) are a few nanometers in size; with this

Figure 8.9 Complexes of RNAP s54 with DNA:
2mm� 2mm images of a sample (a) in buffer
and (b, c) in air prepared with two different
protocols. Apart from the RNAP s54–DNA
complexes, the pictures display some free DNA

fragments and free RNAP s54. In (c),
nonspecific binding of the RNAP s54 may be
also observed. (Reproduced with permission
from [17].)
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resolution, these can be seen, but cannot be analyzed. The scan size can be easily
reduced; however, an actual improvement of resolution might not be achieved as
high-resolution imaging is influenced and limited by numerous factors, the first
and most obvious of which is the tip size. An average AFM tip has an apex radius of
10–50 nm. This is significantly larger than the structures intended to be resolved.
Consistently, if the sample surface is considered a rigid boundary (i.e., no com-
pression can happen nor any morphology change whatsoever), the contour of the tip
is convoluted from the contour of the sample. In practical terms, while the height of
an object stays correct, the lateral dimensions extend significantly and the geometry
becomes rounded. While deconvolution algorithms are often used to improve such
images, it is not possible to tell the exact shape of the sample where the morphology
prohibits direct tip access, such as at vertical steps and narrow holes. A simple
solution of this problem would be the application of sharper probes with high aspect
ratio, such as ion-beam-etched silica tips or electron-beam-deposited amorphous
carbon extra-tips. Some initial assumptions are, however, misleading. The sample
surface, in the majority of cases, cannot be treated as a rigid envelope. The tip does
deform the surface upon contact, in both an elastic and nonelastic manner. When
the maximal force exerted by the probe upon imaging – the �imaging force� –

exceeds what the toughness of the substrate can tolerate, imaging damage occurs.
The description of the force interaction needs some deeper insight to the physics of
AFM operation, which will be briefly discussed below. Nevertheless, the damage
caused by the tip can also be simply related to the contact area – the same force
acting on smaller area can cause more damage. Accordingly, sharper tips pose a
higher risk of surface destruction. It is also obvious that, if the surface is indeed
deformed upon contact with the tip, the contour measured by the AFM is a result of
a complex interaction where the softer surface areas might appear lower in
morphology. However, it also means that a relatively blunt tip can provide a
surprisingly accurate surface tracking, when sensing a step in the change of the
surface properties of the sample. The probe shape is therefore an important
parameter and it is indeed desired to use sharper tips; however, one needs to keep
in mind that the selection is also a tradeoff where the improvement of the resolution
can easily end in surface damage.

8.4.2
Imaging Force

Acentral issue is thus the amount of force exerted on the sample during imaging, the
minimization ofwhich is of key importance for biological samples. The impact of one
�tap� of the tip – the imaging force – is the force exerted on the sample upon scanning
over a featureless surface. When the probe encounters a sudden change in the
morphology or the physicochemical properties of the surface, the perturbation of the
oscillation causes a transient force that is often much higher than the imaging force.

First, consider the variables that might have an influence on the strength of the
probe–surface interaction. These are the working parameters of the probe: the
oscillating amplitude of the tip far from the surface (free amplitude), the setpoint
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amplitude (that is, the amplitude of the probe during operation), and the frequency of
the oscillation, as well as the properties of the sample: the surface energy, elasticity,
charge distribution, and radii of morphology. Contrary to a very common assump-
tion, imaging force is not directly related to the spring constant. The momentum of
the tip determines the force, similarly to the way a folded sheet of paper can break a
pencil if impacted with high enough velocity. If the probe is barely touching the
surface at the end of its trajectory, the force remains largely attractive. However, when
it is moved closer to the surface, the momentum at impact will increase rapidly, as
determined by

I ¼ mAv cosðvtþ dÞ ð8:5Þ
wherem is the (effective)mass of theprobe,A is themaximal oscillating amplitude,v is
the circular frequency of the oscillation, t is time, and d is the phase angle between the
drivesignalandtheoscillationoftheendoftheprobe.Thisformulagivesthemomentum
of theprobeatanypointof itsoscillation. Itmustbenoted that I is linearlyproportional to
the mass and the maximal (free) amplitude of the probe, and its oscillating frequency.
Giventhat theprobe is forcedtoanoscillationveryclose to itseigenfrequency, itmightbe
assumed that the two are the same and thus through the latter the spring constant is
indirectly included in the formula. However, there are more significant contributions
from the cosine term. Employing a simple approximation, consider that bringing the
probe to the proximity of the surface, to z distance, where z<A, the momentum of
the probe hitting the surface equals the momentum of the probe at that point of the
oscillation in the absence of the surface. In this case the tip–surface distance zmight be
included through the argument of the cosine which is equal to arcsin(A/z). From this it
follows that the free amplitudeA and the setpointA/zdetermine the force upon impact,
and are the two key parameters (and, incidentally, the easiest to change) that need to be
optimized. Tominimize the imaging force, the smallest possible amplitude is desired,
with a setpoint amplitude as close to the free amplitude as possible.

It must be mentioned that Eq. (8.5) describes the momentum of the first impact of
the probe and for a periodic case the tapping of the surface becomes what is known in
physics as an impact oscillator, requiring complex treatment. However, the conclu-
sions drawn from the above simplemodel have been verified both experimentally and
by numerical simulations, and so we can avoid discussing mathematical details.

8.4.3
Repetitive Stress

As has been seen, the tapping mode, while reducing shear damage, also introduces
higher and less controllable vertical forces. However, even reducing the impact of
each �tap� might not be enough to save the sample from damage. Consider a tip
repeatedly hitting the surface with a high frequency. On large scale, recording a
picture in a reasonable time (i.e., 1–10min) means that the tip is scanned relatively
fast over the sample and thus the individual �taps� by the tip happen somewhat apart.
Using the same frame capture rate, for higher-resolution pictures the range is soon
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reached where the contact areas of the consequent impacts substantially overlap.
Eventually, at the highest resolution where the nondestructive treatment of a delicate
sample would be themost important, the tip will end up hammering the same area at
an ultrasonic frequency. Thus, the destructive effect of this local sonication needs to
be understood and minimized for imaging at small scan scales.

From the application point of view, it seems plausible to reduce the effect of local
sonication by simply increasing the distance between, anddecreasing the force of, the
individual impacts (i.e., using faster scanning with smaller free amplitudes and/or
higher setpoint). However, there are inherent limitations to the scan speed – the
bandwidths of the hardware and the probe. Furthermore, reduction of the probe
amplitude also leads to the rise of imaging artifacts, as will be seen below.

8.4.4
Artifacts Related to too Low Free Amplitude

It is well known that various user manuals recommend working with a large, several
hundred nanometers free amplitude, as this provides good surface tracking for hard
inorganic samples. Not only does it eliminate the influence of weak attractive forces,
but also provides a large dynamic range: stepping up and down surface steps incites a
substantial change in the probe amplitude, up or down, and thus feedback can react
quickly. However, large amplitude leads to large force, as was seen in Section 8.4.2.
When working on soft, compliant, and poorly bound structures, these might be
destroyed, moved, or compressed during imaging, leading to damage and artifacts.
Thus, for bioimaging, conditions other than the ones outlined in the manuals are
needed. The use of a small free amplitude is themost important difference.However,
there are limitations.

When working with small amplitudes, the probe is largely within the range of the
attractive noncontact forces. This allows for imaging conditions when the probe does
not physically touch the surface. In this �zero force� case, however, spatial changes in
the strength of the attractive interaction appear as height differences [20, 26]. Even if
the probe does touch the surface, the contribution of the attractive forces remains
strong; thus the magnitude of the height artifact is smaller, but it persists [21]. If the
attractive forces are too high, another artifact might occur – a sawtooth-like periodic
signal is superposed on the topography, with a periodicity sensitive to the value of the
feedback gain. In this case, the energy of the low amplitude oscillation is insufficient
to break the tip away from a sample; the amplitude drops to zero, to which the
feedback reacts by suddenly lifting up the probe, after which the amplitude recovers
and the feedback attempts to bring the probe back to the surface, where it will
be trapped again, and so on. Thus, if the sawtooth pattern appears in the
topography signal, the only way to get good surface tracking is by increasing the
free amplitude.

There is a further limitation to the smallest working amplitude. The sensitivity
of the A/D converter is a non-negotiable characteristic of the AFM hardware; too
small free amplitudes, especially in combination with too high feedback ampli-
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tudes, would fall into the range where the discrete steps are reached, leading to
unstable operation.

8.4.5
Transient Force and Bandwidth

Above, we discussed two kind of forces exerted during AFM operation, the imaging
force and the transient force. Now the discussion returns to the latter one. So far only
a harmonic solution of Eq. (8.1) has been discussed. The complete solution, however,
includes the term:

y ¼ Ae�btsinðv1t�w0Þ ð8:6Þ

where y is the trajectory of the tip, w0 is the initial phase lag, and v1 ¼ sqrtðv2
0�b2Þ,

and A and b were defined before as the maximal amplitude and the damping
coefficient, respectively. This equation describes an exponentially decaying sinusoi-
dal motion. Thus, any perturbation to the system that changes the amplitude and/or
the phase lagwould generate a transient termEq. (8.6) in addition to the periodic term
Eq. (8.2). The probe reaches a stable amplitude under the new conditions that
perturbed the system after the decay of the transient term. It is obvious that the
inclusion of the transient amplitude into the feedback mechanism would lead to
improper response to the surface structures, and, eventually, instability and imaging
artifacts. Thus, the sampling frequency of the feedback cannot be higher than the
reciprocal of the time constant of a typical transient (or, rather, it is desired to reduce
the transient length). This transient thus limits the effective response time of the
AFM to surface structures and thus the accuracy of surface tracking at a given scan
speed. The accuracy of surface tracking is often discussed in terms of bandwidth – the
frequency of a periodic modulation that is still visible to the system. It is also obvious
that during the transient the force exerted on the surface will be higher than the
imaging force, as the feedback is virtually inactive.

8.4.6
Accuracy of Surface Tracking

After the exerted force, accuracy of imaging is the second most important
characteristic of an AFM. Here, the discussion will focus on poorly understood
phenomena – the inherent nonlinearities and artifacts of the probe. As it was
briefly mentioned in Section 8.4.4, the dynamical range of the amplitude response
is key to generate sufficient control signal for the feedback to approach or retract
the probe. It was also briefly mentioned that probe response time to amplitude
perturbations is related to the ability of the AFM to sense small morphology
changes. There is a more accurate way of looking at this phenomenon – the
amplitude transfer efficiency. Basically, this is the measure of the ability of the
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probe amplitude to follow a sinusoidal modulation of a certain frequency. A plot of
this parameter against the frequency of the modulation is called the transfer
function of the probe (Figure 8.10). The frequency value at which the amplitude
transfer drops below �3 dB is typically interpreted as the bandwidth of the system;
however, for AFM, since only the 1 : 1 amplitude transfer is acceptable, the corner
frequency is used as the bandwidth. To relate the bandwidth defined in terms of
modulation frequency to topography, it is easy to see that periodic surface features
appear to the probe more or less frequently depending on the scanning velocity.
The shape of the structures matters as well, since the transfer function is defined
for sinusoidal modulation. It is known that an arbitrary shape can be reconstructed
from a series of sinusoidal waves – a process also known as Fourier analysis. The
steeper a structure is, the higher frequency Fourier components need to be
included; for a vertical step, it is an infinite series. What this means in practical
terms is that in the case where the probe encounters a vertical step on the surface,
it is inherently unable to perfectly follow the topography. For lesser extremes, a
morphology that has a spatial frequency (from the combination of scanning speed
and the Fourier analysis) beyond the bandwidth causes the probe amplitude to lag
behind the topography change, leading to inaccurate surface tracking and thus
inaccurate height measurements. Accordingly, a tell-tale sign of bandwidth-limited
behavior is if the measured height of a periodic object, such as a test grid, is a
function of the scan velocity. We have to compromise with a scan speed that
provides consistent measurements; this is often much lower than the linear
velocity range achievable with the AFM scanner.

Figure 8.10 Calculated describing function
(transfer function for nonlinear systems) of the
tapping mode AFM probe in air for 40N/m
spring constant, 250 kHz resonance frequency,

and 10 nm tip radius (for other parameters,
see [27]). The free and setpoint amplitudes were
50 and 35 nm, respectively. (Reproduced with
permission from [27].)
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It was shown with numerical simulation of the probe transfer properties upon
interaction with surfaces of varied physical properties [27] that the bandwidth can
be tuned over a wide range by changing the free amplitude and setpoint. In
general, higher free amplitudes and lower setpoints increase the bandwidth;
however, as was discussed above, this is accompanied by an increased imaging
force, and thus there is a tradeoff between imaging velocity and the force exerted
on the sample.

There are two important implications of the sensitivity of the bandwidth to the
setpoint. The first is that a situation is possible when the AFM is accurately tracking
the substrate (low Fourier frequencies), but fails to sense the sample, such as small
monomeric proteins. The second is that a small change in the setpoint up or down
canmake such a sample become invisible or visible, respectively, while the substrate
is correctly imaged all the time. Considering that the system maintains the setpoint
typed into the software with the help of the feedback circuit, it is possible that, on a
sloping surface and with low feedback gains, the actual ratio of the free and
operational amplitude can change slightly between scanning up and down; a result
of which is that the proteins are visible on one picture but �disappear� from the
consecutive one. Cited as �black magic,� this phenomenon is clearly explained with
bandwidth limited behavior.

8.4.7
Step Artifacts

Finally, mention should be made of the phenomenon of contrast inversion. If the
oscillating probe is pushed against the surface, the amplitude usually decays
linearly with the distance (after a brief �rounded� range) and reaches zero once the
energy of the drive dissipates into the surface altogether. In case of compliant,
elastic samples and strong attractive interaction, this approach curve might
become nonlinear. Visually, a shoulder or a peak is formed on the approach
curve. If this peak appears at the far end, after engaging the surface, the probe can
work at higher setpoints than the free amplitude. After a large surface perturba-
tion, however, it is possible for the probe to find the same amplitude on the other
side of the peak; this being a positive slope, the feedback would generate an
inverted image – higher structures would appear lower. This is an unstable
working condition and usually ends in losing the surface. If the peak appears
on the slope, the inverted range is usually too short for even temporary stable
operation, thus the other possibility is for the probe to fall on the same amplitude
on a negative slope but a certain distance farther away from (or closer to) the
surface, thus recording a step artifact parallel to the scan direction.

Here is the end of the discussion of probe behavior and imaging artifacts. The key
control parameters were identified: the free amplitude, setpoint, and the scan
velocity, the careful and sensible control of which is sufficient to optimize the
imaging of an arbitrary sample most of the time. Even more importantly, this
reasoning highlighted the importance of careful analysis in the interpretation of
the images to avoid premature conclusions.
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8.5
Force Measurements

It is often convenient to use the AFM as a force measurement tool [28]. After
recording a picture and selecting the points of interest, AFM can record a simple
approach and retract curve, pushing the probe against and then withdrawing from
the sample. The bending of the cantilever, which is directly proportional to
the normal load, is plotted against the vertical displacement, thus providing a
force–distance curve. This working mode is used to measure mechanical surface
properties of a wide range ofmaterials including lipidmembranes [29–34]. However,
it can be used to measure the strength of protein–protein and protein–antibody
interactions, and protein unfolding as well, if one of the interacting proteins or one
end of the stretched protein is chemically attached to the probe. Such force
measurements might be performed in a mapping fashion, when at each raster
point of an image a statistical number of force curves is being collected. After
averaging, each raster point might be represented by, for example, its elasticity or
maximal adhesion. A comparison of this map to the surface morphology helps to
perform necessary corrections for the geometry (the maximal adhesion force is the
function of the curvature of the surface), and thus the force interactionmapmight be
used to distinguish different materials on the related topography.

The accuracy of these measurements is a function of the accuracy of the probe
parameters used for data analysis. Whereas most AFM probes come with a nominal
value and an error range for the radius of curvature and the spring constant, the actual
values of the individual probe properties can be way off compared to the nominated
range. It is important therefore to determine these parameters with independent
measurements. The tip shape can be determined by using standard calibration
samples. These are usually test grids with factory-guaranteed geometry. Step grids
can be used to measure the radius of curvature in one direction; pin grids provide a
convolution picture of the whole tip apex. Measuring the spring constant is far more
complicated. Whereas more than a dozen different methods exist, based on com-
parative studies [35, 36] four are considered the most accurate. These are the added
mass [37], the reference cantilever [38], the thermal fluctuation [39, 40], and the Sader
model [41]. As most force measurements are performed comparatively, the calibra-
tion of the cantilever is less important for practical use; we omit the detailed
discussion of the methods, which, if needed, the reader can find in the cited articles.

8.6
Liquid Imaging

The majority of questions about proteins seeking an answer from AFM methods
require the imaging to be performed in a physiological solution. While AFM is
certainly capable of doing that, there are special considerations to be made. Imaging
in a liquid cell is usually done by using the common �acoustic drive� (i.e., a dither
piezo to force the cantilever oscillation). Unlike the case of imaging in air, however,
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the dither piezo cannot be placed directly behind the cantilever, as it has to be
insulated from the liquid while the cantilever has to be immersed in it. Most liquid
cell designs would thus fasten the cantilever to a watertight holder, called the liquid
cell (i.e., the term does not refer to a complete enclosure for the liquid) and drive the
entire �cell� to oscillation. The result of this design is that a frequency sweep
searching for the natural frequency of the probe would produce several apparent
resonance peaks instead of the single real one (Figure 8.11a). It is often noted that the

Figure 8.11 Resonance curves of an NSC18
cantilever (MikroMasch; www.spmtips.com) in
liquid. Frequency sweep showing (a) forest of
peaks using acoustic excitation and (b) a single
peak usingmagnetic excitation. (c) The forest of
peaks can also be observed in the oscillations of
the liquid droplet enclosed into the liquid cell.

The spectrum was recorded by an external laser
reflected from the exposed meniscus of the
liquid, registered on a segmented photodiode.
Convolution of themagnetic excitation and fluid
frequency spectrum is also shown in (a).
(Reproduced with permission from [43].)

270j 8 Atomic Force Microscopy of Proteins



position and height of the peaks in this �forest� are often changing upon approach to
the surface, even at very long distances, of the order of 100 mm.This would imply that
the thickness of the liquid in the cell might be related to the appearance of the peaks
and thus the �forest of peaks� is usually explained with resonances of the liquid [42].
The same spectrum might be measured in the oscillations of the liquid itself
(Figure 8.11c). However, the assumption is not true. The peaks remain if the water
is removed from the cell, indicating that what is seen on the frequency sweep is the
spectrum of the resonances of various components of the probe holder [43].

An easy way to deal with the �forest� is to use cantilevers of known eigenfre-
quencies. However, measuring the resonance frequency of the cantilever under
liquid requires instrumentation that the average AFM operator does not have.
Furthermore, the measured probe eigenfrequency often does not coincide with any
peaks on the frequency sweep recorded by the AFM. If these resonances do not
overlap with the eigenfrequency of the probe, it is driven off-resonance. In practical
terms thismeans that the ratio of the probe amplitude and the drive amplitude is less
than 1. This situation was often explained with overdamping of the cantilever by the
viscous liquid environment. Indeed, damping does play a role in reducing the
apparent amplitude ratio below 1; however, for a meaningful resonance it should
remain larger than 1. Interestingly, even under these conditions tapping the surface
leads to amplitude loss, and thus imaging appears to work. However, the interaction
force can be up to 10 times higher than in the case of real probe resonances and the
sensitivity is seriously compromised [43]. This is the reasonwhyAFMmanufacturers
recommend soft probes for tapping under liquid. However, a simple protocol might
be used to determine which peak is the best suited to imaging, for an arbitrary
cantilever. First, an amplitude–distance curve, similar to a force–distance curve, has
to be recorded. In air, and in liquid as well if the probe is driven at its natural
frequency, the amplitude is near constant until the probe hits the surface; there a
linear slope begins which reaches zero amplitude at a distance corresponding to the
probe amplitude. If the probe is driven above the eigenfrequency, however, a positive
peak appears before the linear decay part of the curve. Below thenatural frequency the
peak does not reappear, however the slope of the linear section is becoming less steep.
Thus, starting fromhigher frequencies, recording amplitude–distance curves gives a
clear indication which peak is the closest to the resonance frequency of the probe. It
might be still slightly off-resonance; however, choosing a drive frequency this way is
typically sufficient to achieve nondestructive imaging.

There is a way to circumvent this process by eliminating the need to oscillate the
entire cell. Thismight be done by usingmagnetic actuation of the cantilever [44]. As it
is depicted in Figure 8.11(b), a frequency sweep graph recorded with magnetic drive
displays a single, broad resonance peak. However, magnetic actuation requires
magnetically coated probes, which are unstable, deteriorate fast, and have a larger
apex radius due to the coating. Accordingly, magnetic drive is used only occasionally
for high-resolution bioimaging and other methods are being sought.

Another issueof liquid imaging that requires special consideration is thebandwidth
of the probe under liquid. As seen above, bandwidth determines the achievable speed
and sensitivity. For linear systems, bandwidth is inversely proportional to the quality
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factor. Consistently, the lower Q under liquid should lead to higher bandwidth and
thus faster operation. Not so – even if operated at the natural frequency, the
nonlinearity of the probe–surface interaction counteracts any bandwidth increase [27].
Thus, liquid imaging is not faster than ambient imaging; however, due to the lowerQ ,
it is less sensitive. Thus, a slower scan rate is recommended for imaging under liquid.

Finally, a discussion of the multitude of tip artifacts frequently observed on liquid
images. These typically appear as multiplications or shadows of the surface features,
occasionally escalating to bizarre cauliflower-like structures. The effect is seldom
seen in dry images, as it usually originates fromanuneven, broken tip, where smaller
satellite tips surround the main apex. Each of these satellites will sense the surface
structures. If the surface structure is round, such as a globular protein, the recorded
image shows the morphology of the tip �imaged� – convoluted – on the protein.
Relating the artifact to the case of dry imaging, poor quality probes are often blamed
for this effect also when the imaging is performed under liquid. In reality, it might be
just a poor choice of substrate. When the probe and the sample are submerged in
water, the interaction between the two is influenced by the surface tension of the
liquid. In this case, attachment of the sample, such as proteins, to a surface is driven
by surface energy, coulombic interactions play a lesser role. Surface energy of a
substance determines if it is hydrophobic or hydrophilic, and, in water, a protein will
adhere to the surface that has a similar relation to water. In effect, a hydrophobic
protein would adhere to the more hydrophobic surface, independent of whether it is
the substrate or the probe. Thus, proteins might be picked up by the probe and this
might happen at the first opportunity (i.e., the first time the probe scans the surface).
The attachment of one or more proteins to the probe apex will lead to the multiple
asperities artifact, even if the tip was originally of excellent quality. Accordingly,
sample preparation is a key issue for liquid imaging.

8.7
Sample Preparation for Bioimaging

AFM is a surface technique. It can image only surface morphology, thus any sample
of interest that is not naturally a surface structure must be immobilized on a surface.
It is relatively straightforward for dry imaging; more problematic for imaging under
liquid. The following sectionwill examine themost effectivemethods. The aimof this
section is to give a practical guide to sample preparation, the information aboutwhich
is largely missing from the literature.

8.7.1
Adhesion

The simplest way to prepare a sample for imaging in air is by drying down a dilute
solution of the protein of interest. Upon removal of the water, surface adhesion is
usually strong enough to keep the protein attached to the surface, independent of
whether the surface is hydrophilic or hydrophobic. In physical terms, a hydrophilic
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surface has higher and a hydrophobic surface has lower surface energy in respect to
the surface tension of the water. In the absence of water, the strength of surface
energy only determines the strength of the adhesion. If the surface energy is very low,
however, itmight promote the aggregation of hydrophilic proteins.Hydrophilic areas
on a hydrophobic surface, such as edge planes on basal plane graphite, act as
molecule traps and might even promote protein–protein interactions such as
amyloid fiber formation [45]. Accordingly, even in this simple case, the potential
of the surface to alter the state of the imaged molecules must be assessed.

Another, often overlooked issue is the presence of buffer molecules, salts, or other
stabilizing agents such as glycerol. The evaporation of thewater leaves crystals of salt,
droplets of glycerol, or a blanket of large molecules such as Tris behind. These
structures canbemistaken for the protein or they just simply obscure the information
soughtwithAFMimaging.Repeatedgentle rinsingwith distilledwatermight beused
to remove highly soluble salts; larger organic molecules, however, usually remain on
the surface. Indeed, the repeated rinse ismore likely to remove someof theproteinsof
interest. It is thus recommended that the proteins are deposited from a physiological
buffer, such as phosphate-buffered saline, that contains only inorganic salts.

Itshouldberememberedthatevenafewmicrolitersofnanomolarconcentrationscan
contain enoughmolecules to coat the substrate surfacewithseveral layers ofproteins. It
is better to incubate a droplet of a low-concentration sample solution on the surface
(typically for 5–15min), and drying it only after removing excess liquid and rinsing the
surfacewith a few drops of distilledwater. Thismethod gives a better control of surface
coverage; however it is very sensitive to the adhesion of the protein to the surface. If
varying hydrophilic and hydrophobic surfaces, such as mica and highly oriented
pyrolytic graphite, respectively, does not lead to a workable deposition procedure,
pretreatmentof thesurfacemightbecomenecessary.Coulombic immobilizationmight
be possible for amphipathic molecules. The substrate is either functionalized with a
ligand thatbecomeschargedatcertainpH, likeacarboxylicacid,orsimplybyrinsingthe
substrate with a solution of an appropriate ion. Typically, Ni2þ is used.

If imaging is performed in liquid, in general, there is no need to avoid organic
molecules in the solution, provided these do not preferentially attach to the substrate
or tip surface or coat the proteins under investigation. In this case surface adhesion is
typically weaker; however, amphiphilic or slightly hydrophobic molecules might
readily, and strongly, attach to hydrophobic surfaces, in the absence of which they
often compensate for the solvation effects by aggregation. Surface pretreatment with
ionic solutions can be also used to improve immobilization; however, here typically
chelating ions are used, which coordinate to the surface and the proteins as well. If
these simple immobilizationmethods fail, there are further possibilities to consider:
physical entrapment and chemical attachment.

8.7.2
Physical Entrapment

Physical entrapment requires the modification of the surface in a way that it can
specifically enclose part of the protein, while still retaining a physiologically relevant
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conformation. A thinmesh of polyelectrolyte or actinfibersmight serve this purpose;
however, a more practical solution is using a biomimetic phospholipid bilayer [12].
Given that many proteins of interest are membrane-associated, using a biomimetic
membrane platform does not only solve the issue of the immobilization but also
improves the bioidentity of the imaging conditions. These methods are seldom used
in ambient imaging. In an aqueous environment, proteins cannot only preferentially
and bioidentically bind to a membrane, but also retain full functionality, thus their
interactions might be observed in situ and, under special circumstances, in real-
time [11, 46].

8.7.3
Chemical Binding

There are special circumstances when none of the above methods would provide
sufficient results. For very large or easily aggregating proteins, fibers that tend to loop
away from the surface, large functional complexes, or for cases when electronic
access to the protein is required, such as for in situ electrochemical characterization,
chemical immobilization is the best suited. This might be coordination binding,
where, for example, a histidine-tagged protein is immobilized via a metal held by a
ligand such as nitrilotriacetic acid. Such a system is used for protein purification and
thus it is relatively easily adapted to protein immobilization. Alternatively, the protein
might be chemically attached with a linking reaction such as N-ethyl-N0-(3-dimethy-
laminopropyl) carbodiimide/N-hydroxy succinimide. In both cases, the surface first
has to be functionalized with the desired ligand.While functionalization ofmica and
graphite is possible, in practice a gold substrate is preferred for the ease of thiol
chemistry. Gold, however, is typically not smooth enough and thus it has to be
annealed in a reductive flame to create crystalline facets of sufficient size [47]. The
smoothness of the resulting layer determines the success of the AFM imaging, as
surface asperitiesmust bemuch smaller– ormuch larger– than the feature size to be
imaged. Furthermore, chemical attachment can easily modify the protein tertiary
structure, changing its physicochemical and interaction characteristics. As the
protein is attached to the end of a �blade of molecular grass,� as self-assembled
monolayers are often described, it is more mobile, creating more opportunity for
interactions, but reducing the ability of the AFM probe to image the proteins without
displacing them. The result is a blurred image. In general, chemical immobilization
should be avoided, and only attempted as the last resort.

8.8
Outlook

The sample preparation methods finish the discussion of AFM imaging of proteins.
The discussion has not, so far, addressed the future – in what direction will AFMas a
technique evolve and how will that enhance the usefulness for protein imaging?
There are two obvious fields where any improvement would be welcomed: in the
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imaging speed and the resolution. Solutions for improved imaging velocity include
the use of small cantilevers [48], designing scanners with lower inertia [49, 50], and
experiments with advanced control methods [51]; few methods combine these
solutions [52], and, as yet, there is no information in the public domain about the
accuracy and imaging characteristics of such fast AFMs. If a commercial systemdoes
become available, the benefits would be enormous; not only would it be possible to
record pictures in a blink of an eye and thusmap large surface areas, but also to record
movies of protein–protein interaction. The resolution is partially addressed with the
use of extremely sharp diamond-like carbon probes; however, without also improving
the sensitivity of the probe, the enhancement in resolution is not substantial. Higher-
frequency probes,more accurate position detection could provide the answer. Finally,
liquid imaging would largely benefit from the elimination of the �forest of peaks.� In
summary, AFMs of the near future will bemuch faster,more sensitive, and hopefully
provide themeans of imaging protein interactions in situ, in real-time: as they happen
in nature.
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9
Solvent Interactions with Proteins and Other Macromolecules
Satoshi Ohtake, Yoshiko Kita, Kouhei Tsumoto, and Tsutomu Arakawa

9.1
Introduction

Proteins in vivo are surrounded by a large number of solutes present at wide range
of concentrations, leading to an extremely high total solute concentration [1–6]. It has
been reported that proteins are only marginally stable when isolated and purified in
dilute solutions [7–10]. Even when proteins are conformationally stable, they tend to
aggregate and lose their functional structure [11]. Furthermore, it is widely accepted
that some proteins are intrinsically unstable or are present in a natively unfolded
state [12–14]. In any of these circumstances, proteins have to be stabilized against
unfolding or aggregation. Asmentioned above, in the natural environment, proteins
are present in a crowded solution with many macromolecules. Such a crowded
condition can stabilize proteins [1, 15, 16]. In addition, proteins are bound by their
specific substrates or other ligands,which increase their thermodynamic stability [17,
18] through linkage function [19–22]; ligand binding that is specific to the native
structure is linked to the stabilizing energy of the ligand-bound protein structure.
When proteins are isolated from their natural environments, these stabilizing factors
are lost. Various solvent additives (cosolvent) have been developed for such critical
applications. Note that the term �cosolvent� indicates that they exert their effects only
at high concentrations, thus becoming part of the solvent. We will review cosolvent
applications in a wide variety of fields, including: (i) research, (ii) purification,
(iii) protein refolding and expression, (iv) chromatography, (v) formulation,
(vi) disinfection, and (vii) freezing and freeze-drying.

Biological functions of protein molecules are regularly studied in pure solution.
The solution conditions can be made close to their natural environment by adding
salts and buffers. However, such a native-like condition is often insufficient to
maintain protein stability, and there are numerous examples of proteins losing their
functional structure in dilute solutions. The addition of cosolvents, however, has been
demonstrated to restore their structural stability to that observed in their natural
environments. For example, Weisenberg and Deery [23] and Weisenberg and Tima-
sheff [24] made a pioneering observation during the isolation of brain microtubules.

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
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The microtubules were readily purified from brain tissue homogenate by a simple
temperature-controlled assembly and disassembly process [25, 26]. However, purifi-
cation required the microtubule proteins to remain in their functional structure,
which wasmaintained in vivo bymicrotubule-associated proteins (MAPs). Previously,
it had been assumed that the binding of MAPs is essential for the observed
microtubule assembly [25, 26]. This was shown to be incorrect when Weisenberg
et al., as well as others, purified MAP-free tubulins, which are subunit proteins of
microtubules. What made this purification possible was the presence of cosolvents,
glycerol or sucrose, at high concentration: around 30% glycerol and around 1M
sucrose [27–31]. Without these cosolvents, tubulin lost the ability to polymerize into
microtubules during purification and storage. More importantly, the pure tubulins
were able to polymerize tomicrotubules in the presence of the cosolvents; that is, these
cosolvents were capable of replacing the activity of MAPs, demonstrating that MAPs
are not essential for microtubule assembly. There are many other examples demon-
strating the use of cosolvents at high concentrations to examine the function of
proteins and other macromolecules in in vitro systems.

Cosolventsnotonlystabilize,butalsoservetoprecipitateproteins [32,33].Aclassical
example is cold ethanol precipitation of plasmaproteins [34–37]. An aqueous solution
of organic solvents has been used to induce polymerization of microtubules [38] and
precipitateandfractionateproteinsandothermacromolecules [33,39–41]. Inaddition
to differential precipitation, protein purification is conducted by various chromatog-
raphy methods, some of which use cosolvents at fairly high concentrations, such as
salting-out salts for hydrophobic interaction chromatography (HIC) and organic
solvents for reversed-phase chromatography [42–47]. These cosolvents modulate
binding and elution of proteins.

Recombinant proteins are the basis of biotechnology. As will be described in
Section 9.2.1, proteins that are developed for therapeutic purposes must meet a
rigorous regulatory guideline. Recombinant protein expression is also assisted by
cosolvents. One such example is periplasmic expression of foreign proteins in
Escherichia coli. It has been shown that the addition of folding-enhancing osmo-
lyte [48] or aggregation-suppressing arginine [49] in culture media increased the
periplasmic expression of recombinant proteins. When recombinant proteins are
expressed as insoluble inclusion bodies, they need to be solubilized and refolded for
function. Refolding of recombinant proteins usually requires assistance of either
folding-enhancing or aggregation-suppressing cosolvents in an appropriate buffer
system [50–55]. Various solubilization and refolding technologies are often com-
bined with the use of cosolvents. The Refold database suggested that the dilution
refolding method is more frequently combined with folding-enhancing cosolvents,
while arginine is combinedwith amajority of refolding technologies [56, 57] (see also
refold.med.monash.edu.au). Nevertheless, how these cosolvents are used effectively
for protein refolding is still determined case-by-case, depending greatly on the
protein, while arginine appears to be a universal cosolvent, applicable for a wide
variety of proteins, independent of the refolding technology employed.

Pharmaceutical proteins require high-quality products possessing reasonable
storage stability. While it would be ideal to make the protein solution for injection
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match theenvironment found inphysiological condition, this isoftennotpossibleand
requires the presence of cosolvents for preparing a stable protein formulation. Even
with this aid, proteins are often too unstable to be stored in liquid form andmay need
to be stored frozen or be lyophilized. In either case, theproteins are exposed to various
stresses, including iceandsalt crystal formation, freeze-concentrationof theprotein to
extremelyhighconcentration, and removal ofhydratingwater.The additionof cryo- or
lyo-protectants is usually essential to preserve the native conformation of the proteins
and their long-term storage stability. In the frozen and dried state, the cosolvent
interactionswithmacromoleculesareexpected todiffergreatly fromthose insolution.

The last application relates to our recent invention of using a concentrated arginine
solution to inactivate viruses [58–61]. Low pH or alcohol solution has been used
primarily as a disinfectant of virus- or microbe-contaminated surfaces [62–67].
Aqueous acidic arginine solution appears to provide a more effective and safer
alternative to the current disinfectant formulation. These cosolvent applications will
be reviewed in detail later in this chapter.

Although cosolvent systems have been andmay be used as a routine procedure in a
wide variety of applications described above, it is clear that they will be better utilized
if the mechanism of cosolvent effects in each application is fully understood. There
have been various attempts to explain the mechanism of cosolvent effects. To our
knowledge, the very first mechanistic explanation was made by Traube [68], who
demonstrated the effects of salts on the surface tension of water. Two important
observations were noted. First, is the effect of different salts on gas solubility, which
follows their effects on protein solubility. The salt effect on protein solubility was
initially observed by Hofmeister in 1888 [69]; there is a universal order of salts in
changing the solubility of solutes, whether they are protein or gas, in water. The
second observation is that salts that increase the surface tension of water to a greater
extent are more effective in decreasing the solubility of solutes. This surface tension
principle was further expanded by Sinanoglu and Abdulnur [70, 71] and later by
Melander and Horvath [72]. The surface tension principle is clearly defined by the
property of the salt solution alone and has no involvement of proteins or other
macromolecular solutes. In other words, this principle is independent of the solute
surface; the term �solute� may represent macromolecules or viruses, with which
water and cosolvents interact. Furthermore, the surface tension principle is related to
the hydration property of salt ions. It can thus be derived that the hydration potential
of salt ions is closely correlated to the effects of salts on macromolecules [73–75].

Another fundamental principle of the cosolvent effect arises from its excluded
volume [1, 76–81]. Proteins and other macromolecules are surrounded by other
macromolecules at high concentrations in the natural environment, as described
earlier. In such a case, the surrounding macromolecules restrict the motion of the
macromolecule of interest and increase its stability. A similarmechanismoperates in
solutions containing cosolvents at high concentrations. Solventmolecules, including
water, are restricted in rotational and translationmotion near the solute surface (e.g.,
protein, DNA, or virus), relative to their motions in the bulk phase, which makes the
system thermodynamically less stable [82, 83]. As cosolvents typically have a larger
hydrodynamic radius than a water molecule, they are excluded from the protein
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surface to a greater extent than the latter. As a result, the addition of cosolvents
destabilizes the protein in water; more so for the protein with greater surface area.
This mechanism is independent of the chemical nature of the solute species.

While these two principles certainly play a role in explaining the effects of
cosolvents on proteins, the surface of proteins and other solute species cannot be
completely inert. In other words, cosolvents can interact with the protein surface
directly. If this occurs, however, the effects that are expected from the above principles
no longer comply with the observed effects. Direct measurements of protein–solvent
interaction should reflect both cosolvent binding and the solute-independent mech-
anism. In fact, equilibrium dialysis measurements demonstrated that a fine balance
between binding and exclusion of cosolvents with the solutes (i.e., macromolecules)
determines the effects of the solvent, in which exclusion arises from the above two
principles. As such equilibriummeasurements relate to the differential interaction of
proteins with water and cosolvents, they are termed �preferential� interactions.
Preferential interaction measurements revealed that proteins are highly hydrated in
cosolvent solutions that enhance protein stability. This excess hydration can be
described by either the surface tension or excluded volume principle. However, it
could also be due to the direct binding of water, as has been demonstrated
previously [84–86]. While preferential interaction measurements cannot distinguish
water binding from cosolvent exclusion, they are independent of the mechanism
involved and can explain the cosolvent effects without understanding the hydration
mechanism. It is an established concept that proteins and other macromolecules
bind water with varying degrees of affinity. Thus, preferential interaction reflects all
different types of binding or exclusion mechanisms of cosolvents with the solute
species. More importantly, the thermodynamic interactions can explain the solvent
effects, through thermodynamic linkage of the interactions, on the reaction of the
solutes, such as unfolding or aggregation reactions. As is evident, a better under-
standing of these thermodynamic interactions will aid in the effective application of
cosolvents for proteins and other macromolecules.

Hydrated water becomes critical when water activity is reduced, such as upon
freezing or freeze-drying. Protein–water interactions must be replaced by the
cosolvents in the dried state for maintenance of protein stability/activity. This will
be covered later as a unique case of the interaction between solutes and cosolvents.
First, we will review the interactionmechanisms of proteins with cosolvents and how
such interactions can explain the effects of solvents, through thermodynamic linked
function, on various cosolvent applications for proteins, viruses, and nucleic acids.

9.2
Solvent Applications

9.2.1
Research

Among the various known effects of salts, theHofmeister series [69]may be themost
popular and useful (even to this day) in purification and processing of proteins,
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nucleic acids, and viruses. An abbreviated Hofmeister series is summarized in
Figure 9.1. The series shows, for example, that NaSCN and MgCl2 belong to the
salting-in class while MgSO4 and Na2SO4 belong to the salting-out class. Even
buffers, such as phosphate and citrate at near-neutral pH, were observed to salt-
out proteins and other biological molecules. Any research on biological samples
requires,more or less, an unnatural environment. Sample proteins, peptides, nucleic
acids, or viruses in in vitro experiments are most likely present at concentrations far
above their physiological concentration and in purer form. As stated, many proteins
are often unstable under such conditions, and must be stabilized against confor-
mational changes and/or aggregation. There are numerous examples demonstrating
instability under unnatural environments and how the cosolvents were incorporated
to circumvent the stability issues. Cosolvents are also used to characterize proteins.
Due to the sheer number of publications, it is not possible to cover all of the
references that have employed cosolvents in research applications. This chapter will,
however, highlight some examples of their applications in basic research.

In research, glycerol and sucrose have been the compounds/stabilizers of choice,
through several decades of experience in biochemical research on proteins and other
macromolecules. As stated in Section 9.1, tubulin rapidly loses its structure in
solution and in the frozen state [30, 87, 88]. Figure 9.2 demonstrates the ability of
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Figure 9.2 Plot of colchicine binding of tubulin as a function of sucrose concentration during
storage at 4 �C in PMG buffer (10mM phosphate, 5mM MgCl2, 0.1mM GTP, pH 7.0): 0 (.), 0.2
(&), 0.5 (~), and 1M sucrose (*). (Data adapted from [88].)
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Figure 9.1 Order of salts in altering protein solubility. Buffers that are often used to enhance
protein binding are also included.
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tubulin to bind an anticancer drug, colchicine, when stored in PMG buffer (10mM
phosphate, 5mMMgCl2, 0.1mM GTP, pH 7.0) at 4 �C [88]. Drug binding indicates
that the protein is in the native structure. The drug-binding activity of tubulin is
rapidly lost with time in the PMG buffer (closed circles) even when stored at low
temperatures.However, the colchicine-binding activity can bemaintained upon the
addition of sucrose (Figure 9.2). At 1M sucrose, there is very little activity loss even
after 60 h of incubation (open circles). The observed activity loss is most likely due
to the conformational change or aggregation of tubulin upon storage, as evidenced
by sedimentation velocity analysis, in which the tubulin stored frozen without
stabilizers resulted in extensive aggregation (nonspecific polymerization). In the
presence of 1M sucrose, the native structure of tubulin was maintained [30]. Such
stabilization enhanced the ability of tubulin to undergo specific polymerization
reactions to form microtubules. The stabilization effects of cosolvents have been
manifested in their ability to enhance polymerization of tubulin and other struc-
tures [89–93]. A simplistic model of protein polymerization (e.g., tubulin, actin,
virus, and fragellin) can be described by the equilibriumbetween themonomer and
polymer states:

MonomerþPolymerðnÞ�!K Polymerðnþ 1Þ
The equilibrium constant K is independent of the size of the polymer and hence

equivalent to the inverse of solute solubility (S), or the critical micelle concentration
(CMC) of micelles [94–96] (i.e., the activity (concentration) of polymer does not
depend on the size of the polymer). Thus, in this case, the critical monomer
concentration, Cm, which is in equilibrium with the polymer, is defined by Cm¼
1/K. Table 9.1 shows the Cm value as a function of glycerol concentration [97]. In the
absence of glycerol, Cm is 8mg/ml, indicating that there will be no microtubule
formation below 8mg/ml. AswithCMC, a protein concentration higher than 8mg/
ml, at minimum, is required for microtubule formation to occur. This is the reason
why tubulin does not assemble following purification.MAPs (later called tau) lower
the Cm to a level that allows in vitro polymerization [91, 98–100]. Glycerol not only
stabilizes tubulin, but also lowers theCm to 0.75mg/ml at a concentration of 4.11M
and allows in vitro polymerization feasible. Other cosolvents, including sodium

Table 9.1 Critical monomer concentration of microtubule assembly as a function of tubulin
concentration.

Glycerol concentration (mol/l) Cm (mg/ml)

0 8.0
2.06 2.0
2.74 1.45
3.43 1.10
4.11 0.75

Data adapted from [97].
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piperazine-N,N0-bis(2-ethanesulfonic acid), sodium glutamate, sodium 2-morpho-
linoethanesulfonic acid, and creatine phosphate, were also found to enhance
tubulin polymerization at high concentrations (e.g., 0.1–0.8M) [101–104]. How-
ever, these cosolvents also caused formation of other assembled structures. Since
these cosolvents are electrolytes, the increased ionic strength could have affected
the specific electrostatic interactions essential for microtubule formation, leading
to an alteration in protein–protein interactions.

The addition of Na2SO4, a strong salting-out salt, resulted in the reversal of urea-
induced actin depolymerization [105]. More specifically, actin depolymerization,
which resulted from the addition of 4Murea,was reversed upon the addition of 0.6M
Na2SO4. A similar effect ofNa2SO4has also been observed forflagella assembly [106];
while the subunit flagellin cannot polymerize readily in dilute buffer, the addition of
0.6M Na2SO4 resulted in rapid assembly, while 1.2M addition of Na2SO4 caused
aggregation of assembled short flagella filaments. Concentrated phosphate, in
particular at higher pH, was also effective in enhancing assembly, consistent with
the mechanism of a strong salting-out salt [107, 108]. While NaF, KF, and sodium
citrate were also effective, NaCl, MgCl2, and CaCl2 were either ineffective or
enhanced the depolymerization of flagella, again consistent with the weaker salt-
ing-out or salting-in effects of these salts [106] (Figure 9.1). Although a detailed
description of preferential interactions of salts is given later, Table 9.2 introduces the
various cosolvents in relation to their interactions with proteins: salting-in salts and
salting-out salts are clearly distinguished by their tendency to bind to proteins.

Tobaccomosaic virus (TMV) comprises a single protein species and a RNA. In the
absence of RNA, the protein assembles into a helical polymer and other assembled
structures, including oligomers, disks, and �Lock-washer� [109]. The helical polymer
dominates below pH 6.5, therefore the assembly reaction can be described as a helix-
condensation mechanism. Such assembly reactions are enhanced in the presence of
salts, such as KCl and (NH4)2SO4 [110, 111].

Table 9.2 Classification of various cosolvents.

Cosolvents Preferential interaction

Preferential binding Preferential exclusion

Salts salting-in salting-out
Osmolyes folding enhancer

structure stabilizer
aggregation suppressor (arginine)

Organic solvents destabilizer precipitant
denaturant (helix inducer)

Polymers precipitant
stabilizer (inert polymer)
destabilizer (PEG)

Denaturants denaturant
solubilizer
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Organic solvents have been extensively used as cosolvents, even as high as around
100%, in various research applications. For example, organic solvents are versatile
precipitation reagents for proteins, which find application in their crystallization and
purification [39–41]. Other applications include, but are not limited to, enzymology,
kinetic analysis at subzero temperatures, and nuclear magnetic resonance (NMR)
analysis, as a solubilizing agent for hydrogen/deuterium (H/D) exchange. Water-
soluble enzymes function naturally in aqueous solution and use water-soluble
substrates. It has been demonstrated that as long as the native functional structure
ismaintained, water-soluble enzymes are active in organic solvents, enabling them to
act on poorly water-soluble substrates [112–116]; enzymes in organic solvents exhibit
unique substrate specificity. Surprisingly, such conditions can even be achieved by
suspending the dried enzymes in organic solvents. In fact, water-immiscible organic
solvents make the suspended enzymes more stable; it should be noted that enzymes
under such conditions are not dissolved, but are dispersed as aggregated particles.

Protein folding or enzyme reaction occurs too fast to analyze the structure and/or
activity of kinetic intermediates. Reduction of the experimental temperature is one
way to slow the reaction kinetics, as has been demonstrated by the pioneeringwork of
Douzou and Fink; water-miscible organic solvents have been used to study the
reaction kinetics at subzero temperatures [117–122]. At these low temperatures,
denaturing solvents often have no deleterious effects on protein structure, allowing
protein folding or enzyme reaction to be unaltered. The only effect is to slow the
kinetics of reaction. For example, staphylococcal nuclease (SNase) was demonstrated
to retain the native structure at pH 7.0, even in 50%methanol, although the melting
temperature at neutral pH decreased from around 55 �C in the absence of methanol
to around 15 �C in 50%methanol [122]. While the stability is significantly decreased
(as is evidenced by the lowered melting temperature), the native structure is still
retained below 10 �C in 50% methanol at pH 7.0. Upon lowering the pH to 2.0,
however, SNase denatured, evennear 0 �C. Figure 9.3 shows the structure of SNase in
50%methanol at pH 2.0 (unfolded, U) and at pH 7.0 (native, N). A fluorescence peak
is observed at 350 nm, when unfolded (see the spectrum U in Figure 9.3), and at
330 nm, when folded (see the spectrum N in Figure 9.3). Circular dichroism (CD)
analysis, conducted at 0 �C, demonstrated that the protein was helical in the native
state and disordered at pH 2.0 (U) (Figure 9.3b). To initiate folding, the pH of the
unfolded sample, present at pH 2.0, was adjusted to 7.0. The timecourse of folding
(Figure 9.4) was followed by monitoring the fluorescence intensity at 330 nm, as the
fluorescence intensity at this wavelength is expected to increase upon folding
(Figure 9.3). It is evident from Figure 9.4 that folding is slowed significantly at low
temperatures (e.g., compare the kinetics at 0.3 and �33.8 �C), suggesting that the
folding intermediate may be observed under these experimental conditions. Fig-
ure 9.3 also shows thefluorescence andCD spectra of the intermediate structure (I) at
�40 �C; the fluorescence peak has already shifted to 330 nm, indicating that the
native-like structure is formed. The lower intensity suggests that SNase must
undergo further structural rearrangement. The CD spectrum is consistent with the
observation that folding has occurred, although not fully native, as demonstrated by
the formation of an a-helix structure. It appears that more helices are formed in the
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intermediate state (compare the spectrum I with N). Such overshooting of the helix
formation has been observed from the rapid kinetic experiment using the stopped-
flow technique [123, 124]. It is evident from these observations that while organic
solvents enhance unfolding at elevated temperatures, they do not affect protein
structure at low temperatures. The ability of organic solvents to denature proteins is
due to their weakening effect on hydrophobic interactions, which becomes much
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Figure 9.3 Fluorescence and CD spectra of SNase in 50%methanol. The native structure (N) was
obtained at pH 7.0 and the unfolded structure (U) was obtained at pH 2.0. The intermediate
structure (I) was obtained by raising the pH 2.0 sample to pH 7.0 at �40 �C. (Data reformatted
from [122].)
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weaker at subzero temperatures: hydrophobic interaction is highly temperature-
dependent.

H/D exchange methodology measures the solvent-accessible, exchangeable pro-
tons by H/D exchange. Figure 9.5 illustrates an example of a protein with two
exchangeable protons (open circle and square). The open circle represents a more
accessible proton than the one indicated by the open square (top left). A brief
exposure of the protein toD2O leads to a complete exchange ofHbyD for the solvent-
accessible proton (D, expressed as a closed circle in the middle panel). If the
measurement time is faster than the exchange rate for the less accessible proton
(i.e., open square), then the timecourse of the exchange can be followed. Aprolonged
incubation should lead to the H/D exchange of the less accessible proton (closed
square; bottom left). A recently developedNMR technique [125] has allowed the rapid
acquisition of two-dimensional NMR data feasible. Two-dimensional 1H–15N cor-
relation spectra can now be obtained within 2–3 s using this pulse-sequence mode
technique. While this measurement mode is fast enough to follow the timecourse of
proton exchange, the time requirement for sample preparation (i.e., sample mount-
ing and optimizing measurement parameters) may deter the use of this NMR
technique. Alternatively, reaction kinetics can be followed if theH/D exchange can be
halted mid-reaction. The best approach involves the exchange of water with organic
solvents, which contain no exchangeable protons. To stop the H/D exchange

Figure 9.5 Timecourse of H/D exchange reaction. Solvent-exposed proton is shown by the open
circle (*) and the less exposed proton is shown by the open square (&). Exchanged proton is
shown by closed symbols (., &).
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instantaneously, the protein solution after the exchange reaction was quench-frozen
in liquid nitrogen and then extensively dried to remove as much water as possible.
The lyophilized protein was not soluble in benzene, chloroform, diethyl ether, or
dioxane, but was slightly soluble in acetone and more so in acetonitrile and several
alcohols. Strikingly, the lyophilized apomyoglobin was readily soluble in dimethyl
sulfoxide (DMSO), which resulted in a reasonable NMR spectrum [126]. This
technology has been successfully used to follow the folding kinetics of several
proteins [127].

9.2.2
Precipitation

Precipitation and phase separation are conventional techniques used for the puri-
fication of biological macromolecules. Plasma fractionation by aqueous ethanol
solution, developed by Cohn [34, 128], is still used to this day to produce important
human therapeutics from blood [129–131]. Since the discovery of the Hofmeister
series [69], differential precipitation by ammonium sulfate (salting-out salt) has been
the simplest and most effective means to reduce the sample volume and also to
fractionate proteins. While this process is useful for protein purification, it has not
been as practical for plasma fractionation, which is one of the most important life-
saving technologies available today. A critical parameter for plasma-derived products
is the viral load, or product safety. While ammonium sulfate may be effective for
plasma fractionation, it is not effective in virus inactivation; rather, it may even
stabilize viruses. Based on Mellanby�s observation of cold ethanol-induced fraction-
ation of horse serum [132], Cohn developed amethod for differential precipitation of
human plasma proteins using an aqueous ethanol solution at low temperatures [34,
128], meeting the critical need for blood-derived products duringWorld War II. This
process consisted of the successive addition of 5–40% ethanol at �3 to �6 �C, and
modulation of pH and ionic strength, resulting in fractionation of fibrinogen,
albumin, antibodies, coagulation factors, and protease inhibitors simultaneously
with a certain degree of virus inactivation [133]. Although other precipitating agents
described above may be used, ethanol is safe to humans and is not strongly
denaturing to the proteins at or below moderate temperature. Nevertheless, many
alternative procedures using different cosolvents have been developed [36]. It should
be noted again that organic solvents, including ethanol, can denature proteins at
elevated temperatures and must be used with caution.

Organic solvents are also used to induce protein crystallization. Obtaining high-
quality crystals is crucial for successful structure determination of proteins using X-
ray crystallography. Salting-out salts, poly(ethylene glycol) (PEG), and organic sol-
vents have all been used for this purpose. Among them, 2-methyl-2,4-pentanediol
(MPD) is an extremely strong protein precipitant [134, 135], although it is a protein
destabilizer at elevated temperatures, which is true of other organic solvents [136]. As
described earlier, and also later in greater detail, such effectiveness comes from the
strong repulsion of MPD from the charged protein surface, reflecting the observed
phase separation of MPD by the addition of ions [39].
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9.2.3
Chromatography

Separation of biological macromolecules employing chromatography is normally
manipulated by solvent pHand ionic strength – the concentration of ions is normally
within the range close to that resembling the physiological concentration. However,
higher concentrations, at which the effects of cosolvents can no longer be explained
fromsimpleelectrostatic theory,aresometimesrequiredforoptimalchromatographic
performance [137–145]. Examples include HIC in the presence of concentrated salt
solutions, reversed-phase high-performance liquid chromatography (RP-HPLC) in
the presence of organic solvents, and size-exclusion chromatography (SEC) that is
often carried out at high salt concentrations or in the presence of organic solvents,
which results in the suppression of nonspecific protein interaction with the column
matrix.Whencosolventsathighconcentrationsareused, theresultsareoftenthosenot
expected from simple electrostatic or hydrophobic effects. In addition, these cosol-
vents may have an unexpected impact on the samples to be purified.

Both HIC and RP-HPLC use hydrophobic ligands attached to the column matrix,
towhichmacromolecules bind. In the former case, high concentrations of salting-out
salts such as (NH4)2SO4, citrate, or phosphate (Figure 9.1) are used to enhance
binding [43, 108, 146–150], while in the latter case, high organic solvent concentra-
tions are used for elution [151–153]. HIC is one of the fundamental analytical and
separation tools used for protein purification [154, 155], and is now widely used as a
platform technology for large-scale manufacturing of therapeutic proteins [156].
Various salts have been used for binding, including (NH4)2SO4, NaCl, phosphate,
and citrate [42, 157] (see Figure 9.1 for the order of salting-out strength). The
mechanism of enhanced protein binding in HIC, by the salting-out salts, is due
to the surface tension effect, or �attraction pressure,� as described earlier [68, 72].
Amino acids (e.g., glycine), polyols (ethylene glycol and glycerol), and sugars
(sucrose) have all been shown to modulate protein binding and elution [158, 159].
Thermodynamic preferential interactionwas used successfully to explain their effects
inHIC. Effective elution of boundproteins can be obtained in the presence of arginine
at 0.5–1M range and in dilute ethanol solution [160]. For example, Figure 9.6 shows
the enhanced elution of activin, a sticky protein, from anHIC column. At the two pH
values examined, elution of the protein by buffer alone is extremely low: near-zero at
pH 4.5 and 10% at pH 7.8. The recovery, however, is increased to over 60% with
0.5–1Marginine. At both pH values, the recovery was lower using 2Marginine for an
unknown reason.Asdescribed below, elutionof antibodies in affinity chromatography
is monotonically increased with increasing arginine concentration. The difference
observedusing arginine, betweenHICand affinity chromatography, ismost likely due
to the mode of protein binding: HIC by hydrophobic interaction alone and affinity by
mixed-mode interactions (i.e., hydrophobic, electrostatic, and hydrogen bonding).
Although not shown here, the addition of ethanol to 0.5M arginine further enhanced
the elution [160].

HIC can also be conducted using a polar ligand, such as ion-exchange and
polysaccharide columns, when extremely strong salting-out conditions are
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employed [161, 162]. For example, nonhydrophobic columns, including DEAE, CM,
and P-gel ion-exchange resins as well as nonsubstituted hydrophilic gels, combined
with extremely strong salting-out conditions, have all been employed for this pur-
pose [162–166]. Fujita et al. [165] showed protein binding to nonsubstituted Sepharose
4B in 3M (NH4)2SO4, and protein elution by descending concentration of (NH4)2SO4

in a similar manner to that employed for normal HIC operation. Although the data
described above prove that a strong salting-out condition can confer protein binding,
evenonhydrophilic ligands [46], the applicationofHIConhydrophilic columns canbe
found in the purification of halophilic enzymes. Enzymes from halophilic organisms
require high salt concentrations for stability and function [167], which makes many
conventional chromatography methods that are conducted under low salt conditions
impractical (e.g., ion-exchange chromatography (IEC) and SEC). Normal-mode HIC
would cause the binding to be too strong to dissociate under high salt concentrations,
while the use of low salt concentration (required to dissociate the bound proteins)
would cause inactivation. HIC using hydrophilic ligands has been successfully used,
because a high salt concentrationwas required for sufficient binding. Furthermore, as
the bound proteins elute at relatively high salt concentrations from the hydrophilic
ligand, the eluted fractions contained a high enough salt concentration for direct
evaluation of the enzyme activity [162, 168, 169].

RP-HPLC typically employs stronger hydrophobic ligands and elution conditions
under acidic pH, which enhance hydrophobic interactions between the protein and
ligand: under such conditions, the protein is highly unfolded, exposing more
hydrophobic amino acids to the solvent. While protein binding does not require
salting-out salts, as in HIC, elution of the bound protein requires the use of organic
solvents. Such elution effects of organic solvents can be readily explained from their
effects on the solubility of nonpolar compounds, as described later.

SEC, also termed gel-filtration or gel-permeation chromatography, is among the
most frequently used techniques for analysis, quality control, and purification of
proteins [170–173]. The recovery and resolution of proteins are often compromised
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by the nonspecific interaction of the proteins with the column matrix. Resolution
between peaks is greater with longer columns and lower protein load, which both
increase the surface area for a given amount of protein, and thus protein-binding sites
on thematrix. Both electrostatic and hydrophobic interactions can occur between the
protein and column matrix [174]. To reduce such nonspecific binding to
the stationary phase, various approaches have been taken [175–177]. For example,
the electrostatic interactions can be suppressed by the addition of electrolytes (e.g.,
high phosphate concentration orNaCl atmoderate concentrations (0.2–0.5M)) [175].
High salt concentrations, however, may enhance protein adsorption, occurring
through hydrophobic interactions. Gagnon [178] demonstrated that the addition of
both ammonium sulfate and phosphate delayed the elution of monoclonal anti-
bodies. Due to the salting-out effects of ammonium sulfate and phosphate
(Figure 9.1), the salts enhanced the association–dissociation equilibrium of the
antibodies with the column matrix, thus retarding their elution. Figure 9.7 shows a
schematic presentation of the effects of increasing phosphate concentration on the
retention time and recovery of antibodies using SEC [49, 179, 180]. Although the
retention time was not affected under low phosphate concentrations (up to around
800mM), recovery increased significantly with increasing phosphate concentration
(0–100mM), indicating that phosphate suppressed the electrostatic binding of the
antibodies to the column.However, both recovery and retentionare strongly affectedat
higher phosphate concentration, indicating that extremely high salt concentration
causes protein binding; there is almost no recovery at 1M phosphate, with the
retention time being delayed considerably. Thus, at such high phosphate concentra-
tions, the loaded proteins are mostly retained by the column, and any proteins that
dissociate no longer elute at their expected positions. When hydrophobic binding
occurs in SEC, it can be suppressed by the addition of organic solvents. In fact,

1000
Sodium phosphate concentration (mM)

20

%
 R

ec
ov

er
y 

0

R
et

en
ti

o
n

 t
im

e 

Optimal phosphate concentration range
(~100-400 mM) for antibodies 

100 400

Figure 9.7 Schematic illustration of protein recovery (solid line) and retention (dotted line) by a
SEC column as a function of phosphate concentration. (Data reformatted from [180].)
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acetonitrile at high concentrations is often used for that purpose [181, 182]. Thus,
while salts can beused to suppress electrostatic interactions and enhance hydrophobic
interactions, organic solvents can be used to weaken hydrophobic binding. Arginine
has been shown to effectively suppress nonspecific binding of proteins to both silica
andpolysaccharide-based columns [183]. Figure 9.8demonstrates such an example, in
which a highly aggregated antibody preparation was subjected to SEC analysis. It
appears that the sample is fairly homogenouswhen run using 0.1Mphosphate buffer,
demonstrating small amounts of oligomer peaks (lower panel). However, when
analyzed in the presence of 0.2M arginine, the elution profile resembles that of an
extremely heterogeneous preparation. The addition of 0.2M arginine to the phos-
phate-based elution buffer increased the overall recovery 2.4-fold. More importantly,
the soluble oligomers, which were recovered only marginally using the phosphate
mobile phase, were eluted as a large peak in the presence of 0.2M arginine. This
indicates that SEC run under these conditions, in which protein binding occurs, leads
to a misleading conclusion concerning sample purity.

Electrostatic interactions determine the binding of proteins to the column matrix
in IEC and hydroxyapatite chromatography, and thus salts play a major role in
modulating the binding and elution of proteins [184]. In IEC, NaCl has been the
choice of salt for elution. Ammonium sulfate at high concentration can either induce
or retain binding of bovine serum albumin (BSA) to a cation-exchange resin, Q-
Sepharose, under the salt concentrations at which electrostatic interactions are
reduced and cause elution of proteins [185]. Ammonium sulfate serves as an elution
salt, as does NaCl, at low tomoderate concentration, but can cause protein binding at
extremely high concentration to an IEC column, as observed in HIC of halophilic
enzymes. In the current example, BSA bound to Q-Sepharose in the presence of 4M
ammonium sulfate and the bound BSA was eluted at lower ammonium sulfate
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concentrations. BSA, bound at low salt concentration, remained bound upon
increasing the ammonium sulfate concentration step-wise to 3.5M or above.
However, lowering the ammonium sulfate concentration caused the elution of BSA,
resulting from the weakening of the salting-out effect and electrostatic interaction.

PEGenhances protein–protein interactions due to its large excluded volume effect,
as will be described in detail in Section 9.5. Such an effect can be used to enhance the
binding of protein to IEC. Although PEG delays the elution of all species (e.g.,
monomers, oligomers, and large aggregates), the higher-molecular-weight species
are delayed further, leading to greater separation of oligomers from the mono-
mer [186, 187].

Ligand-affinity chromatography is a convenient way to purify proteins, as the
protein of interest can be purified in a single step. Ligands can constitute any one of
the following: dyes, substrates, inhibitors, and many other small molecules, which
specifically bind to target proteins. Among them, dye-affinity column chromatog-
raphy offers a robust and rapid purification of proteins [188]. For dye-affinity
chromatography, covalently attached, group-specific ligands are used for purification
of enzymes, including dehydrogenases and kinases [189]. Blue-dye columns bind
enzymes requiring adenyl-containing cofactors, such NAD and NADP. Lactate
dehydrogenase (LDH) binds to blue-dye columns and the bound enzymes can be
eluted by salts, but with low recovery and broad elution peaks [190, 191], perhaps due
to the different types of interactions present between the protein and the dye. Another
study examined the ability of aqueous arginine solution to elute LDH from Blue-
Sepharose [192]. As shown in Figure 9.9, 0.5 and 2M NaCl (Figure 9.9a and b) were
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Figure 9.9 Elution of LDH from a dye-affinity column by NaCl or arginine at neutral pH. The
concentrations of NaCl and arginine are indicated: (a) 0.5MNaCl and 1.0M arginine, (b) 2MNaCl,
(c) 0.25M arginine, and (d) 2M arginine. (Data reformatted from [192].)
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ineffective in eluting the protein, resulting in a skewed elution peak with less than
60% recovery. On the contrary, the use of 0.25M arginine (Figure 9.9c) resulted in a
sharp elution profile, with increased recovery at approximately 65%. Increasing
arginine concentration to 2M (Figure 9.9d) resulted in a nearly quantitative recovery
of the bound LDH. It is evident that arginine is more effective in eluting the bound
LDH than NaCl. Furthermore, 1M arginine resulted in a sharp elution peak even
following elution with 0.5M NaCl, as shown in Figure 9.9(a).

Biological affinity chromatography is a convenient way to purify proteins and study
protein–protein or protein–ligand interactions [142, 193–196], and it is a simple
laboratory tool for clinical sample analysis [197]. The technique relies on specific
interactions present between two molecules (e.g., between a specific inhibitor/
substrate and enzyme, between ligand and receptor, between antigen and antibody,
etc.). These interactions can be disrupted by the addition of protein denaturants or
chaoptropic salts [198, 199], which may denature or destabilize the proteins.
However, such high-affinity interactions have a great advantage in that sample
proteins can typically be applied to affinity columns as obtained, for example, in
cell culture media, serum, tissue, or cell lysates, as the protein–protein or protein–
ligand interactions normally occur under physiological conditions. The bound
proteins are then eluted by raising the elution buffer salt concentration [190,
191], changing pH [191], or competition with high-affinity ligands. The last elution
technique is conventionally used in tag-affinity purification. More specifically, target
proteins are expressed as either the N- or C-terminal tag sequence, and then the
expressed proteins are trapped by anti-tag antibodies. Dissociation can be conducted
by tag peptides, which compete with the bound target proteins. However, regener-
ation of the antibody columnoften requires a harsh dissociating solvent to remove the
bound free tags on the antibody resin. In this regard, elution by a cosolvent solution
has a great advantage in terms of ease of use and cost.

Polyclonal antibodies are versatile reagents and are also used for the detection of
therapeutic markers in different diagnostic assay formats. The polyclonal antibodies
used for such applications must be specific for target antigens. Specific antibodies
can readily be purified by antigen-affinity chromatography [142]. The bound anti-
bodies are eluted by acid, but oftenwith low recovery [194]. This is because the affinity
of antibodies for an antigen is often too high, arising from amultitude of interaction
forces [195, 200]. While there are various elution conditions for antigen chroma-
tography, such as different pH (acid or alkaline elution), high salt concentrations, and
different types of buffer, the most significant development in solvent manipulation
for the dissociation of antibody–antigen interactions is the use of MgCl2 at high
concentrations. Potts and Vogt [137] have applied various chaotropic agents to
dissociate sarcoma virus kinase (which was used to generate the antibodies) from
antibody columns developed against this specific kinase. Of the seven solvents tested
(urea, GdnHCl, ethylene glycol, MgCl2, NaSCN, formic acid, and NH4OH), urea,
MgCl2, NaSCN, and formic acid resulted in a substantial elution of the kinase.
Among these four reagents, urea and formic acid destroyed the kinase activity. On the
other hand, the kinase was effectively eluted with 1.9–2.5MMgCl2; however, higher
MgCl2 concentrations caused partial loss of activity. Durkee et al. [141] showed that
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Russell�s viper venom factor X can be purified by antibody-conjugated columns using
3.5M MgCl2 at pH 7.0. In another example, Narhi et al. [143, 144, 201] used ligand
columns to purify the different monoclonal antibodies raised against the ligand and
showed that low pH elution was generally ineffective while denaturing cosolvents
resulted in greater elution. However, eluted antibodies under such denaturing
conditions required refolding to restore the antigen binding activity.

Protein A/G-affinity chromatography is the most convenient purification pro-
cess for monoclonal antibody production [202, 203]. This affinity chromatography
is a platform technology for commercial-scale production of therapeutic anti-
bodies. Binding of Protein A with the Fc region of antibodies is so selective that
the majority of contaminating proteins in the conditioned media does not bind to
the column, resulting in increased capacity of the column for the antibodies.
However, the interaction between the Fc region and Protein A or G is so strong
that a harsh elution condition is often required. While the elution of antibodies
bound to Protein A or G resin by an acidic solution is a common practice, the use
of strong acid can cause antibody denaturation [204]. Cosolvents, such as arginine
and arginine derivatives, at 0.3–2M, were found to be effective in eluting several
monoclonal antibodies [205, 206]. It has been shown that aqueous arginine
solution at or above pH 4.0 can effectively elute antibodies from both Protein
A and G columns: pH below 4.0 is normally required using acid alone. Various
salts were tested for their effectiveness in weakening antibody binding to Protein
A at pH 4.0 and 5.0, at which many antibodies have reduced affinity for the
resin [207]. The order of their ability to reduce Protein A binding was found to be:

GdnHCl ¼ Arginine > CaCl2 > MgCl2 > Na acetate > NaCl > Na2SO4

In fact,Na2SO4enhancedbinding, consistentwith its salting-out effect (Figure9.1),
while arginine caused elution of bound antibodies from the Protein A column.
Figure 9.10 shows the elution of antibody from Protein A column at or above pH
4.3, which is higher than the normal operating pH value. At pH 4.3, the conventional
elution buffer (citrate) is not effective; the recovery is at most around 30% at 0.5M
citrate. Interestingly, there is no recovery at 2M citrate, reflecting its salting-out
property (seeFigure9.1 for theorderof salting-out salts).At thesamepH,1Marginine
resulted in near full recovery from the column. Increasing arginine concentration to
2M resulted in approximately 75% elution, even at pH 4.7. It appears that among the
amino acids, only arginine is effective. Figure 9.11 shows the effects of 2M lysine
(shown as LysHCl to indicate that HCl was used to adjust the pH), proline (ProHCl),
and glycine (GlyHCl) at pH 4.7 with little elution of the antibody being observed.
Histidine (HisHCl)wasslightlyeffectiveat0.5MandpH4.0or4.3.Compared to these
amino acids, 0.5 and 1Marginine (ArgHCl) at pH4.3 and 2Marginine at pH4.7were
highly effective.

While biological affinity chromatography provides robust one-step purification,
it does have a number of disadvantages. (i) Elution is difficult, as described above.
(ii) The resin is expensive and tends to bleach, contaminating the eluted sample with
the protein ligand (Protein A or G in the above case): Protein A/G, when present in
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pharmaceutical products, causes serious side-effects due to its binding to circulating
antibodies. (iii) The column cannot be regenerated with a strong solvent, including
sodium hydroxide. Such washing would destroy the binding activity of the protein
ligand. To overcome these shortcomings, so-called mixed-mode resins have been
developed [186]. They are based on synthetic ligands and are designed to mimic the
high-affinity binding afforded by biological ligands. Various organic solvents, and
arginine, turned out to be effective for both washing and elution of the bound
proteins in these mixed-mode resins, as was the case for biological affinity
chromatography [208, 209].
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9.2.4
Protein Refolding

Expression of recombinant proteins is a fundamental and critical technology, not only
for basic science, but also for industrial applications. There are a number of
heterologous recombinant expression systems. Among them, E. coli expression is
the most convenient and frequently used. Heterologous expression of foreign genes
in E. coli, however, often leads to the production of expressed proteins in an insoluble
form called inclusion bodies. Extraction, solubilization, and refolding, when neces-
sary, require the use of cosolvents.Whilemost inclusion bodies consist of aggregates
of largely unfolded proteins, certain inclusion bodies consist of native or native-like
structures. In the latter case, solubilization of insoluble proteins bymild solventsmay
be able to generate an active protein, avoiding the time-consuming refolding
procedure. Aqueous arginine solution at 0.5–2M and neutral pH has been shown
to effectively solubilize green fluorescent protein and b2-microglobulin in the native
state. Simple dialysis removal of arginine, without refolding, was sufficient to
generate the final product [210, 211]. However, most inclusion bodies require
refolding, which is not a straightforward process and often requires an extensive
trial-and-error approach. Inclusion bodies are typically first solubilized using cosol-
vents such as urea and GdnHCl. These solvents denature proteins inherently, even
when inclusion bodies were formed from native-like structures, which necessitate
refolding.

Refolding is a process that leads to a change in protein conformation from the
unfolded to the folded (native) state. At high denaturant concentrations, proteins are
unfolded (disordered), well solvated, and flexible. As schematically depicted in
Figure 9.12, the structure in the denaturant solution is in the low-energy state, due
to the binding of denaturant molecules (e.g., urea and GdnHCl) (closed circles). As
will be described in Section 9.5, binding of denaturant is the driving force for protein
unfolding. In an aqueous buffer, proteins are folded, rigid, and compact. The low-
energy state of the native protein is conferred by many intramolecular interactions
that stabilize the protein structure (Figure 9.12). Ideally, the transfer of protein
molecules from high denaturant concentration to aqueous buffer should lead to
refolding (i.e., transfer of protein molecules from denaturant solution to aqueous
solvent will force them to collapse into a compact structure). However, such a drastic
process usually does not work, as it will lead to a misfolded and/or aggregated
structure, which also happens to be in the low-energy state. Folding occurs through
many intermediates, which are in the high-energy state, that are not stabilized by the
bound denaturants, as shown in Figure 9.12 (shown as unfolded without bound
denaturants). Such intermediates, if not sufficiently stabilized, tend to misfold and
aggregate. Once misfolded or aggregated, protein molecules have no flexibility to
disaggregate and refold into the native structure. Thus, two factors play a key role in
successful refolding: methods to reduce the denaturant concentration and the
assistance of refolding by cosolvents. There are a number of reports describing
protocols to reduce denaturant concentration (e.g., dilution, dialysis, buffer exchange
throughgelfiltration, andbindingof denaturedprotein to solid support) [55, 212–216].
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The focus of this chapter is the use of small-molecule cosolvents to increase the
recovery of active proteins and the efficiency of protein folding.

Cosolvents may be classified into two groups: folding enhancers or aggregation
suppressors, as summarized in Table 9.1. Folding enhancers accelerate collapse of
unfolded structure by salting-out or a preferential exclusionmechanism, and consist
of a variety of cosolvents, includingmany osmolytes. As these folding enhancers also
increase inter- as well as intramolecular associations, they can enhance aggregation,
although theymaypreventmisfolding. Aggregation suppressors reduce the tendency
for folding intermediates to aggregate and stabilize the intermediates, allowing
sufficient time for them to proceed to the productive folding pathway. Weak binding
of aggregation suppressors indicates that they can readily dissociate from the
intermediates once they are stabilized by intramolecular interactions of the native
structure. While there are protein-dependent aggregation suppressors, the most
universal cosolvent appears to be arginine, which can weakly bind to the folding
intermediates.

9.2.5
Formulation

Formulation of biological products, such as peptides, proteins, nucleic acids,
and viruses, is designed to enhance their stability against chemical and physical
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Figure 9.12 Free energy diagram of various states of a protein during solubilization and refolding.
Denaturantmolecules are illustrated by filled circles. The unfolded structure is converted to either an
amorphous, regularly structured aggregate or native structure.
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degradation during long-term storage. Chemical degradation can normally be
controlled by solution pH or low concentration of different solvent components.
While these conditions affect the physical stability of biological macromolecules,
cosolvents at high concentrations also play a major role on their physical stability.
Through an indirect mechanism, the cosolvents can affect the chemical stability as
well. The most relevant case is protein unfolding, which can lead to enhanced
chemical degradation, as conformational changes will alter the amount of solvent
exposed, chemically labile groups. Thus, cosolvents that enhance the conformational
stability should reduce chemical degradation. This section deals primarily with the
cosolvent effects on physical stability of biological products. There are numerous
examples examining the effects of solvent additives on the stability of biological
products and some of these will be discussed here.

Fibroblast growth factors (FGFs) consist of manymembers, and have a common
stability problem in that they are unstable and readily aggregate upon storage, in
particular at elevated temperatures [217–219]. FGF members are also known as
heparin-binding proteins, and thus heparin enhances their stability and thereby
prevents aggregation [219]. Keratinocyte growth factor (KGF or FGF7) also has a
short shelf-life during storage due to its unstable structure [220]. The amount of
nativemonomer of KGF becomes about half in less than 2 days, if stored at 0.5mg/
ml at 37 �C [221]. Sodium citrate showed a concentration-dependent stabilization of
KGF: 0.5M citrate extended the half-life from 1.8 to 88 days during storage at
37 �C [221]. Other cosolvents were also tested for their effectiveness in stabilizing
KGF [222]. Figure 9.13 plots the amount of soluble KGF with time after storing
0.5mg/ml protein in 10mM phosphate at pH 7.0, at the indicated concentration of
NaCl at 37 �C.With this buffer system, the half-life is only 0.35 days without the salt
(open circles). The half-life increased significantly with salt concentration, as
almost no decay was observed in 3M NaCl (closed triangles). Various salts and
protein stabilizing osmolytes were examined for their effects on KGF stability.
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Table 9.3 shows the temperature at which 0.5mg/ml KGF begins to unfold in a
thermal unfolding measurement, and the half-life at which 50% of the native KGF
is lost upon storage at 37 �C. It is evident that the salts aremuchmore effective than
neutral cosolvents in enhancing the stability of the protein. While proline is
somewhat more stabilizing against thermal unfolding, it has little impact on the
storage stability. It appears that while osmolytes were effective in increasing the
melting temperature, they were not as effective as salts in enhancing the stability of
KGF. It appears that electrostatic effects add to the stabilizing effects of the salts on
the storage stability of KGF.

FGF20 has an extremely low solubility in aqueous solution [223]. Figure 9.14 plots
the solubility of FGF20 as a function of pH between 5.0 and 8.5 – a pH range suitable
for formulation. It is evident that the solubility in 50mM phosphate buffer is below
0.5mg/ml at any pH, and nearly zero between pH 6.0 and 6.5 (circles). Obviously,
this makes protein formulation and purification very difficult. Fortunately, the
addition of 0.2M arginine in the same buffer was shown to greatly increase the
solubility of the protein (squares). The solubility is above 1mg/ml between pH 7.0
and 8.5 and sharply increases with decreasing pH, reaching 8mg/ml at pH 5.5.
Thus, it appears that the inclusion of arginine assisted in both the purification and
formulation of the protein. The ability of arginine to suppress aggregation was also
observed for monoclonal antibodies [224]. Table 9.4 shows the degradation of IgG1
upon exposure to intense UV light. It is clear that 0.2M arginine protects the IgG1
from light-induced aggregation, which is the major degradation product. Consistent
with other proteins and antibodies, arginine showed no stabilization effects against
thermal denaturation: it actually resulted in a lower melting temperature. Thus,
arginine reduced aggregation by its aggregation-suppressive effects and not by
stabilization effects.

Table 9.3 Shelf-life and unfolding temperature of KGF in the presence of 0.5 and 1M cosolvents.

Additive 0.5M 1M

Unfolding
temperature (�C)

Half-life
(days)

Unfolding
temperature (�C)

Half-life
(days)

None 41 0.35 41 0.35
Sucrose þ 4 þ 0.46 þ 8 þ 4.37
Trehalose þ 4 þ 0.25 þ 8 þ 3.1
Proline þ 6 þ 0.01 þ 12 þ 0.04
Betaine þ 4 þ 0.19 þ 5 þ 0.48
Sorbitol þ 2 þ 0.08 þ 6 þ 0.66
Sodium citrate þ 14 1 þ 29 1
Ammonium sulfate þ 12 þ 48.5 þ 16 þ 120
Sodium phosphate þ 14 þ 55.5 þ 20 1

Data adapted from [332].
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9.3
Solvent Application for Viruses

The effects of solvents, particularly salts, on virus structure have been briefly
described in an earlier section. Based on the effects of solvents on proteins and
macromolecules, it is expected that solvents will affect the structure, stability, and
aggregation propensity of viruses and their interactions with surface structures. In
fact, cosolvents have been widely used to purify, process, and formulate viruses, as
described here. Solvent application for viruses can be formally divided into several
subcategories: the use of a cosolvent system for isolation and purification of viruses,
the stabilization of viruses for biotherapeutic purposes, and the inactivation
of viruses for anti-infective development. Each of these topics will be examined in
detail below.
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Figure 9.14 Plot of FGF20 solubility as a function of pH with and without 0.2M arginine: (*)
50mM phosphate and (&) 0.2M arginine. (Data reformatted from [223].)

Table 9.4 Protection of antibody from light-induced aggregation by arginine.

Degradation products Storage in PBS Storage in PBA

No light Light No light Light

Aggregates (%) 1.3� 0.7 14� 9 0.9� 0.5 5� 0.2
Low-molecular-weight species (%) 2.9� 0.4 5.2� 0.6 1.8� 0.2 3.5� 0.3

The presented data are an average of the SEC data analyzed from four different IgG1 antibodies.
PBS: 10mM sodium phosphate, 145mM NaCl, pH 7.2.
PBA: 10mM sodium phosphate, 200mM arginine hydrochloride, pH 7. Data adapted from [224].
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9.3.1
Isolation and Purification of Viruses

Isolation and purification of viruses are required for determining the severity of viral
contamination and for developing viruses as therapeutic reagents (vaccines). To
prevent the spread of virus infection, isolation, identification, and quantification of
the virus species in the contaminated sources are required (e.g., water supply and
solid surfaces with which humans come into contact). Isolation of viruses from
contaminated sources often requires labor-intensive processes, including concen-
tration and purification, due to their minute quantity or strong binding to solid
surfaces [225–227]. Various salts and organic compounds at high concentrationshave
been employed to improve the recovery and concentration of virus preparations [228,
229]; however, the effects of cosolvents on viruses during processing are far more
complex than those observed for simpler biological macromolecules, reflecting their
complexity in structure and their tendency to aggregate or bind to cell debris and to
other surfaces [228, 230]. For example, Downing et al. [228] have reported on the
successful purification of respiratory syncytial virus and vesicular stomatitis virus
using 1M Na2SO4 as eluent. However, the simple change of elution buffer coun-
terion to Mg2þ (i.e., 1.44M MgSO4) rendered the purification ineffective. As both
salts are salting-out for proteins, the quantitative difference between these salts
suggests that their effects on viruses are much more complex than on proteins. To
date, several other procedures have been developed to isolate, purify, and identify
viruses [231–239].

In addition to understanding the physical properties of viruses to generate novel
anti-infective agents, the development of an effective isolation procedure will aid in
the production of purified, highly concentrated stock of viruses, which can serve as
pharmaceutical vaccines, research reagents, drug targets, and delivery vectors. These
reagents require a high degree of purity without compromised biological activity or
structural integrity. Another issue to be considered during purification is the
aggregated state of the virus particles, as purification efficiency is reduced signif-
icantly in the presence of aggregates [240, 241]. Several techniques have been
developed to purify virus particles; however, the methods differ quite considerably
both in terms of efficacy and time requirement. Although density gradient centri-
fugation has been the method of choice, the method suffers from low processing
capacity [232, 236, 238]. Virus concentration has also been achieved through the use
of chargedmembrane filters, followed by elution, employingmedia with appropriate
buffer salt, pH, and ionic strength [226, 227, 231, 242]. Chromatography methods,
including affinity and ion exchange, have also been developed to purify virus
particles. However, the purification procedure is much more complex than that
used for proteins, again reflecting the structural complexity of virus prepara-
tions [233, 234, 239]. Gao et al. [233] demonstrated the benefit of purifying
Adeno-associated virus (AAV) vectors by employing a column chromatography
method, in which both the purity and the potency of AAV were demonstrated to
be higher than those prepared by CsCl gradient centrifugation.Magnesium salts and

9.3 Solvent Application for Viruses j301



sulfate salts in the concentration range of 0.24–1.44M have both been used for
elution from chromatographic columns [228, 237, 238]. It is interesting that a salting-
in salt, MgCl2, and a salting-out salt, Na2SO4, are often similarly effective in the
elution of viruses from an affinity column [228] – an observation that does not occur
on proteins [243], again indicating that virus behavior during purification or
separation is qualitatively different from that encountered with proteins. Neverthe-
less, cosolvents, when used properly, facilitate purification of viruses and serve to
reduce aggregation.

9.3.2
Stabilization and Formulation of Viruses

Widely variable effects of salts on virus stability were observed depending on the type
and concentration of salt and on the physical properties of the virus. For certain
viruses (e.g., herpes simplex virus (HSV) and infectious bronchitis virus (IBV)),
strong salting-out and protein-stabilizing salts (e.g., Na2HPO4 and Na2SO4) were
found to enhance their stability against heat treatment [244]. For example, type I
Inoue-Melnick virus (IMV) heated at 50 �C for 5min in the presence of 1M Na2SO4

resulted in 0.2 log10 decrease, whereas in distilled water, the titer decreased by
1.7 log10 [245]. In the presence of other salts, specifically 1MMgCl2 and 1MMgSO4,
the virus decreased in titer bymore than 4 log10 (i.e., salt addition inactivated the virus
further than that observed in distilled water). Similarly to Na2SO4, HSV was
stabilized by 1M Na2SO4 and demonstrated a small decrease in titer (0.1 log10)
following incubation at 50 �C for 30min, whereas in distilled water, it decreased in
titer by 2 log10 [246]. As these salts also stabilize proteins, the mechanism of their
effects on virus is expected to be similar to that operating on proteins. Weaker
stabilizing salts, such as NaCl and KCl, demonstrated destabilizing effects on type I
IMVandHSV. Even for phosphate salts, differences in their ability to stabilize viruses
were observed depending on their counterion and their ionization state (e.g., while
Na2HPO4 enhanced the stability of certain viruses, KH2PO4 destabilized them). The
former salt has amuch higher ionic strength than the latter and hence greater effects
on water structure; the importance of salt ions on water structure is given later in
Section 9.5.

A summary of literature data demonstrating the effects of several salts on a wide
variety of viruses is given in Table 9.5.What stands out in this table is the variability of
the two magnesium salts, MgCl2 and MgSO4, in stabilizing viruses; the virus was
stabilized by one salt anddestabilized by the other. In the case of type 2 poliovirus, 1M
MgCl2 stabilized the virus against heat treatment, while MgSO4 at the same
concentration destabilized the virus [247]. Measles virus, on the other hand, dem-
onstrated the opposite trend, in which 1M MgSO4 stabilized the virus to heat
treatment, while 1M MgCl2 further destabilized the virus [248]. Comparing the
effects of the two magnesium salts on the physical properties of several viruses, it
appears that, typically, MgCl2 increases the thermal stability of nonenveloped viruses
while it destabilizes enveloped viruses (Table 9.5). MgSO4, on the other hand,
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Table 9.5 Stabilization and destabilization of various viruses by salts.

Virus Stress Stabilizing salt Destabilizing salt Remarks References

Nonenveloped viruses
Enterovirus (poliovirus,
coxsackievirus, echovirus)

50 �C, 1 h 1M MgCl2 NaCl was not always stabilizing [281]

1M CaCl2
2M NaCl

Type 1 poliovirus 50 �C, 15min 1M MgCl2 effect greater than NaCl [247]
1M MgSO4

2M NaCl
1M Na2SO4

Type 2 and 3 poliovirus 50 �C, 15min 1M MgCl2 1M MgSO4 [247]
2M NaCl
1M Na2SO4

Type 1 and 3 poliovirus 50 �C with formalin 1M MgCl2 antigenic activity preserved in
viruses inactivated with MgCl2

[251]

Enveloped viruses
Infectious bronchitis virus 50 �C, 15min 1M Na2SO4 1M MgCl2 similarobservation forpoliovirus,

echovirus and Japanese B
encephalitis virus

[244]

1M MgSO4 1M KCl [252]
1M Na2HPO4 1M NaCl [253]
1M K2SO4 1M CaCl2

Measles virus (Edmonston
virulent strain)

50 �C, 15min 1M MgSO4 1M MgCl2 1M KCl and 1M K2SO4

moderately stabilizing
[248]

1M Na2SO4 1M CaCl2
1M Na2HPO4

(Continued )
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Table 9.5 (Continued )

Virus Stress Stabilizing salt Destabilizing salt Remarks References

Influenza, parainfluenza, vesic-
ular stomatitis, vaccinia, rubella

50 �C, 15min 1M MgSO4 1M MgCl2 [247]

HSV 50 �C 1M Na2HPO4 1M MgCl2 [246]
1M Na2SO4 2M NaCl

1M KH2PO4

2M KCl
Type I IMV 50 �C, 5min 1M Na2SO4 1M MgCl2 [245]

1M MgSO4

2M NaCl
2M KCl
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demonstrates no apparent trend, as it has been demonstrated to stabilize and
destabilize, respectively, measles virus and type I IMV, both of which are enveloped
viruses. MgCl2 is generally classified as a salting-in salt and MgSO4 as a salting-out
salt [249, 250]. Their virus-dependent effects may be due to the difference in the
mechanism by which heat treatment inactivates viruses; in other words, multiple
mechanisms may exist in heat-induced virus inactivation. For example, MgCl2 may
prevent virus aggregation, while MgSO4 may enhance the structural stability of viral
proteins or viral particles, resembling their effects onproteins. Thus, the effects of the
two salts may depend on how the viruses are inactivated, as well as on the physical
characteristics of the viruses themselves. In this regard, it is interesting to note that
MgCl2 not only stabilized poliovirus against formalin-induced inactivation at 50 �C,
but also helpedmaintain its antigenicity [251]. Thismay be due to the salting-in effect
of MgCl2, preventing viral aggregation, although no such data appear to be available.
Overall, the observed effects of magnesium salts on virus stability clearly demon-
strate that their effects cannot be explained solely from their effects on viral proteins
alone; rather, these effects may also involve lipids, and nucleic acids.

It is also interesting to note the concentration dependence of the salts on their
ability to stabilize the virus at increasing temperatures; a small amount of salt (i.e.,
60mMMgSO4 or Na2HPO4) was sufficient to stabilize the virus at 37 �C, but higher
concentrations (i.e., above 0.5M)were typically required to achieve similar stability at
50 �C [244]. The salts were very effective in conferring thermostability to the virus
such that the inactivation rate of IBV-42 at 60 �C in 1MMgSO4was approximately the
same as that observed in water at 25 �C. Hopkins [244] suggested that the anion is
the active component in the stabilization of IBV and that the activity is related to the
valence of the anion. Similar observations have been reported by Wallis et al. [252] in
their work on poliovirus and echoviruses, and by Nakamura and Ueno [253] on
Japanese B encephalitis virus.

All of the experiments represented in Table 9.5 were carried out at high salt
concentrations, in which salt-specific effects dominate. Careful examination of the
salt effects (both at low and high concentrations) demonstrates a complex salt-
dependent virus stabilization mechanism against heat treatment. Wallis and
Melnick [246] reported that herpesvirus in 1MNa2HPO4 decreased in titer by 0.5 log10
following exposure to 50 �C for 10min, and more than 1.7 log10 decrease in titer after
60min. In distilled water, the virus decreased in titer by 2 log10 following 15min of
heating and was completed inactivated after 60min. The thermal stability of herpes-
virus was improved further upon replacing Na2HPO4 with Na2SO4. Although
sufficient stabilization was observed at 1M concentration of either salt, at lower
concentrations, the inactivation rate of the virus became greater than that observed in
distilled water (Figure 9.15). Interestingly, the highest amount of inactivation was
observed at 0.1M concentration, and the stability improved with further dilution of
each salt solution. At the low concentrations examined (0.1Mand below), the primary
effect of salts on the virus particles is ionic strengthmodification. Thus, it appears that
these viruses become unstable in the presence of salts at low concentrations, in which
the primary effect is electrostatic in nature. The electrostatic stabilization of virus
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structuresmay be compromised in the presence of small amounts of salt ions. On the
other hand, these viruses were found to be much more stable in 1M solution than in
water, indicating that they exert salt-specific stabilizing effects, consistent with their
effects on other viruses (Figure 9.15). Thus, not only the salt type, but also its
concentration plays an important role in determining the stability of viruses.

Virusesarealsodestabilizedbyfreezinganddrying.CarpenterandCrowe[254–256]
have shown that cosolvents that enhance the stability of proteins in solution also
enhance their stability during freezing and thawing. Savithri et al. [257] reported a
stabilizing effect of Tris–HCl on the structural integrity of belladonna mottle virus
(BDMV) following freezing and thawing. Although the highest concentration tested
was 100mM (which demonstrated 80% protection of capsid structure), it should be
noted that the Tris–HCl salt is concentrated during freezing; as water crystallizes, a
freeze-concentrate of salt and virus is generated. Such high Tris–HCl concentration
may exert its effect through specific interactions, as observed for certain buffers in
solution, at a much higher concentration [107, 258, 259]. These authors also demon-
strated the effects of other salts, including MgCl2 at 40mM, which resulted in 85%
protection, demonstrating consistency with its effects on certain viruses observed
against heat treatment. Although the examined concentration was low (40mM), this
simply represents an initial concentration prior to freezing and the effective concen-
tration is much higher during freezing. Similar observations can be made about the
formulation compositions utilized for lyophilized viruses (Table 9.6).

Lyophilization is a technique commonly utilized to improve the storage stability of
a variety of biopharmaceutical products, including proteins, antibodies, and vaccines.
The labile biopharmaceuticals are stabilized by restricting molecular mobility,
thereby inhibiting degradation, whether physical or chemical in nature, and by
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Table 9.6 Formulation composition for freeze-dried viruses.

Virus Stabilizers Remark References

Foot-and-mouth disease virus skim milk, horse serum, horse meat bouillon 4.5 years at 4 and 23 �C [260, 261]
sucrose, glutamate, gelatin, dextrin, and their
mixtures

1 year at 4 �C; less effective than skim milk [262]

Pseudorabies virus SPG [263]
Rickettsiae SPG [264]
Marek�s disease virus SPG [265]
Varicella zoster virus SPG [264]
Yellow fever virus SPG [266]
Respiratory syncytial virus SPGA (SPG þ albumin): prefreezing

concentration, 218mM sucrose, 7.1mM
K2HPO4, 3.76mMKH2PO4, 4.9mMglutamate,
1% BSA

stable over 2 years at 25 �C [267]

Alfalfa mosaic virus 1–7.5% sucrose no stabilizing effect of 0.5% glutamate or
0.5% cysteine

[425]

1% inositol
0.5% peptone
0.5% lysine

Infectious pancreatic necrosis virus 10% lactalbumin hydrolysate 4 years at 4 �C [269]
10% lactose

Live attenuated rinderpest virus 5% lactalbumin hydrolysate/10% sucrose 99.49 years at 4 �C [270]
>30 days at 37 �C [271]

Smallpox vaccine 5% peptone/5% sodium glutamate potential side-reaction [272]
BCG vaccine sodium glutamate [274, 275]
Calf dermal pulp vaccine 1% sodium glutamate 5% glutamate less effective [272]
Vaccinia virus sodium glutamate moisture content important [426]

peptone
Inactivated influenza virus 1 : 500 ratio of virus to trehalose [276]
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structurally stabilizing the biomolecule through the use of excipients, including
cosolvents. Vaccines, which may consist of a live attenuated virus, have been
successfully freeze-dried and there are several lyophilized vaccines currently avail-
able. In fact, with the exception of the oral polio vaccine, all live viral vaccines and
whole-cell bacterial vaccines are prepared in a lyophilized format and reconstituted
prior to administration. The lack of liquid live virus and whole-cell bacterial vaccines
is due to difficulties in maintaining adequate therapeutic titers during storage.

Initial efforts in stabilizing lyophilized viruses included complex formulation
components such as skim milk, horse serum, and horse meat bouillon, all of which
were used for stabilizing the foot-and-mouth disease (FMD) virus [260, 261].
Although the virus was successfully stabilized (complete retention of infectivity
following 4.5 years or storage at both 4 and 23 �C), a simpler stabilizer or a mixture
of stabilizers was desired. Fellows [262] lyophilized the FMD virus using a variety of
stabilizers, including sucrose, glutamate, gelatin, dextrin, and their mixtures, and
achieved moderate stability following 1 year of storage at 4 �C. However, none was
as successful as skim milk in conferring storage stability. Scott and Woodside [263]
successfully stabilized pseudorabies virus by lyophilizing it in a medium containing
sucrose, potassium phosphate, and glutamate (SPG). This combination was first
used by Bovarnick et al. [264] to increase the stability of rickettsiae and later by
Calneck et al. [265] for freeze-drying Marek�s disease virus. The authors suggested
that glutamate was successful in conferring stability to the virus due to its ability to
react preferentially with carbonyl groups in the medium, thus protecting viral
proteins, which are sensitive to denaturation by carbonyl groups in the lyophilized
state. Sucrose has been shown to be essential for preserving the virion structure and
infectivity of varicella zoster virus, and has been shown to be necessary for the
preservation of infectivity of yellow fever virus and rickettsiae [264, 266].
The stabilizing capability of the SPG formulation was further improved upon
the incorporation of 1% BSA. The loss of virus infectivity due to inactivation at the
gas/liquid interface (as well as liquid/enclosure interface) could be prevented by
saturating these interfaces with another protein (i.e., BSA), effectively preventing
virus access to the surface [267, 268]. Some of the other excipients screened and
determined to be effective included lactalbumin hydrolysate, lactose, peptone,
sodium glutamate, and trehalose (Table 9.6). Lactalbumin hydrolysate (10%) and
lactose (10%) were found to stabilize infectious pancreatic necrosis virus following
lyophilization, demonstrating negligible loss after 4 years of storage at 4 �C, similar
to the stabilization offered by skim milk [269]. Lactalbumin hydrolysate (5%) was
also reported to be effective in stabilizing lyophilized live attenuated rinderpest
virus in the presence of 10% sucrose [270, 271]. The predicted half-life of the
lyophilized rinderpest virus was 99.5 years and more than 30 days at 4 and 37 �C,
respectively. For an unpurified smallpox vaccine, the best storage stability at 45 �C
was obtained with 5% peptone and 5% sodium glutamate [272]. Peptone has been
reported to act protectively in freeze-drying and preservation of smallpox vac-
cine [273], and sodium glutamate was shown to exert a powerful protective
influence on the viability of dried BCG vaccine [274, 275]. Trehalose, another
disaccharide similar to sucrose, has been shown to be an effective stabilizer of live

308j 9 Solvent Interactions with Proteins and Other Macromolecules



viruses upon lyophilization. Huang et al. [276] successfully lyophilized a whole
inactivated influenza virus in trehalose at a ratio of 1: 500 from sterile saline.

The popular formulation composition for a wide variety of viruses, including
pseudorabies, rickettsiae, and varicella zoster is SPG or SPGA (SPG þ albumin)
([263–267], Table 9.6). The exact composition varied, but typically, the formulation
contained 218mM sucrose, 7.1mMK2HPO4, 3.76mM KH2PO4, 4.9mM sodium
glutamate, and 1% (w/v) BSA. Unlike the concentrations of cosolvents required for
stabilization in solution (1M and above, Table 9.5), the concentration of the
formulation is quite low (below 0.25M). During lyophilization, however, the
concentration of the formulation components increases considerably. Thus,
although the initial solution concentration of sucrose may be low, the amount
necessary for effective stabilization may be reached during the drying process.
Glass-forming excipients, such as sucrose, can also confer stability to viruses
through the formation of an amorphous matrix, in which the molecular mobility,
and thus degradation rate, is considerably retarded. This will be further expanded
upon in Section 9.5.

9.3.3
Inactivation of Viruses

Removal of contaminant products, such as viruses, from cell culture media contain-
ing recombinant proteins represents an integral step in the production and
purification of therapeutic proteins. Typical processing conditions employ high-
temperature incubation and low pH treatment [277, 278], but these conditions can
also be detrimental to the stability of freshly prepared proteins [204, 279, 280].
Arginine, employed at high concentrations (i.e., around 1M), has been demonstrated
to lower the temperature, as well as raise the pH, at which virus inactivation takes
place, thus reducing the risk of degrading the protein being purified concurrently [58,
60]. HSV-1 in the presence of 1.2M arginine has been reported to be inactivated at
approximately 40 �C, while in its absence, complete inactivation was accomplished
only at higher temperatures (above 50 �C) [60]. Significant reduction in viral titer (i.e.,
above 5.7 log10 reduction) has been obtained in the presence of 1M arginine at pH
4.3, while in its absence, similar reduction was obtained only under more acidic
conditions (pH 3.5) [58]. Thus, through the addition of arginine at a relatively high
concentration, the virus inactivation procedure can be conducted at a milder
processing condition (i.e., less acidic pH and lower temperature).

The addition of salts has also been reported to be effective in inactivating viruses, as
described above in Table 9.5. The JES strain of herpesvirus was inactivated by heat
treatment in distilled water (15min at 50 �C), resulting in 2 log10 decrease in titer.
Inactivation was further enhanced to more than 6 log10 decrease in titer upon the
addition of 1MMgCl2 [248]. On the other hand, the addition of 1MNa2SO4 improved
the stability of viruses to heat inactivation (0.1 log10 decrease in titer), thus the choice of
salt must be made carefully. In general, enveloped viruses are inactivated by the
addition ofmolar quantities ofMgCl2 (salting-in salt), while the same salt can stabilize
a wide variety of nonenveloped viruses, such as poliovirus and coxsackievirus [247,
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281] (Table 9.5). This suggests a difference in the interaction of the salt with the viral
membrane components (i.e., lipids, proteins, carbohydrates, etc.) and with proteins
alone, as is the case for nonenveloped viruses. Furthermore, enveloped viruses that are
susceptible to MgCl2 are also susceptible to inactivation by KCl and NaCl, but at twice
the effective concentration of MgCl2 [245, 248], suggesting the importance of salt
solution osmolality (or ionic strength) on the stability of these viruses.

Common cleaning reagents used to disinfect surfaces typically contain alcohol.
They are the product of years of extensive research conducted in examining the
efficacy of alcohol in inactivating a wide variety of viruses. Moorer [282] reported a
short inactivation time (20 s) required for disinfecting enveloped viruses, including
HIV, bovine viral diarrhea virus, and pseudorabies virus, all with very high clearance
factors of at least 6.5 (clearance factor¼ log10 (total amount of virus added/total
amount recovered from the treated sample)) with 80% ethanol containing 5%
isopropanol. Similarly, 80% isopropyl alcohol was demonstrated to be effective in
reducing the titer of both type 1 and type 2 HSV to less than 101 from 106 and 105.5,
respectively, upon mixing equal volumes of alcohol with the virus [283]. The efficacy
of alcohol as a disinfectant is highly dependent on the physical properties of the virus,
as has been described above for salts. For example, 70% ethanol was demonstrated to
be efficacious in inactivating a wide variety of enveloped viruses, including Sindbis,
HSV-1, and vaccinia, but was less effective for poliovirus type 1 – a nonenveloped
virus [284]. Ethanol was also demonstrated to be weakly effective against bacterio-
phage MS2 and feline calicivirus – both nonenveloped viruses [285–287]. There are
exceptions, however, as 70% ethanol was demonstrated to be effective against human
rotavirus and adenovirus type 5 [288, 289]. These results suggest the potent,
destabilizing effects of alcohols on lipidmembranes. Although the effects on protein
structure may also occur, alcohol-induced denaturation is generally reversible and
may be incapable of irreversibly inactivating viruses simply through its interaction
with the viral proteins [290]. Another possibility also exists that the addition of ethanol
causes virus aggregation, whether enveloped or nonenveloped, due to the charges on
the virus surface, as will be discussed below for DNA and proteins. Aggregation of
viruses, if irreversible, should lower the effective concentration.

9.4
Solvent Application for DNA

9.4.1
Isolation and Purification of DNA

Similarly to viruses, which can be used as a vehicle for targeted therapy, plasmids,
which have been studied for their use in gene delivery, are also frequently purified by
chromatography with the aid of cosolvents. A typical process of plasmid production
begins with the culture of transformed E. coli cells followed by alkaline lysis of the
harvested bacteria. Following selective precipitation and concentration of the genetic
material of the cell lysate, plasmids can be purified by several chromatography
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methods, including ion-exchange [291, 292], size-exclusion [293, 294], affinity [295,
296], and hydrophobic chromatography [297, 298].

IEC, the most widely used and economical method for plasmid purification,
separates DNA from RNA and proteins using cosolvents to modulate the binding
affinity (i.e., charge–charge interaction) of the various components with the resins.
Tseng andHo [299] demonstrated that an elution buffer containing higher than 45%
isopropanol was effective in separating plasmids from RNA and proteins, while at
lower concentrations, separation through anion exchange Q-Sepharose was ineffec-
tive. The authors suggested that the role of the cosolvent, isopropanol, was to modify
the dielectric constant of the system, which had a profound impact on the binding
strength between both RNA and plasmid DNA to the resins, but to varying degrees:
the addition of isopropanol to the columnbuffer decreased the dielectric constant and
thus enhanced the overall electrostatic interactions, whether attractive or repulsive.
The interaction strength between RNA and the resins increased less than that
betweenDNAand the resins, resulting in efficient separation of the two components.

Another alcohol, ethanol, at high concentrations (i.e., above 80%) has been
reported to lead to aggregation of DNA [300–302], thus care must be taken when
using the alcohol cosolvent system forDNApurification:whether such aggregation is
due to the repulsion between the surface charges of DNA and alcohol, as is observed
for proteins, is an intriguing question. As will be described later in Section 9.5,
unfavorable interaction between alcohol and polar compounds or salts leads to phase
separation of the solute molecules. It has been postulated that the aliphatic chains of
alcohols in solutionmay function like the hydrophobic ligands on the resins to create
hydrophobic interactions with DNA [299]. The different hydrophobicities, resulting
from the aliphatic chains of alcohols, may alter the conformations of plasmid and
RNA in varying ways to affect the separation process. The base pairs of DNA are
buried within the double helix, whereas the bases of RNA are exposed to the solution.
Thus, the aliphatic chains of alcoholsmight interact with the exposed bases of RNA to
alter its conformation, whereas theminimal interactionswith the unexposed bases of
DNA may be incapable of altering the DNA conformation. This might lead to
differential interactions of alcohols with DNA and RNA; unfavorable, repulsive
interactions between alcohol andDNA can strengthen the binding to the resin, while
favorable hydrophobic interaction of alcohol with RNAmay enhance its dissociation.
Furthermore, the presence of certain metal salts has been reported to modulate the
ethanol content at which aggregation occurs [303], suggesting the strong interplay
between the compositions present in the cosolvent system on purification efficiency.
This cooperative effect may be explained by the increased effective concentration of
metal salts in the vicinity of nucleic acids, upon the addition of ethanol (as a result of
mutual repulsion between metal salts and alcohol), which may increase the binding
constant of the metal ions to nucleic acids.

Another solvent that demonstrates efficacy in the purification of plasmid DNA is
PEG. Humphreys et al. [304] demonstrated that 10% PEG6000 can precipitate DNA
present in lysates ofE. coli carrying plasmids of awide range ofmolecular weight (i.e.,
6–123� 106). DNA precipitation was rapid (90% completion within 2 h at 4 �C), and
in comparison to other purification procedures, PEG precipitation was fairly gentle
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and caused no changes to the biological activity of the purified plasmids; E. coli K12
strain JC7623 was transformed at similar frequencies by plasmid DNA isolated with
or without a PEG precipitation step. The PEG precipitation method can also be used
to separate the DNA fragments based on the size of the base pairs by modifying the
amount of PEGpresent as a cosolvent. Lis [305] reported that theminimally required
concentration of PEG, in general, is less for larger and/or more anisometric
structures. Addition of 5%PEG caused precipitation ofDNA fragments ofDrosophila
melanogaster larger than 1650 bp, and smaller fractions were collected by increasing
the PEG concentration further. In another application, Sauer et al. [306] used 10%
PEG8000 in the presence of 250mM NaCl to selectively precipitate plasmid DNA
(5369 bp) maintained in E. coli DH5a, which was previously processed by selective
precipitation of high-molecular-weight RNA from the cleared lysatewith 1.4MCaCl2.
The main advantage of the PEG precipitation method is that it does not require the
use of organic solvents nor does it require the use of RNase or spermidine, which can
bindRNAandDNA indiscriminately. The reversible effects of PEGare expected from
its exclusion mechanism (i.e., PEG does not bind).

Acid–phenol extraction system is another example of a cosolvent system that can be
used to purify closed circular DNA. Phenol (present at 50%) has been demonstrated
to selectively extract DNA species, other than the covalently closed DNA, at acidic pH
and low ionic strength. Zasloff et al. [307] have reported on a number of systems in
which more than 95% of the nicked circular species and linear DNA molecules
(greater than about 1500 bp) are cleared from the water phase (containing 50mM
sodium acetate, pH 4.0). After three extractions, more than 99% of the contaminants
have been removed, while closed circular DNA remained in the water phase.

9.4.2
Stability of DNA in a Cosolvent System

The presence of cosolvents, such as ethanol, and certain metal salts can have a
profound impact on the structural state of DNA and may impact the purification
procedure significantly. The presence of high ethanol content has beendemonstrated
to result in the aggregation of DNA and the structural stability of DNA, asmanifested
by theB ! A transition temperature (Tm), is influenced considerably by the presence
of metal salts.

Melting of DNA is affected by the addition of organic solvents such as alcohol. An
often used explanation is that the DNA, a polyelectrolyte, exerts a considerable
influence on the surrounding solvent, and ethanol disrupts the water structure and
the structural stability of DNA [308]. This is manifested by a monotonic decrease in
the Tm of DNA upon the addition of ethanol, up to a certain point (around 50%
Figure 9.16) [309, 310].

Alternatively, however, such effects of alcohol on Tm can be readily explained from
the balance of conflicting interactions of alcohol with DNA; favorable interaction with
the bases and the unfavorable interaction with the charges. The interaction between
alcohol and thenativeDNA(possessinghighchargedensity) ishighlyunfavorable: this
explanation was used above for alcohol-induced DNA aggregation (i.e., aggregation
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can reduce such unfavorable interactions). An alternative way to reduce the unfavor-
able solvent interaction is to unfold the DNA, since unfolding and expansion result in
reduction of charge density. Furthermore, unfolding will expose the bases that would
favorably interactwith alcohol. Thecombined effects are to stabilize theunfoldedDNA
andtodecrease theTm.Athigherethanol concentrations,DNAaggregates (asobserved
by the increase inTmat approximately 65%ethanol) and eventually precipitates, due to
the enhanced mutual repulsion at high alcohol concentration.

Another important factor influencing the melting properties of DNA in aqueous
solutions is the nature of the counterion and its concentration. The main role of the
cation is to neutralize the electrostatic repulsion among negatively charged phos-
phate groups in DNA. Stabilization of DNA to thermal denaturation has been
reported to decrease in the order: Mg2þ > Liþ >Csþ , Naþ , Kþ [311]. It appears
that in an aqueous solution, there is a direct relationship between the Stokes radius of
the hydrated counterion and the Tm of DNA [312]. In other words, counterions with
high degrees of hydration stabilize DNA better than the less hydrated ones. Eag-
land [308] suggested that the structural stabilization occurred by partial dehydration
of DNA.

Asmentioned above, as the ethanol concentration in the cosolvent system exceeds
50%, aggregation and precipitation of DNA occurs. This induction of DNA aggre-
gation by ethanol, as well as the stability of aggregated DNA, is greatly influenced by
the nature and concentration of the counterion present in the system. The ions have
been demonstrated to stabilize aggregated DNA in the following order: Mg2þ <

Liþ <Kþ , Csþ , Naþ . The trend suggests that the thermal stability of DNA, in an
ethanol cosolvent system, varies inversely with the size of the solvated counterion,
which is the opposite of what was observed in aqueous solutions. At even higher
ethanol concentrations, the trend was reversed. The ability to form a thermally stable
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Figure 9.16 Effect of ethanol concentration on the melting temperature (Tm) of Na-DNA. (Data
adapted from [310].)
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DNA structure at high ethanol concentrations decreased in the order: Mg2þ > Liþ >

Naþ >Kþ >Csþ [303, 313]. Thus, it is important to not only be mindful of the
conditions that allow for efficient purification of DNA or plasmids, but the effect of
the cosolvent system (i.e., ethanol concentration, cation type and concentration) on the
structural stability of the macromolecules being isolated.

9.5
Mechanism

The first account on record to explain the effects of cosolvents on the solubility of
proteins, to our knowledge, is that of �attraction pressure,� proposed by Traube in
1910 [68]. The �attraction pressure� concept clearly explained the pioneering obser-
vation of salting-out effects of Hofmeister [69]. However, it is now evident that there
aremany exceptions to this concept, and themechanismof the effects of cosolvent on
protein solubility and stability is still under extensive investigation. Explanations of
the observed effects may be arbitrarily divided into two categories; the physical
mechanism of cosolvent–macromolecule interactions and thermodynamic interac-
tions. First, the physical mechanism will be discussed below.

All of the molecular interactions between solvent (water), macromolecule, and
cosolvent are determined by four fundamental forces that play a major role at high
concentrations of cosolvents, as summarized in Figure 9.17. The four forces include
electrostatic interactions, van der Waals interactions, hydrogen bonding, and the
excluded volume effect. It would be difficult to describe the effects of cosolvents based
on these forces alone, and thus a more direct observation will be used. Figure 9.17
illustrates that the first three fundamental forces lead to the hydration of macro-
molecules and cosolvents, as well as the affinity of cosolvents for macromolecules
(i.e., cosolvent binding), which in turn can be used to explain the cosolvent effects.
These hydration and excluded volume mechanisms determine how the cosolvents
interact with biological molecules, which ultimately determine the effects of cosol-
vents on the properties of macromolecules. The thermodynamic interactions
between cosolvents and macromolecules reflect many different types of interactions
present on the surface of macromolecules, and hence can be derived from the
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Hydrogen bonding 

Excluded volume

Physical Mechanism 

Hydration
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Excluded volume

Thermodynamic Mechanism 

Solvent Group Interaction 

Solvent-Macromolecule
Interaction

Figure 9.17 Forces and mechanism of cosolvent or water interaction with macromolecules.
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analysis of cosolvent interactions with specific groups or low-molecular-weight
model solutes with simple chemical structures. These physical and thermodynamic
mechanisms are described below in detail.

9.5.1
Physical Mechanism

9.5.1.1 Hydration
Traube [68] demonstrated that the effects of salts on the aqueous solubility of gasses
have an identical order to their effects on protein solubility, as discovered previously
by Hofmeister [69]. He then correlated the order of the salts to their effects on the
surface tension of water. Those salts that raised the surface tension more effectively
resulted in lower solubility of proteins and gasses. Sinanoglu and Abdulnur [70, 71]
then expanded the surface tension theory to the cavity theory to explain the stability of
DNA in the presence of solvent additives. They discovered that DNAdouble helix was
more stable in the presence of cosolvents that raised the surface tension of water.
Conversely, the cosolvents that decreased the surface tension of water destabilized
the double helix. The cavity theory was then applied to explain protein–protein
interactions (i.e., protein stability) and protein–ligand interactions (i.e., HIC), by
Melander and Horvath [72].

The surface tension theory, or cavity theory, is based on the increased surface free
energy of solute molecules by the addition of salts (i.e., increase in the air-water
interfacial free energy). Assuming that the protein surface represents the air-water
interface, the same salts should increase the interfacial energy at the protein surface.
As the interfacial free energy is proportional to the solvent accessible surface area
(Figure 9.18), self-association of proteins should decrease the surface area per
protein, and thus be enhanced by salts that raise the surface tension (i.e., lowering
protein solubility). Protein binding to theHICcolumn should also reduce the surface
area, and hence the same salt should enhance binding. As proposed by Traube, the
surface tension increase by salts occurs through their hydration potential.

9.5.1.1.1 IonHydration Ion hydration can be determined from the elution position
of salts on Sephadex G-10 gel-filtration chromatography [314–316]. Sephadex G-10 is
composed of dextran that is highly cross-linked with epichlorohydrin, which pro-
duces a small pore size and hydrophobic region for the gel beads. The elution for
anions occurs in the order of:

SO2�
4 � HPO2�

4 > F� > Cl� > Br� > I�ðClO�Þ > SCN�

for an identical counterion (e.g., Naþ ). Those ions eluting earlier than Cl� (sulfate,
phosphate, and fluoride) are salting-out salts and are structure stabilizing (i.e., they
are water-structure makers) (Figure 9.1). However, their elution positions are earlier
than those expected from their molecular weight (i.e., they are excluded from the
pores more so than are expected from their size). This is ascribed to the water
molecules that are tightly bound to those ions [74, 316]; more specifically, the ions
possess strong affinity for water molecules and, as a result, they migrate with the
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bound water molecules through the Sephadex G-10 column. On the other hand,
those ions eluting after Cl� are classified as salting-in salts and are water-structure
breakers. They also do not elute from the column according to theirmolecular weight
– they elute later than the expected size. Furthermore, their elution positions are
dependent on the concentration of the loading salt solutions and the column
temperature, indicating their binding to the column. This suggests that these ions
are not only less hydrated, but also possess higher affinity for the surface of Sephadex
G-10 than for water.

Ion hydration can also be measured from the viscosity of salt solutions as a
function of salt concentration. The Jones–Dole viscosityB coefficient is derived from
fitting the viscosity data to:

ðg=g0Þ ¼ 1þA0:5
c þBc

The B coefficient reflects ion hydration: a positive value for strongly hydrated ion
and a negative value for weakly hydrated ion. Table 9.7 shows the B coefficients for
several cations (left column) and anions (right column). The sign andorder for anions
resemble their order in the elution fromaSephadexG-10 gelfiltration column. Those
ions with multivalency have, in general, a higher B coefficient, consistent with their
strongwater-binding capability. Among the cations, Naþ andKþ salts set a boundary
between the salts that possess strong and weak hydration respectively, and Cl� sets a
similar boundary for anions. As will be described below, these hydration potentials of
ions are related to their interactionswith proteins andmacromolecules,which in turn
are correlated with their effects on the properties of the macromolecules.

Protein

Salts/osmolyte exclusion:
surface tension or
excluded volume 

Excluded salts/osmolytes
enhance aggregation

Excluded salts/osmolytes
prevent unfolding and
aggregation

Figure 9.18 Schematic illustration of the effect of preferentially excluded salts or osmolytes on
protein aggregation and unfolding.
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9.5.1.1.2 Osmolyte Hydration Just as for ions, highly polar osmolytes are also
hydrated. Many osmolytes increase the surface tension of water, although less
effectively than the salting-out salts [68, 317–319]. For example, one of the most
common osmolytes, trimethylamineN-oxide (TMAO), decreases the surface tension
of water slightly. Similar to hydrated salts, hydrated osmolytes are preferentially
excluded from the protein surface as described below in detail, which results in
increased stability and decreased solubility of proteins. However, many osmolytes
have a large hydrodynamic radius, which also causes preferential exclusion due to the
excluded volume effects. Thus, for osmolytes, the effects could arise from both
exclusion factors; certainly for TMAO, its excluded volume effect should be signif-
icant to compensate for its ability to lower the surface tension.

9.5.1.1.3 Protein Hydration As with salt ions, proteins and other macromolecules
are also hydrated. The amount of hydration of proteins andDNAs canbemeasured by
the use of differential scanning calorimetry (DSC) or NMR in the frozen state. There
is a layer of water that does not freeze even below�30 �C. Such water molecules can
be detected and analyzed by NMR or DSC under frozen conditions. Freezing makes
the frozen (and hence unbound) water molecules undetectable by NMR and there
will be no phase transition of bound water during a DSC scan. An average of 0.3 g/g
protein of bound water is typically observed [85, 86]. It is not a coincidence that a
similar level of hydration is obtained by hydrating protein powders. Upon the
addition of around 0.2–0.3 g water/g protein, proteins acquire certain properties
that can be observed in solution (e.g., enzyme activity) [320]. Different rotational
correlation time of water can be obtained by proton NMR, by using the value for bulk
water [321]. This amount of water can cover the entire protein surface as a single
molecule layer. What is the property of such bound water?

Similar to ion hydration, water molecules near the protein surface can be divided
into three layers, A, B, and C: although not described in the above section on ion
hydration, ions are also hydrated with water molecules in a similar manner to the

Table 9.7 Jones–Dole viscosity B coefficient.

Cations B Anions B

Mg2þ 0.385 PO4
3� 0.590

Ca2þ 0.285 CH3CO2
� 0.250

Ba2þ 0.22 SO4
2� 0.208

Liþ 0.150 F� 0.10
Naþ 0.086 HCO2

� 0.052
Kþ �0.007 Cl� �0.007
NH4

þ �0.007 Br� �0.032
Rbþ �0.030 NO3

� �0.046
Csþ �0.045 ClO4

� �0.061
I� �0.068
SCN� �0.103

Data adapted from [427, 428].
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protein surface. Layer C is identical to the bulk water having a rotational correlation
time of 10�12 s (i.e., moving as bulk water). Layer A is made of tightly bound water of
0.3 g/g with a correlation time of 10�8 to 10�7 s that does not freeze even at�190 �C.
This layer constitutes, on average, a single water molecular layer at the protein
surface. Proton NMR of hydrated protein powder shows a slow correlation time at a
water level of around 0.25 g/g [321]. However, the protein surface is not as homo-
geneous as the surface of ions. Tightly bound water molecules mostly occupy the
charged and polar surfaces. Layer B is the transition layer composed of several
molecular layers of water and share properties from both layers A and C. Conse-
quently, its correlation time is between those of the two adjacent layers.

DNA also binds around 0.18 gwater/g DNA, based on the measurement of
unfrozen water [322], which constitutes layer A. Water molecules in layer B bind
to the minor grooves of DNA double helix, amounting to approximately 0.23 g/g and
show a phase transition at around �70 �C. This layer (B) plays a major role in the
stability of the double helix.

The interactions described above are related to hydration around the charged or
polar surface. The surface of proteins and other macromolecules are higher in
complexity than ions and small cosolvents. These macromolecules have nonpolar
surfaces that are often exposed to water. Water in the vicinity of the nonpolar surface
cannot form regular hydrogen bonding with other water molecules nor with the
protein surface. Suchhydration is called hydrophobic hydration. This hydration is the
reason for low solubility of apolar groups and compounds in solution. There is a large
free energy increase in such a hydration process, due to the decrease in entropy. This
entropy decrease is due to the increase in the number and strength of hydrogen
bonding between water molecules. This can be depicted with the apolar surface
restricting the motion of neighboring water molecules and impeding the bending
motion of the hydrogen bonding betweenwatermolecules, thus stiffening the overall
structure and causing the observed decrease in entropy. There are no repulsive
interactions between the apolar surface and water; as a matter of fact, there are often
attractive interactions. However, the entropy loss due to water structuring around the
apolar surface overwhelms the attractive interaction between the apolar surface and
water molecules. If any cosolvents increase such water–water interaction in the
vicinity of the apolar surface, their incorporation would enhance the hydrophobic
interaction. This ordering of water molecules near an apolar entity is called hydro-
phobic hydration. The entropy decrease accompanying the introduction of an apolar
surface intowater is proportional to the solvent-exposed surface area. Thus, the larger
the area, the greater the entropy decrease and thus the stronger the hydrophobic
interaction. This is referred to as the hydrophobic effect.

9.5.1.2 Excluded Volume
Excluded volume effects are expressed in several different forms. For example, the
association of colloidal particles induced by polymers has been explained by the
depletion interaction mechanism [77, 80, 323, 324]. Colloidal particles are sur-
rounded by an exclusion layer, due to the inability of the polymer to approach the
colloidal surface within the distance of the polymer radius, Rp. When two colloidal
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particles approach each other within a distance of 2Rp, the polymer cannot enter the
space between the two surfaces, as illustrated in Figure 9.19, and thus are excluded
from the space; the space becomes free of polymers. Therefore, a force, equivalent to
the osmotic pressure of the solution (due to the exclusion of the polymer), acts on the
colloidal particles and its magnitude increases with polymer concentration. This is
called the �depletion effect� and forces the two colloidal particles to associate. Such a
depletion effect, thus osmotic pressure, always operates between colloidal particles in
the presence of excluded polymers.

The concept of macromolecular crowding describes the same effect. The inter-
action of native protein with the inert crowding polymers has been described by the
excluded volume effect [325–327]. Such a crowding mechanism was used to explain
the effects of a polymer on the hydrodynamic size of PEG11700; the addition of Ficoll
gradually induced the compaction of PEG,which reduced the excluded volume effect
of Ficoll. Protein stability, due to crowding, has also been explained based on the
difference in excluded volume for polymers between the native and unfolded
structures, although the calculation of excluded volume effect for the unfolded
structure is not straightforward. Nevertheless, such a calculation resulted in good
correlation with experimental data for protein stability in the presence of
polymers [15].

Molecular crowding effects should also occur at high concentrations of macro-
molecules. In otherwords, proteinmolecules should bemore stable at higher protein

Colloidal surface Colloidal surface 

Polymer

Pure water 

Osmotic pressure 

2R
p 2R

p

Figure 9.19 Schematic illustration of depletion effect. Rp corresponds to the radius of unfolded
protein.
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concentration, which suggests that the shelf-life of proteins can be enhanced at
higher protein concentrations. The illustration shown in Figure 9.20 demonstrates a
protein molecule occupying a finite space, which is represented by a black circle. If
another solute, which has no volume, is dissolved in water, then the entire space
unoccupied by the protein is available. Introduction of another proteinmolecule (also
shown by black circle), with the radius of Rp, is much more restricted than the small
molecule, since its center of mass cannot approach the surface of the protein within
the radius of the newly introduced protein (Rs), as depicted by the hatched area.More
specifically, the interaction of protein molecules themselves is unfavorable due to
their excluded volume. As shown in Figure 9.20, it would be much more difficult to
place the unfolded protein that has a greater hydrodynamic radius (Ru) into this
system. This forces the protein to maintain the native compact structure in the
crowded solution of high protein concentration, thus improving structural stability.

There are nomolecules that have zero volume,which implies that allmolecules are
excluded from the protein surface. In fact, water molecules can exert an excluded
volume effect that is not due to the osmotic pressure effect of polymer cosolvents (as
this effect arises due to the exclusion of polymer from the vicinity of colloidal
particles). As illustrated in Figure 9.21, water is also excluded from the surface due to
its radius (Rw), in which the translational diffusion of water is restricted [328–330].
The exclusion layer of water,Ew, is also depicted in Figure 9.21. The authors proposed
that the entropically unfavorable exclusion of water molecules is the driving force for
protein folding, as the side-chain interactions in folded structure reduce the solvent-
accessible surface area and hence also water exclusion. Of course, this exclusion
mechanism alone does not lead to protein folding. It should be noted that water is a
poor solvent for proteins. If water exclusion is the sole reason for protein folding,
folding should be enhanced in, for example, ethanol relative to water, as ethanol has a

Center of mass 

Radius of unfolded
protein, Ru

X

Rp

Rs

Figure 9.20 Schematic illustration of molecular crowding effect. Black circles correspond to
protein molecules. Rp corresponds to the radius of folded protein, Rs the hydration radius of folded
protein, and Ru the radius of unfolded protein.
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larger excluded volume. However, ethanol solvates the nonpolar surface of proteins,
which in turn, results in protein unfolding. Furthermore, protein folding occurs
through specific side-chain and peptide interactions.

The excluded volume effect of low-molecular-weight cosolvents has been clearly
described by Schellman [81]. According to his analysis, interaction of cosolvents with
proteins can be divided into the effects arising from binding and excluded volume.
Although the excluded volume effect of low-molecular-weight cosolvent is much
smaller than that of proteins and polymers, Schellman�s analysis clearly demon-
strates that it cannot be ignored. More specifically, unfolding effects of urea and
GdnHCl, or the stabilizing effect of TMAO, cannot be simply explained from their
binding affinity for proteins. In fact, the excluded volume effect partially offsets the
denaturing effect of urea and GdnHCl, and reverses the same effect of TMAO: as
described above, TMAO slightly decreases the surface tension of water, which
explains its weak affinity for the hydrophobic air/water interface. In other words,
the excluded volume effect overwhelms the favorable binding (destabilizing) inter-
action of TMAO with the protein, leading to an overall stabilizing effect. It should be
noted that the same excluded volume effect should occur between small molecules.
For example, the observed interaction between two small molecules reflects both the
affinity (binding) and the excluded volume, although the latter effect ismuch smaller
for small molecules.

The excluded volume effect of low-molecular-weight cosolvents is due to its size,
Rcs, as depicted in Figure 9.21. However, water is also excluded from the surface.

Macromolecule

R
w
: water

Rcs: co-solvent

Ew

Ecs Ecs- Ew

Figure 9.21 Schematic illustrationof the excluded volumeeffect. Themacromolecule (i.e., protein)
is represented as the square in the center of the illustration. R is the radius of cosolvent (cs) or water
(w). E is the excluded volume of cosolvent (cs) or water (w).
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Thus, the net effect of excluded volume for cosolvents is due to the difference
between the radius of cosolvent and water (i.e., Rcs�Rw), as depicted in Figure 9.21.

9.5.2
Thermodynamic Interaction

We have described above the physical mechanisms that determine the interactions
between cosolvents and macromolecules, except for cosolvent binding. Cosolvents
not only have affinity for water, but also possess affinity for macromolecules. In
certain cases, they may demonstrate negative affinity for macromolecules (repul-
sion). Such bindings (or lack thereof) are difficult to measure, as they occur at high
cosolvent concentrations. In other words, these weak interactions cannot be mea-
sured by isolating macromolecules bound by cosolvents to determine the amount of
bound cosolvents. Isolation would lead to a dissociation of weakly bound cosolvents.
Only thermodynamic equilibrium techniques can determine such binding affinity
accurately. The interaction of cosolvents with model compounds can be measured
from the effects of cosolvents on the solubility of model compounds, as described
below.Dialysis equilibriumexperiments canmeasure cosolvent binding for proteins,
but not for small model compounds, due to the lack of appropriate dialysis
membranes for low-molecular-weight compounds.

Such analysis reflects all the interactions present between the model compounds
and cosolvents – cosolvent hydration (for salt ion hydration, as described above),
excluded volume, and binding. If the model compounds can adequately describe the
macromolecular surface, the solubility measurements should be able to predict the
interaction of cosolvents with macromolecules. This assumes that the cosolvent
interactions with the model compounds are additive, and that the size difference
between the model compounds and macromolecules makes no contribution to the
cosolvent interactions. This is unlikely, as is evident in the excluded volume effect.
The observation of cosolvent exclusion from the small model compounds does not
lead to the prediction of its exclusion from large protein molecules, or DNA and
viruses. Direct interaction measurements of cosolvents with macromolecules can
determine the overall interaction with the entire protein surface.

9.5.2.1 Group Interaction: Model Compound Solubility
Both ion hydration (surface tension) and excluded volume effects can be readily
observed from their effects onwater (i.e., the properties of aqueous solutions). On the
other hand, affinity of cosolvents for macromolecular surfaces depends on the
property of the macromolecules themselves. As macromolecules are composed of
smaller units (e.g., amino acids), the affinity may be inferred by studying the
interactions of these smaller units (groups) with various cosolvents. What will be
observed from such measurements are the sum of surface tension, or excluded
volume effects, and affinity, as described by Schellman [81]. Such group interactions
have been analyzed by measuring the solubility of small molecules in aqueous
solutions containing cosolvents. Data of this type have been compiled by Cohn [331]
and a small fraction of his published data is shown below.
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Not only do solubility data provide the cosolvent interactions with the small model
compounds, they also demonstrate the property of groups constituting the macro-
molecules. Tanford [332] used 100% ethanol as an indicator of hydrophobicity of
amino acid side-chains – the higher the solubility, the more hydrophobic are the
side-chains. In natural environments, the hydrophobic amino acids tend to move
into the hydrophobic core of folded protein structure. Some of the data are
summarized in Table 9.8. Here, the solubility data are expressed as a thermody-
namic interaction between the various groups and ethanol. The transfer free energy,
DG, is determined from:

DG ¼ �RT ln Scs=Sw

where Sw and Scs are the solubility of the model compound in water and cosolvent
solution, respectively,R is the gas constant, and T is the temperature in Kelvin.When
the cosolvent increases the solubility of themodel compound, the transfer free energy
becomes negative, and the interaction between the cosolvent and the model com-
pound becomes thermodynamically favorable. The transfer of glycine from water to
ethanol is extremely unfavorable, as shown by the large positive value, indicating the
repulsive interaction of ethanol and glycine. Conversely, the side-chains of valine,
leucine, phenylalanine, and tyrosine interact favorably with ethanol, suggesting that
these amino acid side-chains are hydrophobic in nature and thus form the hydro-
phobic core of the folded protein structure. Thus, solubility measurements can
provide information on the property of cosolvents based on the knowledge of the
chemical nature of themodel compounds or the properties of themodel compounds,
if the solvent property is already known. A summary is given below for several
systems, for which the solubility measurements have provided important insights
into the interactions between cosolvents and protein groups or model compounds.

9.5.2.1.1 Salts Based on their hydration potential, salts are expected to exert their
effects on the solubility of model compounds through the surface tension effect. If
that is the case, then the solubility of amino acids should be independent of the side-
chain structure and be all equivalent. Figure 9.22(a) demonstrates that this is not the
case. (i) It is evident that NaCl and KCl are similar. (ii) The solubility of glycine is
marginally affected by these salts, even at a high concentration (4M). (iii) NaCl/KCl

Table 9.8 Transfer free energy from water to ethanol.

Amino acid or side-chain Transfer free energy (cal/mol)

Glycine 4630
side-chain

Valine �1690
Leucine �2420
Phenylalanine �2650
Tyrosine �2870

Data adapted from [332].
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greatly decreases the solubility of leucine, indicating that these salts interact
unfavorably with the side-chain of leucine, while their interactions with glycine,
which has no side-chain, are close to zero. This suggests that the salts interact
unfavorably with leucine, a hydrophobic amino acid. The increased solubility of
cystine suggests the existence of a favorable interaction between the salt and this
amino acid, although the reasons are unclear; it may be due to the structural
differences between glycine and cystine, leading to a different dipole moment
between these two amino acids. Except for this unexplainable data, Figure 9.22(a)
clearly demonstrates the unfavorable interaction of NaCl and KCl with the hydro-
phobic leucine side-chain. Thus, these salts enhance hydrophobic interactions.
Figure 9.22(b) indicates that CaCl2 increases the solubility of glycine, different from
the observed effects of NaCl/KCl, suggesting that this salt stabilizes the dipole
moment of glycine. The solubility increase is less for leucine, suggesting the existence
of unfavorable interactions between this salt and the leucine side-chain. This in turn
implies that CaCl2 interacts unfavorably with hydrophobic groups. Nevertheless,
CaCl2 increases the solubility of leucine, which is in contrast to the effects of
NaCl/KCl (Figure 9.22a), indicating a strong salting-in effect of CaCl2. On the other
hand, the interaction of CaCl2 with the aspartic side-chain is favorable. Most
importantly, Figure 9.22(c) compares four different salts; two salting-out salts, Na2SO4

and (NH4)2SO4, decrease the solubility of cystine after the initial salting-in effects,
whileNaCl andCaCl2 increase its solubility.While the order clearly shows their effects
on solubility, the interpretation may depend on the chemical nature of cystine. If this
amino acid is assumed to be nonpolar, then the first two salting-out salts enhance the
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hydrophobic interaction, while CaCl2 reduces this interaction. A general dipole
stabilizing effect in this case may be represented by a monotonic trend in the
solubilizing effect of NaCl. The difference between NaCl and Na2SO4 should be due
to the anionic species. The effects of anionic species on the group solubility are
demonstrated later for magnesium salts.

9.5.2.1.2 Osmolytes Osmolytes are a group of compounds that are used by
halophilic organisms. They increase the osmotic pressure of cytoplasm against
external osmotic pressure [333] and protect cellular macromolecules from osmotic
stresses as well as other stresses, including desiccation [334–337]. They also enhance
protein stability [338]. The protein stabilizing effects of osmolytes along with their
relatively inert nature, in interfering with the biological function of macromolecules
and cells, are the main reasons for their use in enhancing the shelf-life of purified
macromolecules. Specifically, sucrose and trehalose are usedmost predominantly in
the stabilization of pharmaceutical proteins for both liquid and lyophilized formula-
tions. There have been extensive investigations on how these osmolytes stabilize
proteins. Solubility measurements, and hence group interaction analysis, demon-
strate that the interactions of osmolytes with nonpolar amino acid side-chains and
hydrophobic compounds are variable, though small in magnitude [339–343]. How-
ever, the common feature among the many osmolytes is their unfavorable interac-
tions with peptide bonds and it is considered to be the main driving force for the
stabilization of proteins [340, 341, 343–345]. More specifically, the unfavorable
interactions with the peptide bonds, and possibly with the hydrophobic groups,
prevent proteins from unfolding and exposing additional hydrophobic side-chains
and peptide bonds. Organic solvents also disfavor interaction with peptide bonds,
although they strongly favor interactionswith hydrophobic groups. This difference in
affinity towards nonpolar groups with osmolytes and organic solvents distinguishes
their effects on proteins: destabilization by organic solvents and stabilization by
osmolytes.

Osmolytes interact unfavorably with peptide bonds, and possibly with hydropho-
bic groups, as described above.However, it should be noted that the interaction arises
from contribution from both cosolvent binding and exclusion. Schellman [81]
suggested that one of the osmolytes, TMAO, has binding affinity for the protein
surface, although the binding effect is offset by the excluded volume effect. Thus, it is
possible for the osmolytes to have affinity for certain groups in the protein molecule,
which is small enough to be offset by the excluded volume effect.

Although arginine is a highly water soluble amino acid, it is not an osmolyte that
has been selected by nature [333]. As shown earlier, arginine has a unique property
that is not shared by other amino acid osmolytes. For example, arginine is a strong
aggregation suppressor [346–348] and shares similar behavior with a salting-in, or
denaturing, cosolvent. Figure 9.23 shows the effects of arginine on the solubility of
aromatic coumarin [349]. It is interesting to note that arginine increases the solubility
of this model compound as effectively as GdnHCl and NH4SCN, and even more so
than urea. NaCl and glycine show a slight salting-out effect on this hydrophobic
compound, while proline is ineffective. Arginine also exhibits a similar pattern of
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interactions with amino acid side-chains and glycine to that observed for GdnHCl
and urea [350]. If one can correlate this observation onmodel smallmolecules, then it
must be concluded based on its similarity with GdnHCl that arginine is a protein
denaturant. On the contrary, arginine is not a protein denaturant, probably due to its
large size, as will be described later.

9.5.2.1.3 Organic Solvents Although not classified as organic solvents, GdnHCl
and urea bind weakly to nonpolar and hydrophobic model compounds, which is the
driving force for protein denaturation. The difference between these protein dena-
turants and organic solvents is their interaction with polar groups. The protein
denaturants have favorable interaction with polar groups, or at least show no
significant unfavorable interactions [350–352], while organic solvents demonstrate
increasingly unfavorable interaction with polar glycine. Figure 9.24 shows the
solubility change of glycine as a function of DMSO, ethanol, and dioxane concentra-
tion [41]. The solubility is greatly reduced by the addition of these organic solvents,
suggesting the presence of unfavorable interactions of the organic solvents with
dipolar glycine. The unfavorable interaction most likely occurs on proteins as well,
leading to precipitation or crystallization. However, these solvents are also protein
destabilizers and can often cause denaturation at high concentrations [41]. This is due
to their favorable interactions with hydrophobic groups. An example of such favorable
hydrophobic interaction with DMSO is shown in Figure 9.25, in which the transfer of
the side-chains of alanine, leucine, and tryptophan from water to 20–80% DMSO
solution is shown to be favorable. These favorable hydrophobic interactions of DMSO
andother organic solvents drive the protein to unfold. As the transfer of peptide bonds

Figure 9.23 Plot of coumarin solubility as a function of cosolvent (amino acid) concentration.
(Data reformatted from [349].)
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is unfavorable, these organic solvents induce the formation of a-helices upon
unfolding: formation of a-helices reduces solvent exposure of the peptide bonds.

Cohn and Edsall [353] also compiled the effects of ethanol on the solubility of
various model compounds. It should be noted that this study, as well as others from
his laboratory, have led to the development of the famous Cohn fractionation of
plasma proteins using cold ethanol [128]. Figure 9.26 summarizes the qualitative
effects of ethanol; the solubility of glycine decreases, as observed by Nozaki and
Tanford [354]. A similar conclusion canbemade about the unfavorable interaction for
the peptide bond (difference between triglycine and glycine) and the favorable
interaction for the three hydrophobic groups (difference between alanine/valine/
leucine and glycine). An aromatic compound, acetnaphthalide, shows a highly
favorable interaction with ethanol, again consistent with the observation of Nozaki
and Tanford that the interaction of ethanol with aromatic side-chains is highly
favorable [354].
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Figure 9.24 Solubility change of glycine in different organic solvents at the indicated
concentrations. Organic solvents examined include DMSO, ethanol, and dioxane. (Reformatted
from [41].)
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9.5.2.1.4 PEG Although no data are available for the effects of PEG on the
solubility of model compounds, its hydrophobic property can be inferred from
two observations. First, PEG decreases the surface tension of water [319]. In fact,
the magnitude of surface tension depression is greater than that observed for MPD
and DMSO on a weight basis [319]. The effects of PEG on the surface tension are
due to the structural unit of CH2CH2O, with CH2CH2 pointing towards the air
phase andO pointing towards the water phase. Thus, its strong surface activitymay
be due to the potential orientation of PEG, as seen with surfactants. Another
observation is the use of PEG as a hydrophobic resin [355, 356]. PEG can be used to
bind proteins through hydrophobic interaction, although the weakness of such
interactions must be enforced by salting-out salts in a practical application of PEG-
conjugated resin.

9.5.3
Preferential Interaction

The combination of hydration of cosolvents and macromolecules, the excluded
volume effect, and cosolvent binding cause the macromolecules to interact with the
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Figure 9.26 Solubility change of amino acids and acetnaphthalide as a function of ethanol
concentration. (Data adapted from [353].)
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solvent system. These interactions range widely in strength from weak momentary
interactions to strong specific bindings, although, at high cosolvent concentrations, a
large number ofweakwater and cosolvent interactionswill potentially overwhelm the
specific interactions. Such interactions are termed �preferential,� as they reflect
differences in interaction between water and cosolvents. Figure 9.27 illustrates why
the interaction is �preferential.� In dialysis equilibrium at high cosolvent concen-
tration, themacromolecule (here protein) will interact with both water and cosolvent.
In Figure 9.27(a), the protein molecule is surrounded by the cosolvent and hence is
bound by the cosolvent. However, the observed value of binding is not the actual
amount of the bound cosolvent, rather the measured value is the difference in
cosolvent concentration between the interior and exterior of the dialysis bag (i.e.,
between the vicinity of the protein and the bulk phase). It is thus an average of every
interaction that protein molecules experience, including hydration, cosolvent bind-
ing, and exclusion (e.g., due to the excluded volume effect or cosolvent hydration).
When the cosolvent has little affinity for protein, the case shown in Figure 9.27(b)
occurs, in which the cosolvent concentration is depleted in the vicinity of the protein
molecule.

The concentration difference of a cosolvent between the vicinity of the protein and
the bulk phase can be described as:

ð@g3=@g2Þ ¼ A3�g3A1 ð9:1Þ
where at a constant chemical potential, (@g3/@g2) corresponds to the excess amount of
cosolvent in the protein vicinity in grams per gram protein, and is a function of
cosolvent binding, A3, and hydration, A1. Figure 9.28 schematically depicts the
vicinity of protein surface at which the various types of cosolvent interactions can
occur. There are two important points to note in this illustration. (i) The preferential
interaction is also related to the bulk concentration of the cosolvent, g3, as it is the

Preferential HydrationPreferential Binding of Additive
(a) (b)

Dialysis Equilibrium

Protein Protein

=Water Dialysis membrane

= Additives

Figure 9.27 Schematic illustration of preferential interaction: (a) preferential binding and (b)
preferential hydration. (Reformatted from [372].)
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difference in cosolvent concentration between the protein and bulk phase. (ii) As
depicted in Figure 9.28, A1 does not have to be the amount of bound water, but can
represent the amount due to the excluded volume of cosolvent (shown by the dotted
line) or the surface tension effect (shown by the gray arrow). As Eq. (9.1) demon-
strates, in the absence of cosolvent binding, the observed preferential hydration is
entirely due to hydration, A1. Preferential hydration (i.e., excess amount of water in
the protein domain) can be expressed as:

ð@g1=@g2Þ ¼ �ð1=g3Þð@g3=@g2Þ ð9:2Þ

Thus, in the case of no cosolvent binding:

ð@g1=g2Þ ¼ A1 ð9:3Þ

and hence the observed preferential hydration corresponds to the amount of bound
water, or excesswater, due to the exclusion of cosolvents derived fromeither excluded
volume, cosolvent hydration (surface tension effect), or cosolvent repulsion.

More importantly, the thermodynamic �preferential cosolvent interaction� con-
trols the effects of cosolvents on the property of proteins (i.e., stability, solubility, and
interaction). How can we relate the preferential interactions of water and cosolvents
to their effects on macromolecule reactions? For a reaction described by:

R $ P

where R and P both interact with water and cosolvent, preferential interaction is
related to its effect on the reaction through the thermodynamic linkage relation [19]:

ðd ln K=d ln a3Þ ¼ ð@m3=@m2ÞP�ð@m3=@m2ÞR ð9:4Þ

Bulk concentration: g3

g3 g3

Domain concentration: g3’= A3/A1

Preferential interaction: ( g2/ )= A3 – A1

A3

Protein

Hydration: A1

Excluded volume: A1

Surface tension effect: A 1

Figure 9.28 Schematic illustration of various interactions of water or cosolvent with a
macromolecule (protein in this case).
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where (@m3/@m2) is the preferential interaction in mol/mol and hence is expressed
as:

ð@m3=@m2Þ ¼ ðM2=M3Þð@g3=@g2Þ ð9:5Þ
Equation (9.4) indicates that when the preferential cosolvent binding is greater

for the product, the addition of the cosolvent and hence the increase in its activity, a3,
should enhance the reaction. For example, increased preferential cosolvent
binding for the unfolded structure should drive the unfolding reaction, as for urea
or GdnHCl.

The above equation shows that it is the difference in preferential interaction that
determines the effects of the cosolvent, and thus the reaction itself. Numerous
preferential interaction measurements have been conducted, as summarized below
(see also Table 9.2). However, thosemeasurements are generally conducted on either
R or Palone. Under a given condition, nomeasurement can be done for bothR andP,
which are in constant equilibrium. The measurements will be an average of both
states. In fact,most of themeasurements were conducted on only one state under the
given solvent condition. This is clearly depicted in Figure 9.29. Preferential inter-
action measurements for protein stabilizers can be readily conducted on the native
protein structure (namely R, marked XX), as they maintain the native protein
structure. This implies that the preferential interaction property of the unfolded
state (i.e., product, P)must be inferred from the surface property of the unfolded state
and its interaction with the cosolvent (asmarkedUD), which requires the knowledge
of cosolvent interactions with model group compounds. As the unfolded structure

Reactant (R)
Native protein 

Product (P)
Unfolded protein 

Reactant (R)
Monomeric protein 

Reactant (R)
Aggregated protein 

Stabilizer                         XX                                                           UD

Denaturant              X (at low concentration)                   X (at high concentration)Denaturant              X (at low concentration)                   X (at high concentration)

Destabilizer                     XX                                                           UD

Stabilizer                         XX                                                          UD

Denaturant              X (at low concentration)                              UD 

Destabilizer                     XX                                                          UD 

Precipitant                      UD                                                            X 

Figure 9.29 State of protein for which preferential interaction measurements are normally
conducted. XX corresponds to possible measurements, while UD corresponds to measurements
that are unlikely to be conducted.
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would expose the internal hydrophobic amino acids, knowledge of cosolvent binding
to nonpolar compounds would give an insight into how the various cosolvents may
interactwith theunfolded structure. Themeasurement of cosolvent interaction in the
presence of stabilizers may be conducted above the melting temperature of the
macromolecules. At such a condition, however, the preferential interaction mea-
surement of the native state becomes impossible. For denaturants, themeasurement
can be conducted on the native state at low concentrations. At increasingly high
concentrations, the measurement will have an increased contribution from the
unfolded state. For destabilizers that cannot unfold macromolecules under the
normal experimental condition, the measurements can only be conducted on the
native state (Figure 9.29).

For an aggregation reaction (Figure 9.29, lower panel), preferential interaction is
the difference between cosolvent interaction with the monomer and the aggregated
state(s). For stabilizers, denaturants, and destabilizers, the interaction measure-
ments are most likely conducted on the monomer state, as they could not enhance
aggregation strongly. For a precipitant, the measurement may be conducted on the
aggregated state if one can make a stable aggregated macromolecule. For example, it
may be possible to conduct equilibrium measurements of protein crystals that are
cross-linked. This has been performed for cross-linked crystals of ribonuclease in
equilibrium with a strong protein precipitant, MPD [134]. The experiment was
conducted by the addition of aqueous MPD solution of known composition to the
dried cross-linked ribonuclease crystal, and then the MPD concentration was
measured after equilibration. Concentration change reflects the interaction of MPD
with the protein crystal; if the crystal absorbs the solution of the same composition,
then there should be no change in the MPD concentration. Pittz and Bello [134]
observed preferential absorption of water by the crystal.

Another approach would be to study the cause of preferential interaction. Such
understanding canbemade through a knowledge of hydration, excluded volume, and
surface properties of macromolecules. In other words, the various binding (or
exclusion) mechanisms described above can be used to explain preferential inter-
action, which in turn can be extrapolated to explain the possible interactions with a
state that does not populate under the experimental conditions (marked as UD in
Figure 9.29).

Preferential interaction parameters can be determined experimentally by equil-
ibration techniques (e.g., equilibrium dialysis, the isopiestic method, gel filtration,
ultrafiltration, and sedimentation velocity). Dialysis equilibrium is simple, in theory,
but technically, it requires a highly sensitive and reliable measurement of cosolvent
concentration. This is due to the high concentration of cosolvents, which gives high
background noise over which the concentration difference between the bulk and
protein solutions must be measured. In cases in which the density of the cosolvent
differs from that of water (e.g., 0.7 versus 1 g/ml), a density meter can be used
[357, 358], while a differential refractometer [358–360] can be used when the
refractive index of the cosolvent differs from that of water.

A unique example of preferential interaction measurements using sedimentation
velocity has been conducted for viruses. The sedimentation velocity of TMVparticles
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was determined as a functionBSAand sucrose concentration to change the density of
the solution [77]. As the density of the solute increased, the sedimentation velocity of
the virus decreased linearly. From the linear dependence, the density at which the
virus particles no longer sediment was determined to be 1.13 g/ml in BSA solution
and 1.27 g/ml in sucrose solution. A similar observation was made for other
viruses [361], with a value of 1.104 for influenza virus in BSA solution. These values
should be equal to the density of viruses. However, the partial specific volume of the
TMV was calculated to be 0.73ml/g, which corresponds to a density of 1.37 g/ml.
This calculated density of the virus is much heavier than the value determined by
sedimentation velocity analysis inBSAand sucrose solution,which is an indication of
hydration. The hydration of virus was calculated from the difference in density to be
1.39 g/g in BSA solution and 0.27 g/g in sucrose solution. Sharp et al. [361] used a
partial specific volumeof 0.823ml/g for influenza virus; the density, 1.21 g/ml, is also
heavier than the density, 1.104 g/ml, determined by velocity experiment in BSA
solution. This difference results in a hydration value of 0.878 g/g. It is interesting that
the observed hydration value in sucrose solution is in the same range as that observed
for proteins, suggesting that the hydration mechanism of virus is similar to the
hydration mechanism for proteins. Hydration is much greater in BSA solution,
implying that the hydration value does not accurately reflect the amount of bound
water, but rather the exclusion of BSA from the virus surface, similar to that observed
for proteins (Figures 9.20 and 9.21). As these experiments are thermodynamic
measurements, sedimentation velocity analysis cannot distinguish bound water
from the excluded volume effect of BSA, which leads to BSA-free surface at the
vicinity of the virus due to steric exclusion. Equilibrium dialysis measurements
showed that TMV is also hydrated in glycerol solution: 0.16 g/g for untreated TMV
and 0.205 g/g for disaggregated TMV [362, 363]. The observed smaller hydration
value of the TMV in glycerol solution may be due to the smaller size of glycerol in
comparison to sucrose, and BSA/glycerol has a smaller excluded volume. It is
interesting to point out that these three cosolvents (glycerol, sucrose, and BSA) are
unlikely to have affinity for viruses, but rather are excluded from their vicinity due to
steric hindrance: if they bind to viruses, then there should be an additional hydration
to compensate for the increased density of bound cosolvents.

9.5.3.1.1 Salts There is a clear correlation between the preferential interaction and
Hofmeister series for salts. Figure 9.30 includes a table for preferential interaction
measurements of several salts with BSA [364]. Salt exclusion (negative binding) of
BSAwas observed for Na2SO4 andMgSO4, followed by small exclusion for NaCl, and
by minute interaction for MgCl2, CaCl2, and KSCN. These observations are quan-
tified by the preferential hydration term; there is strong preferential hydration for the
first two salts, medium hydration for NaCl, and negligible to negative hydration for
the last three. These interactions reasonably correlate with their order in decreasing
protein solubility (Figure 9.1); Na2SO4 and MgSO4 are salting-out salts, NaCl is
neutral, and the last three are salting-in salts.More specifically, those salts that exhibit
large preferential hydration exert salting-out effects and those of negligible hydration
exert salting-in effects (summarized in Table 9.2). Why is such correlation observed?
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Before getting into this discussion, it might be helpful to understand the cause of the
difference in preferential hydration between the salts.

As depicted in Figure 9.28, preferential interaction is the sum of cosolvent binding
or exclusionandhydration.Asdescribed earlier, the increased surface tension isdue to
the hydration potential of ions. The tabulated material in Figure 9.30(a) includes the
surface tension and partial specific volume data for these salts. As the surface tension
reflects how strongly the salt ions bindwatermolecules, it should also be related to the
partial specific volume,which is a function of the van derWaals volume [365] per gram
of salt, and the degree of electrostriction (increased water density around ions).

Salts

1 M Na2SO4

1 M NaCl

-0.074               0.52              2.73 0.208

-0.014               0.24              1.64 0.331

1 M MgSO4

1 M MgCl2

1 M CaCl2

KSCNM

-0.047               0.39              2.1              0.136

-0.004 0.04              3.16              0.176

0.004              -0.03              3.66              0.216
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Figure 9.30 Various correlations between
observed preferential interactions of cosolvent
salts and their parameters. (a) Surface tension
and partial specific volume of various salts
obtained in preferential interaction
measurements in the presence of BSA. (b) Plot
demonstrating the correlation between surface

tension increment to particle specific volume of
salts shown in (a). (c) Plot illustrating the
correlation of surface tension increment to
preferential hydration of various salts. (d) Plot
demonstrating the correlation between
molecular weight of salts to preferential
hydration. (Reformatted from [364].)
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Assuming that the volume is similar between the salts per weight basis, those salts
that increase the surface tension should exert stronger electrostriction on water
molecules, and hence have smaller partial specific volume. Figure 9.30(b) appears
to be consistent with this hypothesis. Namely, those salts with a larger surface
tension increment possess higher levels of hydration, thus have smaller partial
specific volume, which can be seen as an inverse relationship between the two
parameters. If the surface tension effect is responsible for the observed hydration,
then those salts with higher surface tension increment should exhibit greater levels
of hydration. This is clearly shown in Figure 9.30(c). Except for the divalent cation
salts, a strong correlation exists between surface tension and preferential hydra-
tion; those with higher surface tension increment aremore strongly excluded. This
suggests that the observed exclusion of salts (negative binding) is due to the ionic
hydration mechanism. Those salts that are weakly water binding can penetrate the
protein hydration layer and bind to the protein surface. Figure 9.30(d) plots the
preferential hydration against molecular weight: excluded volume is the product of
molecular weight and the van der Waals volume of salts [365]. There is no
correlation between the molecular weight and preferential hydration, suggesting
that salt exclusion is not due to the excluded volume effect.

The results of two divalent cation salts reveal that they use differentmechanisms to
interact with the protein. Such a deviation from the surface tension mechanism is
observed for other proteins as well. In essence, these salts tend to weakly bind to
proteins, suggesting that their water binding properties (that cause the exclusion) are
offset by their affinity for the protein surface: note that both of these salts can bind
water molecules, as shown by the large surface tension increment (s) and small
partial specific volume (Figure 9.30a and b). What is the cause of this affinity?
Although there is no clear explanation, it has been shown that MgCl2 increases the
solubility of peptides and nonpolar compounds [366, 367]. We compare MgCl2 with
MgSO4 for their interaction with model compounds, as such comparison may help
explain the reasonwhyMgCl2 has some affinity for protein surfaces. In Figure 9.31, a
comparison of the effects of the two salts on the solubility of glycine, tryptophan, and
leucine is shown [249]. For comparison, the scales are set identical for the two panels.
The solubility of glycine (open circles) is more effectively increased by MgCl2 (see
longer arrow), indicating a more favorable interaction of this salt with glycine, in
comparison to MgSO4. MgCl2 interacts favorably with the dipolar compounds or
groups, such as glycine. As shown by closed symbols, the solubility of tryptophan and
glycine is changed very little in MgCl2, while it is greatly reduced in MgSO4. The
difference in solubility between glycine and other amino acids is due to the side-
chain. This difference between glycine and tryptophan or leucine is illustrated by the
dotted arrows. The downward arrow indicates an unfavorable interaction of these
side-chains with MgCl2 and MgSO4, suggesting that these two divalent cation salts
interact unfavorably with the aromatic and hydrophobic side-chains. What is
important, however, is the difference between the two salts; the unfavorable inter-
action is much weaker for MgCl2 (compare the length of two dotted arrows).
Although the reason is unclear, the difference in their observed effects on glycine
and the two side-chains should be reflected on their interaction with the protein, and
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ultimately on the protein reaction. At this point, Cohn�s observation should be
recalled (Figure 9.22), in which CaCl2 behaved differently from the other salts in
altering the solubility of cystine (strong salting-in), which is consistent with the
observed preferential hydration of BSA.

It may also be worth comparing the effects of these two salts on the stability of
proteins, in relation to the discussion specific for these two salts. Figure 9.32
illustrates the effects of MgCl2 and MgSO4 on the stability of three proteins as a
function of concentration [136]. It is evident fromFigure 9.32 that whileMgSO4 has a
stabilizing effect on the proteins, MgCl2 is either slightly destabilizing or ineffective:
melting temperatures increase by 10–15 �Cat 1.2MMgSO4. The effects of these salts
on protein stability can be explained by the difference in interaction between the
native and thermally unfolded states under identical conditions. As described in
Figure 9.29, preferential interaction is known only for proteins in their native state;
MgSO4 is strongly excluded while MgCl2 is unaffected. How do these salts interact
with the unfolded structure? As shown in Figure 9.30, the exclusion ofMgSO4 is due
to its hydration potential, and thusmay be larger for the unfolded state. This situation
is schematically illustrated in Figure 9.33. Preferential cosolvent exclusion is related
to the increase in the free energy of macromolecules. Thus, the free energy of the
native protein increases by the addition of MgSO4. It is inferred from the interaction
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Figure 9.31 Effects of MgCl2 (a) and MgSO4 (b) on the solubility of glycine, tryptophan, and
leucine. (Data reformatted from [249].)
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mechanism that the free energy of the unfolded protein increases to a greater extent
than that of the native protein in the presence of MgSO4, which leads to a larger
unfolding free energy. The nearly neutral interaction ofMgCl2with the native protein
may suggest that its interaction with the unfolded structure is also neutral. Group
interaction studies suggest a favorable interaction with polar groups and slightly
unfavorable interaction with the nonpolar groups. The exposure of internal side-
chains and peptides in the unfolded structure to the bulk solution may cause
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cancellation of the interaction of MgCl2 with the unfolded structure, leading to a
neutral interaction, as observed in the preferential interaction measurements of the
native protein.

In an earlier section, MgCl2 was described as an effective elution cosolvent for
affinity chromatography. If this salt is also neutral for both the associated and
dissociated states of proteins, then it should have no effect on protein binding. It
is likely that such affinity interactions between the protein and affinity resin is group
(site) specific, suggesting that local environments are involved in binding. If a greater
contribution of polar interaction is involved, MgCl2 may have dissociating effects on
specific protein binding.

Amore comprehensive summary of preferential interaction data for salts is shown
in Figure 9.34,which shows the qualitative range of preferential hydration of proteins
in the presence of 0.5–1M salts in different combinations. One symbol (either þ or
�) corresponds to about 0.1 g/g hydration.When sodium is used as a cation, all of the
salt forms demonstrate preferential hydration, the degree of which increases in the
order of Cl<CH3COO<SO4. Preferential hydration is consistent with the surface
tension effect along with their salting-out properties. Divalent cation salts demon-
strate a lower level of hydration compared to the same salts with the sodium
counterion, indicating that the affinity of divalent cations reduces the overall
exclusion of the salts. This is further enhanced with guanidinium salts; with
GdnHCl, the overall interaction is negative hydration, thus positive binding [357].

Strong stabilization of KGF by electrolytes has been described previously in the
formulation section, an effect that cannot be explained simply from the preferential
exclusion mechanism. Furthermore, the data shown for certain globular proteins
may not apply to any other proteins. It has been shown that b-lactoglobulin has a
strong dipole moment and thereby a tendency to bind NaCl [368]. KGF is a highly
basic protein, thus it may deviate in salt binding from the other proteins used for
preferential interactionmeasurements. This suggests that actualmeasurementsmay
be required to understand the salt effects on the stability of KGF. It can be speculated
that the high charge density of the native KGF is stabilized by salt binding and the

Various cation-anion combination

Anion

    Cation                             Cl- CH COO                   SO3
-

4
-

  Na+ ++                         +++                      +++++ 

  Mg2+, Ca2+, Ba2+ +/-                          ++                        ++++ 

Gdn+ --                            +                           ++

Figure 9.34 Preferential hydration of different cation/anion salt combinations in a concentration
range of 0.5–1M. Each symbol (þ or �) corresponds to about 0.1 g/g hydration.
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binding capacity is reduced for the unfolded structure due to the expansion of the
protein, and hence decreased charge density. In other words, salts bind preferentially
to the native state of KGF, stabilizing the native structure.

Another interesting observation is the effects of sodium glutamate and Na2PIPES
at high concentrations, resulting in enhanced tubulin polymerization. This can be
readily explained from the observed preferential hydration of model proteins and
tubulin in these solvent systems [258]. Although the mechanism of preferential
hydration or exclusion is not clear in these cosolvent systems, preferential hydration
clearly correlates with their salting-out effects (enhancing protein–protein interac-
tions, see Table 9.2).

9.5.3.1.2 Osmolytes Understanding the stabilization mechanism is fundamental
to understanding the reason for nature�s selection of osmolytes to control the cellular
osmotic pressure. The use of these cosolvents is also essential for stabilizing unstable
proteins and/or enhancing protein folding. As described earlier, trehalose and
sucrose may be among the most widely used cosolvents for pharmaceutical for-
mulations, both in liquid and dried forms. Typically, glycine andmannitol are used as
bulking and/or crystallizing cosolvents for freeze-dried formulations. In any case,
they are commonly used in research applications that require purified proteins to
maintain their functional activities. Numerous preferential interaction measure-
ments have been performed for polyols, sugars, amino acids, and amino acid
derivatives [318, 369–374]. In summary, they are all excluded from the native protein
structure to a varying degree, depending on the osmolytes and proteins used. While
the mechanism of osmolytes� preferential hydration is primarily due to their affinity
for water, the excluded volume effect should also contribute, as described earlier.
These preferential hydration effects were translated to their effects on enhanced
protein association, stability, and folding.

While osmolytes are useful in enhancing protein stability, they are not effective in
suppressing aggregation. Rather, they can increase aggregation as schematically
depicted in Figure 9.18.More specifically, unfavorable interactions are reduced upon
protein aggregation and surface area reduction. For example, trehalose has been
reported to suppress the aggregation of polyglutamine proteins, which are respon-
sible for neuronal diseases [375, 376]. This observation, however, is inconsistent with
the concept described above. Such aggregation suppression could possibly be an
indirect consequence of protein stabilization, as the native protein should be more
soluble than the unfolded protein. In this regard, arginine has been shown to be
much more effective than the structure-stabilizing osmolytes. As described earlier,
arginine has shown favorable interactions with most of amino acid side-chains and
peptide bonds, similarly to the results for protein denaturants (i.e., urea and
GdnHCl). Nevertheless, we know that arginine is not a protein denaturant. In
practice, this affords an advantage to arginine over denaturants in suppressing
protein aggregation. Furthermore, arginine is a natural metabolite. More impor-
tantly, the difference between arginine and denaturants, in terms of their effects on
small molecules and large proteins, indicates that the effects of cosolvent may not
always be deduced from their effects on the solubility of model compounds. In other
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words, interaction with smallmoleculesmay not be linearly translated to their effects
on large molecules. In fact, arginine has been shown to have binding affinity for the
native protein surface [319]. Trout et al. [377–379] introduced a concept of a neutral
crowder to explain the aggregation suppressive effect of arginine, which takes into
consideration the weak binding and large excluded volume of arginine.

9.5.3.1.3 Organic Solvents Organic solvents have been used for denaturation of
proteins as well as their precipitation. It has been shown above that the solubility
measurements of polar and ionic compounds with organic solvents are highly
unfavorable, which can cause phase separation and precipitation (Figure 9.24). In
addition, organic solvents increase the solubility of nonpolar compounds, indicating
that they interact favorably with the hydrophobic side-chains, and hence with the
exposedsurfaceof theunfoldedprotein, leading toproteindenaturation (Figure9.25).
Preferential interaction measurements enforce this analysis. Strongly denaturing 2-
chloroethanol demonstrated preferential binding even at concentrations of 5–20%,
which was sufficient to unfold the proteins [359, 360, 380]. The unfolded structure
contained more a-helix content compared to the native protein, which cannot be
readily explained from the preferential binding of this organic solvent. Rather, this
may be due to the unfavorable interaction of peptide bonds with organic solvents,
shown for other organic solvents [134, 354]. More specifically, such unfavorable
interactionsmaycause thepeptides tobeburiedwithin the internal structure, forming
hydrogen bonds with other peptide sequences, and leading to the formation of
a-helices.

How is protein precipitation enhanced from preferential interaction? Although it
is not clear whether 2-chloroethanol causes protein precipitation, it does phase-
separate at 50% concentration by the addition of strong salting-out salts, such as
Na2SO4 [39]. Thus, it is possible for the highly charged proteins to precipitate upon
the addition of this organic solvent. The most drastic precipitating effect was
observed with MPD [39]; ribonuclease was preferentially hydrated in the presence
of MPD, as shown in Figure 9.35(a). Excess water increased to 1 g/g, indicating that
the protein is surrounded by, on average, 1 g of water per g protein. This is due to the
highly unfavorable interaction ofMPDwith polar groups and ions, as summarized in
Figure 9.35. Such unfavorable interactions (i.e., repulsive interactions) ofMPD led to
precipitation and crystallization of the protein. In fact,MPDhas been used as a strong
crystallizing agent [134, 135]; with the occurrence of this mutual repulsion, the
crystalline protein is in the native structure, as demonstrated by the X-ray analysis of
the crystal [134, 135]. AlthoughMPD is repelled from the surface of native proteins, it
does destabilize the protein [136]. If the increased surface area, caused by unfolding,
enhances repulsion, then MPD should stabilize the protein according to the
thermodynamic linkage function (Figure 9.18). This, however, is inconsistent with
the observation. Figure 9.35(b) shows a decrease in melting temperature with
increasing MPD concentration. This destabilizing effect suggests that MPD is
excluded less from, or binds to, the unfolded structure. The transfer free energy
associated with buffer exchange from water to 55% MPD solution is negative for
tyrosine, phenylalanine, and leucine side-chains, implicating the presence of a
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favorable interaction betweenMPD and these hydrophobic groups. Thus, MPDmay
still be excluded from the unfolded structure due to charge repulsion. Possible
binding to the unfolded state should offset the exclusion effect and the overall
repulsive interaction should decrease upon unfolding, leading to destabilization of
protein structure by MPD. Acetonitrile behaves similarly; through strong exclusion
and hydrophobic binding [381].

Milder organic solvents possess properties that are between those for the two
solvents described above. For example, ethanol and DMSO are preferentially
excluded at low concentrations, demonstrating salting-out effects and being prefer-
entially bound, leading to protein unfolding at higher concentrations [41]. These
effects are interpreted in a similar fashion to those observed for MPD (i.e.,
unfavorable repulsion of organic solvents from polar compounds and favorable
binding to hydrophobic groups).

9.5.3.1.4 PEG Polymers are excluded from the protein surface. Preferential exclu-
sion of PEG has been observed for several proteins with PEG100 (average molecular
weight of 100) to PEG6000 [179]. This exclusion was ascribed to the excluded volume
of PEG. Assuming that the preferential hydration is entirely due to the excluded
volume effect (i.e., ð@g1=@g2Þ ¼ A1), it would be possible to calculate the hydrody-
namic radius of the excluded polymer. This was done for PEG400, PEG600, and
PEG1000. The radius calculated from preferential hydration is in qualitative
agreement with the theoretical hydrodynamic radius obtained from the bond length
and the number of PEG (Table 9.9). Considering the number of assumptionsmade in
the calculations (e.g., same randomness of different PEG), agreement appears to be
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reasonable, suggesting that the observed preferential hydration is, in fact, ascribed to
the excluded volume effect.

Lee and Lee [382, 383] reported that the addition of PEG1000, PEG4000, and
PEG6000 enhanced the binding constant of tubulin to growing microtubules. From
the concentration dependence of the binding constant, they obtained an increase in
PEG binding in mol/mol, upon polymerization, to be 1 for PEG1000, 0.7 for
PEG4000, and 0.5 for PEG6000. This does not imply that there are more PEG
binding sites on the microtubules, but rather that PEG is less preferentially excluded
from the microtubules than the monomeric tubulin, as expected from the different
surface area per protein monomer.

However, PEG is not an inert polymer for the protein surface. While PEG appears
to have no affinity for the native protein surface (as the observed interaction with the
native state is due entirely to exclusion, i.e., no binding contribution), it has affinity
for the unfolded protein surface. Furthermore, PEG demonstrates affinity for
hydrophobic groups, as described earlier. Thus, the preferential interaction of PEG
for the unfolded protein has both contributions from excluded volume and hydro-
phobic binding. The hydrophobic binding contribution resulted in protein destabi-
lization, as is observedwith decrease inmelting temperature [79]. In this regard, PEG
actsmuch like organic solvents. Both cosolvents cause precipitation of native proteins
due to repulsive interactions, although via a different mechanism (excluded volume
effect for PEGand charge repulsion for organic solvents), and destabilize proteins via
hydrophobic binding.

9.6
Protein–Solvent Interactions in Frozen and Freeze-Dried Systems

9.6.1
Frozen Systems

Many purified biologicalmacromolecules are inherently unstable and thus are stored
at low temperatures to slow their degradation. However, low-temperature storage is

Table 9.9 Calculation of hydrodynamic radius of PEG.

PEG molecular weight Radius from preferential
hydration from theory (A

�
)a)

400 2.8 4.5
600 4.6 6.0
1000 7.4 7.5

Data adapted from [79].
a) Calculated from (2sl2/6)1/2, for which s is the number of bonds and l is the bond

length (assuming an identical bond length) [429].
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not without complication. Proteins can undergo low-temperature denaturation and
evenfurtherdamageuponfreezing.Oneof thekeyvariables tocontrolduring freezing
is the cooling rate. The ice crystal size, hence the surface area, depends highly on the
cooling rate; thehigher the ice crystal surface area, thegreater the likelihoodof surface
denaturation. Furthermore, with the progression ofwater crystallization, the remain-
ing unfrozen solution containing the protein, buffer salts, as well as any cosolvents,
increases in concentration. This may result in protein aggregation [384–388], toxic
effects from the high excipient concentration [389], aswell as in buffer crystallization,
leading to pH shift [390, 391]. To minimize these deleterious effects, stabilizers are
included in the system prior to freezing.

Preferential interaction has been described previously as a mechanism to differ-
entiate protein stabilizers from destabilizers in aqueous systems. The same mech-
anism can be used to classify the excipients in frozen systems (i.e., stabilizers are
excluded from the protein surface, whereas destabilizers are bound to the surface).
For example, sucrose and glucose (at 1M), both of which are preferentially excluded
from the surface of proteins in aqueous systems, were demonstrated to be effective in
stabilizing LDH following freeze-thawing (Table 9.10) [256]. Furthermore, sucrose
was demonstrated to enhance the stability of LDH following freeze-thaw in a sodium
phosphate buffer, which in the absence of the sugar, resulted in enzyme instability
caused by a large shift in pH [256]. Several other compounds that are preferentially
excluded from the protein surface, including polyols (i.e., glycerol, sorbitol, etc.),
amino acids (i.e., proline, sodium glutamate, etc.), methylamines (i.e., TMAO,
sarcosine, etc.), and inorganic salts (sodium acetate, MgSO4, Na2SO4, etc.), were
also shown to stabilize LDH following freeze-thaw (Table 9.10) [256].

Just as stabilizers in aqueous systems were demonstrated to be stabilizing in the
frozen state, destabilizers in solution are also destabilizing in the frozen state.

Table 9.10 Comparison of LDH activity recovered following freeze-thaw in the presence of various
cosolutes at either 0.5 or 1.0M concentration (in the absence of any co solutes, 20% of the initial
activity was recovered following freeze-thawing).

Cosolutes Cosolute concentration

0.5M Recovered
activity (%)

1M Recovered
activity (%)

Sucrose 65 82
Glucose 50 60
Glycerol 65 70
Sorbitol 70 75
Proline 65 70
TMAO 65 65
Sodium acetate 65 65
NaCl 0 15

Data adapted from [256].
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GdnHCl and urea, both of which bind preferentially to the protein surface in
solution [357, 392], were shown to destabilize LDH following freeze-thaw; 200mM
urea reduced the activity of LDH to below 27% of the initial activity, while no
measurable activity was observed in 80mM GdnHCl [256]. It is worth noting that a
much lower concentration of these two compounds was required for destabilizing
LDH (below 1M) compared to the concentration required for stabilization by the
preferentially excluded compounds (generally 1M or above). Destabilization caused
by binding suggests the presence of strong interactions between the compound and
the protein. Stabilization, on the other hand, is expected to occur through both
nonspecific andweak interactions, thus requiring amuchhigher concentration of the
compound for the effects to be observable. Aswater is still present, themechanismof
cosolvent effects that operate in solution is still valid in the frozen state.

There are several exceptions to the observed parallel behavior of compounds in the
aqueous and frozen systems. Although several other inorganic salts demonstrated a
stabilizing effect on LDH following freeze-thaw, NaCl destabilized the enzyme and
only marginally increased the activity upon increasing its concentration; at 0.5M or
lower concentration, LDH was completely inactivated, while increasing the NaCl
concentration to 1M resulted in only 15% of the initial activity being recovered
(Table 9.10) [256]. Both PEG and MPD stabilize proteins following freeze-thaw;
however, they have been shown to destabilize proteins in solution, although they are
preferentially excluded. This apparently contradictory effect has been explained by
the temperature dependence of hydrophobic interactions between proteins and these
compounds [393]. Furthermore, ethylene glycol has been shown to demonstrate
protein-specific stabilization; both b-lactoglobulin [380] and lysozyme [394] have
been demonstrated to be destabilized with increasing concentration of ethylene
glycol, while collagen was stabilized [370]. Thus, there appears to be more protein-
specific stabilization mechanisms in the frozen state than in solution.

Similarly to proteins, viruses are sensitive to freezing conditions and their stability
can be influenced by the addition of appropriate cosolvents. In solution, BDMV has
been reported to release its RNAupon increasing the pH to alkaline conditions.Upon
the incorporation of polyamines and cations, this release was prevented [395, 396],
which was postulated to occur through the stabilization of the virus shell, the protein
capsid. Upon freezing and thawing, the formation of empty capsids were observed
(i.e., RNA released); however, this was prevented through the addition of cosolvents
and a change in ionic strength [257]. BDMV subjected to freeze-thaw in 5mM
Tris–HCl buffer resulted in the formation of 100% empty capsids, while at 50mM
buffer concentration, the fraction of empty capsids was reduced to 56%. The
percentage of empty capsids was further reduced to 20% in 100mM Tris–HCl [257].
The addition of chloride salts, even at a low concentration of 40mM, was shown to
have an effect on the stabilization of BDMV, in the order of Mg2þ >Naþ >Ca2þ

� Liþ �Csþ >Kþ , with MgCl2 demonstrating 15% empty capsids, while KCl
resulted in 85% empty capsids. As noted earlier, due to the freezing of water in
the buffer system, the seemingly low salt concentration is actually rather high in the
frozen system. Thus, to preserve the integrity of nonenveloped viruses in the frozen
system, it appears that themaintenance of the protein capsid, ormore specifically the
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protein–protein interaction is essential. Those cosolvents that stabilize the protein–
protein interaction (aswell as protein structure) to numerous stresses associatedwith
freezing (i.e., low-temperature denaturation, ice crystal formation, pH shift, etc.)
wouldmost likely confer structural stability to viruses. For an enveloped virus, such as
HSV-2, freezing without appropriate protectants resulted in fusion of viral parti-
cles [397]. Thus, similarly to proteins, virus stability in the frozen system is dependent
on the ability of cosolvents to confer structural stability and to reduce the degree of
physical and chemical degradation (i.e., aggregation). Furthermore, the cosolvents
are expected to stabilize viruses in the same manner as they stabilize proteins (i.e.,
preferential interaction).

9.6.2
Freeze-Dried System

Typically, degradation rates are decreased by lowering the storage temperature. Thus,
the stability of purified biological macromolecules can be enhanced by storing them
under refrigerated or frozen conditions.However, certain biologicalmacromolecules
may still demonstrate instability under these storage conditions. These samples may
be freeze-dried in efforts to enhance their stability, by restricting their molecular
mobility and reducing the rate of physical and chemical degradation.

Freeze-drying involves freezing of the protein solution, followed by the removal of
crystallized water by sublimation. As described above, the interaction between
cosolvents and proteins occurs in a similar fashion to that observed in aqueous
solutions during the freezing process, but is completely different in the dried state
from that in the solution state. Thewater removed by sublimation (primary drying) is
generally the �bulk� water, and thewatermolecules comprising the hydration shell of
the protein can be removed by additional drying conducted at an elevated temper-
ature (secondary drying). Furthermore, the removal of water, particularly comprising
the hydration shell of the protein, can cause additional damage [398–400]. This
removal of water invalidates the use of preferential hydration or the exclusion
mechanism in dried systems.

In an aqueous solution, water plays a critical role in hydrating the protein surface,
whereas in its absence, proteins may aggregate or form nonnative intramolecular
interactions to minimize their surface area. Stabilizers such as sugars have been
proposed to cover the surface of proteins and membranes in the dried state in lieu of
water molecules [401–404]. However, the protection conferred by the stabilizers can
be neutralized if a sufficient amount of moisture is not removed, as water acts as a
plasticizer (i.e., lowering theTg), conferringmobility to the labile biologicalmolecule,
potentially enhancing the rate of degradation [405–407].

In general, glass-forming stabilizers, such as saccharides and polymers, are
included in the formulation buffered with noncrystallizing salts. Saccharides have
been studied extensively to understand their efficacy in conferring stability to
dehydrated biomolecules [403, 408–410]. Focus has been placed primarily on sucrose
and trehalose, both ofwhichhave been found to accumulate inhigh concentrations in
desiccation-tolerant organisms, such as tardigrades, cysts of Artemia salina (brine
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shrimp), and resurrection plants [334, 411–414]. The stabilization mechanism of
sugars is quite interesting because in solution, the sugars confer stability to proteins
by not directly interacting with the molecule (preferential exclusion or hydration)
[369, 374], while in the dried state, the sugars are directly interacting with the surface
of molecules, through hydrogen bonding (water replacement) [254, 401]. This is
evidenced by comparing the Fourier transform IR (FTIR) spectrum of hydrated
lysozyme to that for freeze-dried lysozyme, with and without trehalose [401]. Upon
freeze-drying lysozyme, the amide II band broadened and shifted from 1543 to
1530 cm�1, while lysozyme freeze-dried in the presence of trehalose (100mg/ml)
maintained the amide II band at 1542 cm�1 (Table 9.11). Thus, lysozyme freeze-dried
in the presence of trehalose demonstrated a similar spectrum to that observed in the
hydrated state. Alternatively, the FTIR spectrum of freeze-dried trehalose in the
presence of lysozyme was shown to be similar to that of hydrated trehalose. Both
spectra were qualitatively different from that of freeze-dried trehalose (alone) or
crystalline trehalose. These observations suggest that trehalose can replace water in
the hydrogen bonding network of lysozyme upon freeze-drying and, similarly,
lysozyme can effectively substitute for water to hydrogen bond to trehalose.However,
the ratio of sugar to protein must be optimized. An insufficient amount of sugar can
lead to ineffective replacement of hydrogenbonds, while too high a concentration can
lead to crystallization during sublimation, thus resulting in a decreased amount of
sugar available for hydrogen bonding (Table 9.11, [401]). Insufficient replacement of
hydrogen bonds by the sugar during dehydration not only leads to change in protein
conformation, but also in decreased activity, as was reported for freeze-dried
phosphofructokinase (PFK) [401]. In the absence of trehalose, no PFK activity was

Table 9.11 Effect of trehalose concentration on the amide II band of freeze-dried lysozyme.

Trehalose
concentration (mg/ml)

Wave number of
amide II (cm�1)

Hydrated protein 1543
0 1530
25 1541
50 1542
100 1542
150 1542
200 1541
300 1536
400 1531

The amide II band of hydrated lysozyme, 1543 cm�1, is included as reference. Upon drying, the
amide II band of lysozyme decreases, suggesting a difference in the structure or conformation of the
protein. Upon inclusion of trehalose, the amide II band shifts back to the value observed in the
hydrated state, suggesting the existence of direct interaction of trehalose with lysozyme. Increasing
the trehalose concentration too high (400mg/ml), however, may result in sugar crystallization,
decreasing the amount of trehalose available to bind to lysozyme. This results in amide II band
decrease. Data adapted from [401].
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detected. Upon the inclusion of 30mg/ml trehalose, approximately 40% of the initial
activity was regained, which remained constant up until 150mg/ml trehalose,
beyond which the recovered activity decreased monotonically until no activity was
observed at 400mg/ml trehalose (Table 9.12). This observation can again be
explained by the effective replacement of hydrogen bonds between water and protein
by trehalose during dehydration, which allows the maintenance of protein structure,
and thus activity. At high trehalose concentrations (i.e., 400mg/ml), the sugar
crystallized, leaving an insufficient amount of trehalose to interact with the protein,
leading to inactivation.

Furthermore, the sugars form an amorphous glassy matrix upon dehydration,
serving to restrict the mobility of the biomolecule [415–417], thereby retarding the
rate of chemical degradation, and to maintain the separation between the biomo-
lecules, which in the absence of the sugars may have aggregated [418, 419]. This
property of dried sugars is essential for the long-term stability of chemically unstable
proteins.

Koster et al. [420] have reported that steric effects also play a significant role in the
ability of certain saccharides and polymers to confer stability to lipid membranes.
Several saccharides and polymers, varying in their dry Tg values as well as in their
molecular size, were incorporated into a model cell membrane composed of
phosphatidylcholines and subsequently dried. Interestingly, excipients with high Tg
values, such as dextran and polyvinylpyrrolidone, were not always effective in
stabilizing the lipid membrane. Koster et al. concluded that the cosolvents are
ineffective in conferring stability to the lipid membranes because they are sterically
hindered from interacting with the phospholipid head-groups. Thus, simply choos-
ing stabilizers based on their Tg valuesmay lead to a suboptimal formulation for lipid
membranes and potentially for enveloped viruses.

As mentioned previously, the major change leading to viral inactivation is the loss
of viral envelope. In order to maintain the structural integrity of viral envelopes,

Table 9.12 Effect of trehalose concentration on the activity of PFK recovered following freeze-
drying.

Trehalose
concentration (mg/ml)

Recovered
activity (%)

0 0
30 40
75 42
110 50
150 45
225 32
300 20
400 0

No activity was recovered if PFKwas freeze-dried on its own. A steady level of activity was regained in
the presence of trehalose, ranging from 30 to 150mg/ml beyond which, the recovered activity
decreasedmonotonically. No activity was observed for PFK freeze-dried at 400mg/ml trehalose. Data
adapted from [401].
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similar cosolvents to those used for proteins, are included to confer stability through a
variety of mechanisms. In the case of HSV-2, lyophilization in a concentrated sugar
solution (27% trehalose) resulted in significantly less damage compared to those
lyophilized in a dilute sugar solution (0.25% trehalose), as assessed by viral infectivity
measurement and particlemorphology analysis using transmission electronmicros-
copy [421]. The most likely explanation for this observation is the water replacement
hypothesis; the sugar molecules are acting as water substitutes in the dried system
through direct interaction with the protein and possibly with the lipids
[422, 423]. In a dilute sugar system, sufficient degree of substitution is not feasible,
leading to virus inactivation. Furthermore, in a hyperosmotic medium, the internal
water of viruses will dialyze out, leading to the concentration of internal contents of
virus particles, including proteins. This may lower the nucleation temperature of
water within the virus particle, and thus, prevent ice crystal formation and growth.
This lattermechanismpoints to the cosolvent effects on viruses that distinguish them
from those on proteins.

The residual water content of lyophilized viruses also plays a role in determining
their storage stability. Lyophilized varicella zoster virus maintaining moderate levels
of residual water content demonstrated improved storage stability compared to those
that were dried more efficiently [266, 424]. This can be achieved by modifying the
lyophilization cycle or through the incorporation of cosolvents, such as sugars that
demonstrate strong water-binding properties. All of these effects will lead to an
effective stabilization of virus particles, similarly to those observed for proteins,
although there are subtle differences in cosolvent effects between proteins and
viruses.

9.7
Conclusions

Cosolvents play critical roles in the study and development of proteins, viruses, and
DNA. Cosolvents are classified as stabilizers and destabilizers, or folding enhancers
and aggregation suppressors; protein stabilizers enhance protein folding and protein
destabilizers suppress aggregation, with few exceptions such as arginine. Such
classification is generally applicable for proteins and DNA, but not necessarily for
viruses due to their complex structure. Thermodynamic interactions of cosolvents
with model compounds can clearly explain the effects of cosolvents on proteins,
DNA, and, to a varying degree, viruses in solution and the frozen state. Cosolvents
that interact unfavorably with the native structure enhance aggregation and stability,
while other cosolvents that interact favorably with macromolecules enhance disso-
ciation and often cause instability. There are few exceptions; however, as an example,
organic compounds that strongly enhance aggregation are ineffective as a stabilizer.
In the dried state, the thermodynamic interactions of cosolvents cannot explain the
cosolvent effects, as there is little water. Instead, the direct binding of protecting
cosolvents and their physical state determine the overall effects on the stability of
proteins and viruses.
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10
Role of Cysteine
Lalla A. Ba, Torsten Burkholz, Thomas Schneider, and Claus Jacob

10.1
Sulfur: A Redox Chameleon with Many Faces

The adult human,with an averageweight of 70 kg, contains around 175 g of sulfur [1].
This amount places sulfur firmly in the �Top 10� of chemical elements present in the
human body – it actually occupies position seven after oxygen, carbon, hydrogen,
nitrogen, calcium, and phosphorus (when ranked according to mass). While its
abundance in the body is similar to that of sodium (105 g) andpotassium (140 g), its in
vivo chemistry differs significantly from that associated with such �inorganic�
elements. Sulfur is able to appear as inorganic sulfur (e.g. as hydrogen sulfide
or as sulfide ions) or as sulfide ions; yet, it is also part of a multitude of �organic�
sulfur chemotypes, some of which are listed in Table 10.1.

As �inorganic� sulfur, the element is found inmetal/sulfur clusters, which contain
sulfide (S2�) anions [1]. Furthermore, hydrogen sulfide (H2S/HS�) has recently
gained prominence as the �third gaseous transmitter� besides nitric oxide (.NO) and
carbon monoxide (CO). Indeed, several human enzymes, such as cystathionine
b-synthase and cystathionine c-lyase, are able to generate hydrogen sulfide inside the
human body [2]. The latter appears to be present in blood in micromolar concentra-
tions and specific biochemical targets for this transmitter have now been identified.
(It should be noted that we refer here to endogenous hydrogen sulfide, which is
produced by the human body on purpose. In contrast, exogenous hydrogen sulfide
and hydrogen sulfide formed by bacteria in the human gut are a completely different
matter. It appears that this kind of hydrogen sulfide does not enter the human
bloodstream, but is mostly released from the human body.) This area of �inorganic�
sulfur biochemistry is currently attracting considerable attention, with several recent
reviews covering aspects of the latest developments [3–5].

Nonetheless, most sulfur in the human body is found as part of small �organic�
molecules. Here, the amino acids cysteine andmethionine stand out, although other
sulfur-containing small molecules, such as lipoic acid, are equally important and
should also be considered. Unlike lipoic acid and related molecules, however,
cysteine and methionine form part of numerous peptides, proteins, and enzymes,

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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where these amino acids exhibit unique properties, which may differ considerably
from those of �free� cysteine andmethionine [6]. Importantly, the various properties
associated with these (and other) amino acids inside proteins are governed and �fine-
tuned� by the microenvironment provided by the protein itself. This influence of the
proteinmicroenvironment is illustrated, for instance, by individual pKa andE

0 values
of cysteine residues, whichmay differ considerably from those of �free� cysteine (this
matter will be discussed in more detail in Section 10.2).

Cysteine and methionine also stand out among other amino acids due to the
extraordinary chemical and biochemical flexibility of the sulfur chemotype [4].
The valence electron configuration of sulfur is 2s22p4, which implies around 10

Table 10.1 Brief overview of reactive sulfur species commonly encountered in biological systems.

Reactive species Formula
Sulfur oxidation
state Occurrence

Hydrogen sulfide H2S/HS� �2 generated enzymatically in liver
and brain

Thiol RSH �2 GSH and proteins
Disulfide radical
anion

RSSR.– �1.5 (overall) intermediate of RS. radical
reaction

Disulfide radical
cation

(R2S)SR2)
. þ �1.5 (overall) intermediate of methionine

oxidation
Thiyl radical RS. �1 one-electron oxidation of RSH

(e.g., in enzymes)
Perthiol RSSH �1 formed by reduction of

polysulfides
Perthiyl radical RSS. �1, 0 intermediate in perthiol

reactions
Disulfide RSSR �1 GSSG and numerous proteins
Trisulfide RSSSR �1, 0, �1 GSSSG, diallyl polysulfides and

leinamycin products
Tetrasulfide RSSSSR �1, 0, 0, �1 diallyltetrasulfide in garlic
Pentasulfide RSSSSSR �1, 0, 0, 0, �1 varacin
Hexasulfide RSSSSSSR �1, 0, 0, 0, 0, �1 unclear, 1,2,3,4,5,6-hexathiepane

in shiitake mushrooms
Sulfenic acid RSOH 0 Prdx and NADH oxidase
Sulfinic acid RS(O)OH þ 2 Prdx and proteins oxidized dur-

ing oxidative stress
Sulfonic acid RS(O)2OH þ 4 taurin and overoxidized proteins
Sulfate SO4

2– þ 6 glucosinolates and heparin
sulfate

Thiosulfinate RS(O)SR þ 1, �1 allicin and Prdx
Thiosulfonate RS(O)2SR þ 3, �1 various natural products
Thiocyanate RSCN �2 products of myrosinase

The various species are ordered according to increasing formal oxidation states (assuming an
oxidation state of R¼ þ 1). Important biological occurrences are provided for each chemotype. Note
that this list is neither complete nor is it exhaustive with regard to the natural occurrences of these
modifications in vivo.
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possible oxidation states, ranging from�2 (inH2S and thiols) to þ 6 (in SO4
2�), and

including various intermediate and fractional oxidation states (Table 10.1). Amaz-
ingly, most of these oxidation states are reasonably stable under physiological
conditions and many of them can therefore be found in biological systems [7]. The
variety of sulfur redox states ismirrored by a highflexibility of sulfur to undergo redox
transformations (Figure 10.1): sulfur is able to participate in one- and two-electron
transfers, radical reactions, nucleophilic substitutions, hydride transfers, and oxygen
atom transfers. The ability to change between oxidation states under physiological
conditions rather easily turns sulfur into a true �redox chameleon.� At the same time,
sulfur in different oxidation states, including thiols, polysulfanes, sulfenic, and
sulfinic acids, is able to bind tometal ions, which further complicates the intracellular
sulfur chemistry, and provides the basis for complicated redox and metal-binding
control networks.

The diversity of the sulfur chemotype and the �fine-tuning� of chemical properties
by the protein microenvironment together provide the foundation for an extraordi-
nary chemistry and biochemistry of cysteine and methionine inside the living cell.
Cysteine-based biochemical processes, for instance, form the basis for �simple�
redox transformations, catalysis, metal binding, protein structure (via disulfides and
metal/sulfur complexes), spontaneous chemical protection of sensitive residues,
redox sensing and response, antioxidant defense, and extensive cellular signaling
networks, to name just a few.

Some of these �functionalities� associated with cysteine are summarized in
Table 10.2, which albeit incomplete, reflects the diversity of cysteine (bio-)chemistry
rather nicely. In essence, there are examples of enzymes containing catalytic, active-
sitecysteineresidues inallmajorclassesofenzymes, includingoxidoreductases (EC1),
transferases (EC 2), hydrolases (EC 3), lyases (EC 4), isomerases (EC 5), and ligases
(EC 6). The impact of cysteine is most pronounced, however, in oxidoreductases and
hydrolases. Cysteine serves as an electron donor/acceptor and participates in redox
catalysis in human enzymes such as the peroxiredoxins (Prdxs) and glyceraldehyde-3-
phosphate dehydrogenase (GAPDH). It is also found in bacterial enzymes such as
NADH oxidase and NADH peroxidase, in each case with distinct oxidation states [8].
Equally important, cysteine is present in several key hydrolytic enzymes, where it acts
as nucleophile and catalyzes the cleavage of esters and amides. In this particular role, it
is found in various caspases, which are involved in apoptosis, and in cdc25 enzymes, a
family of phosphatases that are key guardians of the (human) cell cycle [9]. Caspases
and cdc25 enzymes control cell survival and proliferation, and, not surprisingly, also
provide major targets for anticancer drug development.

In a slightly different role, cysteine provides twodistinct types of structural features
in proteins and enzymes – disulfide bridges and zinc/sulfur complexes – and hence
ensures three-dimensional stability of these macromolecules.

In the following sections, we cover some of the chemistry and associated
biochemical/biological implications of cysteine. This discussion is guided by the
desire to showcase the extent of the cysteine biochemistry known to date. For this
purpose, various examples from human and mammalian biochemistry have been
chosen to serve as highlights. Some of these discoveries are still quite speculative and
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therefore should be treated with a degree of caution. In some instances, we will also
need to refer explicitly to plants and microorganisms to support the discussion. It
should be mentioned that this chapter can be neither complete nor should it be seen
as the final word on cysteine biochemistry.

Figure 10.1 Schematic overview of various
sulfur chemotypes identified in living cells, their
chemical formation, and transformation
pathways. Please notice that the purpose of this
scheme is to highlight the major players of the
extensive sulfur redox network and the various
reactions that are possible under physiological

conditions. This scheme is necessarily
incomplete (e.g. H2S release is not discussed).
While its main focus is on the sulfur redox
chemistry in human cells, certain entries, such
as the C-S-lyase and polysulfide chemistry, are
commonly associated with plants or bacteria.
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10.2
Three Faces of Thiols: Nucleophilicity, Redox Activity, and Metal Binding

To begin with, it is essential to deal with the extensive list of sulfur chemotypes,
associated oxidation states, redox processes, and biological functions (Table 10.1 and
Figure 10.1). In order to do so, onemust simplify to someextent. Themost commonly
encountered sulfur oxidation states inside the human body are thiols and disulfides,
which are provided by cysteine, and a couple of dialkylsulfide derivatives based on
methionine (e.g., sulfide, sulfoxide, sulfone). We will deal with the thiols first, which
themselves in general show three distinct �faces� in biology – as nucleophiles, as
redox agents, and as ligands for certain metal ions.

Cysteine in proteins and enzymes may be present as a thiol (RSH) or thiolate
(RS�), depending on the pH of the cytosol or cellular compartment, on the one hand,
and the pKa value of the cysteine in question, on the other hand. In some ways, the
nucleophilicity of cysteine is then a reflection of its pKa value. The �free� form of
cysteine has a pKa of about 8.5, and under physiological conditions both the
protonated and deprotonated forms of cysteine play a role. In proteins, the situation
is more complicated, of course, with significant variations in pKa values of cysteine
residues, largely depending on the protein microenvironment in which these
residues are found. Such amicroenvironmentmay, for instance, assist deprotonation
of the cysteine residue (i.e., endow cysteine with a lower pKa value). Indeed, cysteine
residues with a pKa value as low as 5 have been postulated to exist at the active site of
some enzymes, which is a dramatic deviation from the value of 8.5 for �free� cysteine.
For instance, Cys63-SH in yeast glutathione disulfide reductase has a pKa value of
4.8 [10]. A similar effect of the microenvironment has been observed regarding the
thiol oxidation potential E0 of certain cysteine residues (Table 10.3).

The important role of cysteine as a nucleophile is perhaps best illustrated by
human thiol-S-transferase enzymes (Figure 10.2). Glutathione-S-transferases (GSTs)
are highly important human liver enzymes, which facilitate the removal of toxic,
lipophilic molecules from the human body by conjugating such molecules to the

Table 10.2 Cysteine is present at the active site of numerous proteins and enzymes.

Class Protein Active site

Oxidoreductase (EC 1) glutathione disulfide reductase Cys58 and Cys63 (human enzyme)
Transferase (EC 2) glutathione-S-transferase Cys47 and Cys101 (human GSTP1)
Hydrolase (EC 3) caspase Cys163 (in yeast caspase-3)
Lyase (EC 4) isocitrate lyase Cys195 (E. coli enzyme)
Isomerase (EC 5) protein disulfide isomerase Cys38 and Cys35 (rat enzyme)
Ligase (EC 6) ubiquitin ligase Cys26 (poxviral enzyme)

There are examples of active-site cysteine enzymes in every major class of enzymes. Although the
individual catalytic cycles associated with these enzymes obviously differ considerably, there are also
common features, such as a high nucleophilicity of the cysteine thiol(ate) groups involved (see also
Figure 10.2).
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Table 10.3 Brief summary of thiol : disulfide oxidoreductases.

Protein
Motif in active
site

Redox potential
(mV versus NHE) Biological function

Glutathione �240 redox buffer, reduces oxidative stress, substrate of many enzymes
Thioredoxin (12 kDa) -Cys–Gly–Pro–Cys- �270 protein reduction
Glutaredoxin (9 kDa) -Cys–Pro–Tyr–Cys- �233 (Grx-1);

�198 (Grx-3)
catalyzes reduction of ribonucleotide reductase by GSH

Tryparedoxin (16 kDa) -Cys–Pro–Pro–Cys- �249 utilizes trypanothione in place of GSH
Protein disulfide
isomerase (57 kDa)

-Cys–Gly–His–Cys- �190 catalyzes reduction and reformation of disulfide bonds

DsbA (21 kDa) -Cys–Pro–His–Cys- �125 catalyzes formation/rearrangement of protein disulfide bonds from
thiols/misformed disulfide bonds

Although these proteins and enzymes all contain two active-site cysteine residues, the individual motifs at the active site differ. This leads to distinct – and distinctively different –
microenvironments and associated thiol/disulfide redox potentials. Interestingly, the resulting range of potentials, from a rather reducing�270mV in the case of Trx to a more
oxidizing�125mV for DsbA, can be employed by the human cell for different purposes. Trx reduces (accidentally) oxidized proteins, while DsbA forms and rearranges disulfide
bonds. Note that not all redox active thiol/disulfide proteins and enzymes are shown, and that the redox potentials provided for such proteins are often rough estimates only.
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small, cysteine-containing tripetide glutathione (c-glutamyl-cysteinyl-glycine,
GSH) [11]. The resulting S-conjugated, glutathiolated molecules are fairly hydro-
philic and can be excreted from the body. This detoxification systems works rather
well for a wide range of lipophilic aromatic compounds, including particularly

Figure 10.2 Comparison of the cysteine-based
catalytic cycles in different classes of enzymes.
Prdx represents an oxidoreductase, GST a
transferase, caspase a hydrolase, isocitrate lyase
a lyase, PDI an isomerase, and ubiquitin ligase a
ligase enzyme. While the individual substrates
and subsequently formed products differ
considerably, the six enzymes share quite a few
common features from a chemical perspective.

The catalytically active thiol(ate) acts as a good
base or nucleophile, which attacks an
electrophilic center at the substrate. The
subsequent substitution results in various
protein-bound, thiolate-based intermediates,
such as sulfenic acids, disulfides, thioethers
(RSR0) and thioesters (RSC(O)R0), which are
usually cleaved by a second nucleophilic
substitution.
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unpleasant agents, such as halogenated benzene derivatives (the substrate to
measure GST activity in vitro is actually 1-chloro-2,4-dinitrobenzene).

The nucleophilic character of the thiol (or thiolate) is also at the center of cysteine�s
ability to catalyze hydrolysis reactions (e.g., in caspases). Hydrolytic enzymes
generally require a nucleophile in order to attack and subsequently cleave the target
(ester or amide) bond. Here, nature provides various alternatives, including hydroxyl
(ate) groups via a catalytic serine, or water/hydroxide (HO�) ions bound to a catalytic
zinc ion (Zn2þ serves as Lewis acid). The thiol(ate) of cysteine is a special case.While
it may also perform this hydrolytic task, it is redox sensitive at the same time and
catalytic activity may be lost upon oxidation or thiol modification (e.g., by .NO). A
similar catalytic mechanism is found in cysteine-based phosphatases, such as the
cdc25 enzymes, which control the (human) cell cycle. These phosphatases employ
cysteine as nucleophile, and generate a phospho-cysteine intermediate as part of their
catalytic cycle [9, 12].

Nucleophilicity of the thiol(ate) of cysteine is also at the heart of thiol/disulfide
exchange reactions. The latter are special substitution reactions, whereby nucleo-
philic attack of a thiol(ate) at the sulfur–sulfur bond of a disulfide results in a redox
reaction. Although this kind of �hidden� redox reaction does not even involve the
�flow� of (free) electrons, it is probably by far the most common and frequently
encountered type of redox process in vivo. As Figure 10.2 illustrates, this thiol/
disulfide exchange chemistry is found in protein disulfide isomerase (PDI) and also
plays a role in the catalytic cycle of Prdx enzymes.

The biochemical importance of this kind of intracellular redox chemistry is
highlighted further by the glutathione/glutathione disulfide redox pair. GSH is
present in most human cells in cytosolic concentrations of around 10mM. (Without
any intention to belittle the overarching importance of metal ion-based redox
chemistry in the human body, none of the iron-, copper-, or manganese-based redox
systems occurs at such high concentrations in the human cell. Neither are such
metalloproteins able to change between 10 oxidation states or employ a host of
different redoxmechanisms. Suchmetal ions – on their own – also do not possess the
kind of features that allow sulfur to take on an active role (e.g., to �respond� to redox
changes).) Apart fromGSH being a substrate for GSTandmany enzymes, the GSH/
GSSG pair forms a main constituent of the cellular redox buffering system. The
standard redox potential of glutathione E0 (GSH/GSSG) is �240mV versus normal
hydrogen electrode (NHE), and the relative concentrations of GSH and GSSG vary
from 100 : 1 in most cells to 1 : 1 in cells or cellular organelles with a more oxidizing
redox environment [13–15]. In this respect, the glutathione redox pair is an �active�
redox buffer– it not onlymaintains a reducing, negative intracellular redox potential,
but also reacts with cysteine residues in proteins and enzymes. The resulting
S-glutathiolation and deglutathiolation processes, which will be discussed later in
Section 10.4 in more detail, may not only protect and deprotect redox sensitive
cysteine residues, they may also regulate protein function and enzyme activity and
participate in (redox) signal transduction. Furthermore, GSH may �play� with its
sulfur chemistry. Under severe conditions of oxidative stress, for instance, the thiol
(formal oxidation state of �2) may be oxidized not just to disulfide (oxidation state
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of �1), but also to sulfonic acid (formal oxidation state of þ 4), which implies the
formal donation of a total of six electrons per cysteine.

The thiol/disulfide pair is not limited to glutathione, of course. It also forms an
integral part of many cysteine-based (redox) proteins and enzymes, and serves as a
�handle� to control protein function and enzyme activity.While the underlying thiol/
disulfide chemistry is now fairly well understood, the full extent of biochemical and
biological implications is still only emerging.

Apart from nucleophilicity and redox activity, the thiol group is also able to
coordinate to metal ions, such as iron, copper, zinc, and cadmium [1, 16]. Generally,
thiol(ate)s are �soft� ligands and the metal ions they are able to bind to are often of a
soft or intermediate nature (hence ions such as Naþ , Kþ , Ca2þ and Mg2þ are
usually not affected by the presence of thiol ligands). This metal/ligand chemistry,
together with disulfide bonds, electrostatic interactions, and hydrogen bonds, forms
the basis for cysteine�s role in protein structure. While electrostatic interactions, for
instance of the thiolate group (RS�), play some role at the active site of cysteine
enzymes, their impact on protein structure in general is rather limited. Similarly,
hydrogen bonds involving thiols are also not particularly common. In contrast,
disulfide bridges and metal/sulfur complexes play an overwhelming role in protein
structure.

We will briefly consider the metal/sulfur complexes, whose integrity is frequently
governed by sulfur redox chemistry. Compared to electrostatic interactions or
hydrogen bonds, the coordinative bond found in metal/sulfur complexes is strong.
Such complexes are found inmany proteins and enzymes, where theymostly fulfill a
role as a structural or catalytic entity, but on occasion are also involved in the
maintenance of (essential) metal ion homeostasis or assist in the detoxification of
toxic metal ions (such as cadmium). Iron/sulfur clusters, for instance, are wide-
spread in biology [1]. They can be found in lower organisms, such as the ferredoxin
proteins in Clostridium pasteurianum and Azotobacter vinelandii [17, 18]. Iron/sulfur
proteins mostly function as redox proteins, although some of them, such as
aconitase, may also – maybe additionally – serve at iron sensors [19]. (It is not
unusual for one protein or enzyme to fulfill two distinct biological functions. Apart
from aconitase, we will later encounter the Prdxs, which appear to �switch� between
catalytic and chaperone activity.) Zinc/sulfur proteins are of similar importance. The
metallothionein (MT) proteins, for instance, are omnipresent in mammalian kidney
and liver, where they form an integral part of zinc trafficking and possibly cadmium
and copper detoxification [20]. These MT-1 and MT-2 proteins are around 60 amino
acids in size, and their 20 cysteine residues form two distinct zinc/sulfur clusters
(i.e., a Zn4Cys11 a-cluster and a Zn3Cys9 b-cluster). A related cluster structure exists
inMT-3, which occurs in human brain and strongly binds Cuþ ions in copper/sulfur
clusters. (It should be mentioned that the precise biological function or functions of
theMTproteins is still not fully understood. Apart from an involvement in cadmium
detoxification, zinc homeostasis, as metal ion chaperone, or DNA-binding protein,
the MTproteins may also act as powerful antioxidants, with eachMTmolecule being
oxidized from the thiol to sulfonic acid state formally able to donate 20� 6¼ 120
electrons!) Other prominent zinc/sulfur clusters are found in the zinc finger
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proteins [21, 22]. These proteins feature loop-like finger structures, which are held
together at their base by tetrahedrally coordinated Zn2þ ions bound to cysteine (C)
and histidine (H) residues (Figure 10.3). Various forms of these fingers exist, with
either CCHH, CCCH, or CCCCcoordination of Zn2þ . This structural fingermotif is
often found in transcription factors,where the �finger� is used to insert into themajor
groove of target DNA.

From a chemist�s perspective, the zinc finger is a rather interesting structure.
While the cysteine (and histidine) residues are firmly held in their respective
positions by themetal ion, thefinger is also sensitive to a range of external influences.
Chelators, for instance, are able to remove the metal ion, which results in opening
and disintegration of the finger [23, 24]. This effect is exploited in the area of drug
development, whereby the chelator would remove the Zn2þ ion, disintegrate the
finger, and hence prevent its activity (e.g., in promoting cell division). Zn2þ in these

Figure 10.3 Schematic representation of a
representative CCCC zinc finger (e.g., as found
in human steroid hormone receptors). The
structural integrity of the finger is provided by
the tetrahedrally coordinated Zn2þ ion at the
finger�s base. Removal of the Zn2þ ion (e.g.,
with the help of a (strong) metal chelator) or
oxidation of the cysteine residues results in the
disintegration of the Zn2þ complex and loss of
structural integrity. Structural features of the

oxidized form or forms of such fingers are often
not well characterized. While an open, random
structure may be assumed (see top), other
alternatives are possible, depending on the
oxidizing agent used and the disulfides
ultimately formed. It is worth mentioning that
intramolecular disulfides may generate a
structure similar to the original finger, while
intermolecular disulfides may well result in a
complex, polymeric product (not shown).
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fingersmay also �exchange� for othermetal ions, such as Cd2þ , whichmay affect the
stability or function of the finger [25]. Most importantly, however, the zinc finger is
also sensitive towards oxidation. Although thiols bound to metal ions are generally
less prone to oxidation when compared to �free� thiols, reasonably strong oxidants or
electrophiles are able to modify the thiol ligands, destroy the cluster, and release the
metal ion. Oxidation of cysteine ligands in metal complexes is therefore seen as a
highly promising avenue in drug development [26, 27].

Interestingly, oxidation of a zinc/sulfur complex may result in disulfide bond
formation at the site originally characterized by the metal/cysteine complex (Fig-
ure 10.3). This �exchange� of one sulfur-based structural element for another may
have significant biochemical implications, which are still hardly explored. To date,
oxidation of a structural zinc/sulfur site is considered as being detrimental to the
structural integrity and function of the protein affected. Nonetheless, it is possible
that the disulfide formed as part of this process may retain some of the structural
features of the original metal/sulfur complex, albeit probably in a modified form.
This issue of �exchanging� ametal/cysteine complex for disulfide(s) requires further
investigation.

Before turning our attention to disulfide bonds, we should briefly mention that in
addition to thiols, sulfenic (RSOH) and sulfinic acids (RSO2H) are also able to bind
metal ions. The bacterial nitrile hydratase, which occurs in Rhodococcus sp., for
instance, contains a nonheme Fe3þ or noncorrinoid Co3þ ion firmly coordinated to
an oxygen atom of a cysteine sulfinic acid [28–30].

10.3
Towards a Dynamic Picture of Disulfide Bonds

While thiols are often at the center of nucleophilic attacks, redox reactions, and
catalysis, disulfide bonds provide an enormous potential for protein architecture,
which in turn can be used for regulatory and signaling purposes. Disulfides may be
formed within a single protein as intramolecular disulfide bonds. They may also
occur between two separate protein molecules, linking them together as either
homodimers (a dimer consisting of two identical subunits) or heterodimers (a dimer
consisting of two different subunits). Insulin is a fine example of a molecule where
two short peptide chains (called the a-chain and b-chain) are held together by two
well-defined disulfide bonds [31]. In theory, disulfides may be used to connect not
only two but three or more proteins, forming oligo- or polymeric structures. To the
best of our knowledge, such extensive disulfide-bridged polymers have not (yet) been
identified in the human cell. Nonetheless, there has been speculation that oxidized
MTs – at least in vitro – may form random, polymeric structures held together by a
multitude of intra- and intermolecular bonds (Jacob, C., Maret, W., and Vallee, B.L.,
unpublished results). (Since the MTmolecule contains 20 cysteines out of 60 amino
acids, its oxidation (e.g., by hydrogen peroxide) will result in a complicated mixture
of products. At high MT concentrations, formation of polymeric oxidized MT is a
realistic possibility. Alternatively, S-glutathiolation of MT or the formation of
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�overoxidized� MT containing sulfenic, sulfinic, or sulfonic acid residues is also
possible.)

The full extent and impact of disulfide bond formation in proteins and enzymes is
only just emerging. Historically, there were a few apparent �paradoxes� concerning
disulfide bond formation, which had to be understood first. We will briefly mention
someof them, since they provide valuable insights into the biological chemistry of the
disulfide bond and in turn help us to avoid some basic misunderstandings. We will
primarily focus on �chemical� aspects, since Chapter 11 of this volume provides an
extensive discussion of disulfide bonds in proteins and enzymes.

First of all, there has been reasonable doubt that disulfide bonds would be stable
inside the cell (i.e., under reducing conditions and in the presence of a large excess of
GSH). While disulfides may well survive in the oxidizing conditions outside the cell,
theymay surely be reduced readily by GSH via a thiol/disulfide exchange? This is not
the case – the redox potential of the cysteine-based thiol/disulfide redox pair in
proteins differs considerably, depending on the microenvironment provided by the
protein (Table 10.3). (Traditionally, biochemists tend to make a direct correlation
between the pKa value of a thiol and its oxidation potential. In this view, thiols with a
low pKa are very acidic, hence easily deprotonated andmore reactive (as nucleophile),
and therefore exhibit a more negative oxidation potential. While the comparison of
pKa and E0 has considerable merit, one should not consider this as a direct causal
relationship between pKa, on the one hand, and E0, on the other. De facto, a low pKa

and a negative E0 have common causes – a particular electronic state of the thiol(ate)
that is associated with good electron (pair) donor properties.) While thioredoxin (Trx)
proteins, for instance, exhibit a rather reducing potential of around �270mV, other
proteins, such as PDIs, are considerably more oxidizing, with a redox potential of
around�190mV [4, 32, 33]. Table 10.3 provides a brief and highly selective overview
of some of the thiol/disulfide redox potentials of proteins found inside the human
cell. While these potentials are all associated with thiol groups of cysteine, there are
dramatic differences between them (145mV and more). Certain proteins, which
contain highly reducing cysteine residues, may therefore be able to form disulfide
bonds even in the presence of high concentrations of GSH. In contrast, disulfides
formed by other cysteine residues, which are less reducing, are prone to reduction by
GSH as long as the disulfide is accessible. Other factors may also contribute to
disulfide stability. Certain disulfides in proteins may be stable under reducing
conditions since they are sterically inaccessible. Furthermore, each cellular com-
partment exhibits its own, specific redox environment. While the cytosol may be
dominated by GSH, certain organelles, such as the endoplasmic reticulum, provide
conditions appropriate for disulfide formation.

Interestingly, the different individual redox potentials of cysteine residues, which
are fine-tuned by the respective protein microenvironments, also answer another
puzzling question: why are disulfides not formed �randomly,� but only between
specific cysteine residues? Clearly, since not all cysteine residues are equal, disulfide
bondswill not be formed just between any two cysteine residues, but in amore or less
orderly fashion between residues which, among other criteria, are amenable to
oxidation. In fact, we know now that disulfide formation is a tightly controlled

372j 10 Role of Cysteine



process. It involves a host of proteins endowedwith the sole task of forming, guarding
and correcting disulfides, among them thiol : disulfide oxidoreductases, such as the
above-mentioned PDIs, Trx, and glutaredoxin [34]. Interestingly, PDIs are even able
to repair proteins by rearranging incorrectly formed disulfide bonds.

The third, and maybe most intriguing question addresses the �dynamic� nature
of disulfide bonds. Disulfides in proteins have traditionally been considered as
resilient and �static� features. Recent studies have shown, however, that rather
than presenting a fixed element of protein structure, many – but not all – intra-
and intermolecular disulfides appear to be transformed regularly. Similar to initial
disulfide bond formation, these transformation processes do not occur randomly;
they are tightly controlled in order to fulfill a range of regulatory and signaling
tasks.

This dynamic picture of disulfide formation is perhaps illustrated best when
considering oxidative stress – a biochemical condition characterized by elevated
levels of reactive oxygen species (ROS) and an impaired antioxidant defense [35, 36].
Under those conditions, S-glutathiolation (i.e., the formation of mixed protein–
glutathione disulfides (PrSSG)) is observed in many proteins and enzymes. While
this process modifies cysteine residues, and hence may adversely impact on protein
function and enzyme activity, it also has some benefits. On the one hand, the
modified protein may relay the redox signal to other proteins and ultimately trigger
an antioxidant response. On the other hand, S-thiolation provides a simple, yet
effective protection of the cysteine thiol from �overoxidation� [37]. S-Thiolation is
reversible and the �protection group� may be removed once the cell has stabilized
and ROS and GSH levels have returned to normal. Amazingly, �deprotection� (i.e.,
deglutathiolation) may occur almost �automatically� in the presence of normal
levels of GSH. Such aspects of S-thiolation will be discussed in more detail in
Section 10.4.

In essence, disulfide formation, transformation, and cleavage are processes
nowadays considered as part of a complicated, dynamic intracellular steady state,
which can tolerate various disturbances, such as oxidative stress, and is able to
respond to such disturbances by triggering extensive control, regulatory, and
feedback mechanisms [38]. Within this context, disulfides may regulate protein
function and enzyme activity via several avenues. In some proteins, intramolecular
disulfide bonds form essential structural elements. Their reduction would lead to an
unfolding or misfolding of the protein, and hence loss of function. Similarly,
intermolecular disulfide bonds between (subunits) of proteins may be essential to
lock together individual peptide chains. Loss of such disulfides would also result in
impaired function and activity. Indeed, there are various examples of enzymes that
gain activity upon oxidation and disulfide formation. Yap1, for instance, is an enzyme
found in Saccharomyces cerevisiae. It is activated by formation of a structurally
important disulfide bond between Cys303 and Cys598 [39, 40]. Oxidation of a
cysteine residue (by H2O2) also plays a decisive role in the activation of nuclear
factor NFkB: it triggers dissociation of the IkB–NFkB complex, the release of NFkB,
and subsequent translocation to the nucleus, where NFkB controls the transcription
of a host of genes [37, 41].

10.3 Towards a Dynamic Picture of Disulfide Bonds j373



In contrast, many enzymes contain active-site cysteine residues and modification
of these catalytically active thiol(ate)s (e.g., by S-thiolation) may result in significant
loss of activity. There are numerous examples of enzymes �inactivated� by disulfide
bond formation, including GAPDH and Hþ -ATPase [42, 43]. Importantly, the
underlying thiol/disulfide chemistry ismostly reversible and reactivation is generally
possible in the presence of reducing agents, such as GSH or the (non-natural)
dithiothreitol, which is commonly used to protect protein preparations from oxida-
tion. The circumstance that activity may be lost and restored by S-thiolation provides
an almost ideal basis for redox feedback, control, and signaling processes. In contrast,
some proteins, such as the MTs, appear to be oxidized irreversibly, possibly due to the
formation of polymers which contain inaccessible disulfides difficult to reduce (see
above).

10.4
Chemical Protection and Regulation via S-Thiolation

Apart from the formation of intramolecular disulfide bonds,whichmay influence the
activity of an enzymeby altering its structure,S-thiolation by smallmolecules, such as
glutathione, plays an important role in protein (bio-)chemistry [38]. In this respect,
S-thiolation may serve various roles, from a �simple� protection of thiols against
�overoxidation� to a regulatory element, which senses the intracellular redox state
and triggers an antioxidant response. There is also growing evidence that disulfide
bond formation plays amajor role in intracellular signaling. In any case, the disulfide
�chemistry� at the center of S-thiolation is strikingly simple from a chemical point of
view, yet highly efficient in a biological context [44].

Let us consider the various avenues of S-thiolation first. Figure 10.4 summarizes
S-thiolation pathways and their biochemical implications in the context of intracel-
lular oxidative stress, as exemplified byS-glutathiolation. First of all, S-glutathiolation
of a protein cysteine residue (PrSH) may occur by thiol/disulfide exchange with
GSSG resulting in amixed disulfide (PrSSG) andGSH. GSSG is normally present in
cells in submillimolar concentrations, yet this concentration may increase due to
oxidative stress. S-Glutathiolation of proteins by GSSG is therefore the direct
consequence of a disturbed intracellular redox homeostasis, whereby the GSH :
GSSG ratio shifts towards more oxidizing values. Biochemically, changes in protein
function or enzyme activity due to S-glutathiolation may be seen as an immediate
response towards oxidative stress. Theymay, for instance, protect themost vulnerable
cysteine thiols from overoxidation to sulfenic (RSOH), sulfinic (RS(O)OH), or
sulfonic acids (RS(O)2OH). Interestingly, the thiols most sensitive towards ROS are
actually also the ones to react with GSSG first, which makes this type of �chemical
protection� of protein thiols by S-glutathiolation particularly effective.

Importantly, S-glutathiolation and subsequent changes in protein function or
enzyme activity may also trigger extensive cellular signaling pathways. The latter
may ultimately activate an antioxidant defense or direct the cell towards apoptosis.
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Once a normal cellular redox environment with sufficient amounts of GSH has
been restored, GSH may spontaneously cleave the disulfide bond, remove the
glutathione moiety, and restore the protein to its normal structure and function.
Although the full extent of intracellular protein S-thiolation (e.g., under normal
conditions and during oxidative stress) is only just emerging, and many aspects of
this simple protection and response mechanism are still poorly understood, it
highlights the importance and dynamic character of intracellular disulfide bond
formation.

Apart from S-glutathiolation via GSSG, sulfur chemistry in proteins provides
several additional avenues leading to protein mixed disulfides, some of which may,
however, be less common. Figure 10.4 illustrates some of these pathways, using a
particular color coding for oxidative damage, protection, and restoration (rescue) of
the initial thiol or disulfide oxidation state. If a thiol is attacked by ROS, such asH2O2,
a highly reactive sulfenic acid (PrSOH) is initially formed. The latter may react via
several avenues. It may �dimerize� to form a thiosulfinate (PrS(O)SPr) or become
oxidized to form a sulfinic acid (PrS(O)OH).Most likely, however, is the reactionwith
another thiol, such as PrSH or GSH, to form water and a mixed disulfide, PrSSPr or
PrSSG, respectively. This disulfide formation reaction is extraordinarily fast under
physiological conditions. As a result, the cysteine that has initially been attacked by an
oxidant has ultimately reacted to gain a (reversible) protection from further oxidation
in the form of a disulfide.

A related chemical protection mechanism based on a protein sulfenic acid has
been observed in protein tyrosine phosphatase B, where the undesired oxidation
of the active-site cysteine residue results in the formation of a sulfenic acid. The
latter subsequently reacts with a nitrogen atom of a backbone amide to form a
rather unusual cyclic sulfenyl amide (RSN(H)R0) [45, 46]. The sulfenyl amide
provides a temporary protection from further oxidation. It also reacts with thiols
to form (the more stable) disulfide – a reaction that cleaves the ring and restores
the backbone to its original form. The disulfide may then be reduced to the
thiol.

A similar chemical protection mechanism is observed for thiols oxidized to thiyl
radicals (PrS.). The latter may react rapidly with PrSH or GSH to form disulfide
radical anions, PrSSPr.� or PrSSG.�, respectively. These radicals are extraordinarily
reactive; they act as reducing agents, donate one electron, and form disulfides
(i.e., PrSSPr or PrSSG). In this case, initial oxidation of the thiol has also resulted
in (reversible) thiol protection. In addition, one electron has been donated to fight off
oxidants. (Unfortunately, the chemistry surrounding disulfide radical anions ismore
complicated. It has been postulated that the one electron donated is actually mostly
accepted by dioxygen, which is reduced to the superoxide radical anion (O2

.�), itself a
ROS. Rather than fighting off oxidants, the electron donated from the disulfide
radical anion may therefore actually increase oxidative stress. This issue is conten-
tious, and the processes will ultimately depend on which oxidants are present in the
cell and at which concentrations. Only then is it possible to decide which of them
acquires the electron in question.)
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Figure 10.4 Simple chemical protection of
thiols (RSH) and disulfides (RSSR) in the
presence of oxidants. Although some of these
pathways are still speculative, and their precise
role and impact in vivo are largely unknown, they

highlight the inherent ability of sulfur redox
chemistry to spontaneously protect and
ultimately restore (rescue) cysteine residues
under conditions of oxidative stress. It is
particularly intriguing, and unique to sulfur
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The chemistry surrounding oxidative stress and ROS frequently raises the
question if the disulfide bond is indeed an efficient protecting group against
overoxidation. At first sight, the answer is �no.� Disulfides are also sensitive
towards oxidation by certain ROS, such as H2O2 and hydroxyl radicals (HO.),
resulting in thiosulfinates (RS(O)SR) and thiosulfonates (RS(O)2SR). The bio-
chemical importance of this chemistry �beyond� the disulfide state, however, has
long been ignored. Nonetheless, it provides several interesting insights, some of
which will also be discussed in the following sections. If a disulfide is (acciden-
tally) oxidized to a thiosulfinate, the latter reacts readily with thiols to form a
disulfide and sulfenic acid, which in turn reacts with another thiol to form a
second disulfide [7]. In total, a thiosulfinate, such as PrS(O)SPr, reacts with two
equivalents of thiol, such as GSH, to form two S-glutathiolated thiols PrSSG and
H2O. In effect, this returns the disulfide to its original (oxidation) state (albeit in
the form of two mixed disulfides, which may regroup to PrSSPr and GSSG) and
fends off the oxidative damage caused by ROS. A similar sequence of reactions
may occur if the thiosulfonate (PrS(O)2SPr) is formed, although the issue of
reducing sulfinic acids PrS(O)OH in proteins under physiological conditions is
still a matter of ongoing investigations.

Importantly, the disulfide attacked by ROS in both cases (i.e., as thiosulfinate and
thiosulfonate) returns to its original state by a sequel of rapid – and spontaneous –
chemical transformations, which in essence provide some protection even in the
presence of highly oxidizing ROS able to �overoxidize� disulfides. Nonetheless, in
the presence of overwhelming amounts of ROS, disulfide formation may only stem
the tide of oxidants for a certain while and ultimately the cell will die via apoptotic or
necrotic pathways, both of which have been associated with oxidative stress on
numerous occasions.

It should be mentioned that S-thiolation is not limited to events associated with
oxidative stress. Various natural products and drugmolecules also react with thiols to
form disulfides. Allicin, for instance, is a highly reactive thiosulfinate (RS(O)SR)
found in garlic (Figure 10.5) [47, 48]. It reacts readily and indiscriminately with
cysteine residues in proteins and enzymes, such as a-tubulin and certain caspases.
Together with diallyldisulfide and diallylpolysulfides [49], which also S-thiolate
cysteine residues in proteins, allicin has been considered as a selective anticancer
and antimicrobial agent. The underlying S-thiolation processes, which unfortunately
are still little understood, appear to trigger (redox-controlled) signaling cascades that
ultimately lead to (selective) cell death.

Many issues surrounding the dynamic nature of S-thiolation are still not fully
understood. While the underlying sulfur chemistry is slowly emerging, the extent of
such reactions in vivo and the processes they may subsequently trigger at the level of
proteins and whole cells are still vastly unknown.

redox systems, that initial oxidation of a thiol or
disulfide initiates the chemistry that in the end
protects these groups against overoxidation and

allows restoration of the thiol or disulfide state
after oxidative stress is removed.
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10.5
�Dormant� Catalytic Sites

A recent study by Cha et al. has revealed another, rather intriguing aspect of cysteine
(bio-)chemistry [50, 51]. When incubating human serum albumin (HSA) with
hydrogen or lipid peroxides in the presence of a reducing agent (such as Trx/Trx
reductase/NADPH) and some other �factors� (e.g., palmitoyl-CoA), the authors
observed a catalytic conversion of the peroxide and thiol-based reducing agent (Trx)
to water and disulfide. Albeit the catalytic activity was comparably weak, it resembled
the one of cysteine- and selenocysteine-based peroxidases (i.e., Prdx and glutathione
peroxidase (GPx), respectively). After ruling out an involvement of the one �free�
cysteine in HSA (i.e., Cys34), the authors assigned this catalytic activity to one of the
disulfide bonds in the protein (Cys392–Cys438).

Onemay consider certain aspects of these studies as preliminary and inmanyparts
also as speculative, especially with regard to a particular relevance in vivo (see below).

Figure 10.5 Chemical structures of some of
the thiol-specific reagents mentioned in this
chapter. While the thiosulfinate allicin reacts
readily with most thiols to form (mixed)
disulfides, the reactivity of the allyltri- and
tetrasulfide is still under investigation. While
these polysulfides may react with thiols, they
may also form the entry point to an extensive
perthiol chemistry, which may result in the
formation of O2

.� and H2O2. The latter may
attack thiols and ultimately also cause disulfide
formation. Disulfiram, a dithiuram, has been

used to treat alcoholism in the past. This
compound and its metabolic products react
with cysteine residues, including the active-site
cysteine in acetaldehyde dehydrogenase.
Clopidogrel, on the other hand, is not itself
reactive towards thiols. It represents a prodrug,
which is modified by cytochrome P450
enzymes. The resulting thiol reacts with the
platelet ADP receptor P2Y12 to form a disulfide
bond and to inhibit platelet aggregation. It is
used in several arterial and vascular diseases
associated with undesired blood clotting.
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Nonetheless, these findings reveal that certain disulfide-bearing proteins may
become �activated,� whereby some of their structural disulfides suddenly take on
a role as catalytic sites. The possible chemistry behind such an �activated� disulfide
bond is illustrated in Figure 10.6, although it must be pointed out that the two
mechanisms shown are still hypothetical. Projected on the whole cell, this may point
towards a dormant peroxidase-like activity in some proteins, which are otherwise
wholly unrelated to redox catalysis [35, 52]. Once activated, such a dormant activity
admittedly may be less effective when compared to the �usual� peroxidases, yet may
be considerablymorewidespread and abundant – andhence of similar importance. It
is possible, albeit highly speculative at this time, that such a second – or maybe even
final – line of antioxidant peroxidase defense exists in the human cell based on
�dormant� disulfides, which can be activated under severe conditions of oxidative
stress.

10.6
Peroxiredoxin/Sulfiredoxin Catalysis and Control Pathway

While peroxidase-like catalysis inHSA is still amatter of debate, enzymes such as Prdx
and GPx are well-known to catalyze the reduction of peroxides in the presence of
(sacrificial) thiols. Nonetheless, many aspects of this antioxidant catalytic activity are
still not fully understood. In fact, the last decade has unraveled a series of quite
surprising aspects associated with Prdx, in general, and their catalytic cysteine
residues, in particular. Figure 10.7 provides a schematic overview of the catalytic cycle
of human Prdx enzymes [53]. Although forms with either one (1-Cys) or two
(2-Cys) active-site cysteine residues exist, the general �chemistry� of the catalytic
cycle(s) remains the same. Firstly, an active-site thiol(ate) (RSH) is oxidized by
peroxide to form a sulfenic acid (RSOH) and water. This reaction proceeds via a
nucleophilic attack of the thiol at H2O2. In a subsequent reaction, and again via
nucleophilic attack, a second thiol, either in the form of a second active-site cysteine
(in the case of 2-Cys Prdx) or as an external thiol (in the case of 1-Cys Prdx), replaces
HO� in RSOH to form a disulfide and water. Finally, an external, sacrificial thiol
enters the fray to restore the enzyme thiol via thiol/disulfide exchange (i.e.,
nucleophilic substitution) and to form a dispensable disulfide. The latter may be
re-reduced, for instance with the help of a reductase consuming NADPH. GSSG,
for example, is reduced by glutathione disulfide reductase, and oxidized Trx is
reduced by Trx reductase. These enzymes consumeNADPHand hence connect the
redox state of the cell with its energy household.

While the well-known antioxidant peroxidase GPx exhibits a similar catalytic cycle
– based on a selenol rather than thiol – there are notable differences betweenGPx, on
the one hand, and the Prdx enzymes, on the other. These differences in sulfur and
selenium chemistry are not just coincidental, but endow Prdx with a wide range of
additional features that are, to the best of today�s knowledge, absent in GPx. As
Figure 10.7 illustrates, the catalytic cycle of Prdx passes through a sulfenic acid. As
mentioned before, the latter is extraordinarily sensitive towards oxidation to a sulfinic
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Figure 10.6 Dormant catalytic sites in
disulfide-containing proteins and enzymes.
Although speculative at this time, there is initial
evidence for a more widespread peroxidase-like

activity based on disulfide-containing proteins
such as HSA. Under certain conditions, a
disulfide may be reduced to two thiols, which
may enter a �classical� Prdx-like catalytic cycle
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acid. It is therefore not surprising that laboratory preparations of Prdx often contain a
sulfinic acid modification where a thiol, sulfenic acid, or disulfide may have been
expected. Indeed, the first crystal structure of human Prdx, solved by Jennifer
Littlechild and colleagues at Exeter, showed an unusual, decameric toroidal arrange-
ment of Prdx subunits in the sulfinic acid state [55].While this kind of �overoxidation�
of the active-site cysteine – and the unusual shape –may have been seen as artifacts at
the time, it has soon become apparent that there ismore to the Prdx story that initially
thought. We will highlight just some of the more striking aspects of Prdx sulfur
chemistry here, while referring the reader to recent specialist reviews for more
details.

First of all, the matter of sulfenic or sulfinic acid oxidation state in Prdx is not a
question of chance. It is rather a reflection ofH2O2 concentrations, and hence a direct
response to levels of H2O2, ROS and oxidative stress [10, 56]. In essence, Prdxs
function as antioxidant peroxidases at elevated, yet tolerable concentrations of H2O2.
If H2O2 levels rise above a critical threshold, however, the sulfinic acid state will be
formed, Prdx �switches off� its antioxidant activity and opens the �floodgate� for
H2O2 to overwhelm the cell and induce apoptosis. In this picture, the sulfenic acid
switch in Prdx serves as a pivotal sensor of oxidative stress, which decides between
mounting an antioxidant defense or capitulation before H2O2.

While this initial model of a sulfenic acid switch in Prdx as gatekeeper of an all-
important H2O2 floodgate explains many aspects of Prdx (bio-)chemistry, it has
recently been modified and expanded considerably. We will consider here just two
of the key elements, namely the switch between antioxidant catalytic activity and
chaperone activity, and the – additional – control of this switch by the sulfiredoxin
(Srx) proteins. First of all, it appears that the sulfenic acid switch serves not to just
�switch off� antioxidant catalysis designed to remove H2O2. It rather seems that the
sulfenic-to-sulfinic acid transition switches between two distinct activities of Prdx.
While the catalytic, antioxidant activity is indeed switched off, another activity of
(oxidized) Prdx as molecular chaperone is switched on [57, 58]. To date, little is
known about this chaperone activity of Prdx. It appears that the Prdx chaperone is
able to protect (certain) proteins from damage, for instance from oxidation or
thermal degradation. The chaperone activity of Prdx proteins has been studied
using heat-sensitive enzymes such as malate dehydrogenase [58]. It is possible that
there is a connection between chaperone activity and the decameric structure of
(oxidized) Prdx, and that the Prdx chaperone fulfils an important biochemical task,
which is only required once the cell is overwhelmed by H2O2. One may speculate,
for instance, that the Prdx chaperone protects proteins against high concentrations
of H2O2 or other ROS, or that it acts as a removal system of irreversibly damaged
proteins. One should mention that recent studies have identified phosphorylation

(cycle A). In contrast, oxidation of the disulfide
may result in a highly reactive thiosulfinate,
which may also participate in a catalytic process
removing H2O2 and consuming RSH (cycle B,
which is less common than cycle A). It is

possible that such processes occur in proteins
which are normally redox-inactive yet react in the
presence of particularly high concentrations of
oxidants.
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as an additional control of Prdx catalytic and chaperone activity, which further
complicates this matter [59, 60].

A second twist of the initial picture of the sulfenic acid switch has emerged in the
form of the Srx proteins, which are able to reduce the cysteine sulfinic acid in Prdx to
sulfenic acid and hence restore the enzyme�s original antioxidant peroxidase activity.
The Srx proteins were first described in yeast by Michel Toledano and colleagues in
2003 [54]. Similar proteins, including members of the sestrin protein family, have
nowbeen identified in humans [61]. The discovery of these proteinsmust be seen as a
major turning point in biological cysteine chemistry and biochemistry. For instance,
the reduction of a sulfinic acid to sulfenic acid has previously been considered as
highly difficult – and even impossible – to achieve under physiological conditions.
Indeed, the chemistry employed by Srx to reduce the sulfinic acid must be described

Figure 10.7 Redox control network centered
around the Prdx enzymes. Under normal
conditions (i.e., in the presence ofmodest levels
of oxidants) Prdx catalyzes the removal of H2O2

in the presence of thiols. The catalytic cycle
involves an active-site cysteine that passes
through the thiol(ate), sulfenic acid, and
disulfide oxidation states. In the presence of high
levels of H2O2, the sulfenic acid may become
�overoxidized� to a sulfinic acid. This process
abolishes the catalytic activity of Prdx, changes
the protein structure (formation of a decamer),
and switches on a distinct chaperone function.
A similar switch from peroxidase to chaperone
function is observed when the active-site

cysteine residue is oxidized to sulfonic acid,
probably under conditions of extreme oxidative
stress. While sulfonic acid formation appears to
be irreversible, however, the active-site sulfinic
acidmay be reduced back to the sulfenic acid and
thiol in the presence of Srx. This protein, its
associated activity, and its mode of action were
only discovered in 2003 [54]. The reduction of
sulfinic to sulfenic acid includes several highly
unusual sulfur chemotypes, such as a transient
sulfinic acid phosphoryl ester and a thiosulfinate.
Srx not only restores catalytic activity in Prdx, it
also connects intracellular H2O2 levels with both
GSH and Trx, resulting in an extensive redox
sensing, response, and signaling network.
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as extraordinary – a true masterpiece of biological chemistry (Figure 10.7). Rather
than employing a more classical electron or hydride transfer mechanism to yield a
direct reduction, the sulfinic acid is modified first to form a sulfinic acid phosphoryl
ester (RS(O)OPO3

2�). The latter can subsequently be attacked by a thiol, which
replaces the phosphate (PO4

3�) and forms a thiosulfinate (RS(O)SR0). The thiosulfi-
nate is highly reactive. It is reduced rapidly by thiols such as GSH to form the desired
sulfenic acid and a disulfide.

One should note that the �undesired� oxygen atom of the sulfinic acid (when
compared to the sulfenic acid), which has long been considered as irreversibly stuck
to the sulfur atom, is actually removed rather gently as part of a phosphate leaving
group. Furthermore, one must also point out that the thiosulfinate formed as an
integral part of the reductive mechanism is probably the first example of this sulfur
chemotype in human biology. The �normal� presence of a thiosulfinate in Prdx has
had a major impact on the scientific community – it has led to the acceptance of this
and similar sulfur chemotypes in human biochemistry.

The discovery of sulfinic acid reduction in Prdx has many biochemical implica-
tions. It may be seen as part of a rather extensive feedback loop that controls Prdx
activity with the assistance of Srx and in response to varying levels of H2O2 – and
possibly dependent on intracellular thiols andATP,which are also involved in sulfinic
acid reduction. Ultimately, a rather complicated network of activities and controls
centered around the various Prdx enzymes is emerging, incorporating various
oxidation state-dependent activities, redox control by H2O2, thiols, cofactors, and
proteins [37]. While this network seems to stretch well beyond the initial floodgate
model, most of the key players are still little understood or not even identified. It is
also still not known, for instance, if the sulfinic acid in Prdx is a �special case,� or if
sulfinic acid reduction is more common in vivo. Interestingly, recent attempts to
identify such sulfur chemotypes in proteins and enzymeswith the help of specifically
designed chemical probes in combination with modern proteomic techniques have
pointed towards the widespread presence of such sulfur oxidation states in vivo. We
will discuss some of these sulfur modifications in Section 10.7.

Furthermore, a recent report by Sue Goo Rhee and colleagues discusses the
possibility of a yet higher oxidation state of Prdx, where the cysteine sulfinic acid is
oxidized to sulfonic acid (Figure 10.7) [57]. It appears that this oxidative modifi-
cation occurs in the presence of exceptionally high concentrations ofH2O2 andmay
require specific, still unidentified cellular components, since this oxidation is
difficult to perform in vitro. Like the sulfinic acid modification, the sulfonic acid
form of the Prdx prefers an oligomeric, toroidal structure, exhibits little catalytic
activity, yet acts as a chaperone.

It should bementioned that the seleniumredox chemistry at the center ofGPxdoes
not appear to endow this protein with such �additional,� Prdx-like functions.
Although the selenenic acid (RSeOH), which forms part of the GPx catalytic cycle,
may in theory be �overoxidized� to seleninic acid (RSe(O)OH), it seems that seleninic
acid is reduced rather easily to selenenic acid, selenylsulfide (RSeSR0), or selenol
(RSeH). There are indications that this reduction occurs spontaneously in the
presence of GSH [62]. This is, of course, in sharp contrast to the sulfinic acid and
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its respective reduction, which does not occur spontaneously, but may proceed with
the help of Srx, and hence can be employed for rather eloquent sensing and response
purposes – while seleninic acid apparently cannot.

10.7
Higher Sulfur Oxidation States: From the Shadows to the Heart of Biological
Sulfur Chemistry

At the turn of themillennium, cysteine chemistrymay have been considered by some
as a well-understoodmatter of thiols and disulfides with a few exotic exceptions, such
as thiyl radicals, at the periphery. This notionhas changeddramatically during the last
decade, which has provided fertile ground for biological sulfur research. Key events
shaping this process have been among others: the detailed studies of Prdx (beginning
around 2000; e.g., with the publication of the first X-ray crystal structure of a Prdx
enzyme) [55]; the discovery of Srx (in 2003) [54]; the modern models describing
regulatory aspects of dynamic disulfide formation and S-glutathiolation [36]; studies
confirming the link between .NO and S-nitrosylation [63]; the in-depth studies of
hydrogen sulfide as third gaseous transmitter [2]; the identification of extensive
cysteine modifications in proteins and enzymes with the help of specific probes and
modern proteomic techniques [64]; the idea of a widespread peroxidase activity based
on �activated� disulfide (e.g., in HSA) [50]; and the renewed interest in sulfur-
containing natural products and drugs for applications in medicine and as �green�
antimicrobial agents or pesticides [47].

The more or less unified concept of the various reactive sulfur species, which has
been emerging since 2001, reflects these developments [7]. One of its key assump-
tions is the presence of various sulfur oxidation states which coexist under phys-
iological conditions and are linked to each other in a controlled – and biologically
important, beneficial manner. Unfortunately, it is often difficult, if not impossible, to
unambiguously identify some of these chemotypes. While some of them, such as
thiosulfinates and thiosulfonates, exhibit an almost identical chemical reactivity,
others,suchassulfinicacids,arestilldifficult to�trap�duetotheir lowreactivity [64–69].
Our knowledge regarding most of these less common sulfur species is therefore
still limited. Fortunately, many sulfur chemotypes, such as sulfenic and sulfinic acids
and thiosulfinates, all of which were in the shadows a decade ago, are now reasonably
well understood. We will therefore briefly consider some of the remaining, in vivo
less commonly observed and often little understood sulfur oxidation states.

Sulfenic acids have been mentioned on various occasions. One aspect of sulfenic
acid chemistry still needs to be covered – the reduction of sulfenic acids to thiols. In
Prdx, this reduction is achieved by nucleophilic attack of two thiols and via an
intermediate disulfide. Importantly, the bacterial enzymes NADH oxidase and
NADH peroxidase, which occur in Streptococcus faecalis, also contain a sulfenic acid,
which is formed by oxidation of a thiol. In these enzymes, reduction to thiol proceeds
in one step – by hydride (H�) transfer fromNADHand via FAD [8, 70, 71]. If a similar
hydride transfer-based reduction of a sulfinic or maybe even a sulfonic acid exist in
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biology is still unclear. Indeed, sulfonic acids (RS(O)2OH) are still considered as
irreversibly oxidized forms of cysteine – although the discovery of Srxmay caution us
against any absolute statement within this context.

Similarly, sulfur-based radicals are still only partially understood. While recent
progress in electron paramagnetic resonance spectroscopy has enabled the detection
and rather thorough characterization of thiyl radicals (RS.) in proteins and enzymes,
other sulfur-based radicals are stillmostly amatter of speculation. Table 10.4 provides
a brief glimpse at some of the sulfur-based radicals, merely to showcase their
chemistry and to underline the possibility of their formation under physiological
conditions [72, 73]. Thiyl radicals are part of catalytic cycles found inhumanenzymes,
such as ribonucleotide reductase [74]. A range of other radicals, such as the thiyl
peroxyl radical, are formed from the thiyl radical by reactionwith dioxygen. Similarly,
the disulfide radical anion is also formed from the thiyl radical, in this case by reaction
with a thiol (see above). The disulfide radical cation (R2S)SR2)

. þ , in contrast, results
when a sulfide radical reacts with a sulfide. The disulfide radical cation stands out
because of its two-center-three electron bond, and, like most sulfur-based radicals,
provides plenty of scope for future investigations at the interface between (radical)
chemistry, analytical biochemistry, protein chemistry, and cell biology.

The discovery of a �normal� thiosulfinate in Prdx has provided a renewed interest
in disulfide-S-oxides. Indeed, thiosulfinates are neither particularly novel nor excep-
tional: this chemotype is found frequently in the plant kingdom (e.g., in the
compound allicin). Allicin formation in garlic is a tightly controlled process that
beginswith the sulfoxide alliin ((þ )-S-(2-propenyl)-L-cysteine sulfoxide), involves the
C-S-lyase enzyme alliinase, and proceeds via allyl sulfenic acid. Alliin itself is a
cysteine derivative, which is formed from S-allyl cysteine by oxidation. The chemistry

Table 10.4 Examples of sulfur-based radicals associated with biological systems.

Radical species
Chemical
formula

Radical center
(formal oxidation state)

Formation
pathway

Thiyl radical RS. S (�1) RSH oxidation
R�. þ RSH

Sulfide radical cation RSR. þ S (�1) RSR oxidation
Disulfide radical anion RSSR.� S (�1.5) RS. þ RSH
Disulfide radical cation R2S)SR2

. þ S (�1.5) RSR. þ þ R2S
Perthiyl radical RSS. S (0) RSSSR cleavage

RSSH oxidation
Sulfinyl radical RSO. S (þ 1) RSH þ ROO.

Sulfonyl radical RS(O)2
. S (þ 3) RSOO. isomerization

Sulfur trioxide radical anion SO3
.� S (þ 5) SO3

2� oxidation
Sulfur pentoxide radical anion SO5

.� O (0) SO3
.� þ O2

Thiyl peroxyl radical RSOO. O (0) RS. þ O2

Sulfonyl peroxyl radical RS(O)2OO
. O (0) RS(O)2

. þ O2

Chemical structures and main formation pathways are provided. Please note that the radical center in
some of these radicals is not the sulfur, but the oxygen atom. In some instances, a precise assignment
of the radical center is not possible, with electron density distributed between sulfur and oxygen atoms.
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surrounding allicin is therefore, to some extent, also a cysteine chemistry, involving
the thiol, alkylsulfide (RSR0), and sulfoxide (RS(O)R0) chemotype [47, 75]. The over-
oxidized formof alliin containing a cysteine-based sulfone (RS(O)2R0) does not appear
to play a role under normal conditions. (Sulfoxides and sulfones are, however, rather
important in the biochemistry of methionine. �Accidental� oxidation of this amino
acid during oxidative stress is not particularly rare, and the humancell contains special
methionine sulfoxide reductase enzymes that are responsible for the reductionof such
sulfoxides in proteins and hence the restoration of protein function [76]. In contrast, it
appears that methionine sulfone is a �dead end� and cannot be reduced under
physiological conditions – neither spontaneously nor enzymatically.)

Compared to the thiosulfinate, the related thiosulfonate (RS(O)2SR0) is less
commonly observed. It is present in some natural plant products, such as Scorodo-
carpus borneensis [77]. Some studies have also considered thiosulfinate and thiosul-
fonate formation under severe conditions of oxidative stress [78]. As far as we know,
the chemistry of thiosulfonates resembles that of thiosulfinates: they also react
readily with thiols, albeit the sulfinic acid generated in this reaction is less reactive
when compared to the sulfenic acid produced from the thiosulfinate. Overall, the role
of thiosulfonates in biology is still a matter of discussion and future investigation.

In contrast, the polysulfides (RSxR,x� 3) have recently emerged from the shadows
to become a focus of biochemical andmedicinal research [5]. This is partially due to a
series of studies, published between 2001 and 2007, which indicate that diallylpoly-
sulfides are cytotoxic and able to kill bacteria, fungi, nematodes, and – in particular –
cancer cells with comparable ease, while leaving healthy human cells largely unaf-
fected [49, 79–81]. The underlying chemistry, especially inside the cell, is only just
emergingandinfuturemayexplainsomeof theremainingopen issues (e.g., as related
to selectivity). There are indications that cysteine may form similar trisulfides with a
sulfur atom �linking� two cysteines (Figure 10.8). Indeed, the existence of a seleno-
trisulfideGSSeSGasan integralpartofhumanseleniummetabolismhasbeenknown
for a while [82]. Whether CysSSSCys-like trisulfides and related perthiols (RSSR;
occasionally also referred to as persulfides) are formed inside the human cell (e.g., by
reaction of thiols or disulfides with sulfite (SO3

2�), perthiols (RSSH), sulfides,
hydrogen sulfide, or sulfur (S8)) is still a question that remains to be answered. It
isalsoentirelyunclearwhichrolesuchtrisulfidesmayplayinproteins– ifany.Onemay
speculate that such structures, if formed in proteins,mayhave dramatic effects on the
proteins affected.

Figure 10.8 provides some hypothetical reactions that may possibly be associated
with these trisulfides. On the one hand, trisulfides are reactive and prone to
reduction. Once reduced, however, the perthiol formed (RSSH) is itself highly
reactive. It may act as reducing agent (e.g., reducing dioxygen to O2

.�). Alternatively,
the perthiol could be reduced further to thiol and hydrogen sulfide. It may also
facilitate a �sulfur transfer� to other thiols, as has been shown for the perthiol in the
human liver enzyme rhodanese that catalyzes the detoxification of cyanide by sulfur
transfer and is the only human enzyme known to date to contain a perthiol with a
particular function [83, 84]. Trisulfides, and in particular perthiols (whose pKa is
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Figure 10.8 Overview of a potential perthiol
(RSSH) chemistry centered around cysteine.
To date, the liver enzyme rhodanese is the only
human enzyme associated with an active-site
perthiol. Nonetheless, there are indications
that perthiol chemistry may be more
widespread in biology than previously
thought. Cysteine perthiols may be formed
from thiols by the reaction with sulfite
(SO3

2�), in analogy with the formation of
GSSeSG from selenite (SeO3

2�, see insert).
More likely, however, is a formation by �sulfur
transfer� from another perthiol (e.g., allyl
perthiol, which is formed from several natural
products) or in the presence of an
(electrophilic) sulfide derivative (e.g., H2S2).
Interestingly, certain disulfides may be
reduced by hydrogen sulfide to form a
perthiol. Hydrogen sulfide may also attack

thiols to form a perthiol, yet this reaction
would require the presence of an oxidant. In
any case, a cysteine perthiol, once formed, is
rather reactive. It may interact with metal ions,
cleave disulfides with subsequent formation of
other reactive perthiols, or enter a rather
complicated perthiyl radical chemistry, which
may form superoxide radicals (O2

.�) and
catalytically enhance oxidative stress. It should
be emphasized that the formation as well as
reaction pathways of such cysteine perthiols
have a major impact on the proteins affected:
active-site cysteine residues may be modified,
protein functions may be changed, metal
centers may be blocked, disulfides may be
cleaved (disruption of protein structure), and
an unusual and potentially damaging perthiol
redox chemistry may be initiated.
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considerably lowerwhen compared to that of the corresponding thiols), also appear to
bind tometal ions, although this matter has been hardly explored yet, possibly due to
the high reactivity of perthiols in vitro and in vivo. In any case, the formation of a
reactive trisulfide in a protein may trigger structural changes (once the sulfur–sulfur
bond is broken) and endow the protein with an unusual, yet quite aggressive perthiol
chemistry.

10.8
Cysteine as a Target for Oxidants, Metal Ions, and Drug Molecules

It is hardly surprising that cysteine and the biological chemistry associated with it are
frequently considered as targets for exogenous substances. Natural products as part
of our daily nutrition, but also environmental pollutants, antimicrobial agents, and
certain drugmolecules appear to interactwith cysteine residues in peptides, proteins,
and enzymes. The diversity of cysteine-reactive molecules, and the amount of data
available, only allow us to mention a few selected highlights, which are shown in
Figure 10.5.

One should point out from the beginning that most agents able to attack the thiol
group of cysteine will probably react with GSH. Such substances will be
�sequestered� by the glutathione system, and subsequently pose little harm to
proteins and enzymes. The latter only become the target of cysteine-specific reagents
once GSH has been �depleted�, or if they contain particularly reactive cysteine
residues (e.g., residues with a rather negative oxidation potential). Alternatively,
certain enzymes are known to bind and actually activate cysteine-specific reagents. In
this case, the enzyme is the preferred target of the activated reagent, since it is
encountered first. The enzyme subsequently commits �suicide.�

Compounds that are particularly reactive towards cysteine are electrophiles and
oxidizing agents. Disulfides, for instance, are fairly reactive reagents that can be
employed to (reversibly) modify cysteine residues. Disulfides are fairly specific and
do not react with most other reducing agents found in the cell. A similar reactivity is
found for the family of thiuram compounds, which has gained a certain prominence
in the treatment of alcoholism (e.g., disulfiram) [85]. Indeed, the biological activity of
this compound is closely related to the modification of cysteine residues in liver
enzymes such as acetaldehyde dehydrogenase, which are subsequently inhibited by
this agent.

In contrast, the antiplatelet agent andP2Y12 receptor antagonist clopidogrel, which
inhibits the formation of blood clots in arterial and vascular disorders, is a sulfur-
based prodrug activated by cytochrome P450 enzymes [86–88]. Upon oxidation, the
molecule forms a highly reactive thiol, which ultimately binds covalently to the
platelet ADP receptor P2Y12 (located at the surface of the thrombocyte) via a disulfide.
Thismodification in essence inhibits platelet aggregation and cross-linking, which in
turn prevents the formation of blood clots.

Disulfide-S-oxides may be considered as �activated� disulfides. Indeed, thiosulfi-
nates and thiosulfonates are highly reactive and readily, yet also selectively modify
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thiol groups in proteins and enzymes. This reactivity is perhaps illustrated best in the
case of the garlic ingredient allicin. The widespread antimicrobial (and even
anticancer) activity associated with this compound appears to be due to (reversible)
modification of key cellular proteins and enzymes [47, 89, 90].

Polysulfides, on the other hand, also seem to react with thiols, although the extent,
rates, and specificity of these reactions are still controversial. Diallyltrisulfide and
diallyltetrasulfide (from garlic) have on occasion been considered as cysteine-
modifying agents [49]. It is possible, however, that the perthiols formed from these
polysulfides inside cells generate O2

.� radicals, which would ultimately leave a
similar footprint of oxidative cysteine modification.

Other chemical species able tomodify cysteine residues are peroxides, redox active
metal ions as well as selenium and tellurium compounds, such as ebselen. The
organochalcogen compounds are mentioned since they combine an extraordinary
reactivity with high selectivity for the thiol group. The importance of selenium and
tellurium reflects a certain exclusiveness that exists within the chalcogen group of the
periodic system [4]. This special relationship between the elements oxygen, sulfur,
selenium, and telluriumnot only plays a role in the enzymeGPx, but also provides the
rationale for drug design and development [91–93].

In the pharmaceutical area, cysteine provides an excellent target. Cysteine
modification may be used to �switch� certain proteins either on or off. Zinc finger
proteins, for instance, may be switched off by cysteine oxidation, which in turn
would prevent cell proliferation. This strategy is of particular interest in cancer
therapy [91]. Similarly, zinc fingers present in the coat of the HIV virus could be
destroyed by oxidation, hence impairing the virus [26, 94]. In contrast, certain
processes may also be switched on by oxidation of cysteine. It is known, for
instance, that oxidants are able to induce apoptosis. Controlled oxidation of key
signaling enzymes may therefore provide a strategy to kill cancer cells. Indeed,
various so-called sensor/effector agents have been developed which mimic the
catalytic cycle of GPx, consume a wide variety of thiols and appear to push certain
cells over a critical oxidative stress �threshold� [91].

In the past, other sulfur oxidation states (apart from thiol) have hardly been
considered as drug targets. This is rather unfortunate, since these less common
oxidation states provide unique and selective targets for novel drugs. Disulfides, for
instance, may be targeted in order to disrupt protein structure. In this context,
reductive agentsmay be used, such as highly reducing, disulfide-specific thiols. Such
thiols would not be reduced and sequestered by GSH, and hence may be even more
resilient when compared to thiol-specific oxidants. Such agents may also be useful to
interfere with thiosulfinates and thiosulfonates, which are more reactive than
disulfides. Similarly, sulfenic acids, which are less common in vivo when compared
to thiols and disulfides,may provide highly specific targets for drugs.Wehave already
discussed the overarching importance of the �sulfenic acid switch� in Prdx in
Section 10.6. Agents targeting this particular sulfenic acid may be used to selectively
switch off certain Prdxs and hence alter the redox state of these cells. Ultimately, this
kind of sulfenic acid chemistry may be used to induce apoptosis in cancer cells by
irreversibly modifying the relevant Prdx enzymes.
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10.9
Conclusions and Outlook

The previous sections have been an attempt to describe some of the basic aspects of
biological cysteine chemistry and to highlight biochemical events associatedwith this
chemistry. Overall, the amino acid cysteine is a rather complicatedmatter. Compared
to its chalcogen analogs serine and selenocysteine, it is either more abundant
(compared to selenocysteine) or considerably more chemically diverse (compared
to serine). The numerous oxidation states and chemotypes of cysteine, and the
various distinct physical and chemical properties associated with each of them, still
hide many secrets and potential surprises. In any case, they provide numerous
opportunities for future research at the interface of chemistry, biochemistry, biology,
medicine, and pharmacology.

Wewill conclude this chapter by highlighting some of the areas that at this point in
time appear to be particularly intriguing. First of all, there is the open question
regarding the sulfur oxidation states of proteins and enzymes inside the cell. Are
most of the relevant cysteine residues in the thiol or disulfide state – as thought
previously – or are other oxidation states, such as sulfenic and sulfinic acids, present?
If yes, how widespread are such �unusual� modifications and is there a dynamic
equilibrium between them?

This question brings us to the still vastly incomplete, dynamic picture of a
(continuous) change of the sulfur oxidation states of cysteine residues in proteins
and enzymes which together form the cellular �thiolstat� [95]. This dynamicmodel is
supported by studies that have observed widespread S-glutathiolation and deglu-
tathiolation of cysteine residues in proteins. The full extent of these processes, the
involvement of oxidation states other than the thiol and disulfide state, and the
biochemical impact of such dynamic modification processes are still unknown.

Related to this emerging dynamic picture is the still unsettled issue of redox-
controlled �protein activation,� as has been postulated to occur in the case of HSA.
The idea of proteins switching their activity due to disulfide bond formation or
reduction is rather novel. Surely, there are examples of so-called �moonlighting�
proteins with more than one function in the literature, yet the extent of redox
switching appears to exceed by far just a handful of proteins. In fact, any protein
containing a disulfide bond could, in theory, be �switched� to a cysteine enzyme by
reduction of the disulfide, which yields two thiols (i.e., the basic feature for Prdx-like
peroxidase catalysis).

The whole area of cysteine-based switches, which goes well beyond the disulfide
or sulfenic acid switch, is still hardly explored to date. For instance, how
widespread are sulfenic acids (i.e. the so-called cellular “sulfenome” [96]), is
there a sulfinic/sulfonic acid switch, is sulfonic acid formation irreversible? These
are questions that have recently been posed by new discoveries, such as a sulfonic
acid in Prdx, yet have barely been addressed so far.

Ultimately, the answers to such questions are not just of interest in the context of
basic research. They will allow us to better understand many physiological pro-
cesses, including the development of diseases. In the future, an insight into these
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fundamental biochemical processes may provide us with a firm and rational
foundation for innovative drug design and development.
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11
Role of Disulfide Bonds in Peptide and Protein Conformation
Keith K. Khoo and Raymond S. Norton

11.1
Introduction

The native structures of proteins and peptides are stabilized by a number of
interactions that dictate directly or indirectly the folding, conformation, andflexibility
of themolecule.Most of these interactions, such as hydrogen bonds andhydrophobic
interactions, are noncovalent and relatively weak. Covalent interactions, on the other
hand, are generally stronger, and are thought to exert a greater influence on stability
and conformation, particularly in peptides, which tend to have fewer and weaker
hydrophobic interactions because of their smaller size. The most common example
of a covalent interaction is the disulfide bond, formedbetween the sulfur atomsof two
cysteine residues [1]. Disulfide bonds are typically present in extracellular proteins
and peptides, such as growth factors, hormones, enzymes, and toxins, and have also
been found in several thermostable intracellular proteins of archaeal microbes [2].
They can play a role in covalently linking subunits in protein complexes (e.g., the
heavy and light chains of antibodies or the two peptide chains of insulin) [3].
Structurally, the strong covalent links formed by disulfide bonds are thought to
confer additional conformational stability on proteins such as keratin that have a high
disulfide content [4]. Disulfides also play a catalytic role in enzymes such as
thioredoxin, which acts as a cellular redox sensor via the oxidation status of its thiol
groups [5–7]. Many disulfides in proteins appear to have no direct functional role,
rather their main purpose is to maintain the conformation of the protein. In certain
cases, conformational changes associated with the reduction and oxidation of these
bonds may allow a protein to switch between different functions [8, 9]. The
relationship between disulfide bonds and the conformation of peptides and proteins
is thus an intriguing one. This chapter provides a broad overview of the roles of
disulfide bonds in peptides, focusing on their roles in the folding and stability of
proteins, as well as how different disulfide bonding patterns and connectivity give
rise to different protein topologies and conformations, and ultimately a diverse range
of protein functions. An understanding of these roles also has important applications
in the field of protein engineering and drug design.
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First Edition. Edited by Andrew B. Hughes.
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11.2
Probing the Role of Disulfide Bonds

Several strategies have been applied to probe the roles of disulfide bonds. Typically,
the disulfide bond under study is removed by replacing the selected cysteine pair with
alanine, aminobutyric acid, or serine residues, and the effects on folding, stability,
conformation, and activity of the peptide are monitored [10, 11]. The effects of
removing a disulfide bond upon protein folding are often studied in refolding
experiments using folding buffers, the most common being a mixture of oxidized
and reduced glutathione, which allows the disulfides to exchange reversibly between
their oxidized and reduced forms [12, 13].

Protein stability can also be measured in reductive unfolding experiments, where
the protein is subjected to a strong reducing agent such as dithiothreitol (DTT) and
both its unfolding kinetics and conformation aremonitored as it unfolds through the
progressive loss of disulfide bonds [13]. Nuclear magnetic resonance (NMR), X-ray
crystallography, circular dichroism, or fluorescence spectroscopy can be used to
assess the consequences of removing individual disulfide bonds upon protein
structure and function. NMR spectroscopy can provide additional information on
the conformational flexibility and stability of the protein [14]. Other studies have
focused more on the evolution of disulfide bonds in stabilizing known protein folds,
focusing on the prevalence, distribution, and position of these bonds in small
disulfide-rich domains, as well as factors leading to different disulfide connectivities
in various protein folds, such as conserved cysteine frameworks, amino acid
sequences, and intercysteine loop size and composition [15, 16].

11.3
Contribution of Disulfide Bonds to Protein Stability

It is generally accepted that disulfide bonds enhance the thermodynamic stability of
proteins, making them less susceptible to denaturation and degradation in the
extracellular environment, and more resistant to extremes of temperature and pH.
Stability here refers to the stability of the native fold to temperature or other
denaturants rather than dynamic stability, which will be discussed below. Precisely
how these disulfide bonds confer stability has been the subject of some debate. One
explanation is that disulfide bonds reduce the conformational freedom of the protein
in its unfolded state, reducing the entropy of this state and thus destabilizing it
relative to the folded state [1, 17]. Another posits that disulfide bonds destabilize the
unfolded state of the protein by sterically preventing an effective hydrogen bonding
network from forming [18]. While such theories focus on destabilization of the
unfolded state, it has also been argued that disulfides can destabilize the folded state
of a protein by reducing its conformational freedom, taking into account that the
folded state is not entirely static [19, 20]. Disulfide bridges inflexible regions decrease
the native state entropy more so than bridges between rigid regions. These entropic
effects are potentially countered by similar but opposite enthalpic effects: bridges
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between rigid regions may cause torsional strain and local repacking, whereas those
between flexible regions are more readily accommodated with little loss of favorable
enthalpic interactions. Thus, native state entropic and enthalpic effects must be
considered as well as unfolded state entropic effects. As noted by Betz [19], crystal-
lographic data on novel disulfides introduced into subtilisin BPN0 [21, 22] indicate
that disulfides are more readily accommodated by flexible regions rather than rigid
ones, suggesting that enthalpic native state effects may dominate negative entropic
considerations.

Loop sizes formed by native disulfides are usually large and their disulfide
connectivities often result in disulfide bonds being formed between cysteines that
are not sequential in the peptide sequence. These factors potentially lead to inefficient
formation of the native disulfides, as seen in the cone shell peptidev-MVIIA [23], as
they are difficult to form based on random probability. Yet such linkages are often
observed, especially in small peptides, as they contribute to the relative stability of the
native fold by greatly reducing the conformational entropy of the unfolded peptide
chain. Unfolding of a protein is usually measured by exposing the native protein to
strong reducing conditions, such as DTT, andmonitoring the loss of disulfide bonds
andnative structure. As expected, themost solvent exposed andunprotected disulfide
is usually the most susceptible to reduction and the resulting partially reduced
structure largely retains native structure. Further reduction of buried disulfides
usually results in a loss of native conformation. In a statistical study of proteins in the
Protein Data Bank (PDB [24]), the stability of proteins was correlated with chain
length and the presence of disulfide bonds [25]; this study found that the number of
disulfide bonds per residue was negatively correlated with the length of the protein
chain in smaller proteins (less than 200 residues), but no correlation was observed in
larger proteins. A positive correlation was found between the number of disulfide
bonds and the favorable free energy that stabilizes the native state relative to its
unfolded state, thus affirming the stabilizing effect disulfide bonds confer on
proteins in general, and especially on short proteins with fewer hydrophobic
interactions. Indeed, it is not uncommon for 20–50 residue peptides such as toxins
to have three or more disulfide bonds stabilizing their structure. This stabilizing
effect of disulfide bonds has been used to advantage in engineering protein scaffolds,
as discussed below.

11.4
Role of Disulfide Bonds in Protein Folding

It is well established that the information required for the folding of a protein is
encryptedwithin its primary amino acid sequence [26–28]. The formation of disulfide
bonds is often an integral component of the folding pathway of a protein. Folding
yields and efficiency are often determined by the ability of a protein to form the native
disulfide bonds, but what exactly determines the formation of these bonds is not
always obvious, and is complicated by the presence of other interactions and by
whether these interactions promote the preferential formation of native disulfides.
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The mechanism of protein folding has been studied extensively, with some of the
best-studied models being small proteins with multiple disulfide bonds, such as
bovine pancreatic trypsin inhibitor (BPTI) and bovine pancreatic ribonuclease A
(RNase A) [12]. The isolation of stable disulfide intermediates in the folding pathway
of these polypeptides has led to a more comprehensive understanding of the role of
disulfides in driving protein folding, as well as their overall importance relative to
other interactions [29, 30]. Several theories have been proposed regarding the role
played by disulfide bonds in protein folding. One generally accepted model is a
stepwise model in which a protein folds to its native structure via stable disulfide
intermediates that are partially folded and form a native-like subdomain [31]. This
was observed for BPTI, in which a stable intermediate containing a single disulfide
bond between residuesCys30 andCys51was identified as a stable intermediate in the
folding pathway, and was shown to adopt a partially native conformation comprising
the structurally cruciala-helical and b-sheet regions of BPTI, but with theN-terminal
region remaining unfolded [32]. Subsequently, the partially folded intermediate
serves as a template to direct formation of the remaining disulfides or causes steric
inhibition to prevent the formation of non-native disulfides, allowing the protein to
fold into its native conformation [31, 33].

In the 25-residue peptide v-MVIIA, by contrast, no singly or doubly disulfide-
bonded intermediates formed preferentially during the initial phase of folding,
pointing towards the lack of conformational specificity in driving native disulfide
bond formation [23, 34]. However, once two native disulfide bonds had formed,
formation of the final disulfide was favored, suggesting that other native interactions
(hydrophobic, electrostatic, etc.) became more prominently involved once the
polypeptide chainwas significantly restrained. Thus, the disulfides play an important
role in driving this polypeptide into a more compact conformation, allowing
subsequent interactions to complete the final stages of folding.

In contrast to the case of small peptides such as v-MVIIA that lack a hydrophobic
core, the exact role played by disulfide bonds in the folding of larger peptides and
proteins such as BPTI and RNase A is complicated by contributions from a larger
number of noncovalent native interactions. Indeed, such interactions are solely
responsible for driving folding of proteins lacking disulfide bonds. An important
question that arises is whether hydrophobic interactions or disulfide formation drive
the folding of disulfide-rich proteins. Several protein folding models suggest that
conformational sampling of the native structure, either locally or globally, allows the
formation of disulfide bonds which then stabilize the native conformation [35–38].
Such a mechanism implies that disulfide bonds do not direct folding, but rather
stabilize the native conformation. An alternative model proposes that disulfide
formation drives protein folding [39]. Local changes induced by the formation of
a single disulfide bond can direct the global folding of a protein, which often occurs
cooperatively. Disulfide formation can bring about a direct global effect by bringing
together residues that are far apart in the sequence and promoting the formation of a
folding nucleus [40]. As proposed by Wedemeyer et al. for RNase A [13], many non-
native disulfide intermediates form randomly during the initial phase of folding and
these non-native species go through several rearrangements until a specific set of
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native disulfide bonds is formed that are able to direct folding. Once this occurs, the
resulting structure is folded such that the disulfides are protected from rearrange-
ment by being buried within the structure; subsequently, the remaining disulfides
are formed preferentially.

Lesswell understood is the role of disulfide bonds in protein folding in vivo. Several
factors potentially affect the formation of disulfides and protein folding in the cell, as
reviewed recently by Bulaj and Walewska [41]. The presence of folding catalysts and
molecular chaperones can have a strong influence on the folding of a protein into its
native state. In particular, the enzyme protein disulfide isomerase is responsible for
oxidative folding in the endoplasmic reticulum of the cell, playing an important role
in the formation of natively paired disulfide bonds [42, 43]; this enzyme is present in
organisms such as the cone snails that elaborate disulfide-rich peptides [44]. Other
factors such as precursor sequences may also be involved in oxidative folding in the
cell. Precursor sequences had little effect on the folding of v-conotoxin MVIIA and
potato carboxypeptidase inhibitor [45, 46], but studies on other propeptides dem-
onstrated a direct involvement of the precursor sequence in folding. The peptide
hormone guanylin is an interesting example with relevance to disulfide-coupled
folding as its prosequence contains a disulfide bond in addition to the two native
disulfide bonds of the mature hormone [47]. Lauber�s group demonstrated that the
disulfide bond in the prosequence was necessary for stabilizing the tertiary structure
of the prohormone, which in turn favors the formation of the native disulfide bonds,
as opposed to the cysteine residues of the prosequence being involved in the
formation of non-native disulfide intermediates during the oxidative folding of
proguanylin [47]. In bacterial cells, the enzyme DsbA catalyzes the oxidative folding
of proteins by initiating disulfide bond formation. The mechanism of this enzyme
was described recently by Kadokura et al. [48], who found that the oxidative folding
processwas even affected bywhether the proteinwas translocated cotranslationally or
post-translationally.

11.5
Role of Individual Disulfide Bonds in Protein Structure

The structure of the disulfide linkage itself plays an important role in protein
structure as a consequence of the covalent geometry of the sulfur–sulfur bond. The
covalently linked sulfur atoms are 2.0 A

�́
apart and the C–S–S–C dihedral angle is

preferably in the 90–100� range [1]. As summarized by Richardson [1], the disulfide
bond adopts preferred conformations based on its cysteine side-chain x angles, with
most disulfides having either a left-handed spiral conformation (�x1¼�60�, x2¼
�90�, x3¼�90�, x20 ¼�90�, x10 ¼�60�) or a right-handed hook conformation
(�x1¼�60�, x2¼ þ 120�, x3¼ þ 90�, x20 ¼�50�, x10 ¼�60�) (Figure 11.1). The
Ca distances between the two connecting cysteines are also constrained to less than
6.5A

�
in most cases as a result of the rigid torsion and preferred conformations of the

disulfide bond [1]. Thus, disulfide bonds have a significant influence on protein
structure in their immediate vicinity.
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Disulfide bonds are generally well conserved in protein families with similar folds,
yet several mutational studies in proteins containing multiple disulfide bonds have
shown that individual disulfides are not always necessary for maintaining the native
fold. Removing a specific disulfide bond may have minimal effects on the structure
and function of the protein. The crystal structure of BPTI lacking the Cys14–Cys38
disulfide bond, for example, was almost identical to the native structure [49]. The
Cys13–Cys33 disulfide-deficient analog of the scorpion toxin charybdotoxin (ChTx)
was also reported to adopt a native conformation [50]. In many cases, deletion of a
disulfide bond was accompanied by local changes in structure but the global fold
remained intact. Removing the Cys6–Cys20 disulfide bond in epidermal growth
factor (EGF) [10] or the Cys1–Cys9 disulfide bond of the m-conotoxin m-KIIIA [51]
resulted in local conformational changes in theN-terminal region but preservation of
the overall fold. Disulfide deletion can sometimes alter local structural features of a
protein. In the scorpion toxin a-KTx6, removing the fourth disulfide bond caused a
local change in its two-stranded b-sheet from a twisted to a nontwisted conforma-
tion [52], while, in insulin-like growth factor I, removing the Cys47–Cys52 disulfide
bond resulted in the local unfolding of a proximal a-helix [53].

Other studies, by contrast, have shown that deleting a specific disulfide bond
results in significant changes in structure. For example, NMR analysis of disulfide-
deficient analogs of ShK toxin indicated a drastic loss of native structure for each of
the three disulfide-deficient analogs, with the analog missing the Cys3–Cys35
disulfide bond adopting a well-defined but altered structure [54] (Figure 11.2).
Similarly, a loss of native structure was reported upon elimination of the Cys3–Cys13
disulfide bond of a-conotoxin GI [55] and the Cys44–Cys59 disulfide bond of
enterotoxin B [56].

In small proteins and peptides with multiple disulfide bonds, the most solvent-
exposed disulfide can usually be removed without a drastic loss in structure, but
disulfides that are buried tend to bemore crucial inmaintaining the native fold of the

Figure 11.1 Two major conformations of
disulfide bonds: left-handed spiral formed by
the Cys30–Cys116 disulfide of hen egg white
lysozyme (PDB ID: 1LZ1) and right-handed

hook formed by the Cys138–Cys161 disulfide of
carboxypeptidase A (PDB ID: 5CPA) Disulfide
bonds are colored yellow. (Figure prepared
using PyMOL; www.pymol.org).
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structure [54, 57]. However, in most cases the removal of two or more disulfides
results in a complete loss of native structure.

Less well studied are the conformational changes associated with the reduction of
disulfides in extracellular proteins upon entry into the reducing environment of the
cell [58]. It is thought that disulfides in these proteins act as redox switches rather than
as stabilizers of native structure [59]. These disulfides are thought to adopt a strained
conformation, storing potential energy that is released upon cleavage of this bond
following cell entry [58]. The release of energy results in a conformational change in
the protein whichmay be necessary for its function. In other redox-sensitive proteins
such as Hsp33 in Escherichia coli, cysteine residues are oxidized to form disulfide
bonds in response to oxidative stress. In this manner, the functions of such proteins
are regulated by the conformational change associated with formation of these
bonds [8].

11.6
Disulfide Bonds in Protein Dynamics

The conformation of a globular protein is intimately linked to its biological activity
and it is expected that changes in conformation will have functional consequences.
However, disulfide deletion studies have shown that this does not always hold true.
Removal of a disulfide bond may affect the biological activity, but not the overall fold

Figure 11.2 Stereoviews of (a) ShK (PDB ID:
1ROO) and (b) [Abu3,35]ShK12–28,17–32 (PDB
ID: 1C2U). Cys12–Cys28 and Cys17–Cys32
disulfide bonds are shown in gold, and the

Cys3–Cys35 disulfide bond of ShK is shown in
orange. The two molecules were superimposed
over backbone heavy atoms of residues 14–24
and are shown in the same orientation.
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of a protein. For example, deletion of the 6–20 disulfide bridge in EGF resulted in a
loss of activity despite retention of a native-like fold [10]. The conotoxin m-KIIIA
provides an intermediate example, with activity being retained on the voltage-gated
sodium channels NaV1.2 and NaV1.4 following removal of the first disulfide bond,
and the structure also remaining native-like [51], but the selectivity profile for the
other channel subtypes being different and the binding kinetics to the NaV1.2 and
NaV1.4 channels faster. In contrast, there are several examples of disulfide-deficient
analogs retaining their activity despite the loss of native structure. Deletion of the
Cys3–Cys11 disulfide bond in endothelin-1, for example, resulted in a switch from a
�cyclic� to �linear� conformation, but with retention of biological activity [60].
Similarly the Cys3–Cys35 disulfide-deficient analog of ShK retained its potassium
channel blocking activity even though its structure was significantly different from
that of the native toxin [54]. Such examples reflect the fact that flexibility and
conformational stability also play important roles in activity, and that disulfide bonds
contribute significantly to these physical attributes of a protein. Conformational
stability here refers to dynamic stability of the protein as opposed to thermodynamic
stability discussed above.

NMR is a powerful method for determining the stability of peptide or protein
structures [14, 61]. In addition, NMR relaxation parameters can be measured to
quantify conformational flexibility [62–65]. In barnase, a small globular protein
lacking native disulfide bonds, two disulfides were introduced, leading to a local
decrease in flexibility of the protein [66]. Similarly, a surface disulfide bond engi-
neered into the cleft region of cytochrome b5 dampened the dynamics of this
enzyme [67]. NMR relaxation measurements carried out on oxidized and reduced
forms of the E. coli enzymes thioredoxin [68] and glutaredoxin-1 [69] indicated that in
both cases the disulfide bonds restricted the internal motions in these proteins. In
BPTI, removal of the Cys14–Cys38 disulfide bond had only a minor effect on the
backbone dynamics in wild-type BPTI, but a significant effect when removed in the
Y35G mutant [70]. This observation highlights the cooperation between disulfide
bonding and hydrophobic interactions in the dynamic stability of a structured
polypeptide such as BPTI.

Intrinsically unstructured proteins (IUPs), a class of proteins that generally lack
disulfide bonds, are unstructured and highly dynamic [71]. The 221-residue mero-
zoite surface protein 2 (MSP2) is an IUP with a single disulfide bond near the C-
terminus. NMR relaxation studies measuring the backbone dynamics of MSP2
indicated local motional restriction in the region around this disulfide bond, in
contrast to the largely unstructured bulk of the protein [72]. Beyond this local
restriction, however, the disulfide bond was predicted to contribute no further to
the local structure of the C-terminal region.

In m-KIIIA, molecular dynamics simulations were used to characterize confor-
mational flexibility resulting from the removal of individual disulfide bonds [51]. The
molecular dynamics simulations indicated that native m-KIIIA explored less confor-
mational space and was less flexible compared with its disulfide-deficient analogs,
suggesting that the disulfide bonds impart conformational stability to the toxin. In
relation to binding activity, increased conformational flexibility of the Cys1–Cys9 and
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Cys2–Cys15 disulfide-deficient analogs may enable them to sample a larger volume
of conformational space and facilitate eventual binding to the channel, explaining
their retention of binding affinity for sodium channels. Indeed, the increased
flexibility of the analog lacking the Cys1–Cys9 disulfide may explain its increased
binding kinetics to the NaV1.2 and NaV1.4 channel subtypes by enhancing its ability
to associate with and dissociate from its target channel [51]. A similar outcome was
reported in conkunitzin-S1, where the addition of a disulfide bond to the native toxin
was thought to make the structure more rigid, decreasing the binding kinetics of the
toxin to the Shaker potassium channel target without affecting the overall blocking
activity against this channel [73].

11.7
Disulfide Bonding Patterns and Protein Topology

Beyond the mere presence or absence of disulfide bonds, the location of such bonds
within a protein plays an important role in protein topology. Several studies have
analyzed the relationship between disulfide bonding patterns and protein structure,
typically drawing on the conservation and evolution of disulfide bonding patterns
within a family of homologous proteins or proteins with similar folds to reveal these
relationships [15, 16].Other studies have focusedon comparingproteins thatmaynot
necessarily be homologous in amino acid sequence, but have structures with similar
disulfide topology [74, 75]. Such large-scale comparative studies of both protein
sequences and structures provide a better understanding of the conservation of
disulfide bonding patterns and the factors that determine these patterns. A recent
study classified structurally about 3000 small disulfide-rich protein domains into
different fold groups and explored the disulfide bonding patterns within each
group [15]. There was generally a high level of conservation in disulfide bonding
patternswithin each fold group, but also several naturally occurring variations, giving
insight into the roles of disulfide bonds in maintaining these folds.

11.7.1
Conservation and Evolution of Disulfide Bonding Patterns

In a recent analysis examining the conservation of disulfide bonds within homol-
ogous protein domains, only 54% were found to be conserved, indicating a poor
relationship between sequence identity and disulfide bond conservation [16]. Con-
served disulfide bonds are presumed to play important structural or functional roles.
It is not uncommon to observe conserved disulfide bonding patterns among
non-homologous proteinswith similar folds. Conversely, proteinswith high sequence
identity do not always share a conserved disulfide bonding pattern. For example,
disintegrins are a group of homologous proteins from snake venoms that display a
high level of sequence similarity, and yet adopt different disulfide bonding patterns
and topologies. In general, similar bonding patterns result in similar topologies,
although different topologies can sometimes be observed. Obtustatin, for example,

11.7 Disulfide Bonding Patterns and Protein Topology j403



adopts amore compact fold compared to the extended conformations of echistatin and
other disintegrins, despite having a similar disulfide bonding pattern [76, 77]. On the
other hand, the disintegrin salmosin displays a disulfide bonding pattern and protein
fold that differ from other disintegrins [78]. The disintegrin family has been divided
into five different groups based on the length of the amino acid sequence and the
number of disulfide bonds present. It was hypothesized based on the conserved
cysteine residues in each subgroup that a selective loss of disulfide bonds occurred
during evolution, resulting in structural diversity within the disintegrin family [79].

11.7.2
Conservation of Disulfide Bonds

Cysteine residues linked in disulfide bonds are often conserved or mutated in
pairs [17]. One common variation observedwithin a fold group is that somemembers
have one more or one less disulfide bond compared to other family members.
Conkunitzin-S1, which belongs to the Kunitz domain family of proteins, possesses
only two of the three disulfide bonds normally conserved in other members of this
family (BPTI, dendrotoxins) [73], yet its structure is essentially identical. The
converse is observed in the inhibitory cystine knot (ICK) family [80], where the
spider toxins robustoxin, v-agatoxin IVB, and m-agatoxin I all have an additional
disulfide bond not seen in most other members of this structural family [81]. The
additional disulfide bond in robustoxin [82] links a loop between thefirst two b-sheets
of the ICK fold to the C-terminal end, while in v-agatoxin IVB and m-agatoxin I the
additional bond links a b-hairpin between the two b-sheets of the fold (Figure 11.3).

In some families, only one half of a cysteine pair making up a disulfide bond may
be conserved. Among the thrombospondin repeat (TSR) domains, two out of the
three disulfide bonds are conserved in most of its members [84], but the third
disulfide bond varies in that one of the cysteine residues contributing to the disulfide
bond is located in a different position in the amino acid sequence. Structurally,
however, this �migrated� cysteine residue lies in a similar spatial region. Based on the
unique disulfide bonding pattern observed across this family, Tan et al. classified the
TSRs into two groups and functional differences have been demonstrated between
these two groups despite their similar folds.

11.7.3
Cysteine Framework and Disulfide Connectivity

The cysteine framework (arrangement of cysteine residues in the amino acid
sequence) is often conserved within similar fold groups, even though other amino
acids may vary considerably. Indeed, the high level of conservation of cysteine
frameworks has provided a basis for classifying certain groups of proteins such as
the conotoxins [85, 86]. Within conotoxin superfamilies that have similar cysteine
frameworks, additional diversity is often generated through the different bonding
patterns of the cysteine residues, leading to several different disulfide scaffolds for
a particular cysteine arrangement [86]. For instance, the a-conotoxins and the
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x/l-conotoxins have different disulfide connectivities even though they share the
same (-CC-C-C-) cysteine framework, resulting in different conformations and
biological targets [87]. Such a difference could be due to the presence of proline
residues in the sequence, as discussed below.

The i-conotoxin RXIA and the spider toxin J-atracotoxin share the same cysteine
framework (-C-C-CC-CC-C-C-), but have different disulfide connectivities [88] (Fig-
ure 11.3). On the other hand, different cysteine frameworks can sometimes support
the same pattern of disulfide connectivities. Robustoxin [82] and versutoxin [89],
despite having a different cysteine framework from i-RXIA, share the same disulfide
bonding pattern and are structurally more similar to i-RXIA than is J-atracotoxin,
even though the latter shares a similar arrangement of cysteine residues with
i-RXIA [88].

The number and type of residues between cysteine residues can be an important
factor in determining disulfide connectivity and overall fold. For example, the

Figure 11.3 Structures and sequences of
peptides with the ICK fold. Structures were
aligned based on the disulfide bonding pattern
of GVIA as in the sequence alignment shown.

Additional disulfide bonds in the peptides with
four disulfide bonds are highlighted in red.
b-sheets were determined based on the ribbon
macro of MOLMOL [83].
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M-superfamily of conotoxins, which has the cysteine framework (-CC-C-C-CC-) [85],
has been subdivided into five groups (M-1 to M-5) based on the number of residues
between the fourth and fifth cysteines [90, 91]. The structures in the M-1 (C1–C5/
C2–C4/C3–C6), M-2 (C1–C6/C2–C4/C3–C5) and M-4/5 (C1–C4/C2–C5/C3–C6)
branches have distinctive disulfide connectivity patterns (as indicated in parentheses)
(Figure 11.4a), suggesting that the number of residues in the last cysteine loopmight
determine the disulfide connectivity in this family [92, 93]. Unsurprisingly, tertiary
structures differ among these groups. The M-1 conotoxin mr3e possesses a double-
turn motif while the M-2 conotoxin mr3a adopts a triple-turn motif and folds into a
more globular structure compared to mr3e [92].

Similarly, it has been proposed that intercysteine spacings could be responsible for
the selective formation of specific disulfide bonds in the scorpion toxin ChTx [50].
Separation of the cysteines in the second and last intercysteine loops of ChTx by three
and one residues, respectively, (C � � �CxxxC � � �C � � �CxC) was proposed to direct
preferential formation of native disulfide pairings by disfavoring certain cysteine
pairings (Figure 11.4b). Cysteine mutational studies suggest that the highly con-
served intercysteine spacing of the second and last intercysteine loops is not essential
for maintaining the a/b scorpion fold of ChTx, as the native fold was achieved in a
disulfide-deficient analog lacking the conserved intercysteine spacings. Rather, the
intercysteine spacings seem to contribute to the folding efficiency of the toxin into its
native fold, evident from the higher yield of structures with native disulfide
connectivity obtained in the disulfide-deficient analog ([Abu7,28]ChTx13–33,17–35)
having the conserved spacings CxxxC and CxC [50].

The nature of the residues in each intercysteine loop, as well as the number, plays a
role in directing disulfide connectivities. In particular, the presence of proline, which
is known to favor a turn in conventional folding patterns, seems to affect the final
disulfide bonding pattern of some proteins. This was demonstrated in the

Figure 11.4 (a) Disulfide connectivity patterns
of the M-superfamily branch of conotoxins (M-
1,M-2 andM-4). X in the third intercysteine loop
represents any residue. (b) Amino acid
sequences of the scorpion toxin ChTx and its
three disulfide-deficient analogs in which each
of the three cysteine pairs was individually

replaced with Abu (aminobutyric acid).
Z represents pyroglutamate and U represents
aminobutyric acid in the sequences above.
Conserved intercysteine loop spacings in the
second and last intercysteine loops of ChTx and
the first disulfide-deficient analog are
highlighted in the box.
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a-conotoxin ImI, in which substitution of the conserved proline in the first inter-
cysteine loop resulted in a non-native �ribbon� disulfide bonding pattern and
conformation, as opposed to the native globular fold [87]. Similarly, mutation of
two proline residues in maurotoxin resulted in a rearrangement of disulfide bond
pairings accompanied by slight changes in conformation [94]. Zhang and Snyder
showed that substituting amino acids other than proline had negligible effects upon
the disulfide pattern and conformation [95].

11.7.4
Non-Native Disulfide Connectivities

It is evident that disulfide connectivity plays an important role in the conformation
of a peptide or protein. This has been highlighted by studies examining the
conformations of peptides containing non-native disulfide connectivity patterns.
Several studies have focused on the a-conotoxins, which have two disulfide bonds
with a C1–C3, C2–C4 connectivity pattern and adopt a globular fold [96]. In
the conotoxin a-GI, however, two additional non-native disulfide bond isomers can
be formed, the �ribbon� isomer (C1–C4, C2–C3 disulfide connectivity) and the
�beads� isomer (C1–C2, C3–C4), each adopting a different fold from that of the
native [96].

The role of disulfide connectivity in protein conformational flexibility is less
clear cut. In general, the ribbon and bead isomers are expected to display greater
flexibility, as the structures of these isomers are not as tightly folded as the globular
isomer [96]. This was demonstrated for the disulfide isomers of a-conotoxins GI and
AuIB, in which solution structures of the ribbon and bead isomers were less
well-defined compared with the native globular isomer [97]. Yet the opposite was
reported for a-conotoxin BuIA, wherein the native globular isomer adopted multiple
conformations in solutionbut the ribbon isomerhad awell-defined conformation [98].
Intriguingly, the conformationally flexible ribbon isomer of a-AuIB was more potent
than native [97], but the well-defined ribbon isomer of a-BuIA was inactive [98].

The disulfide connectivity pattern for the somatomedin B domain of human
vitronectin has also been studied in great detail. This 35-residue domain is unique in
that its four disulfide bonds are closely arranged in the center of the domain,
replacing the typical hydrophobic core found in larger proteins [99]. However, the
close proximity of these four disulfides within the core of this domain has made it
difficult to determine their exact connectivities, leading to different connectivities
being proposed by different groups [100–103]. Intriguingly, the different disulfide
bonding patterns reported in the literature were compatible with the same fold of the
somatomedin B domain. Kamikubo et al. explored this further by computing
conformational energies of alternate disulfide-bonded forms during structure cal-
culations [101]; the different disulfide bonding patterns proved to have comparable
energies and were all compatible with the NMR-derived structure. The alternative
disulfide connectivities were subsequently disproved experimentally by studying the
functionality and stability of synthetic somatomedin B peptides with alternate
disulfide bonding patterns [99]. Only one of the three previously proposed disulfide
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connectivity patterns produced an active and stable structure and was taken to be the
native disulfide bonding pattern.

11.8
Applications

Studies of the role of disulfide bonds in protein stability and folding have led to a
better understanding of the relationships between protein structure and disulfide
bonding patterns, and the experience gathered in these studies has been useful for
predicting protein structure and folds by computational means [74, 75]. Several
approaches have been described to predict disulfide connectivity and protein
structures from protein sequences with increased accuracy [104–108].

Disulfide bonds are also important in peptide and protein engineering. The loss of
disulfide restraints must be taken into account when attempting to minimize a
peptide structure in which these disulfides contribute to its overall stability. In
minimized analogs of ShK, for example, lactam bridges were utilized to compensate
for the removal of the disulfides [109]. In disulfide bridge-based PEGylation [110], a
solvent-accessible disulfide is reduced to release two free cysteine thiols across which
the poly(ethylene glycol) (PEG) group can then be attached to the protein using thiol-
selective chemistry. In this strategy, designed to make the protein therapeutically
more bioavailable, it is important that the protein structure be maintained following
reduction of the disulfide bond. In protein engineering, disulfide bonds may be
added to commercially important proteins or therapeutics to increase the thermo-
dynamic and proteolytic stability of the protein [111]. For example,Matsumura et al.
demonstrated that introducing disulfides at strategic locations of T4 phage
lysozyme could significantly stabilize the protein against thermal unfolding [112,
113]. Disulfide bonds can be added as cyclic constraints to conformationally
constrain linear peptides that would otherwise be flexible in solution. Such a
modification, by limiting conformational freedom, represents a valuable strategy
for enhancing receptor selectivity and increasing binding affinity. This approach
has been used to optimize linear peptides targeting the opioid receptors [114].
Introduction of a disulfide restraint to an opioid receptor peptide increased its
selectivity for the m-opioid receptor, presumably by locking the peptide into a
conformation active for the m receptor but not the d and k subtypes. A similar
observation was reported for b-melanocyte-stimulating hormone-derived melano-
cortin-4 receptor (MC4R) peptide agonists, in which disulfide cyclization improved
selectivity and potency for theMC4R over theMC1, 3 and 5 receptor subtypes [115].
Some disulfide-stabilized frameworks such as the highly stable ICK motif, which
can accommodate variable intercysteine amino acid sequences while maintaining
its overall fold, have potential applications as protein scaffolds for drug design or
engineering novel polypeptides [81, 116].

Although disulfides can be incorporated to increase protein stability, the disulfides
themselves are susceptible to reduction in certain extracellular environments such as
the blood [117]. To overcome this problem, disulfides can be replaced with disulfide
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mimetics such as dicarba or diselenium bridges, which are less susceptible to
degradation. One potential drawback of such strategies is the difficulty of reprodu-
cing the covalent geometry of the disulfide bond. Compared with the sulfur–sulfur
bond in disulfide bridges, selenium–selenium bond lengths in diselenium bridges
are slightly longer (around 2.02A

�
) [117], while the carbon–carbon bond lengths in

dicarba bridges are shorter (around 1.34A
�
) [118]. In separate studies, diselenium and

dicarba bonds were incorporated in the a-conotoxin ImI [117, 118]. For both
substitutions, the conformation of the analog was close to that of the native
structures, with slight local differences in the vicinity of the substituted residues
arising from the different covalent geometries. Nevertheless, biological activity
against the nicotinic acetylcholine receptor was retained for both modified peptides,
supporting their future use in the design of stable scaffolds for drugs. Furthermore,
disulfide substitution with diselenium bridges could also be an effective strategy for
enhancing folding yield and kinetics, as recently demonstrated inv-GVIA, in which
diselenium-substituted analogs ofv-GVIAdisplayed a higher propensity to adopt the
native fold and folded with a half-time approximately 5-fold shorter than native
v-GVIA [119].

In addition to stabilizing structural folds, disulfidesmay also beused as an effective
means of covalently linking two or more subunits together. This approach was
employed to attach cell-penetrating peptides (CPPs) to cargo proteins, facilitating the
entry of these proteins into the cell for in-cell NMR studies [120]. The reduction-
sensitive disulfide link was subsequently cleaved in the reducing environment of the
cytoplasm, allowing the cargo protein to detach from the CPP and distribute
uniformly around the cell [120].

Yet another useful application of disulfide bonds is the technique of �disulfide
trapping� [121, 122]. This method takes advantage of formation of a disulfide bond
between a pair of cysteine residues substituted in strategic locations in a protein with
known structure in order to detect long-range backbone motions when the two
cysteine residues collide with one another to form the disulfide bond. Patterns and
rates of disulfide formation can be analyzed to obtain information about the
trajectories and frequencies of backbone and domain motions [122].

11.9
Conclusions

Disulfide bonds play important roles in the conformation and stability of proteins and
peptides. Studies of their roles through both experimental means and analysis of
evolutionary patterns have led to a better understanding of how disulfide bonds
contribute to various biological processes in nature such as folding and dynamic
stability, and their importance inmaintaining the native conformation of a protein. It
is evident that the roles and importance of individual disulfide bonds vary across
different protein folds, with some being more important for the proper function of a
protein. The location of a disulfide within a structure may also influence the role it
plays in stabilizing or folding the protein.
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Gaps remain in our understanding of how disulfides contribute to protein folding
and stability, leading to different theories being proposed. In particular, it is difficult
to differentiate completely the relative contributions of disulfide bonds and other
noncovalent interactions. It should also be noted that most studies are conducted in
vitro rather than in vivo and may not accurately represent how disulfides stabilize a
protein or assist its folding in the cell. Nonetheless, an understanding of how
disulfide bonds contribute to the folding, stability, and function of a protein in vitro
has important implications for the field of protein engineering and therapeutic
design, particularly in achieving higher yields of product or designing a stable
scaffold for therapeutic use. Several effective strategies have already been developed
to either compensate for the loss of structure-stabilizing disulfides in protein
minimization or incorporate disulfides or disulfide mimetics to stabilize protein
scaffolds.With future advances in techniques andmore in-depth studies, the roles of
disulfide bonds will be understood even more clearly.
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12
Quantitative Mass Spectrometry-Based Proteomics
Shao-En Ong

12.1
Introduction

Genomics is the study of the genetic material of an organism, with special interest in
understanding how genes are regulated to effect biological outcomes. This includes
analyses of the primary DNA sequence or the expression of mRNA that is subse-
quently translated to proteins – the primary effector molecules of the cell. Proteo-
mics, the study of the protein complement in a given cell or tissue, has lagged behind
genomics for several reasons.

i) While the sensitivity of proteomic analyses is good and constantly improving,
there is no equivalent of the polymerase chain reaction (PCR) in proteomics to
amplify the amount of protein in a sample.

ii) Proteins may exist in distinct splice isoforms and are often decorated with a
variety of post-translational modifications (PTMs) that complicate proteomic
analyses, particularly when even subtle changes in PTMs occurring in a
subpopulation of the protein present may be biologically significant.

iii) Proteins are structurally and functionally diverse (e.g., theymay take on distinct
roles in different cellular compartments, exhibit a large dynamic range of
expression, and often operate as members of larger multiprotein complexes).
Proteins are therefore more heterogeneous in sample preparation and
functionally important subproteomes often need to be enriched out of a
whole cell for analysis.

Despite these challenges, it is clear that our need to study and understand protein
function is critically important in understanding and interpreting genomic data.
Mass spectrometry (MS)-based proteomics is now the method of choice for the
unbiased analysis of proteins in biological samples and has effectively replaced
Edman degradation for protein identification. Accurate mass measures of intact
peptides and their fragments generated by gas-phase fragmentation in the MS allow
rapid and sensitive identification of peptides ([1–3] and also see Chapter 1). While
robust genomic analysis platforms like the widely used Affymetrix GeneChip�
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provide broad standardization of reagents, tools, protocols, and data analysis for the
analysis of mRNA transcript abundance, proteomic analyses range from specific
studies of single proteins to large-scale analyses of complexmixtures, often relying on
specialized techniques and workflows to access specific proteomes such as post-
translationally modified proteins and peptides. As a result, MS-based proteomics
methods have been hard to standardize; MS experiments with different objectives,
focused on either discovery or accurate quantification of known analytes, are often
best performed with specific MS instrumentation. The field of proteomics is rapidly
evolving, driven by novel approaches and new instrumentation. This chapter focuses
on the importance of quantitative MS-based proteomics approaches that have
revolutionized our study of biological systems, providing sensitive and unbiased
quantitative analyses in complex systems such as temporal changes in protein
phosphorylation in growth factor signaling or applications such as the specific
identification of protein–protein interactions. There is further discussion of their
application to the analysis of smallmolecule–protein interactions aswell as its impact
on the study of biological systems.

12.2
Quantification in Biological MS

Most, if not all, experimental designs rely on the comparison of a perturbed system
or state to that of a reference. The comparison of two biological samples (e.g., drug-
treated versus normal cells) is the most direct approach for identifying molecular
differences within these states. In a typical �shotgun� or �discovery� MS proteomics
experiment (Figure 12.1), proteins are digested with proteolytic enzymes like
trypsin that cleave after arginine and lysine residues to generate peptides. The
shotgun proteomics approach is so named because the identification of proteins in
samples is inferred by the observation of its digested peptide fragments, akin to the
assembly of larger genome sequences from fragments in shotgun DNA sequenc-
ing [4, 5]. Soft ionization methods like electrospray are used to convert peptides in
the liquid phase of liquid chromatography (LC) into the gas phase. Peptides elute at
specific times in reversed-phase LC according to their hydrophobicity and retention
on C18 matrices, allowing the MS instrument to sample complex peptide mixtures.
Charged peptide ions detected by electron multipliers or array detectors in MS
instruments generate signals proportional to the abundance of the peptide in the
ion beam. Peptides of unique chemical composition have different mass and carry
different numbers of charge-bearing amino acids allowing them to be resolved
separately and identified by their corresponding mass-to-charge (m/z) ratios.
The MS instrument detects these peptides and selects them sequentially for a
second tandem MS/MS experiment that isolates and fragments the peptide to yield
sequence information. As modern MS instruments have dramatically improved
sensitivity, duty cycle, mass accuracy and resolution, thousands of peptides
resolved in LC time and m/z space can be sampled for peptide identification and
quantification with nanoflow LC-MS analyses.
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Figure 12.1 Typical analytical workflow in
shotgun proteomics. From a sample source of
tissue or cultured cells, proteins are extracted in
a buffer compatible with downstream analyses.
If samples are complex, an intervening protein
fractionation step such as molecular weight
fractionation on a sodium dodecyl
sulfate–polyacrylamide gel electrophoresis gel
is often used (not shown). Proteins are
proteolytically digested to peptides using
enzymes with high cleavage site specificity like
trypsin. Sample fractionation at the peptide level
with an orthogonal approach such as strong

cation-exchange chromatography is also
possible used here (not shown). Peptides are
separated by their hydrophobicity on an online
reversed-phase liquid chromatographic column
coupled to a mass spectrometer. Intact peptide
masses are detected and subsequent tandem
MS/MS experiments are used to fragment
peptides to generate sequence-specific
information. Extracted peptide signals
(extraction ion chromatogram (XIC)) are
integrated and peak areas (gray) used to
quantify peptides and proteins.
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Quantifying proteins in complex mixtures depends on the identification of
peptides and their subsequent assignment to proteins through database searching
and protein grouping algorithms [6]. Peptides with identical sequences derived from
protein isoforms or even unrelated sequences are often present in a sample,
especially in complex protein mixtures. If the sample is not fractionated at the level
of intact protein, peptide abundance information from a single peptide species may
be summedacross all sources of the peptide. Protein identification andquantification
with unique peptides is therefore preferable for increased specificity [7], and several
software packages incorporate elements to address the issue of protein inference in
identification and quantification. Signal intensities or other proxies of protein
abundance of identified peptides from a given protein are extracted from MS data
and then summed to obtain a value for the protein (Figure 12.2).

The overall process of MS analysis is not inherently quantitative. A propagation of
quantitative errors can arise from the multiple processing steps required for MS
analyses. For example, losses occurring during preparation of the protein sample in a
microcentrifuge tube, losses through sample introduction and the ionization pro-
cess, losses of ion packets in transit from the source region to the detector, and
saturation of the detector, all affect the signal intensity recorded by the MS instru-
ment. As such, MS-based quantification is necessarily based on the relative com-
parison of ion signal intensities for a specific analyte. This requires the comparison
between two samples analyzed in the same way, often referred to as �label-free�
quantification, or within a single analysis through the incorporation of stable
isotopes. An overview of different quantitative proteomics methods indicating the
different sample processing stages where quantitative comparisons are made is
shown in Figure 12.3.

12.2.1
Label-Free Approaches in Quantitative MS Proteomics

There are several label-free approaches described in quantitative proteomics and
these fall in two broad categories. The first set of approaches rely on the comparison
of LC-MS chromatographic signal intensities of peptides across multiple samples,

Figure 12.2 Quantifying peptides in nano-
scale LC-MS analyses. Tens to hundreds of
thousands of peptides may be present in a
sample from cellular preparations. If sample
complexity is excessive, fractionation at the
protein or peptide level may be necessary.
(a) Peptides froma single gel slice of a gel-based
LC-MS (GeLC-MS) experiment are separated in
an hour-long LC-MS run. The dotted line
indicates the location of the MS scan at
60.29min described in the following text. (b) In
a single MS scan, several peptide species are
detectable by the MS instrument based on their

charge state. Tryptic peptides in acidic LC
solvent often carry a positive charge at the N-
terminus of the peptide, and in the basic amino
acid residues of arginine, lysine, and histidine.
(c) The zoomed view ofm/z 580–610 is a single
MS scan showing a doubly charged (z¼ 2) light
and heavy peptide pair separated by 5.0m/z.
The mass delta is therefore 10Da. (d) The XIC
shows integrated peak signals for the light and
heavy peptides over the duration of the LC run.
The dotted line indicates the single MS scan,
which is around 1 s of the total peak width of
approximately 22 s.

3
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not unlike how onewould compareUVabsorbance traces in LC separation except LC-
MS separates thousands of analytes in single runs in both themass and LC retention
timescale [8]. The second category is spectral counting; this relies on the assumption
that sampling and identification rate of peptides by the MS instrument is propor-
tional to the abundance of the protein in the sample [4, 9, 10]. As both categories do
not use stable isotopes, there are no additional labeling steps in experimental
workflows. Since no mass difference is added through stable isotope labeling,
quantitative comparisons are performed between two or more complete proteomic
analyses. The challenge, therefore, is to execute multistep analyses precisely in the
same way without introducing bias or quantitative errors that cannot be accounted
for. Furthermore, even with the greatest care, experimental variables such as
sensitivity and mass calibration of the MS instrument, LC solvents and column
separation material can be expected to change slightly over the course of routine
analyses over a period of days or evenmonths. As a result, peptide features in both the
mass and retention time scales stretch and skew, requiring normalization across
samples by spiking-in exogenous species or some internal marker [11]. Algorithms

Cells or
tissue

Protein

Peptides

MS
sample

Chemical modification Metabolic labeling

Protein 
purification or
cell fractionation

Label-free 

Peptide 
purification or
fractionation

Spiked SIL standards

Figure 12.3 Comparing experimental
workflows for quantitative proteomics. Label-
free andSILmethods differ in their experimental
workflows, particularly at the points where
samples can be combined and analyzed
together. Colored boxes and their levels indicate
different samples and the respective amounts
compared. Dotted lines and boxes denote
stages where relative differences in quantitative
yields or losses are not captured in the
experimental workflow. A horizontal line
connecting two boxes indicates a stage where
samples are combined (SIL experiments only).

Samples that can be combined at an earlier
stage in the workflow have less intersample
variability. A label-free approach does not use
stable isotope labels and thus quantitative
comparisons occur only after each sample is
completely analyzed. Chemical modification or
metabolic labeling introduce SIL labels in the
entire sample and allow global proteome
quantitation. Spiked heavy exogenous SIL
standards at the protein or peptide level (yellow
diamond) are designed to target only a subset of
the proteins in the sample.
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that map peptide features, or �landmarks,� between MS data files are critically
important to improve quantitative comparisons of LC chromatographic peaks in
label-free quantification [12–15].

Spectral counting, which uses the numbers of peptide sequencing events as
proxies for protein abundance, is a simple and straightforward approach to protein
quantification. However, some estimates of protein abundance, including the
number of peptide MS spectra per protein, are highly dependent on the duty cycle
of the MS instrument, the size of proteins, and the complexity of the sample
peptide mixture; it is therefore very important to keep MS acquisition parameters
identical and to compare samples of similar complexity. Spectral counting
approaches work best for larger and more abundant proteins where many
peptides are sampled and compared; it is not feasible to compare proteins
identified by one or two peptides using this approach [16]. Nevertheless, label-
free quantification without the aid of chromatographic peak intensities is very easy
and convenient to do postacquisition and is certainly useful in providing some
level of quantitative comparison between lists of proteins identified in certain
proteomic analyses. However, it is widely recognized that spectral counting
approaches are less accurate and precise in comparison to quantitative methods
using extracted LC-MS peak intensities and stable isotope labeling (SIL)
approaches.

12.2.2
SIL in Quantitative Proteomics

Stable, nonradioactive, isotopes, like 13C, 15N, 18O, and 2H, have been applied in
small-molecule quantification in clinical chemistry for many decades. Through SIL,
compounds are generated with identical chemical compositions, which but are
isotopically distinct. These isotopologs are distinct in mass by the number of
neutrons, but otherwise display very similar retention characteristics in LC. 13C-,
15N-, and 18O-labeled peptides have minimal effect on retention times in LC, but
deuterium (2H)-labeled peptides exhibit a more noticeable shift in LC retention
times, preceding the normal stable isotope-labeled peptides by seconds or even
minutes over the course of an hour-long LC run. Quantification of deuterated
samples may be less accurate than 13C- or 15N-labeled samples as electrospray
ionization conditions during the elution of each isotopolog pair may differ, but this
effect is likely to be small in comparison to other sources of quantitative variation. In
MS, themass envelope (isotopic cluster) of a peptide species depends on its chemical
composition and size. Tryptic peptides in the human proteome have an average
length of about 11 amino acid residues, and most peptides observed in MS have
masses between 600 and 2500Da. For most peptides of this size, the monoisotopic
peak (the mass peak containing the dominant isotope within the population) has the
highest intensity and the isotopic distributions are small such that each isotopic
envelope contains three major peaks (Figures 12.1 and 12.2c). Accordingly, at least
four SIL-enriched atoms (e.g., six 13C in 13C6-lysine) should be incorporated in the
SIL peptide to separate it from its counterpart with a normal isotope composition in
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themass scale (Figure 12.2c). Themass separation of the �light� and �heavy� peptide
isotopic clusters allows proper integration of signal intensities from each peptide
form – a requirement for good quantitative accuracy.

There are two primary approaches in using stable isotope labels in quantitative
proteomics; (i) global quantification by introducing SIL throughout whole proteome
samples and quantifying relative peptide and protein abundance between isotopo-
logs, and (ii) quantification with spiked internal standards by introducing known
amounts of exogenous SIL peptides and comparing their abundance to levels of
endogenous peptides. For the former approach, the main difference is the stage at
which labels are introduced globally in the proteome sample – metabolic incorpo-
ration before harvest of protein and postharvest chemical derivatization of proteins or
peptides (Figure 12.3).

There are obvious advantages and disadvantages in either approach to globally
label protein and peptide mixtures. Metabolic labeling is very simple, robust, and
cost-effective, but is only possible with living cells. Chemical labeling can be
performed with any protein sample, but the derivatization step to incorporate stable
isotope labels occurs only at a late stage after proteins have been digested to generate
peptides. As quantitative proteomics workflows improve and becoming increasingly
robust, the choice of labeling method will depend more on the sample, the type of
experimental comparison required, and the costs associated with instrument anal-
ysis time and reagents (Figure 12.3) (for recent reviews, see [17, 18]).

SILwith amino acids in cell culture (stable isotope labelingwith amino acids in cell
culture SILAC) is the most widely used metabolic labeling approach for quantitative
proteomics [19–21]. Cells are grown in a medium containing stable isotope-contain-
ing amino acids like 13C6-arginine and

13C6
15N2-lysine, incorporating isotopic labels

in newly synthesized protein as cells divide and proteins turn over through normal
growth (Figure 12.4). The incorporation of stable isotopes in amino acids is
convenient, especially compared to 15N labeling, because the protease used to
generate peptides can be coupled with the SILAC amino acid used. For example,
arginine and lysine labeling in combination with trypsin digests constrains the
number of stable isotopes incorporated and also provides confirmation of the peptide
sequence [22, 23]. SILAC labeling generates two cell populations with proteins that
are essentially identical except in mass, and can therefore be mixed even as live cells
and processed together in every downstream biochemical step. It has become
increasingly popular because the metabolic labeling process is robust, simple to
perform, essentially complete in the entire proteome, and inexpensive compared to
chemical labeling. The method was originally described for mammalian cell cul-
ture [19], but has been since been applied in yeast [20, 24], bacteria [25, 26], and even
higher organisms like the chicken [27], mouse [28], and newt [29]. In addition to the
more conventional case versus control SILAC experiment, the SILAC method has
also been used to label cellular proteomes for the generation of whole-proteome SIL
standards that can be combined with unlabeled protein or peptide samples for
quantification [30, 31]. Furthermore, a variant of the SILAC approach was developed
to study PTMs in protein. As many amino acids differ in mass by a methyl group,
proteomic analyses of methylated peptides has a higher chance of false-positive
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identification [32]. Labeling methyl groups with heavy methyl SILAC facilitates the
identification and quantification of protein methylation [32, 33].

Postprotein harvest incorporation of stable isotope labels can be performed with
chemical derivatization of amino acid functional groups like thiols (ICAT (isotope-
coded affinity tags)) [34], carboxyl groups [35], and amines (iTRAQ (isobaric tag for
relative and absolute quantification) [36], TMT (tandemmass tags) [37], and dimethyl
labeling [38, 39]) or through proteolytic 18O-labeling of the C-termini of peptides [40].
There are several popular chemical labeling reagents and chemistries used in
quantitative proteomics, many available as kits from commercial vendors. Beyond
the simple introduction of stable isotope labels for quantitation, chemical labeling
allows new functionalities to be added to labeled peptides, such as a biotinmoiety for
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Figure 12.4 SIL by amino acids in cell culture.
Cells growing in normal culture medium are
passaged into SILAC light and heavy culture
media [19, 23]. As cells grow and divide in the
heavy medium, they incorporate the heavy
amino acids 13C6

15N4-arginine (Arg10) and
13C6

15N2-lysine (Lys8) throughout their
proteome. Cells are passaged and can be
expanded to generate the desired number of

dishes. After five cell doublings, cells should
incorporate in excess of 96%of the heavy amino
acid by dilution of the parental light forms along.
In practice this is much higher based on protein
turnover and passaging of cells. The light
peptides are exchanged to heavy peptide forms
in the heavy state and when a 1 : 1 mixture of
protein is combined, eachpeptide is observed in
a light and heavy pair.
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specific enrichment on avidin matrices [34]. This ability to design chemical labeling
tags allows for unique approaches in quantitative proteomics. For instance, with
metabolic labeling like SILAC or chemical tags like ICAT, quantification occurs in the
full-scan MS mode comparing the signal intensities of intact peptides (Figure 12.1).
In contrast, chemical labels like iTRAQ [36] or TMT [37] are designed to be equal in
mass. When these reagents are used to label peptides from different samples,
peptides do not separate by mass and therefore do not increase the number of
detectable peptide forms in the MS scan. Upon fragmentation of the peptide in MS/
MS experiments, however, each label generates a fragment ion reporter with a
distinct mass allowing quantification between samples (Figure 12.5). This labeling
strategy then allows a larger number of samples, up to eight with newer versions of
iTRAQ, to be tagged and combined in a single MS analysis. Many opportunities to
innovate in chemical labeling strategies still remain, particularly in developing
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Figure 12.5 Chemical labeling with iTRAQ. (a)
The iTRAQ reagent is an example of a chemical
derivatization reagent that targets primary
amines, like the N-termini and e -amino groups
of lysines in peptides. It is designed to label and
incorporate mass tags that can distinguish
peptides from multiple samples in a single MS
analysis. In contrast to other quantitative
methods like SILAC or ICAT, which quantify
peptides at the intact precursor level, iTRAQ is
designed as isobaric tags that contain two parts:
reporter groups (114–117Da) that fragment in
the MS/MS spectrum for quantification and
balance groups (31–28Da) to bring each

reporter–balance tag to a combined mass of
145Da. (b) Abundances of proteins from four
states can compared at the same time. Extracted
proteins are digested separately and labeled
with the four iTRAQ reagents. After peptide
labeling is completed, the four samples can be
combined and analyzed together. As labeled
peptides from multiple samples do not resolve
in the MS scan and do not increase sample
complexity, this makes the general approach
very conducive for multiplexing, and the latest
generation of iTRAQ reagents allows up to eight
samples to be labeled and combined for
simultaneous quantification.
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reagents that combine quantification and other attractive features to target specific
enzyme classes [41]. Reagents that bind in vivo protein complexes, and then allow
specific capture and enrichment of these complexes in vitro, would also have
tremendous potential in proteomics.

For several decades, small molecules containing stable isotopes have been used in
the pharmaceutical industry as internal standards to quantify levels of drugs in
complex samples like human plasma [42–44]. Desiderio and Kai extended this to
peptide quantification in the early 1980s [45]. In the 2000s, nanoflow-LC-MS with
lower flow rates (200 nl/min) and faster and more sensitive MS instruments [46, 47]
based on triple-quadrupole MS [48, 49] provided a robust, sensitive, and specific
platform for peptide quantification in complex mixtures [50, 51]. This multiple-
reaction monitoring (MRM) approach is becoming increasingly popular for targeted
analyses of specific proteins in the biomarker verification field [52, 53] as well as to
monitor levels of kinases and phosphatases in cell signaling [54]. Depending on the
experimental design, just one or up to a few hundred SIL peptides can be spiked into
samples as internal standards for quantification (Figure 12.6, left branch). Quanti-
tative MRM-MS assays are typically specifically designed to increase the number of
distinct peptide species monitored in a single MS run without compromising

Proteomes of SIL peptides
10,000s - 100,000s

Whole SIL proteomes 

Pool of SILAC labeled cells

Mix and quantify
SILAC peptide pairs

in global quantification

Mix and quantify in
targeted MRM-based 

assays

Target set of SIL peptides
10s - 100s

Chemical synthesis

Tissue

Peptides

Proteins

Sample for analysis

Figure 12.6 Quantification using exogenous
stable isotope-labeled peptide standards. The
tissue sample to be analyzed is common to both
forks in theworkflowand ismarked in the dotted
box. Tissue samples are first processed to
extract proteins and digested with trypsin to
generate complex mixtures of peptides. In a
targeted MRM-based assay (left branch)
[52, 82], known amounts of chemically
synthesized SIL peptides matching peptides
from target proteins are introduced to the
sample and serve as relative internal standards

in peptide quantification. In an alternate
workflow, pools of SILAC labeled cells are
combined; extracted proteins are digested with
the same enzyme (trypsin) to generate a whole-
proteome SIL peptide standard containing
10 000 to 100 000s of peptides [30]. This SIL
proteome standard can be adjusted to match
the cellular characteristics of the sample to be
quantified. A large stock of a suitable proteome
standard could be a common internal reference
spiked into hundreds of experiments.
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specificity and sensitivity of the assay. It is now possible tomonitor the abundances of
a few hundred peptides with between two to five peptide precursor-fragment
transitions per peptide (MRMs) in an hour-long LC-MS run.

In an alternative approach, proteins from cells heavy labeled with SILAC were
digested to generate a whole-proteome SIL internal standard and spiked in to
quantify peptides from unlabeled tissue samples [30, 31, 55]. Instead of a targeted
analysis of specific peptides, the whole-proteome SIL internal standard uses pre-
cursor MS ion quantification of any identified peptide using discovery-mode LC-MS
proteomic analyses typical of other global analyses. As several hundreds of thousands
of peptides would be present in the whole-proteome SIL standard, spiking the heavy
labeled peptides into the unlabeled samplewill double, at aminimum, the number of
peptide forms present. The whole-proteome SIL standard would therefore be less
useful in MRM-based analyses because MS signals from coeluting peptides inter-
fering with the target analyte are detrimental to quantitative accuracy. Instead, the
high accuracy and mass resolution of MS and MS/MS spectra in the high-perfor-
mance MS instruments commonly used in shotgun proteomics today allows the
global quantification of thousands of proteins from tissue samples using the
reference proteome SIL standard (Figure 12.6, right branch) [30].

The first chapter of MS-based proteomics in the 1990s was marked by the
identification of proteins separated to near-homogeneity on gels; improving meth-
odologies and instrumentation have since driven the development of new experi-
mental workflows, and proteomics experiments are increasingly designed in a
quantitative format [7]. Accurate quantification of peptides and proteins by mass
spectrometry is readily accessible with relatively low additional cost or effort by the
researcher. The returns on invested effort are many-fold:

i) Quantitative data allow comparative experiments at the level of single proteins,
organelles, cells, tissues, and whole organisms.

ii) Whole-proteome labeling allows quantitation of all identified peptides,
including PTMs such as phosphorylated peptides [56].

iii) Multiplexing of protein populations facilitates expression profiling data such as
timecoursemeasurements of protein abundances for thousands of proteins [56–58].

iv) Quantitative labeling of populations of proteins can serve as analytical reagents
in comparing experimental workflows (e.g., to measure the relative yield of
peptides from a protein digestion protocol [59]).

v) Quantitative measures of protein abundance can serve as markers to
distinguish proteins of interest from background proteins [57, 60–63].

12.3
Identifying Proteins Interacting with Small Molecules with Quantitative Proteomics

The biochemical enrichment of proteins with affinity baits has been applied to study
protein–protein interactions for decades. It is commonly used to detect and validate
protein interactions in a coimmunoprecipitation experiment using antibodies and
Western blotting as readout. With proteomics, the affinity pull-down experiment
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provides an opportunity to identify novel protein interactions with baits in an
unbiased manner, making this experiment an incredibly powerful method to
functionally interrogate molecular baits. More recently, quantitative proteomics has
been applied to this experimental paradigm to distinguish proteins bound specifically
to the molecular bait versus nonspecific protein interactions with linker regions or
the solid support itself [60, 61, 63, 64]. There aremany ways to immobilizemolecular
baits like protein, nucleic acids, and small molecules to solid-phase matrices for use
in affinity enrichment, including biotinylation, direct covalent coupling, and anti-
bodies. In order to be a useful tool, however, immobilized baits would need to retain
the relevant binding sites for interacting proteins. This is difficult to ascertain and
even cross-validation with known protein interactions will not guarantee that in vitro
protein interactions with the affinity matrix will fully recapitulate the behavior of the
molecule in vivo.

Nevertheless, the affinity capture of proteins interacting with solid phase matrices
is, in many cases, the most straightforward and established approach to identifying
mechanisms of action of small molecules in target deconvolution [65, 66] (and
reviewed in [67, 68]). As gene expression- and image-based phenotype screens to
identify novel bioactivemolecules increase in scope and popularity [69], the numbers
of small molecules eliciting interesting biological phenotypes but with unknown
mechanisms of action will steadily increase. The unbiased proteomic approach is
therefore extremely important as its application to identify proteins interacting with
small-molecule affinity baits may reveal novel interactors and inform downstream
experiments [60, 62, 70, 71].

Enrichment of proteins by small-molecule matrices can be compared using
quantitative proteomics, discriminating interacting proteins from ones that bind
nonspecifically to beads. Theprimary issue at hand is that current LC-MSanalyses are
very sensitive and most pull-down experiments would yield many false-positive,
nonspecifically bound proteins. By using the quantitative ratios to identify bona fide
protein–smallmolecule interactions among thenonspecific interactions, theneed for
ad hoc optimization of experimental conditions in each pull-down experiment is
diminished. Importantly, the usual tradeoff between sensitivity and specificity of the
affinityenrichmentexperiment ismitigatedby theuseof thequantitative information.

As discussed in Section 12.2, SILAC is one of several quantitative proteomics
approaches applied to chemical proteomics [62, 72]. SILAC is a convenient approach
particularly where cell-based phenotypic screens were used in the discovery of the
small molecules. In a SILAC labeling experiment using affinity enrichment with a
kinase inhibitor (Figure 12.7), equal amounts of light and heavy SILAC-labeled cell
lysates are presented to the kinase inhibitor affinitymatrices, but an excess of soluble
kinase inhibitor is coincubated with the light lysate and beads. The carrier solvent,
dimethylsulfoxide (DMSO), is added to the pull-down containing heavy cell lysate and
beads as a control. As kinases bind to the soluble form of the kinase inhibitor present
in excess, the relative amounts of kinase bound to beads in the light sample will be
lower than in the heavy sample. When the beads from both light and heavy pull-
downs are combined and proteins analyzed by LC-MS, target kinases will have
differential heavy/light ratios and proteins that do not interact with the small
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molecule will have ratios close to 1 : 1. Quantitative ratios allow estimates of protein
ratio significance to be calculated with statistical tools – a very useful approach for
prioritizing protein hits for downstream validation. Replicate experiments are
commonly performed where combinations of SIL states and experiments are
swapped, thus requiring ratios of true-positive hits to invert in replicate label-swap
experiments and this provides yet another strong discriminating filter (Figure 12.8).

The application of quantitative proteomics to the important area of target
identification of small-molecule bioactives is just one example of how modern

m/z

In
te

ns
ity

Excise gel slices, digest with trypsin

Identify and quantify by MS

Combine and boil
 beads, run SDS-PAGE 

Light

Light lysate 
+ SM-Beads 

+ Soluble Competition

Small molecule 

Proteins
Agarose Bead

Legend

Heavy

Specific

Non-specific

Heavy lysate 
+ SM-Beads 

+ Carrier (DMSO)

Wash beads

Incubate

Figure 12.7 Identifying proteins interacting
with an immobilized kinase inhibitor. Equal
amounts of light and heavy SILAC labeled cell
lysates will be incubated with the kinase
inhibitor affinity matrices, but an excess of
soluble kinase inhibitor is first introduced to the
light lysate. The carrier solvent, DMSO, is added
to the pull-down containing heavy cell lysate as a
control. Small-molecule affinity beads are
introduced to bothpull-downs in equal amounts
to bind target protein. As kinases also bind to
the soluble form of the kinase inhibitor present

in excess, the relative amounts of kinase bound
to beads in the light sample will be lower than in
the heavy sample. Thebeads fromboth light and
heavy pull-downs are combined and eluted
proteins analyzed by LC-MS; target kinases have
differential heavy/light ratios and proteins that
do not interact with the small molecule will have
ratios close to 1 : 1. This allows proteins
interacting with the small molecule to be easily
distinguished from proteins bound
nonspecifically to the solid-phase matrix.
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quantitative MS is enhancing classical biochemical approaches. Many well-estab-
lished and powerful biochemical methodologies can now be performed with MS as
a readout, allowing simultaneous evaluation of thousands of proteins instead of
single-protein studies with UV absorbance measurements. Through this renais-
sance in applying biochemical methods, researchers are applying quantitative
proteomics methods to obtain a more global analysis of subcellular proteomes
like the mitochondrion [73] or nuclear bodies like the nucleolus [74].

12.4
Conclusions

The toolbox for MS-based proteomics has been expanding rapidly over the past
decade and analyses have become increasingly sophisticated. Instead of routine
protein identification, quantitative proteomics is allowing the encoding of functional
states into stable isotope-labeled protein populations.We can now identify thousands
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provide increased confidence in target
selection. Quantitative proteomics experiments
comparing two states such as pull-down or
differential expression experiments are most
useful when changes in protein abundances
occur in just a subset of all quantified proteins.
Each data point is a quantified protein with
SILAC ratios from two experiments as the x- and
y- coordinate, respectively. The majority of
proteins in the dataset have unchanged ratios,
in the example here with a kinase inhibitor

affinity pull-down (described in Figure 12.7) the
central distribution of proteinswithin the dotted
circle has log2 heavy/light ratios near zero.
Kinases (gray dots) enriched by the kinase
inhibitor affinitymatrix are found in the top right
of the plot indicating high heavy/light ratios in
one experiment and the high inverted light/
heavy ratios in the label-swap replicate. This
allows clear discrimination of the targets from
the null distribution of nonspecific interactions
with the kinase inhibitor beads (see also
[62, 64]).
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of proteins and simultaneously measure the changes in abundance of these proteins
in response to biological perturbation using quantitative proteomics. In the future, all
proteomics studies should be designed as quantitative analyses since it requires little
additional expense, particularly in comparison to the high cost of MS instrumen-
tation. Quantitative proteomics is also becoming increasing accessible to researchers
as there aremany robust chemical ormetabolic labelingmethods available today, and
commercial and academic software [75–79] to supportMSquantification analyses are
much improved.

Our ability to study and understand protein function at the proteome level is the
key to our success in integrating genomic and proteomic datasets. Next-generation
sequencing is already driving a new revolution in gene expression studies [80, 81],
and proteomics methods will need to continue to evolve and improve. The ability to
combine both these domains will bring tremendous insight and power to our
analyses of gene regulation, and is one of thefirst important steps towards developing
a systems-wide understanding of biology.
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13
Two-Dimensional Gel Electrophoresis and Protein/Polypeptide
Assignment
Takashi Manabe and Ya Jin

13.1
Introduction

The techniques of two-dimensional gel electrophoresis (2-DE) were developed in the
late 1960s and are now widely employed for the global analyses of proteins/poly-
peptides in complex protein systems. During these last 40 years, the techniques were
improved for better resolution, higher reproducibility, and wider application. The
applicability of 2-DE techniques in protein analysis was reinforced by the advent of
mass spectrometry (MS) for the assignment of protein/polypeptide spots on 2-DE
gels. MS techniques became popular in the 1990s, and provided much higher
sensitivity and throughput in protein/polypeptide assignment compared with chem-
ical amino acid sequencing. Further, they enabled simultaneous assignment of
multiple polypeptides in one gel spot, which implies that protein complexes on 2-DE
gels would also be assigned.

In this chapter, the following three points will be covered:

. Aim of protein analysis and development of 2-DE techniques.

. Current status of 2-DE techniques.

. Development of protein assignment techniques on2-DEgels and current status of
mass spectrometric techniques.

The term �proteins� will be used for functional proteins that retain their tertiary/
quaternary structures and the term �polypeptides� will be used for single polypeptide
chains, irrespective of their secondary and tertiary structures.

13.2
Aim of Protein Analysis and Development of 2-DE Techniques

Since the total amino acid sequencing of insulin by Sanger et al. in the early 1950s
[1, 2], the importance of the determination of amino acid sequence in protein analysis
has been recognized. In the 1960s and 1970s, the research aims in biochemistry

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
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laboratories were focused on the analysis of the structure (molecular mass,
isoelectric point (pI), subunit structure, amino acid sequence, etc.) and function
(enzyme activity, specific binding, etc.) of single proteins. For this purpose, large-
scale purification of the target proteins, retaining their biological functions, was
the prerequisite. The proteins in the starting materials (such as cells and organs)
were subjected to crude fractionation by salt or cold organic solvent precipitation,
separated by ion-exchange chromatography utilizing the differences in protein net
charge and by gel-permeation chromatography utilizing the differences in protein
size, and then crystallized to ensure further purification. Generally, native proteins
were prepared in quantities of 100mg to grams, especially when the full-length amino
acid sequence and X-ray crystallographic analysis were the aim. The precipitation
methods could separate protein samples into several fractions and each method of
liquid chromatography could separate into a further 10–20 fractions; thus, the target
protein could be purified about 500- to 1000-fold after several weeks of labor.

The techniques of one-dimensional polyacrylamide gel electrophoresis (1-DE),
including discontinuous buffer-gel electrophoresis (disk gel electrophoresis) [3, 4],
sodium dodecylsulfate (SDS) gel electrophoresis [5, 6], and gel isoelectric focusing
(IEF) [7, 8], were also developed in the 1960s. The applicable protein quantity of these
analytical techniques ranged from 1 to 100 mg and could not be used directly for
large-scale protein preparation, but they could reproducibly separate proteins into
50–100 stained bands on polyacrylamide gels within one to several hours. The
advantages of the 1-DE techniques – high resolution, high reproducibility, and short
analysis time – were immediately recognized and applied for the analysis of various
protein systems. In 1970, Laemmli [9] reported an improved technique of SDS gel
electrophoresis introducing a discontinuous buffer system and used it for the
analysis of polypeptides of bacteriophage T4. This landmark work demonstrated
that all the polypeptides of T4 phage – some of which had been assigned their gene
loci in the phage DNA – could be separated according to their size differences and
visualized on a polyacrylamide gel, hence the processes to construct the molecular
architecture of the phage could be studied using this technique. (The studies on the
molecular morphology of T4 phage have been reviewed [10].) In the same year,
Kaltschmidt andWittmann [11] reported the analysis of all the component proteins in
the Escherichia coli ribosome – 21 proteins in the 30S subunit and 34 proteins in the
50S subunit – aiming at the reconstruction of structure and function of the ribosome
using a technique of 2-DE. These works were followed by the 2-DE analysis of E. coli
polypeptides reported by O�Farrell [12]. E. coli polypeptides were separated into about
1100 spots under denaturing conditions and the results suggested the possibility of
the analysis of total polypeptides present in a cell, opening the way to reconstruct the
complex biological structures and functions of living organisms.

O�Farrell�s work did not include information on the identity of the separated
polypeptides, such as their gene loci, amino acid sequences, or biological properties,
because at that time the information could be obtained only from purified proteins.
The elaborate works by Neidhardt et al. on the preparation of an E. coli Protein Index
undertaken from the late 1970s to 1983 [13] provided the assignment of 160 spots on
the 2-DE gel, which also suggested the limitations of protein assignment techniques
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available in this period (i.e., coelectrophoresis of purified proteins and immuno-
chemical assignment). However, the development of DNA sequencing techniques in
the 1970s dramatically accelerated the rate of sequencing and the size of the DNA
sequence database grew from10 kbp in 1977 to 1.5Mbp in 1987, 1.1Gbp in 1997, and
99 Gbp in 2008, and continues to grow at an exponential rate (http://www.ncbi.nlm.
nih.gov/Genbank/genbankstats.html). The MS techniques of protein assignment,
which employ the information in DNA sequence/amino acid sequence/protein
function databases, enabled assignment of almost all the stained spots on 2-DE
gels. The 2-DE techniques can now provide not only high-resolution 2-D maps of
proteins/polypeptides in complex protein systems, but also the structural and
functional information of each spot on the map. The development of the techniques
for protein/polypeptide assignment is summarized in Section 13.4.

About 4400 polypeptides are predicted from the 4.6-Mbp sequence of E. coli strain
K12 (http://genprotec.mbl.edu/overview.html) and about 20 000–25 000 protein-
coding genes are estimated from the human 3-billion-base pair sequence [14]. These
numbers are larger than the polypeptide spots resolved by denaturing 2-DE, so the
techniques have been improved to attain higher resolution, reproducibility, and
sensitivity for the analysis of polypeptides as gene products. On the other hand, the
limitations of the denaturing 2-DE specified for the analysis of polypeptides have
becomemore and more obvious as studies on complex protein systems accumulate.
Just as polypeptide amino acid sequences could not be predicted fromDNAsequence
data alone, the biological functions of proteins and protein complexes could not be
predicted from amino acid sequence data alone. Therefore, it is important to develop
methods to separate and analyze functional proteins and protein complexes, setting
the aim of protein analysis at the reconstruction of the biological structures and
functions in living organisms [15]. 2-DE techniques aiming at the analyses of
functional proteins and protein complexes have also been developed. The current
status of 2-DE techniques is summarized in the next section.

13.3
Current Status of 2-DE Techniques

As reviewed in the previous section, 2-DE techniques have been most commonly
used for the separation of polypeptide chains in order to correlate genes to their
translation products (i.e., polypeptides). However, the increasing interest in recon-
structing the complex biological structures and functions led the development of
2-DE techniques that aim to separate proteins holding their native structures and
biological functions. In this section, the 2-DE techniques are classified into the
following three categories:

. Denaturing 2-DE for the separation of polypeptides.

. Nondenaturing 2-DE for the separation of biologically active proteins and protein
complexes.

. Blue-native 2-DE for the detection of protein–protein interactions.
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Each one will be summarized in terms of the separation principles, procedures,
and characteristic features.

13.3.1
Denaturing 2-DE for the Separation of Polypeptides

13.3.1.1 Principle
The resolution of proteins in 2-DE can be optimized when each dimension separates
proteins/polypeptides according to independent parameters. The electric properties
of proteins/polypeptides are decided by the dissociable groups in the proteins. The
dissociable groups can be divided into two categories – those that provide one
negative charge after full ionization and those that provide one positive charge, as
shown in Table 13.1. Since the dissociable groups are separated from each other by
the peptide bonds in the polypeptide chain backbone, it can be assumed that each
group dissociates independently (i.e., the pKa value of one group would not be
affected by the dissociation state of the other groups in neighboring amino acid
residues). Therefore, the following equation can be used to estimate the net charge of
a polypeptide;

Z ¼ �
X

ðai KaiÞ=ð½Hþ �þKaiÞþ
X

ðbj½Hþ �Þ=ð½Hþ �þKajÞ ð13:1Þ

whereZ represents the net charge generated from the sum of the dissociable (acidic;
�COOHand�NH3

þ ) groups in the polypeptide, [Hþ ] represents the concentration
of Hþ , ai and Kai represent the groups i that provide a –1 charge and its dissociation
constant, respectively, and bj and Kaj represent the groups j that provide a þ 1 charge
and its dissociation constant, respectively. Setting the net charge Z¼ 0, the pI (�log
[Hþ ] at Z¼ 0) of a protein can be estimated from Eq. (13.1). Since polypeptides are
defined by their specific amino acid sequence, the compositions of the dissociable
groups are different between polypeptides, so they have different pI values. On the
other hand, the molecular mass or the size of a polypeptide is decided by its chain

Table 13.1 Charge number and pKa values of dissociable groups in simple proteins.

Name of dissociable groups Charge number when totally ionized pKa

Guadinyl (Arg) þ 1 12.48
e-Amino (Lys) þ 1 10.53
a-Amino (N-terminal) þ 1 9.6
Imidazole (His) þ 1 6.0
a-Carboxyl (C-terminal) �1 2.3
Carboxyl (Asp) �1 3.86
Carboxyl (Glu) �1 4.25
-SH (Cys) �1 8.33
-OH (Tyr) �1 10.07

Values are for free amino acids at 25 �C.
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length or the number of amino acids, which is not related to the composition of the
dissociable groups. For a polypeptidewith known amino acid sequence, itsmolecular
mass can be calculated by summing up all the residual masses of the component
amino acids. In O�Farrell�s technique, E. coli proteins were treated with 8M urea,
nonionic detergent NP-40, and 2-mercaptoethanol, which would ensure the solubi-
lization of most proteins and their dissociation into single, denatured polypeptide
chains [12]. The denaturantswere also included in thefirst-dimension gels for IEF, so
the polypeptides were separated according to their pI differences. After IEF, the IEF
rod gels were equilibrated with an SDS-containing solution to form dodecylsulfate
(DS) complexes of the polypeptides, each IEF gel was set on an SDS-containing
slab gel [9] and then the DS–polypeptide complexes were separated according to
their size differences. The size separation becomes possible because approximately
1.4 g DS� can bind per gram of polypeptide with disulfide bonds cleaved by
reduction [16], which means all polypeptides have negative charges approximately
proportional to their molecular mass and their native charge states become negli-
gible. The high-resolution of this 2-DE technique is assured by strictly keeping the
conditions to dissociate the proteins into single polypeptide chains in the first
dimension and keeping the conditions to form DS–polypeptide complexes in the
second dimension.

A major problem in the IEF step of this technique is the flattening of the pH
gradient at the basic end of the IEF gels after prolonged IEF time. This pH gradient
instability in the IEF gels is caused by the flow-out of the carrier ampholytes and
results in gradients only in the range of pH 4–7, so the basic polypeptides that
constitute ribosomes and histones cannot be separated. For the separation of basic
polypeptides, a technique called nonequilibrium pH gradient electrophoresis
(NEPHGE) was developed [17] in which samples are loaded at the acidic end of the
gels and run for a relatively short time. However, this approach suffers from the
following disadvantages: (i) two different gels are necessary for the analysis of a
sample, (ii) the basic polypeptides are separated by their mobility and separation is
not reached at their pI positions, and (iii) reproducibility of the separation is difficult
to control. The immobilized pHgradient (IPG) techniquewas developed in 1982 [18]
to overcome the problems in IEF (i.e., pH gradient instability and narrow pH range).
Weak acids and bases that have the general chemical composition (Immobilines)
CH2¼CH�CO�NH�R, where R represents either one of several carboxyl groups or
one of several tertiary amino groups, are copolymerized within the polyacrylamide
network to prepare IPGgels. The pHgradient exists prior to electrophoresis since the
Immobiline concentration gradients are prepared within the mixed solution of
acrylamide and N,N0-methylenebisacrylamide (bis) monomers before the polymer-
ization. After a series of improvements, the IPGmethodology provides stabilized pH
gradients, which lead to higher resolution, wider pH range (pH 3–11), and improved
reproducibility for interlaboratory comparisons, and currently it is the standard IEF
technique for the 2-DE analysis of polypeptides [19].However, it is reported that some
proteins, such as membrane proteins, tend to precipitate or aggregate and are lost in
the IPG-IEF step. Agarose gel columns that include carrier ampholytes are recom-
mended for IEF of such samples [20].
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13.3.1.2 Procedures
The procedures for denaturing 2-DE using IPG gels in IEF have been described
in detail [21, 22], so the important points within the procedures, characteristic to this
2-DE method, are briefly summarized.

1) Sample preparation (for animal and prokaryotic cells). During and after cell lysis,
proteases are inactivated by the addition of protease inhibitors and insoluble
components are removed by centrifugation. The ideal sample solubilization
procedure for denaturing 2-DE would cleave all intra- and interpolypeptide
disulfide bonds, and disrupt all noncovalent interactions between polypeptides
and proteins. For these reasons, in a typical protocol [22] the sample is suspended
in a lysis buffer that contains 9.5M urea, 2% (w/v) CHAPS, 0.8% (v/v)
Pharmalyte pH 3–10, 1% (w/v) dithiothreitol (DTT), and 5mM Prefabloc
protease inhibitor, so that the concentration of urea is higher than 8M. The
solution is subjected to sonication in an ice bath (3� 10 s) for cell lysis and
centrifuged (60min, 42 000 g, 15 �C). The sample solutions are either used
immediately or are stored at �78 �C. High urea concentration disrupts the
hydrogen bonds in proteins, CHAPS prevents the hydrophobic interactions
between the denatured polypeptides that have exposed hydrophobic side-chains,
and carrier ampholytes help the separation of polypeptides in IPG gel strips.

2) Rehydration of IPG gel and application of the sample solution. Dried IPG gel
stripswith polyesterfilmbacking are commercially available in various lengths (7,
11, 13, 18, and 24 cm) and for various pH ranges. The dried IPG strips are
rehydrated inasolutionthat contains8Murea,0.5%CHAPS,0.2%DTT,and0.2%
Pharmalyte pH3–10 overnight to form0.5-mmthick IPGgelwith polyacrylamide
matrixof4%T(Trepresents thesumof theweightsof acrylamideandbis in100ml
solution) and3%C (Crepresents percentweight of bis in the sumof theweights of
acrylamide and bis). For analytical purposes, typically 20ml of the sample solution
(50–100mg of protein) are applied onto an 18-cm long IPG gel strip.

3) IEF. The IEF running conditions depend on the length and pH range of the IPG
gel strip to be used. For analytical purposes using 18-cm long IPG 3–10, the
voltage is raised stepwise, 150V for 30min, 300V for 30min, 1500V for 1 h, and
3500V for 4.6 h at 20 �C to keep the current maximum at 50mA per strip.

4) Equilibration of IPG gel. The IPG gel is put in a test tube that contains 10ml
equilibration buffer I, 6M urea, 30% (w/v) glycerol, 2% (w/v) SDS, 1% DTT in
0.05M Tris–HCl buffer, pH 8.8, and rocked for 15min. The solution is poured
off and replaced with 10ml equilibration buffer II, 6Murea, 30% (w/v) glycerol,
2% SDS, 0.0012% bromophenol blue (BPB), 4% iodoacetamide in 0.05M
Tris–HCl buffer, pH 8.8, and rocked for 15min. Urea and glycerol help the
transfer of polypeptides from the IPG gel, SDS is used to form DS–polypeptide
complexes, and iodoacetamide to alkylate cysteine residues to block the refor-
mation of disulfide bonds during and after the second dimension run.

5) SDS gel electrophoresis. SDS-containing slab gels can be cast on PAGfilm
(GelBond�) and run horizontally or polymerized in vertically set cassettes
consisting of two glass plates and two 1-mm thick spacers between them and
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run vertically. Vertical gels are set in an apparatus which allows several to 20 slab
gels to be run simultaneously. The gel composition of a typical vertical gel is 10,
12.5, or 15%Thomogeneous, 2.6%C, 0.1%SDS, and 375mMTris–HCl, pH8.8.
The equilibrated IPG gel strip is placed on top of a SDS gel and overlaid with an
agarose solution to achieve complete contact of the IPG strip on the surface of the
SDS gel. Typically, SDS electrophoresis is run at 15mA constant current per gel
overnight at 15 �C, until the BPB tracking dye has migrated off the lower end of
the gel. The procedures to visualize proteins and polypeptides on 2-DE gels are
summarized in Section 13.3.4.

13.3.1.3 Specific Features
The most important feature of this technique is the ability to separate polypeptides
with extremely high resolution. Owing to this high resolution, each spot on the 2-DE
gel can be assumed to represent one polypeptide, so the 2-DE patterns would be better
correlated to the activities of the genes. Therefore, changes in the protein composition
during cell transformation, development, and differentiation have been studied by
comparing the 2-DE patterns. However, because of the multiple manual steps in the
2-DE technique, the comparison is often time-consuming and the 2-DE patterns are
difficult to perfectly superimpose. Two-dimensional difference gel electrophoresis
(2-D DIGE) [23] is a technique to detect differences between two protein samples
that requires only a single 2-DE gel. This is accomplished by tagging of the two
samples with two different fluorescent dyes, running them on the same 2-DE gel,
and the separated polypeptides are detected as two images utilizing the differences
in the excitation and emission wavelengths of the two dyes. The images are then
superimposed to detect the differences in fluorescence intensity for the overlapped
spots. This technique enabled researchers to focus on the polypeptides with notable
changes in quantity, which could be more directly related to the biological
processes. Through the advances inMS-based polypeptide assignment techniques,
which will be reviewed in Section 13.4, the importance of the 2-D DIGE technique
has become more obvious.

13.3.2
Nondenaturing 2-DE for the Separation of Biologically Active Proteins and Protein
Complexes

13.3.2.1 Principle
The technique of nondenaturing 2-DE – the combination of polyacrylamide gel IEF
and disk gel electrophoresis –was attempted in 1969 [24] aiming at high resolution of
proteins with their biological structures and functions maintained. Later, disk
electrophoresis was replaced by pore gradient electrophoresis [25], because appar-
ently a protein reaches its pore limit in a gradient gel and its band becomes sharp,
resulting in higher resolution of proteins than in a uniform pore gel [26]. Human
plasma proteins were separated into about 230 spots by a nondenaturing 2-DE
technique in which polyacrylamide gel IEF was followed by polyacrylamide pore
gradient gel electrophoresis [27]. In principle, nondenaturing 2-DE of proteinswould
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not have higher resolution than denaturing 2-DE, since independence of separation
principles in the two dimensions cannot be strictly pursued. In nondenaturing IEF,
the proteins would migrate in the gel holding their tertiary structures, which means
the electric forces separating proteins are in equilibrium with the specific and/or
nonspecific interactions between proteins. IPG gels are not successfully used for
nondenaturing IEF, because they need high field strengths and long focusing times,
which would enhance nonspecific interactions between proteins since proteins
become more hydrophobic when they get closer to their pI. Therefore, column gels
that contain carrier ampholytes are used for nondenaturing IEF. In the gradient gel
electrophoresis step, proteins would migrate to their pore limits only when they have
enough negative charges to drive them towards the anodic end of the gel. As shown in
Eq. (13.1), proteins can have negative net charges when their pI values are lower than
the buffer pH. Therefore, this method is only applicable for proteins that have pI
values lower than the pH of the buffer solution employed (around pH 8). Apparent
molecular masses of proteins can be estimated for acidic proteins (pI< 6) when a pH
8.3 buffer is used [27], but the mass values of proteins that have pI values larger than
6must be corrected as the proteins are more retarded when the pI values are closer to
the buffer pH. In spite of these limitations, nondenaturing 2-DE is of importance in
studies of proteins where their native structures and biological functions are to be
maintained. Also, the fact that native proteinsmostly have pI values in the range of 4–8
suggests the wide applicability of this technique. Since it is favorable to separate
proteins at low field strengths and in short running times under nondenaturing
conditions, amicro-gel (38mm� 38mm� 1mm)2-DEsystemwas developed,which
also enabled the parallel running of 8–16 gels [28]. It was shown that agarose IEFgels
have much higher performance than polyacrylamide IEF gels in nondenaturing
micro-gel 2-DE for the analysis of high-molecular-mass proteins (up to 2000 kDa) [29].

13.3.2.2 Procedures
The procedures of nondenaturing 2-DE using agarose IEF gels have been described
in detail [29, 30], so the important points characteristic to this 2-DE method are only
briefly summarized.

1) Sample preparation. Since the method does not include the process of protein
solubilization, the samples shouldbe in the solutionstate, suchasbloodplasmaor
cellular cytosol fractions. A human plasma sample is prepared by inhibiting the
initial stagesofbloodcoagulationby theadditionof0.0025%(w/v)heparinor0.1%
(w/v) EDTA to the blood and centrifuging at 2000 g for 10min at 4 �C. A cytosol
protein sample is prepared at 4 �C by suspending the cells (about 2� 107 cells/
0.1ml) inabuffer that contains1.0mMphenylmethylsulfonylfluoride, sonicating
the solution (6� 10 s), and centrifuging (5min, 17 600 g, 4 �C). Since the sample
solutions are injected on top of the IEF column gels, they are supplemented with
20–40% (w/v) sucrose or glycerol to stabilize the sample layers.

2) Preparation of IEF gels. Agarose rod gels (internal diameter 1.4mm, length
35mm) that contain 1% (w/v) agarose, 2% (w/v) Ampholine�, pH 3.5–10, and
0.5% (w/v) Ampholine, pH 3.5–5 are prepared in a batch of 24 gels [28, 29].
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3) Preparation of pore gradient gels. Polyacrylamide pore gradient (4.2–17.85% T
linear gradient, 5% C for plasma samples and 8.4–17.85% T linear gradient, 5%
C for cytosol samples)micro slab gels (38mm� 38mm� 1mm), which contain
375mM Tris–HCl buffer, pH 8.8, are prepared with the aid of a computer-
controlled gradient maker in a batch of 16 gels.

4) IEF. The catholyte is 0.04M NaOH and the anolyte is 0.01M phosphoric acid,
both precooled in ice water. Typically, 2ml of the plasma sample (about 120 mg
protein) or 4ml of the cytosol sample (about 100 mg protein) is applied at the
cathode end of an IEFgel, when the gel is to be stained with Coomassie Brilliant
blue (CBB) and all the stained spots are to be subjected to protein assignment by
mass spectrometric methods. IEF is run at 0.12mA/gel constant current until a
voltage of 300V is reached (about 30min for plasma samples and about 12min
for cytosol samples) and continued at 300V for 15min, keeping the IEF gel
capillaries immersed in the anolyte solution cooled at 4 �C.

5) Equilibration of IEF gels. Each agarose IEF gel is set on top of a micro slab gel
where a 100-ml aliquot of a 10mM Tris–76mM glycine buffer, pH 8.3, is filled
beforehand and the IEF gel is set for 10min.

6) Gradient gel electrophoresis. Thegels are set in an apparatus that allows 8–16 slab
gels to run simultaneously. Typically, electrophoresis is run at 10mA constant
current per gel for 50min in the case of plasma samples (4.2–17.85% T linear
gradient, 5% C gels) and for 75min in the case of cytosol samples (8.4–17.85% T
linear gradient, 5% C gels) with an electrode buffer of 50mM Tris–380mM
glycine, pH 8.3, which has been cooled at 4 �C. The procedures to visualize
proteins and polypeptides on 2-DE gels are summarized in Section 13.3.4.

13.3.2.3 Specific Features
The most important feature of this technique is the ability to detect biological
functions of proteins including enzyme activities [31, 32] and physiological binding
betweenproteins [30, 32] after the seconddimension separation.Most of the compiled
recipes of activity staining of enzymes after starch gel electrophoresis [33] can be
applied for the detection of enzymes on nondenaturing 2-DE gels. The dissociation of
noncovalently bound protein complexes can be visualized by comparing the non-
denaturing 2-DE pattern with a modified 2-DE pattern, which is obtained by non-
denaturing IEFfollowedbySDSgel electrophoresis [34, 35]. Also,when some spots on
a 2-DE gel have been assigned to containmultiple polypeptides bymass spectrometric
analyses, suggesting that the spots may represent protein complexes or multiple
proteins, they can be subjected to third-dimension SDS gel electrophoresis for the
analysis of constituent polypeptides [36]. Another feature of nondenaturing 2-DE is
that it can be done in amicro gel format [28], which enables the separation of a plasma
sample to about 160 protein spots [37] and of anE. coli lysate to about 330 protein spots
[38], in about 100min run time or less. When chemical amino acid sequencing was
the only way to obtain sequence information of proteins on 2-DE gels, nondenaturing
2-DE was disadvantageous because even when a spot on the gel represents only one
protein, itmay contain twoormoreheterogeneouspolypeptide subunits andcouldnot
be sequenced.However, the advent ofMS-basedmethods of polypeptide assignment,
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which can assignmultiple polypeptides in one spot, enforced the importance of this 2-
DE technique.

13.3.3
Blue-Native 2-DE for the Detection of Protein–Protein Interactions

13.3.3.1 Principle
Blue-native (BN)-2-DE was developed for the analysis of mitochondrial membrane
proteins by Sch€agger and Jagow [39] and was later extended to the analysis of soluble
protein complexes [40]. Functional mitochondrial complexes are usually separated at
pH 7–8 at which they are stable using nonionic detergents, but they could not be
separated by native IEF because of severe aggregation.Gradient gel electrophoresis is
then employed for the separation, keeping the pH of the gel buffer and electrode
buffers at 7.0. The solubilized membrane samples are supplemented with CBB-G.
The CBB molecules may bind mainly on the surface of the protein complexes, since
the solubility of the complexes is improved and the functional activity is retained after
electrophoresis for some complexes. The bound CBB molecules give total negative
charges to the protein complexes and the CBB–protein complexes are separated
according to the size differences in the pore gradient gels. A low concentration of
CBB is added in the cathode buffer to stabilize theCBB–protein complexes during the
run. A lane of the gradient gel is excised, treated with an SDS/mercaptoethanol
solution, put on an SDS slab gel, and SDS gel electrophoresis is then run to obtain 2-
DE patterns. On the stained 2-DE gels, each protein complex is dissociated into the
constituent polypeptides and separated according to their molecular mass differ-
ences. When CBB-G dye is not used in the first dimension of gradient gel electro-
phoresis and it is combined with SDS gel electrophoresis (clear-native (CN)-2-DE),
the spots are more overlapped than in BN-2-DE [40].

13.3.3.2 Procedures
The procedures of BN-2-DE have been described in detail [39, 40], so the important
points characteristic to this 2-DE method are only briefly summarized.

1) Sample preparation. Since the method is basically a one-dimensional electro-
phoresis technique for the separation of proteins, the optimum solubilization
conditions for the target protein complexes should be examined beforehand. The
sediments of bovine heart mitochondria (200 mg total protein) are solubilized by
the addition of 40 ml of 750mM6-aminocaproic acid, 50mMBistris, pH 7.0, and
5ml 10% (w/v) dodecyl maltoside (a detergent), and centrifuged for 15min at
100 000 g. Shortly before BN electrophoresis, CBB-G is added from a 5% (w/v)
stock solution in 500mMaminocaproic acid to adjust to a detergent/CBB ratio of
4: 1 (g/g). When the sample is partially purified membrane proteins and the
detergent concentration is less than 0.2%, it can contain up to 200mMNaCl and
the addition of CBB is not necessary.

2) Preparation of first-dimension gradient gel. Polyacrylamide pore gradient gels
(6–13% T linear gradient, 3% C or 7–16.5% T linear gradient, 3% C, 14 cm high,
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16 cm wide, and 1.6mm thick, which contain 500mM aminocaproic acid/
150mM Bistris adjusted with HCl to pH 7.0) are prepared, sample combs are
set on each gel, a sample gel solution (4%T, 3%C) is poured in the space between
the separation gel top and the comb, and the sample gel is polymerized.

3) BN electrophoresis. BN electrophoresis is runwith an electrode buffer of 50mM
Tricine/15mM Bistris, pH 7.0, except that cathode buffer is supplemented with
0.02%CBB-G, at 4–7 �C at 100Vuntil the protein sample reaches the separation
gel and then at 500V with a current limit of 15mA for 3–4 h. In the case of
7–16.5% T gradient gel, electrophoresis is run at 200V overnight.

4) SDS electrophoresis for the second dimension. A 5-mm wide lane of the first-
dimension gel is excised and equilibrated in 1% w/v SDS/50mM Tris–HCl, pH
7.0, for 5min, dipped in the equilibration buffer supplemented with 100mM
DTT for 15min, transferred in the equilibration buffer supplemented with
55mM iodoacetamide for 15min, and thoroughly washed in the equilibration
buffer [41]. The lane is placed on a glass plate at the usual position of stacking
gels, the spacers and the second glass plate are set, the gel mold is brought into a
vertical position, and a separation gel solution of SDS electrophoresis (uniform
gel of 10–16% T, depends on the molecular mass distribution of the component
polypeptides) is poured, leaving space for the stacking gel. After polymerization,
the stacking gel is polymerized. Electrophoresis is run at room temperature at
25 �C with a current limit of 40mA for 6 h.

13.3.3.3 Specific Features
Themost important feature of this technique is that it can analyze the compositions of
multiple protein complexes onone 2-DE gel. The separation of proteins is done only by
the one-dimensional separation in a native gradient gel and the second dimension
serves for the separation of the polypeptides that constitute the protein complexes.
Since gradient gel electrophoresis can separate no more than 100 protein species, the
samples for BN-2-DE proteins should be prefractionated to concentrate the target
protein complexes. For the same reason, the sample solubilization conditions should
be optimized and sometimes BN electrophoresis may be better replaced by CN
electrophoresis when the addition of CBB-G is not favorable for the sample. This
techniquewas developed for the analysis of hydrophobic protein complexes thatwould
easily aggregate in nondenaturing IEF, so it is complementary with nondenaturing 2-
DE. Recent applications using BN or CN electrophoresis have been reviewed [42].

13.3.4
Visualization of Proteins Separated on 2-DE Gels

As shown in Sections 13.3.1–13.3.3, the 2-DE gels obtained just after the second-
dimension run can have different gel sizes and different constituents in the gels.
Also, the gels can be subjected to various detection methods such as dye staining,
silver staining, negative staining, and fluorescent staining. Since the methods of
protein detection methods have been reviewed [43, 44], only some important points
in protein visualization are briefly discussed.
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13.3.4.1 Fixing Before CBB, Silver, or Fluorescent Dye Staining
The polyacrylamide slab gels used for the second-dimension runwould contain SDS,
carrier ampholytes migrated from the IEF gels to the slab gels, and reagents used to
stabilize the pH in the gels. SDSmolecules attached to the polypeptide backbone and
hydrophobic amino acid residues would interfere with the hydrophobic binding of
organic dyes such as CBB-R and CBB-G. Carrier ampholytes in the gel would bind
with the dyes, forming high-molecular-mass complexes with the dyes. These
reagents should be removed from the gel with alcohols (methanol or ethanol) in
rather high concentrations (30–50% v/v). Also, alcohols help the fixation of proteins
with the aid of acids (5–10% v/v acetic acid). Therefore, most staining protocols –
CBB, silver, or fluorescent dye staining (except zinc-imidazole staining) – include the
step of protein fixation with alcohol/acid for 30min to 1 h.

13.3.4.2 CBB Staining
CBB-R and -G are themost commonly used organic dyes to stain 2-DE gels, and there
are two different protocols for CBB staining: the �stain–destain� method and the
�colloidal stain� method. In the former, after fixation the gels are stained in the
fixation solution containing 0.1–0.2% (w/v) CBB-R for 15–30min (gel thickness
1mm), destained in the fixation solution with a reduced concentration (lower than a
half) of alcohol for 2 h to overnight leaving a faint blue color of the gel background,
and the gel is kept in the acid solution without alcohol. A high concentration of
alcohol in the staining solution maintains the solubility of CBB, the lower concen-
tration of alcohol in the destaining solution helps CBBmolecules remain boundwith
proteins, and CBB molecules stay with the proteins in the absence of alcohol. In the
latter protocol [43], the gels are fixed in an alcohol/phosphoric acid solution, washed
with 2% phosphoric acid to remove alcohol, and then equilibrated in a solution
containing 2% phosphoric acid, 18% (v/v) ethanol, and 15% (w/v) ammonium
sulfate. The solution is then treatedwith 0.2% (w/v) solution of CBB-G, 1%of the gel-
solution volume, and the stain is allowed to proceed for 24–72 h. Free CBB-G
molecules are in a very low concentration, keeping a minimal background staining,
but they diffuse into the gel and gradually accumulate on the protein spots. The
detection limit of CBB staining is in the range of 50–100 ng/mm2, which means the
limit is dependent on the performance (minimal spot size) of the 2-DE technique.
When a protein can be separated on a micro 2-DE gel (4 cm� 4 cm after destaining)
as a spot of 0.1mm2 (e.g., 0.5mm� 0.2mm), 10 ng is the limit [45]; when the
minimal spot size is 1mm2on a 20 cm� 20 cmgel, the detection limit is 100 ng. CBB
staining is compatible with MS-based protein assignment because the bound CBB
can be removed by treating the gel piece with an organic solvent.

13.3.4.3 Silver Staining
Silver staining is about 20- to 100-fold more sensitive than CBB staining and there
are various protocols [43]. However, the use of formaldehyde or glutaraldehyde in
the prestaining step or in the silver impregnation step may cause covalent bonding
of these reagents to proteins, thus hampering the MS-based assignment. A
modified silver staining protocol compatible with MS has been reported, which
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uses formaldehyde only at the developing step [46] and removes silver from the gel
before MS [47].

13.3.4.4 Reverse Staining with Zinc-Imidazole
Zinc-imidazole staining [48] is based on the selective precipitation of white imida-
zolate–zinc complex in the gel, leaving the protein spots transparent. A 2-DE gel after
SDS electrophoresis is incubated in 200mM imidazole containing 0.1% (w/v) SDS
for 15min, the solution is then discarded, the gel is incubated in 200mM zinc
phosphate until the gel background becomes deep white, leaving the protein spots
transparent (about 30 s), and staining is stopped by rinsing the gel with distilled
water [49]. The sensitivity of this method is reported to be higher than CBB staining.
There are, however, some drawbacks – the sensitivity for low-molecular-mass
proteins and glycoproteins is relatively low, and the recognition of the transparent
spots is rather difficult. Zinc-imidazole staining is highly valuable in 2-DE protein
analysis because of its simplicity, speed, and MS compatibility. Higher recovery of
proteins or in-gel digested peptides is expected than with other staining methods,
since this method is free from the fixing processes in which polypeptides would
become entangled with the gel matrices.

13.3.4.5 Fluorescent Dye Staining
Proteins can be covalently derivatized with fluorophores prior to IEFas in the case of
2-D DIGE [23], but the prelabeling may cause changes to protein charge and/or
protein size, whichwill result in heterogeneity of spot locations between themodified
and nonmodified proteins. SYPRO� Ruby is a postelectrophoresis staining dye
comprised of ruthenium as part of an organic complex, which allows sensitive
fluorescence detection of proteins in SDS–polyacrylamide gels [50]. A 2-DE gel after
SDS electrophoresis is incubated in the fixation solution for 1 h, stained with the
SYPRO Ruby protein gel stain for a minimum 3h, and then washed in 10% (v/v)
methanol/7% (v/v) acetic acid solution for 10min before scanning. The stain is
MS-compatible, and the detection limit is as little as 1–2 ng/mm2 and has a linear
dynamic range orders ofmagnitudewider than that of a silver stain [51].However, the
high cost of SYPRORubymight limit its use in routine analysis. A scanner equipped
with a light source at the specific excitation wavelength and a filter at the emission
wavelength is necessary to detect the spots stained with a fluorescent dye.

13.3.4.6 Quantitation
The density of the stained spots on the 2-DE gels can be quantitated with an image
analyzer, which normally has the following functions; (i) spot detection, (ii) spot
numbering, (iii) calculation of integrated density for each spot, (iv) annotation of each
spot after calibrating with pI and molecular mass standards, (v) comparison of
multiple 2-DE patterns by overlaying the spots, and so on. It must be noted that any
staining technique has intrinsic limitations because the techniques are based on the
selective binding of the chromophores to hydrophobic sites (CBB staining and
fluorescent staining) or basic amino acid residues (silver staining), or on the affinity
to SDS–polypeptide complexes (negative staining). Since different polypeptides have
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different amino acid compositions, the binding of the chromophores or SDS
molecules to them are not uniform. Therefore, comparisons of quantity or integrated
density should be done between the spots that have been assigned to represent an
identical protein/polypeptide.

13.4
Development of Protein Assignment Techniques on 2-DE Gels and Current Status
of Mass Spectrometric Techniques

Using 2-DE techniques, hundreds or thousands of proteins/polypeptides in a
complex protein system can be visualized, and information on their approximate
quantity and physicochemical properties (such as pIs and molecular masses) can be
obtained simultaneously. Also, the separated protein/polypeptides reside in very
small volumes (1.6 cm3 in micro gels and about 40 cm3 in standard gels) and can be
stored for months or years. This is in contrast to liquid chromatographic techniques,
in which separated proteins cannot be visualized and the protein fractions must
be kept frozen in vials that will occupymuch larger volumes.However, the features of
2-DE techniques become quite important only when the proteins are assigned on the
2-DE gels. With the assignment of proteins/polypeptides, the comprehensive
analysis of all the spots on the 2-DE pattern would provide information necessary
to reconstruct the relevant protein systems. Comparisons of 2-DEpatterns before and
after a biological event in a complex protein system would clarify the polypeptides/
proteins with changes in quantity, pI, or molecular mass, which would be directly
related to the biological event. Therefore, various techniques have been applied for
the assignment of proteins on 2-DE gels.

13.4.1
Development of Protein Assignment Techniques

Coelectrophoresis was the method employed in 1970s, but the purification of low-
abundant proteins is time-consuming and enormous labor must be used for total
assignment of proteins on 2-DE gels [13]. Electrophoretic transfer of proteins from
polyacrylamide gels to hydrophobic membranes was devised in 1979 [52] and this
methodwas immediately employed for the immunochemical assignment of proteins
on polyacrylamide 2-DE gels. Immunoglobulin molecules are too large to diffuse in
the polyacrylamide gels, but during the electrophoretic transfer the proteins comeout
from the small pores of a gel and bind with the surface of the large pores of a
nitrocellulose or polyvinylidene difluoridemembrane. After electrophoretic blotting,
the membrane is incubated in a protein solution (such as bovine serum albumin) to
block all the hydrophobic binding sites on the membrane, and then an antibody
against a target protein is added to the solution and incubated. Now the antibody
molecules can freely penetrate in the large pores of the membrane and bind with the
target protein (antigen). The excess antibody is washed out, the membrane is
incubated in a solution of the second antibody directed against the first antibody,
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and the second antibody specifically binds with the first antibody–antigen complex.
The second antibody is labeled with peroxidase, alkaline phosphatase, fluorescein, or
125I, and therefore the location of the specific binding site of the second antibody can
be detected. The detection limit is as little as 10–100 pg in the case of enzymatic
detections and the technique is widely applied for the assignment of proteins, such as
human plasma proteins [53, 54]. However, purified proteins are necessary for the
preparation of the first antibodies, so thismethod is not suited for the total analysis of
samples in which most of the proteins have not been characterized. Since proteins/
polypeptides are distinguished from each other only when their amino acid
sequences are different, the techniques to assign uncharacterized proteins on 2-DE
gels should be able to detect the structural differences.

The total amino acid sequencing of insulin by Sanger et al. [1, 2] prompted studies
on protein purification followed by total amino acid sequencing. However,
the method of Sanger for sequencing was not widely employed, because the peptide
labeled at the N-terminal amino group with 1-fluoro-2,4-dinitrobenzene could not be
used to determine the next amino acid. Edman [55] devised a method in which the
labeled N-terminal amino acid can be cleaved and the shortened peptide is left intact.
Phenyl isothiocyanate reacts with the uncharged terminal amino group of a peptide
to form a phenylthiocarbamoyl derivative. Then, under mildly acidic conditions, a
cyclic derivative of the terminal amino acid, a phenylthiohydantoin (PTH)-amino
acid, is cleaved which can be identified by gas chromatography or liquid chroma-
tography. The procedure can then be repeated on the shortened peptide, yielding
another PTH-amino acid, which can again be identified by chromatography. Edman
and Begg [56] automated the processes of Edman degradation in 1967. The
necessary sample amounts for the automated sequencer were about 10–100 nmol
(assuming the mass of polypeptide to be 50 000, corresponding to 0.5–5mg) and
proteins purified on a large scale by chromatographic procedures could be
sequenced. The improvement of the sequencer by the use of gas-phase reagents
that react with a polypeptide immobilized on a solid support [57] provides high
sensitivity and polypeptides at as little as 1–5 pmol (50–250 ng) can be sequenced. N-
Terminal amino acid sequencing of the polypeptide spots separated on the dena-
turing 2-DE gels using the gas-phase sequencer followed by protein assignment
from the partial sequence became popular in 1980s and the preparation of 2-D
polypeptide databases were reported in the early1990s [58, 59]. The novelty of this
protein assignment technique resided in the utilization of amino acid sequence
databases to compare the obtained partial sequences with the accumulated full-
length protein sequences and also on the probability-based judgment of the validity
of assignment. The increasing size of protein databases, which would be further
enriched by DNA sequencing, seemed to ensure the possibility of this assignment
technique. However, although the chemistry of Edman degradation is well under-
stood and the instruments are well developed, this method turned out to have the
following major limitations:

i) The polypeptide should be highly homogeneous. If a spot on a 2-DE gel is a
mixture of two polypeptides, the PTH-amino acid chromatogramswould always
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provide two peaks (or more, because the yield of each degradation step is not
100%) and the interpretation may become uncertain.

ii) Polypeptides are often blocked at their N-termini by post-translational
modifications (acetylation, formylation, etc.) or pyroglutamyl formation. In
order to overcome this problem, internal peptides were produced by �on-
membrane� or �in-gel� cleavage [60] of a polypeptide with specific proteases,
separated byhigh-performance liquid chromatography and eachpurifiedpeptide
was sequenced. This approach enables the sequencing of multiple internal
peptides of a given polypeptide and improves the confidence level in protein
assignment, but is less sensitive and slow because of the additional steps.

iii) One cycle ofEdmandegradationneeds about 1 h, so themethod is tooslow for the
assignment of hundreds of spots on 2-DE gels, which can be produced at a rate of
10–20 gels/week in one laboratory. MS-based protein assignment techniques
succeeded basic techniques developed for partial Edman sequencing and
polypeptide assignment, such as in-gel digestion and probability-based
assignment, but they can analyze polypeptide mixtures, have higher
sensitivity, and are high-throughput. Therefore, MS is currently almost the
only method employed for protein/polypeptide assignment on 2-DE gels.

13.4.2
MS-Based Assignment Techniques Utilizing Amino Acid Sequence Databases

MS has been used as a highly sensitive and effective technique in structural analysis
of organic compounds. An organic compound is converted to gas-phase ions (the
ionization methods produce fragment ions of the original compound) in an ion
source, and the ions are separated in amass analyzer according to theirm/z ratio and
detected by an electron multiplier. However, the ionization principles for organic
compounds are based on the direct transfer of the kinetic energy of electrons or
particles to the target molecules and were not effectively applied for proteins and
polypeptides. Matrix-assisted laser desorption/ionization (MALDI) [61, 62] and
electrospray ionization (ESI) [63] are �soft� ionization methods developed in the
late 1980s, which enabled production of gas-phase ions of intact proteins/polypep-
tides in high efficiency. MALDI is most conveniently combined with a time-of-flight
(TOF) MS apparatus and the short pulses of nitrogen laser (half-width 3 ns) enabled
accurate measurement ofm/z values of the ions that travel in a flight tube in tens of
microseconds. After high-resolution MALDI-MS apparatus became commercially
available, the assignment of proteins on 2-DE gels by peptide-mass fingerprinting
(PMF) was reported [64, 65]. ESI was combined with a tandem MS (MS/MS)
apparatus that enabled sequence information of peptide samples [66]. Later, MALDI
was also combined with MS/MS [67]. Up to now, MALDI-TOF-MS followed by PMF
and ESI- or MALDI-MS/MS followed by peptide sequence search are the two major
methods for the assignment of proteins on 2-DE gels. Therefore, the established
principles and procedures of the twomethods are summarized in this section. Since
thesemethods commonly need processes to extract protease-digested peptides of the
proteins/polypeptides in a gel spot, this section will be divided into three parts:
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. Sample preparation for MS analysis.

. MALDI-TOF-MS and PMF.

. MS/MS and peptide sequence search.

13.4.2.1 Sample Preparation for MS Analysis
In 2-DE analyses the proteins/polypeptides are separated in the second dimension
according to the differences ofmobility in polyacrylamide gels, whichmeans the pore
sizes of the polyacrylamide gels are comparable with the sizes of proteins/polypep-
tides and their extraction from gel matrices is rather difficult. However, the
polypeptide assignment techniques that utilize sequence databases and probabili-
ty-based judgment for the assignment do not need the intact polypeptide chains to be
extracted – only their fragments are used for the analysis. Thus, proteins/polypep-
tides in a 2-DE gel piece are in-gel digested with a protease and then extracted. The
reduction of disulfide bonds and the alkylation of cysteine residues before the in-gel
digestion improves the recovery of the peptides. The presence of buffers and salts in
the sample solution would suppress the ionization of peptides, so micro-columns
(such as ZipTip� from Millipore [68]) packed with reverse-phase material (such as
octadecyl silica (ODS)) are used to purify the peptides by removing the contaminants.
A protocol for sample preparation for MS analysis from a CBB-stained gel spot
(modified from [69, 70]) is shown below.

1) Excise a stained spot from a 2-DE gel (0.5–1.0mm thick and volume less than
about 4mm3)with a hobby knife and transfer the gel piece to a 0.5-ml centrifuge
tube (Tube 1) that contains a 50-ml aliquot of 100mMNH4HCO3 solution. Leave
Tube 1 for 10min.

2) Add 50 ml acetonitrile to Tube 1, leave it for 10min, and discard the liquid (CBB
color must be totally removed).

3) Add 20ml acetonitrile to Tube 1, leave it for 10min, discard the liquid, and
completely dry the gelwith a vacuumcentrifuge (about 10min; the gel is shrunk
to white and the gel matrices may be partly broken).

4) Add 20 ml of 10mM DTT, freshly prepared in 100mM NH4HCO3, to Tube 1
and keep it at 56 �C for 1 h. Cool Tube 1 to room temperature and discard the
liquid.

5) Add 20 ml of 50mM iodoacetamide in 100mM NH4HCO3 to Tube 1 (carba-
midomethylation), keep it for 45min at room temperature in the dark with
occasional vortexing, and discard the liquid.

6) Wash the gel with 50 ml of 100mMNH4HCO3 for 10min and discard the liquid.
7) Dehydrate the gel by adding 20 ml acetonitrile for 10min, discard the liquid, and

completely dry the gel with a vacuum centrifuge.
8) Rehydrate the gel with 10 ml of 10 ng/ml porcine trypsin (Promega, sequence

grade) solution in 50mMNH4HCO3, tightly capTube 1, and incubate it at 37 �C
for around 16 h (overnight).

9) Centrifuge Tube 1 for 10 s to collect all the liquid to the bottom and
transfer the liquid to a 0.5-ml centrifuge tube (Tube 2) (recovery of hydrophilic
peptides).
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10) Add 10 ml of 0.1% (v/v) trifluoroacetic acid (TFA)/50% (v/v) acetonitrile to Tube
2, sonicate for 20min, and transfer the liquid toTube2 (recovery of hydrophobic
peptides).

11) Apply Tube 2 with its lid opened to the vacuum centrifuge and reduce the
volume of solution to around 2ml (reduce the amount of acetonitrile).

12) Add 20 ml of 0.2% TFA to Tube 2 to adjust the pH to around 2–3, vortex the tube
for about 30 s, and then centrifuge for 10 s (reduce the concentration of
acetonitrile below 5% before applying the peptides to ZipTip).

13) Prepare ZipTipm-C18 according to the manufacturer�s instruction and aspirate
the sample solution prepared in Step 12. Repeat aspirating and dispensing of
the solution 5 times and wash the tip with 0.1% TFA 3 times.

14) Elute the peptides concentrated on ZipTipm-C18 with the solution suited for the
next analysis.

In the case of negative-stained 2-DE gels, excise a gel piece, put in Tube 1, and start
the procedure from Step 3. Silver-stained gels must be treated to remove silver [47]
then start from Step 3.

13.4.2.2 MALDI-TOF-MS and PMF
MALDI-TOF-MS is robust and easy to perform, but two techniqueswere developed to
achieve the high resolution (low ppm range) necessary for the polypeptide assign-
ment by PMF: delayed extraction and electrostatic ion mirror or reflectron. Delayed
extraction is achieved by placing a grid in front of the MALDI target plate, and
applying the same high potential to both the target and the grid so that the initial
desorption occurs in the absence of an electricfield. Relatively light neutralmolecules
and ions desorbed by the laser pulse diffuse away rapidly, and after a delay period of
around 100ns, the grid voltage is reduced and the heavy and slow ions are
simultaneously accelerated into the flight tube, avoiding collisions with the light
molecules. A reflectron set close to the end of a flight tube provides a linear potential
gradient that reverses the flight direction of ions and accelerates them back toward a
reflectron detector. Ions of a single mass species receive a range of energies in the
process of laser desorption, which causes a distribution of speeds in the flight tube.
The fastest ions travel further in the potential gradient of reflectron than the slowest
ions then reverse the direction to the reflectron detector, so it is possible to adjust the
apparatus settings to have all ions of each unique mass arriving at the detector
simultaneously. The feature ofMALDI-MS that singly charged peptidemolecules are
predominantly detected also facilitates the PMF assignment.

When the high-resolution apparatus became commercially available, the assign-
ment of proteins on 2-DE gel by PMFwas reported from several groups in 1993. The
principle of PMF is simple; (i) the masses of peptides in-gel digested with a protease
(trypsin is most often used) are measured with a high-resolution MALDI-TOF-MS
apparatus at 10 ppm accuracy, (ii) one of the measured masses is compared with the
peptide masses that can be calculated by virtually digesting the whole set of
polypeptides in a sequence database using the specificity of the enzyme (in the case
of trypsin, the carboxyl side of Arg and Lys except for -Arg–Pro- and -Lys–Pro-) and
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finding the number of virtual peptides matched within a preset mass tolerance (e.g.,
50 ppm), (iii) comparison for othermeasured peptidemasses is repeated, and (iv) the
polypeptide entry in the database that bestmatches themeasured data is assigned. If
the sequence database does not contain the polypeptide, the one that exhibits the
closest homology is assigned. An algorithm for PMF named Mascot [71] that
incorporates probability-based scoring and can be freely accessed via internet
(www.matrixscience.com) is presently the most widely used. A protocol for
MALDI-TOF-MS and PMF using Mascot is shown below.

1) Elute the peptides concentrated on a ZipTipm-C18 with 1 ml of 0.1% TFA/50%
acetonitrile (aspirate and dispense 5 times) in a 0.5-ml centrifuge tube (Tube 3).

2) Add 0.3 ml of an adrenocorticotropic hormone (ACTH) solution (3 pmol/ml
0.1% TFA, fragment 18–39, human) to Tube 3 and centrifuge for 10 s.

3) Add 1.0ml of a matrix solution (a-cyano-4-hydroxycinnamic acid saturated in
0.1% TFA/50% acetonitrile, kept in the dark and used within 1 week) to Tube 3
and immediately aspirate the solution (aspirate and dispense 3 times). Take
1.0ml of the solution and spot on a stainless-steel target plate.

4) Leave the droplet to dry for 20min at room temperature.
5) Install the target plate in the MS apparatus, and measure the peptide masses

afterfinding the laser target spots that providehigh signal-to-noise ratio andhigh
peptides ion counts (m/z range around 700–4000, accumulating the spectra of
100–200 laser shots). In some apparatus, measurements can be automated.

6) Reduce the noise level of the mass spectra using the software for data analysis
equipped with the MALDI-MS apparatus.

7) Calibrate the m/z values of each spectrum using two internal standards: an
autoproteolytic product of porcine trypsin (monoisotopic mass 842.5100) and
the ACTH fragment (monoisotopic mass 2464.1989). The trypsin tryptic
peptide of monoisotopic mass 2211.1046 can be used instead of ACTH, but
its appearance is not assured because the strength of this peak is inversely
related to the protein quantity contained in the gel piece.

8) Detect the peptides�monoisotopicmass peaks on each spectrumusing the data
analysis software.

9) Convert the data into a peak list (ASCII file) using the software and sort the
masses of the peaks by their integrated ion counts.

10) Open the WWW page of Mascot PMF (http://www.matrixscience.com/cgi/
search_form.pl?FORMVER¼2&SEARCH¼PMF), input your name, e-mail
address, and search title, select database (e.g., Swiss-Prot), taxonomy (e.g.,
Homo sapiens), enzyme (e.g., trypsin), allowed missed cleavages (e.g., one),
fixed modifications (e.g., carbamidomethyl), variable modifications (e.g., oxi-
dation ofmethionine), input peptidemass tolerance (e.g., 50 ppm), select mass
values to be MHþ and monoisotopic, indicate the location of the peak list in
your computer, and click �start search.�

11) The search report will appear on your display as a webpage in a few seconds,
providing the list of candidate polypeptide entries and their scores. The score is
�10�log(P), where P is the probability that the observed match is a random
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event. The best match is the one with the highest score and a significant match
(P< 0.05) is typically a score around 60 (the value changes according to the size
of entries in a database). The details on the search results appear as a new page
by clicking the accession number of the first hit polypeptide, providing the list
of matched peptides, the location of the matched peptides in the polypeptide
sequence (sequence coverage), the comparisons of the values of measured and
calculated masses, and so on.

MALDI-MS-PMF has proven to be easy to perform, sensitive (up to low femto-
moles of polypeptides can be assigned), and high-throughput. Most of the spots
detected byCBBor silver on denaturing 2-DE gels can be assigned in a relatively short
period. Also, thismethod has been successfully applied to the assignment of proteins
on nondenaturing 2-DE gels, and it could even assign heterogeneous polypeptide
mixtures when the number of polypeptides is small (up to four) and their molecular
masses and the contents are similar [37], as shown in Figure 13.1. However, when a

Figure 13.1 A 2-DE pattern of nondenaturing
2-DE and MALDI-MS-PMF assignment of a
protein complex. A human plasma sample was
subjected to nondenaturing micro 2-DE using
agarose gel IEF in the first dimension and pore
gradient gel electrophoresis in the second
dimension [30]. Most of the stained spots were
assigned by MALDI-MS-PMF as described in
Section 13.4.2.2 [29, 37] and many spots were
assigned to contain multiple polypeptides. One
of the spots that was assigned to contain two
polypeptides is indicated by an arrow. The spot
was assigned to contain C4-binding protein
(C4BP) a-chain (62 kDa) and complement C4
(190 kDa), whereas the spot showed an

apparent molecular mass of around 1000 kDa.
C4BP is reported to be a 500- to 570-kDa
complex comprised from disulfide-linked six to
eight a-chains and one b-chain (26 kDa), and
each a-chain has a binding site with C4b
(a major fragment of C4). The PMF results
strongly suggest that the spot represents a
C4BP–C4b complex. The probability that the
observed match is a random event was
3.9� 10�5 (sequence coverage 41%) for C4BP
a-chain and 3.6� 10�4 for C4 (sequence
coverage 22%). However, the PMF method
failed to assign the minor component of C4BP
(i.e., the b-chain).
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protein is composed of two (or more) polypeptides with a large difference in their
molecular masses or the molar ratio of one polypeptide is much smaller than the
other in a complex, the small or theminor polypeptides would provide low scores and
may fail to be assigned. The small/minor polypeptides in the 2-DE spots that are
predicted to represent protein complexes (from the discrepancy between the protein
apparent mass and the calculated masses of the assigned polypeptides) would be
visually confirmed and assigned by a third-dimension electrophoresis followed by
MALDI-MS-PMF [36]. If the apparatus for MALDI-TOF/TOF is available, the small/
minor peptides may be assigned by a MS/MS sequence search.

13.4.2.3 MS/MS and Peptide Sequence Search
Tandem mass spectrometry (MS/MS) provides information on the amino acid
sequence of in-gel digested peptides extracted from 2-DE gel spots. The peptides
are ionized by MALDI or ESI and separated in the first MS (MS1) of a MS/MS
apparatus. After obtaining the spectrum of the peptides, one of the peptide ions is
selected, whichmeans the other peptide ions are filtered out or shut out and only the
selected peptide ion (precursor ion) can fly further. The peptide ion is introduced to a
collision cell, in which collision gas is continuously filled, and it is decomposed into
fragment ions by the collisions with the gas molecules (collision-induced dissoci-
ation). The degree of fragmentation can be controlled by adjusting the kinetic energy
of the precursor ion or the collision gas concentration. The masses of the fragment
ions are then analyzed by the secondMS (MS2). Although the cleavage of the covalent
bonds of the peptide ion can occur at various positions as shown in Figure 13.2 [72],
the peptide bonds are the most susceptible. Therefore, N-terminal-side ions of the
peptide cleaved at peptide bonds (b-series ions) and the counterparts C-terminal-side
ions (y-series ions) appear as the major peaks in the MS/MS spectrum. If the mass
difference between a pair of adjacent peaks of the same ion series matches with the
mass of an amino acid residue in the peptide, then the order of the amino acids in
the peptide can be decided. It is important to limit the degree of fragmentation so that
the mass spectrum shows the two series of the peaks. Assignment by database

Figure 13.2 Accepted nomenclature for
fragment ions of peptides (exemplified by a
tripeptide) [71]. Fragments will only be detected
if they carry at least one charge. If this charge is
retained on the N-terminal fragment, the ion is

classed as either a, b, or c. If the charge is
retained on the C-terminal, the ion type is either
x, y, or z. A subscript indicates the number of
residues in the fragment.
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searchingbecomes possiblewith the knowledge of themass of the peptide, thenature
of limited fragmentation, and the cleavage specificity of the enzyme employed to
generate the peptide. In 1994–1995, three groups reported programs that match
measured masses from MS/MS spectra to sequence databases [73–75]. Currently
available programs for the analysis of MS/MS data are listed on the ExPASy
Proteomics Server (http://us.expasy.org/tools/).

Several types of MS instruments can be used to provide the fragment ions of a
peptide and ESI-quadrupole (Q)-TOF and MALDI-TOF-TOF are often used. In the
case of ESI-Q-TOF apparatus, the peptide sample adsorbed on a ODS tip column
(Section 13.4.2.1, Step 14) is eluted with a weak acid/acetonitrile solution and the
eluate (1–2ml) is set in a gold-coated pulled glass capillary that permits a �nanospray�
of the solution at a flow rate of around 20 nl/min [76]. Electrospray of the sample
solution can last more than 30min, which is enough to select several peptide peaks
and accumulate their fragment ion signals to obtain theMS/MSspectra. In the case of
a MALDI-TOF-TOF apparatus, the sample preparation and measurement proce-
dures are almost as described in Sections 13.4.2.1 and 13.4.2.2. Since the same
sample plate can beused for bothMSanalysis andMS/MSanalysis, and the processes
of the MS/MS analysis can be automated, MALDI-TOF-TOF is suited to high-
throughput assignment of proteins/polypeptides separated on 2-DE gels.

13.5
Conclusions

The advent of sensitive and high-throughput techniques for protein assignment
using MS reinforced the utility of 2-DE in the analysis of complex protein systems.
Protein complexes, native proteins, and polypeptides can be separated on 2-DE gels,
in the small volumes of which hundreds of protein/polypeptide samples are put in
order according to the differences in two properties, such as pI and molecular mass.
Almost all the stained proteins/polypeptides can be assigned by MALDI-MS and
PMFand/or byMS/MS and a peptide sequence search. The combined techniques of
2-DE and MS are now applied in one way to the analysis of structural details of
proteins such as post-translational modifications and in another way to the global
analysis of protein–protein interactions, aiming at the total reconstruction of
biological structures and functions of living organisms.
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14
Bioinformatics Tools for Detecting Post-Translational
Modifications in Mass Spectrometry Data
Patricia M. Palagi, Erik Arhn�e, MarKus M€uller, and Fr�ed�erique Lisacek

14.1
Introduction

Proteins may be chemically modified during and after translation, one of the later
steps in protein biosynthesis. Known as co- and post-translational modifications
(simplified by one single acronym PTMs), they may alter the chemical nature of an
amino acid (e.g., deamination, the conversion of an arginine into a citrulline) or the
function of a protein by attaching a biochemically functional group such as acetate,
phosphate, various lipids, and carbohydrates to an amino acid, or by making
structural changes, like the formation of disulfide bridges between cysteines or the
cleavage of polypeptide chains. Some examples of their biological effects include the
regulation by phosphorylation of intracellular signal transduction pathways that
mediate development, immune system function, and intracellular communica-
tion [1]; cell adhesion, targeting, and signaling due to glycosylation [2]; attachment
of fatty acids for membrane anchoring [3], to name just a few. The knowledge and
analysis of proteins and their PTMs are extremely important for the understanding of
biological pathways and the study of various diseases (e.g., cancer, diabetes, and
neurodegenerative diseases).

Proteomics and its analytical methods have greatly improved the study of PTMs.
The word �proteome,� introduced in 1994 to picture the PROTEin complement of a
genOME [4], describes the ensemble of protein forms expressed in a biological
sample at a given point in time and in a given situation. Proteomics, defined as the
study of proteomes, has four main objectives:

i) Identify and catalog all proteins in a proteome.
ii) Analyze differential protein expression associated with different cell or tissue

states depending on a disease, a treatment, a developmental stage, and so on.
iii) Characterize proteins with the specificity of their function in the studied tissue,

their cellular localization, variants, PTMs, and so on.
iv) Describe and understand protein interaction networks.

Amino Acids, Peptides and Proteins in Organic Chemistry. Vol.5: Analysis and Function of Amino Acids and Peptides.
First Edition. Edited by Andrew B. Hughes.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Proteomics is in constant evolution, and relies on different but complementary
analytical methods for protein separation and analysis, and on bioinformatics. The
most common technologies for separating complex protein mixtures are capillary
and gel (one- and two-dimensional) electrophoresis, liquid chromatography, and
high-performance liquid chromatography. In the last decade, mass spectrometry
(MS) – a technology that measures the mass-to-charge (m/z) ratio of molecules – has
become the keymethod for protein identification, quantitation, and characterization
in proteomics projects [5]. There are currently more than 20 different mass spectro-
meters commercially available, differing in design and functionality, but having
common components.

Schematically, mass spectrometers are composed of an ionization source, a mass
analyzer thatmeasures them/z of the ionized analytes, and a detector that counts the
number of ions appearing at each m/z value. Matrix-assisted laser desorption/
ionization (MALDI) and electrospray ionization (ESI) are the two most commonly
used techniques to ionize proteins and peptides in MS-based proteomics analyses.
MALDI usually generates protonated proteins or peptides carrying a single charge,
whilst ESI generally generates a mixture of singly and multiply charged ions. The
various types of mass analyzers differ in their accuracy, resolution, dynamic range of
m/z, and ability to generate fragments of peptides (tandem MS (MS/MS) spectra).
The most popular are time-of-flight (TOF), quadrupoles, quadrupole ion-traps,
Fourier transform ion cyclotron resonance, and, the most recently added to the list,
Orbitrap [6]. There are many possible combinations of ionization sources and
analyzers. Nevertheless,MALDI is generally combinedwith TOFanalyzers, resulting
inMS spectra of intact peptides, whilst ESI has beenmostly combined with ion traps
and quadrupoles, generatingMS/MS spectra (collision-induced spectra) of fragmen-
ted selected peptides. (See also Chapter 1 of this volume for a more comprehensive
overview of MS of amino acids and proteins.)

In a simple bottom-up proteomics analysis workflow (Figure 14.1), a protein
mixture is separated by two-dimensional electrophoresis, for example. Each spot of
interest is excised from the gel and digested with a proteolytic enzyme (e.g.,
trypsin). The resulting peptides undergo MS analysis and the generated spectra are
matched against the theoretically digested list of peptides from a protein sequence
database. This bioinformatics procedure of identification of proteins is called
peptide mass fingerprinting (PMF). If desired, the peptides of interest can also be
fragmented by tandem MS/MS and the resulting fragment masses are also
correlated with theoretical peptide sequences by a MS/MS protein identification
algorithm (Figure 14.2). Protein identification using MS/MS spectra is less
ambiguous than that achieved by PMF, because, in addition to the peptide
masses, information about the peptide sequence can be derived from the peak
pattern in the MS/MS spectrum. Although available tools interpreting peptide
fragmentation are mainly searching sequence databases for protein identification,
they can gear into searching for PTMs. However, the latter task is not straight-
forward – it requires more time as well as critical manual intervention and
evaluation. A range of bioinformatics resources helps scientists detect or predict
potential PTMs in experimental spectra.
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14.2
PTM Discovery with MS

The basic principle of discovering PTMs inMS spectra relies on the mass difference
between themodified and unmodified states of an amino acid. The precise mass of a
modification can be predicted from its atomic composition and as such can
determine the mass of a modified amino acid. For example, the acetylation of serine
will increase itsmass by 42.0367mass units. As a consequence, themass of a peptide
or protein carrying an acetylated serinewill be 42.0367mass units heavier than that of
peptide or protein bearing an unmodified serine. The description of known amino

Figure 14.1 Typical workflow for �bottom-up�
protein identification. The first steps (1) and
(2) are preparing the sample and targeting
proteins to analyze. Then the proteins are
digested (3) and the resulting peptides undergo
MS analysis (4) yielding an MS spectrum that
can be identified by an MS identification
algorithm (5). The analysis can go further

by isolatingpeptides, fragmenting them(6), and
measuring the resulting fragment masses
(second stage of MS) (7), yielding an MS/MS
spectrum for each isolated peptide. The
obtained MS/MS spectra are then correlated
with theoretical peptide sequences using an
MS/MS identification algorithm (8).
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Figure 14.2 Example of match between
theoretical (expected y and b ions) and
experimental masses of fragments (MS/MS
spectrum). For instance, 440.3 is the theoretical

mass of y3¼ �HER�which alsomatches the sum
of masses of y2 ¼ �ER� (303.2) and y1 ¼ �R-C-
term� (174.1) as visible in the experimental
spectrum.

acidmodifications can be found in theUniMod [7] andRESID [8] databases – both are
described later in this chapter.
There are currently three main types of bioinformatics tools for the analysis of

PTMs from MS data: (i) search for known mass differences between expectedly
modified and unmodified peptides in MS or MS/MS data, (ii) discover unexpected
mass differences inMS orMS/MS data, and (iii) predict possible modifications from
MS or sequence data. These three topics are the subject of the following sections.
Popular and maintained bioinformatics resources for the study of PTMs are
summarised in Table 14.1.

14.2.1
Detecting PTMs in MS and MS/MS Data

In the PMF analysis, peak lists extracted from an experimental spectrum are
compared with theoretical masses computed from protein sequences stored in
databases that were digested in silico using the same cleavage specificity of the
protease employed in the experiment (e.g., K and R for trypsin). Practically, the
procedure countsmatches of experimental and theoretical peptidemasses. Aprotein
is selected as a candidate when it contains a threshold-dependent number of peptide
hits. Other criteria, such as peptide coverage of the sequence, mass error, and so on,
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contribute to defining a score. The candidate proteins are then sorted according to
their scores. The top-ranked proteins are considered as potential identifications of the
spectrum – a higher score indicating a higher likelihood that the corresponding
protein is the target one.

A variety of similar tools for PMFanalysis currently exist, differing in their scoring
schemes and the parameters taken into account [9], which include the possible amino
acid modifications. All PMF tools allow the user to select, from a list of known or
suspected amino acid modifications, those that will be searched against the MS data.
Two types of modifications can be applied: fixed or variable. A fixed modification is
chosen when an amino acid is definitely modified. For example, protein samples

Table 14.1 Popular resources for PTM discovery available on the web.

Type of resource Name Homepage

Databases UniMod www.unimod.org
RESID www.ebi.ac.uk/RESID
UniProtKB www.uniprot.org
NeXtProt http://www.nextprot.org/db/
PhosphoSite www.phosphosite.org
Phosida www.phosida.com
GlycoSuiteDB glycosuitedb.expasy.org
dbOGAP cbsb.lombardi.georgetown.edu/OGAP.html
UbiProt ubiprot.org.ru/

Identification tools Mascot www.matrixscience.com
Phenyx phenyx.vital-it.ch/pwi
OMSSA pubchem.ncbi.nlm.nih.gov/omssa/
SEQUEST fields.scripps.edu/sequest/
X!Tandem www.thegpm.org/TANDEM/
SpectraST http://www.peptideatlas.org/spectrast/

Open Modification tools GutenTag Only available for download:
http://fields.scripps.edu/downloads.php

Inspect proteomics.ucsd.edu/LiveSearch
Modiro http://www.modiro.com:8080/

licenseserver/home.seam
QuickMod http://web.expasy.org/quickmod/
MODi http://prix.uos.ac.kr/modi/search.jsp

Prediction tools FindMod http://web.expasy.org/findmod/
GlycoMod http://web.expasy.org/glycomod/
NetOGlyc www.cbs.dtu.dk/services/NetOGlyc/
OGlcNAcScan cbsb.lombardi.georgetown.edu/OGAP.html
NetPhos www.cbs.dtu.dk/services/NetPhos/
NetAcet www.cbs.dtu.dk/services/NetAcet/
N-Ace n-ace.mbc.nctu.edu.tw/
Sulfinator http://web.expasy.org/sulfinator/
PrePS http://mendel.imp.ac.at/PrePS/
NMT http://mendel.imp.ac.at/myristate/

SUPLpredictor.htm
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separated with sodium dodecylsulfate–polyacrylamide gel electrophoresis will usu-
ally produce cysteines carrying a carboxymethylation on cysteine (�CAM�). When
choosing this option with tolerance of 1, the program will generate the theoretical
peptide with all cysteines modified and peptides with all but one cysteine modified.
On the other hand, a variable modification is chosen when residues may or may not
be modified. For example, for methionine oxidation (�MSO�) with variable option
and a tolerance of 2, the programwill generate the theoretical peptideswith zero, one,
or two methionines modified. These programs support every combination of
possible modifications occurring on the same locus except N- or O-linked glycosyl-
ation or other complex modifications like glycan phosphatidylinositol anchors.

Mascot [10] and Aldente [11] are two examples of PMF tools. However, in the high
throughput era in which proteomics entered several years ago, protein identification
with PMF has lost momentum to the benefit of MS/MS identification [4].

MS/MS identification tools work on the same principle of PMF tools (i.e., the
matching of experimental MS/MS spectrum against theoretical spectra computed
from protein sequences stored in databases that were previously in silico digested).
Nevertheless, it is better adapted to searching in larger databases as a more specific
and sensitive identification method when working with complex mixtures of pep-
tides. Indeed, the sequence information given by peptide fragmentation in MS/MS
spectra increases the chances of finding true-positive hits in database searches and
the identification of PTMs.

Most classical MS/MS search programs split the identification process into two
stages: the first stage is aimed at building a list of candidate proteins from confidently
identified spectra and the second stage is aimed at matching unidentified spectra
against this list withmore combinatorial parameters (e.g., taking into account a larger
number ofmodification types or increasing themass error tolerance). Themain idea
behind this strategy is to increase the sequence coverage by loosening constraints
while searchingfor lessusualPTMs.Popularprogramsof this category areMascot [10],
SEQUEST [13], X!Tandem [14], OMSSA [15a] and Phenyx [15] – a software platform
developed by GeneBio in collaboration with the Proteome Informatics Group.

Note that the improvement of instrument accuracy in the recent years led to the
development of spectral library searches that bypass the costly step of processing
millions of amino acid sequences while simply matching new spectra with libraries
of annotated spectra [16a].

PMFandMS/MS tools all include the option of looking for a selection of PTMs as the
search is performed. In the first case, more mass differences will be found between the
experimental and the theoreticalmassesof thepeptides. In the secondcase, awider range
ofmass shifts will be considered formatching the spectra of fragmented ions. However,
in both cases values of differences or shifts are known or possibly user-defined.

14.2.2
Discovering PTMs in MS or MS/MS Data

The advantage of classical search tools described in Section 14.2.1 is the speed with
which larger datasets can be processed in a reasonable amount of time. It is very
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useful nowadays for the analysis of high-throughput proteomics projects with
thousands of spectra to be processed. The drawback is its conceptual limitation to
identify only spectra with expectedmodifications.Open-modification search tools, also
known as the tag approach or blind search, address this problem. This search strategy
is also based on detecting matches between experimental spectra and sequences
entries of a database; however, in contrast to classical search tools, they implement
algorithms optimized to match spectra with unexpected mass shifts such as PTMs.
Four programs are known to a large community: GutenTag [16], Modiro [17],
Inspect [18], and Popitam [19]. More recent and faster software include Modi
[20a] and QuickMod [20b]. For a more detailed review, see [20].

Open modification search algorithms are designed to take into account any type of
PTMthatwouldallowabettermatchbetweenthespectrumpeakpatternandacandidate
peptide. However, to avoid the search time explosion problem, these tools include an
initial database reduction step, which is often performed by a MS/MS identification
strategy such as those described in Section 14.2.1. In fact, MS/MS search tools and
open modification tools are complementary in the search for PTMs in MS data.

14.2.3
PTM Prediction Tools

14.2.3.1 From MS Data
The principle of PTM prediction tools with MS data is to locate mass differences in the
spectra andcompare these shifts against a collectionof knownPTMmass values allowinga
certain errormargin. For example, FindMod [11], a tool developed by the Swiss Institute of
Bioinformatics (SIB), can predict more than 70 potential PTMs, and single amino acid
substitutions in peptides, by comparing experimental MS data with theoretical peptides
calculated from a given UniProt protein sequence or from a user-entered sequence.
GlycoMod [21], a more specific tool, can predict from experimental masses possible
glycopeptides and free or derivatized oligosaccharide structures that can occur on proteins.
In contrast to the tools seen in the previous section, the prediction tools do not need to go
through the protein identification step, only through the prediction of PTMs.

14.2.3.2 From Sequence Data
All the tools reviewed so far are based on the analysis of high-throughput proteomics
experiments with MS. It is notorious that new genome sequencers, such as the
Illumina Genome Analyzer system based on the Solexa technology, are capable of
decodingwhole organismgenomes in a fewdays. Even though suchhuge amounts of
nucleic acid sequences are available today, it is unfortunately very difficult to predict
from these data or from the protein sequence alone the type ofmodification a residue
would carry. Nevertheless, some protein sequences may indicate whether a modi-
fication can occur in a specific amino acid, with a motif-like signal. At least three
servers have specialised in hosting a collection of tools for PTM prediction from
sequence data. The oldest is the ExPASy server [22], known since 1993 as aWebportal
for biological knowledge on protein sequences. An example of tools listed in the
ExPASy server is the Sulfinator tool [23], based on hidden Markov models (HMM),
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predicts tyrosine sulfation sites in proteins of any kind of organism. The Center for
Biological Sequence Analysis in Denmark has also traditionally developed artificial
neural network and HMM algorithms such as NetOGlyc [24], NetPhos [25], and
NetAcet [26] that respectively predict mucin-type GalNac O-glycosylation sites in
mammalian proteins; serine, threonine and tyrosine phosphorylation sites in
eukaryotic proteins; and N-acetyltransferase A substrates in mammalian and yeast
proteins. The prediction tools work basically on the same principle. The user enters
an amino acid sequence and the tool will output the loci in the sequence where the
predicted PTM would appear. The third server is located in the Research Institute of
Molecular Pathology in Vienna and specialised in lipid modifications such GPI
anchor or prenylation (see [26a] for review). All of the above and other more recent
initiatives are listed in Table 14.1

Note that in all cases, the accuracy of the prediction is hardly ever higher than 70%
and that the inferred information needs to be considered with caution.

14.3
Database Resources for PTM Analysis

The results of protein and peptide identification withMS andMS/MS data, as well as
the evidence of experimentally found PTMs, have been constantly annotated in
public and Internet-ready databases, such as the UniProt Knowledgebase (Uni-
ProtKB) [12]. UniProtKB is a protein-centered database and one of the most
comprehensive resources on protein information. It was developed by the UniProt
consortium (SIB, European Bioinformatics Institute, and the Protein Information
Resource group at the Georgetown University Medical Center and National Bio-
medical Research Foundation). UniProtKB is composed of two sections: UniProtKB/
Swiss-Prot, which contains nonredundant manually annotated records, and Uni-
ProtKB/TrEMBL, which contains the computer-annotated translations of coding
sequences. Together, UniProtKB/Swiss-Prot and UniProtKB/TrEMBL cover all pro-
teins identified so far whether characterized or only inferred from nucleotide
sequences. Swiss-Prot gives a high-quality synthetic view of the knowledge that is
available on a particular protein, such as nomenclature, the sequence and its variants,
function, implication on different diseases, links to other specialized databases, and
so on. A dedicated group of curators extract, from the scientific literature, informa-
tion that is summarized and integrated into the knowledge base. UniProtKB Release
2011_07 (July 2011) contained 530 264 manually annotated and reviewed entries (in
the UniProtKB/Swiss-Prot part) and 16 014 672 computer-annotated, unreviewed
entries (in the UniProtKB/TrEMBL part). Note that a new imitative for the in-depth
annotation of human proteins was launched under the name of neXtProt by the
founder of Swiss-Prot in 2010 (cf: Table 14.1). This database contains reviewed
information on PTMs specifically in human proteins.

PTMs are described in three different parts in theUniProtKB/Swiss-Prot entries. In
the �Keywords� subsection of the �Ontologies� section, PTMs are listed using a set of
controlled vocabulary making a search process very easy (e.g., when looking for
proteins that have a �disulfide bond� or a �formylation�). The list of controlled
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vocabulary is given at the UniProt website as well as the list of all proteins linked to a
particular keyword. The �Sequence annotation (Features)� section of UniProtKB/
Swiss-Prot entries provide information on the location and types of PTMs annotated
with a specific feature key: �LIPID� for the additionof lipids, �DISULFID� for disulfide
bonds, �CROSSLNK� for other cross-links (e.g., isoglutamyl cysteine thioester), and
�MOD_RES� for the addition of all other small groups (e.g., acetyl, methyl or
phosphate groups).Glycoproteins, annotated as �CARBOHYD, � are further classified
according to the identity of the atom of the amino acid that binds the carbohydrate
chain (i.e., �N-linked�whenbound tonitrogen, �O-linked�whenbound to oxygen, and
�C-linked� when bound to carbon).

If the site of the PTM is not known or if the consequences of the modifications
require further comments, the information is stored in the �Post-translational
modification� subsection of the �General annotation (Comments)� section.

The annotated information on PTMs in the UniProtKB/Swiss-Prot entries can be
obtained by:

. Using some specific high-quality prediction tools (e.g., for N-glycosylation,
sulfation, andmyristoylation). In this case the reliability code �Potential� is added
to the annotation (see section 14.2.3.2 for the discussion on prediction tools).

. Propagation from already annotated orthologous proteins. In this case they will
carry the reliability tag �By similarity�.

. Using results of published low- or high-throughput proteomics studies. In this
case the PTMhas been experimentally proven (themost reliable level) and there is
a Ref tag to the published article where the experience was described.

A UniProtKB entry of protein �Proteasome subunit alpha type-3� (accession
number P25788) is exemplified in Figure 14.3 and the PTM annotations are

Figure 14.3 UniProtKB/Swiss-Prot entry for
�Proteasome subunit alpha type-3� (accession
number P2788). The screenshot shows the
�Sequence annotation (Features)� section of

this protein, which has been annotated as
carrying four PTMs: one N-acetylserine,
one phosphotyrosine, and two
phosphoserines.
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highlighted. Note that four PTMs have been experimentally evidenced: one
acetylated serine, one phosphorylated tyrosine, and two phosphorylated serines.
In the References section of this UniProt entry (not shown here), there is a link to
the article where this experimental evidencewas described and the keyword �MASS
SPECTROMETRY�. The later information is useful to help query, for example, all
phosphorylated proteins annotated in UniProtKB that have MS experimental
evidence. This query can be summarized in the following sentence:

scope:PHOSPHORYLATION and scope: ‘‘MASS SPECTROMETRY’’

AND annotation:(type:mod_res phospho*

confidence:experimental)

which can typed in the query window of the UniProtKB interface.
In UniProtKB Release 2011_07, the most represented PTMs classes are, in

decreasing order, MOD_RES (with 185�346 sites annotated), CARBOHYD
(103�995), DISULFID (101� 650), LIPID (10985), and CROSSLNK (6092). In the
MOD_RES class, phosphorylated proteins are the most abundant (49�392 entries)
followed by the acetylated proteins (20�951 entries).

RESID, a database of protein modifications from the European Institute of
Bioinformatics, is also publicly available, and contains PTM-centered information
such as chemical formula and atomic mass, literature citations, cross-references,
structure diagrams, andmolecular models [8]. Each RESID entry describes a unique
chemical modification (e.g.,N-acetylglycine) with a cross-reference to all UniProtKB
entries annotated with that PTM. Among many possible queries, RESID allows a
search for modifications containing a certain mass value. For example, by searching
the mass range 41 to 43 daltons (input �41:43�) in the CWeightp field (physical
weight) of the RESID query tool, 21 different types of acetylation are listed in Release
66.00 30-Jun-2011.

UniMod [7] is a participative public database on chemical modifications of
proteins; any scientist can add or modify a PTM record provided that he/she has
been previously registered. Each UniMod entry describes a chemical modification
with its chemical formula, and themonoisotopic and averagemass values. It also lists
the possible protein siteswhere themodification has been experimentally proven and
the list of references.

More specific databases focusing on critical specific PTMs (phosphorylation and
glycosylation) are also available. Phosphorylation is a PTM that regulates an amazing
number of biological processes, concentrating awhole field of research and literature
(for review, see [27]), and as such has deservedmany databases. PhosphoSite [28] and
Phosida [29] are two examples of phosphorylation site databases. GlycoSuiteDB
is a curated database on glycan structures while dbOGAP holds information on
O-glycosylated proteins. Ubiquitinated proteins also have their own database in
UbiProt. See Table 14.1 for relevant links; an overview of other tools and databases is
given in [27].
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14.4
Conclusions

MScurrently plays a central role in the analysis of amino acidsmodifications; however,
because of the intrinsic complexity of some PTMs, it cannot yet be considered as the
ultimate solution. Mass spectrometers give the difference between modified and
unmodified peptides, but some modifications cannot be discriminated because they
produce the same mass shift [30]. For example, some types of glycosylation (glucose,
mannose, galactose) have the samemonoisotopic compoundmass (162.058Da). Some
modifications such as phosphate and sulfate also have very similarmasses (79.663 and
79.957 Da, respectively). With the exception of glycines, all the other standard amino
acids have D- and L-isomers. L-Amino acids are the most common; however, D-amino
acids are also often found in mammals and human cells [31, 32]. Distinguishing this
mirror effect of D- and L-amino acids isomers remains a challenging task for MS
techniques because this PTM does not induce any change in the molecular mass.

Many PTMs have been the subject of numerous successful proteomic studies.
Among these, phosphopeptides [33], implicated in a multitude of biological pro-
cesses, have benefited from specific MS improvements developed to facilitate their
analysis. Another class of PTMs is considerably less frequent and less studied.
Nonenzymatic glycations (Maillard reaction) are among the less frequently studied
PTMs, although they are notoriously implicated in various pathological processes
[34]. The analysis of glycopeptides byMSmethods also remains a challenge in terms
of quantification, assignment, and interpretation of spectra due to the complexity and
heterogeneity of their molecular structures. From this perspective, PTMs remain an
exciting and fertile area of proteomics andMS research, and chemical proteomics has
its key role to play [35]. Currently, less than 4% of all proteins in UniProtKB/Swiss-
Prot have been annotated with at least one PTM (in 2006, there was 1% [36]). The
protein modification databases UniMod and RESID contain approximately 500
different modification entries each. Estimates of the PTM occurrence vary, but we
can safely assume that there is an important gap between what is currently known
and what remains to be discovered. New powerful mass spectrometers, capable of
MS3 to differentiate fragments of fragments, as well as steady improvements in MS
resolution can discriminate very small mass (Da) differences. Further developments
of related bioinformatics tools will greatly enhance throughput in PTM analysis of
MS-based proteomics studies.
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