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Preface

Wireless systems are offering a wide variety of services to an ever increasing num-
ber of users. Undeniably, this connectivity has contributed to enhancing the quality
of life. Though, the proliferation of wireless handheld devices and base stations led
to an alarming downside due to their environmental impact. In fact, the carbon foot-
print of the wireless communication infrastructure is reaching unprecedented levels.
This stimulated a global awareness about the need to reduce base stations energy con-
sumption. In order to make communication systems more eco-friendly and “greener”,
significant research work is being carried out at various aspects of base station design.
This includes, among other things, scaling of energy needs depending on the traffic
and network load, improving the ratio of quality of service to radiofrequency power,
and increasing the overall efficiency of the base station. A closer look at base stations
power consumption reflects that their overall efficiency can be significantly improved
by increasing that of the radio frequency front end and especially the power ampli-
fier. This would not only make communication systems greener but also reduce their
deployment and running costs in terms of capital expenditure (CAPEX) and opera-
tional expenditure (OPEX), and result in substantial financial benefits.

Technically, building power amplifiers with peak power efficiencies as high as 80%
has become feasible thanks to the development of new transistor technologies and
new classes of operation such as switching mode. However, getting such high effi-
ciencies from power amplifiers handling modern wireless communication systems is
a tricky challenge. In fact, and due to the nature of the highly varying envelop sig-
nals being transmitted, base station power amplification systems have to be highly
linear and meet the spectrum emission masks set by standardization and regulatory
authorities. This requires the use of linearization techniques, which virtually make
the power amplifier linear over its entire power range, thus allowing operation with
less power back-off, and hence resulting in higher efficiencies compared to what could
have been obtained from the same amplifier if no linearization was adopted. In this
context, digital predistortion has received tremendous attention from the industrial
and academic communities and incontestably appears to be the preferred technology
for base station power amplifier linearization.



Xiv Preface

Conceptually, behavioral modeling and digital predistortion are intimately related.
They are often referred to as forward and reverse modeling, respectively. This book
focuses on the behavioral modeling and digital predistortion of wideband power
amplifiers and transmitters. It compiles a wide range of topics related to this theme.
The book is organized in 10 chapters, which can be organized into three parts.
Chapters 1-3 set the ground for the remainder of the book by introducing the
key parameters used to model and characterize the nonlinear behavior of wireless
transmitters in Chapter 1, classifying and discussing the theory of dynamic nonlinear
systems in Chapter 2, and providing a review of model performance evaluations
metrics in Chapter 3. The second part of the book, Chapters 4—7, is a thorough review
of behavioral models and predistortion functions that encompasses quasi-memoryless
models in Chapter 4, memory polynomial based models in Chapter 5, box-oriented
models in Chapter 6, and neural networks based models in Chapter 7. These
models are introduced and their specificities discussed. The last part of the book,
Chapters 8—10, is application oriented and provides comprehensive and insightful
information about the use, in an experimental environment, of the models described
earlier in the book. Chapter 8 covers the acquisition of the device-under-test (DUT)
input and output data and its processing prior to the model identification. Chapter 9
is devoted to baseband digital predistortion and its practical aspects. Chapter 10
concludes the book by exposing recent trends in behavioral modeling and digital
predistortion such as joint quadrature impairment compensation and digital predistor-
tion, as well as the predistortion of dual-band and multi-input multi-output (MIMO)
transmitters.

The book chapters are complemented with a software tool available through the
Wiley website (www.wiley.com/go/Ghannouchi/Behavioral) that implements several
of the topics discussed in the book and can be used to demonstrate these topics in a
more tangible way.


http://www.wiley.com/go/Ghannouchi/Behavioral
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1

Characterization of Wireless
Transmitter Distortions

1.1 Introduction

Wireless transmitters designed for modern communication systems are expected to
handle wideband amplitude and phase modulated signals with three major perfor-
mance metrics: linearity, bandwidth, and power efficiency. First, linearity requires the
minimization of distortions mainly caused by the transmitter’s radio frequency (RF)
analog circuitry in order to preserve the quality of the transmitted signal and avoid any
loss of information during the transmission process. Second, bandwidth is critical for
multi-carrier and multi-band communication systems. Moreover, wider bandwidths
are needed to accommodate higher data rates. Third, power efficiency is an impor-
tant consideration that affects the deployment and operating costs of communication
infrastructure as well as environmental impact.

In general, distortions refer to the alteration of the signal due to the imperfections of
the transmitter’s hardware. Distortions observed in wireless transmitters have various
origins such as frequency response distortions, harmonic distortions, amplitude and
phase distortions, and group delay distortions, in addition to modulator impairments
(including direct current (DC) offset, gain, and phase imbalance), and so on. Among
these distortions, the predominant ones are those due to the nonlinearity present in the
transmitter’s RF front end and mainly the RF power amplifier (PA). Indeed, wireless
transmitters are made of a cascade of several stages including digital-to-analog
conversion, modulation, frequency up-conversion, filtering, and amplification as
illustrated in Figure 1.1. Among these subsystems, the PA is identified as the major
source of nonlinear distortions. Thus, modeling and compensating for the transmitter
nonlinear distortions is often trimmed down to the modeling and compensation of
the PA’s nonlinearity.

Behavioral Modeling and Predistortion of Wideband Wireless Transmitters, First Edition.
Fadhel M. Ghannouchi, Oualid Hammi and Mohamed Helaoui.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
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Figure 1.1 Simplified block diagram of a typical wireless transmitter

In the remainder of this chapter, the nonlinearity of RF PAs will be described and
major metrics used to quantify nonlinear distortions will be presented.

1.1.1 RF Power Amplifier Nonlinearity

The nonlinearity of the PA depends mainly on its class of operation and topology.
Classes of operation include the linear class A, the mildly nonlinear class AB, as well
as highly nonlinear classes such as C, D, and E. The topology refers to whether the
power amplification system is built using single-ended amplifiers or more advanced
architectures such as Doherty, linear amplification using nonlinear components
(LINC), envelope tracking, and so on. The design of power amplification systems is
always subject to the unavoidable antagonism between linearity and power efficiency
[1]. The objective is to design a power amplification system, or more generally, a
transmitter that meets the linearity requirements with the highest possible power
efficiency. The approach often consists of maximizing the power efficiency of the
amplification stage while maintaining its distortions to a reasonable amount that
can be compensated for at the system level using linearization techniques such as
feedforward or predistortion [2]. Figure 1.2 shows the measured gain and power
efficiency of a Gallium Nitride (GaN) based Doherty PA driven by a four-carrier
wideband code division multiple access (WCDMA) signal and operating around a
carrier frequency of 2140 MHz. This figure clearly illustrates the power efficiency
versus linearity dilemma as low power efficiency is observed for low input power
levels when the amplifier is operating in its linear region where the gain is constant.
Conversely, higher power efficiency is obtained for large input power levels that drive
the amplifier into its nonlinear region.

1.1.2  Inter-Modulation Distortion and Spectrum Regrowth

Transmitters’ nonlinearity causes the appearance of unwanted frequency components
at the output of the transmitter. To better understand the effects of the transmitter’s
nonlinearity on the transmitted signal, the case of a two-tone signal passing through
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Figure 1.2 Gain and power efficiency characteristics of a power amplifier prototype

a third order memoryless nonlinear systems is considered in the example next. In this
case:

e The transmitter’s nonlinearity is modeled by a third order polynomial function
according to the following equation:
2

in_Transmitter

(t)+c-x3

in_Transmitter

(n .

xout_Trunsmilter(t) =a- xin_Transmitter(t) + b-x

where X;, rransmisier A9 Xour Transminer A€ the time domain waveforms at the input and

the output of the transmitter, respectively. a, b, and ¢ are the model coefficients.
e The input signal X;, 7,nsminer 18 @ tWo-tone signal given by:

xin_Transmitter(t) = Al : COS(O)]I) + A2 : COS(wZI) (12)

where A, and A, are the magnitudes of each of the two tones, and w; and w, are
their angular frequencies with @, > ;.

By combining Equations 1.1 and 1.2, the transmitter’s output for the two-tone input
signal can be expressed as:

xout_Tmnsmitter(t )

1o 1,0
= | 5643 + 5643
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+ [(a + %cAf + % A%) <A, - cos(w;t) + (a + %cA% + % A%) -A, -cos(a)zt)]

+ [%bA% cos 2w t) + %bA% cos(2a)2t)] + [icA? cos Bw 1) + icAg cos(3a)2t)]
+ [bA A, cos((wy — @))t) + DA A, cos((@, + @))1)]

+ [%cAfAZ cos (2w, — wy) 1) + %cAlAg cos((Raw, — a)l)t)]
+ [%cA%AZ cos (2w, + w,) t) + %cAlAg cos(Qw, + w, )z)] (1.3)

To clearly separate the various frequency components present in the transmitter’s
output signal, Equation 1.3 can be re-arranged as:

xout_Tmnsmitter(t) = {Cl : [Al : COS(a)lt) + AZ . COS(a)Zt)]}
3 3 3 3

+ { (Z A% + ZCA§> A -cos(a)lt)] + [(Z A% + 1 A%) Ay - 005(0’21‘)] }

+ :%cA%AZ cos (2w, — w,) t)] + [%cAlAg cos (2w, — wy) t)] }

1 1
3643 + EbAg] + [bA,A, cos((@, — a)l)t)]}

+
—~N

+ 4 b [A7 cos Q1) + A3 cosQa,t)| + [bAA, cos(w, + w))1)] }

—~N
DN =

+ { —c [A? cos 3w, t) + A; cos(3a)2t)]

-

+%cA1A2 [A) cos (R, + @) 1) + Ay cos((2w, + @))1)] } (1.4)

In this latter equation, the term between the first brackets ({}) in the right hand
side represents the linearly amplified version of the input signal, while the second
term corresponds to the distortions introduced by the transmitter’s nonlinearity at the
fundamental frequencies (these are the same as the input signal’s frequencies). The
remaining terms describe the mixing and harmonic frequency products that either fall
in the close vicinity of the useful signal and thus cannot be removed by filtering, or
are away from the useful signal (around DC or the harmonics). The latter are less
critical as they can be removed by filtering the transmitter’s output signal. The fre-
quency domain representation of the transmitter’s input and output signals given by
Equations 1.2 and 1.4 are illustrated in Figure 1.3.

The frequency components present at the output of the nonlinear transmitter driven
by a two-tone input signal are summarized in Table 1.1. These can be categorized in
three groups:

o The useful signal: comprised of the linearly amplified fundamental frequency com-
ponents.
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o The unwanted signals that can be removed by filtering: these include the DC com-
ponents, the second and third order harmonics, second order inter-modulation dis-
tortions, as well as out-of-band third order inter-modulation distortions.

o The unwanted signals that cannot be filtered: this includes the distortions that
appear at the same frequencies as the input signal, and in-band third order
inter-modulation products that are too close to the fundamental components to
be filtered. For higher order nonlinear systems, additional even order in-band
inter-modulation products are observed in the close vicinity of the useful signal.

The analysis presented here can be generalized to an Nth order nonlinear model of
the transmitter. In such case, up to the Nth order harmonics and Nth order mixing
products will be generated at the output of the nonlinear transmitter [3, 4].

The study of PA and transmitter nonlinearities using two-tone and multi-tone
signals is commonly used for understanding the origins of inter-modulation distor-
tions for signals having discrete frequency spectrum components and can be used
to derive closed form expressions of these distortions under two-tone or multi-tone
input signals [5, 6]. Such results can be extrapolated to predict the behavior of the
nonlinear system when driven by communications and broadcasting signals having
characteristics comparable to that of synthetic multi-tone signals. However, when
practical communication signals are used, the input signal’s spectrum is continuous

1. 11 tllt Tt stte,

’ j 2
o, Transmitters be @, o+, 20+, 3,
@, — o,
2 1

2o -, 2o, -o, 20, 2w, do, 2o, +o,

Figure 1.3 Frequency domain output of a nonlinear transmitter driven by a two-tone signal

Table 1.1 Frequency components at the output of a nonlinear
transmitter for a two-tone input signal

Angular frequency Designation

0 DC components

o, and w, Fundamental

2w, and 2w, Second harmonics

3w, and 3w, Third harmonics

®, —w, and , + w, Second order
inter-modulation products

2w, — w, and 2w, — w, In-band third order
inter-modulation products

2w, + w, and 2w, + w, Out-of-band third order

inter-modulation products
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Figure 1.4 Output spectrum of a nonlinear transmitter driven by a multi-carrier WCDMA signal

and the inter-modulation distortions appear as a spectrum regrowth around the
channel. Figure 1.4 presents the measured spectra at the output of a nonlinear
transmitter driven by a four-carrier WCDMA signal having a total bandwidth of
20 MHz. This figure also reports the ideal output that would have been obtained if the
transmitter were linear. This figure shows that there is significant spectrum regrowth
that will create interferences with the adjacent channels. Such a transmitter does not
meet the spectrum emission mask of the WCDMA standard and unavoidably requires
linearization.

1.2 Impact of Distortions on Transmitter Performances

The nonlinearity of the PA depends on the input power level or equivalently on the
input signal’s amplitude. Thus, phase modulated signals having constant envelopes are
not affected by the nonlinearity of the PA. Conversely, amplitude modulated signals
are distorted by the nonlinearities. Almost all modern communication and broad-
casting systems employ compact complex modulation schemes such as high order
quadrature amplitude modulations (16QAM, 64QAM, etc.) and advanced multiplex-
ing techniques, for example, orthogonal frequency division multiplexing (OFDM),
and code division multiple access (CDMA), which result in amplitude modulated
signals having strong envelope fluctuations. These signals are characterized by their



Characterization of Wireless Transmitter Distortions 7

peak-to-average power ratio (PAPR) that is given by:

max,W

= Pmax,dBm - Pavg,dBm (1.5)
avg w

where PAPR g is the signal’s PAPR expressed in dB. Py, y and P,,, y are the sig-
nal’s maximum and average power levels expressed in watts, respectively. Similarly,
Proax.dgm and Py, gpy are the signal’s maximum and average power levels expressed
in dBm, respectively.

Typical PAPR values for modern communication systems are in the range of
10-13dB. These can be reduced by several decibels using crest factor reduction
(CFR) techniques [7-9]. The PAPR of the signal and its probability distribution
functions are critical parameters that need to be considered when dealing with
amplifier and transmitter nonlinearities. Indeed, to linearly amplify high PAPR
signals without linearizing the amplifier, one must make sure that the maximum peak
power of the input signal to be amplified remains within the linear region of the PA.
This will impact the power efficiency of the system. To illustrate this concept of brute
force linear amplification graphically, the gain and drain efficiency characteristics
of a commercial PA are presented in Figure 1.5. In this figure, the gain and power
efficiency are reported as a function of the output power back-off (OPBO) that is
defined as:

OPBOdB = Pout,dBm - Pout,sat,dBm (16)
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Figure 1.5 Gain and efficiency considerations in brute force linear amplification
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where OPBOg is the OPBO expressed in dB. P 4g, and Py o g Tefer to the dBm
values of the amplifier’s operating output power and the amplifier’s output power at
saturation, respectively.

According to the results of Figure 1.5, to ensure a linear behavior of the considered
amplifier, the maximum peak output power (P max.asm) Should not exceed —7 dB
OPBO. Thus, the maximum average output power (P ave max.apm) Will be:

P

out,avg,max,dBm — Pout,max,dBm - PAPRdB (17)

In Equation 1.7, PAPR 4 is the signal’s PAPR expressed in dB. In this example, the
signal’s PAPR is assumed to be 7 dB.

Given this restriction on the maximum operating average power of the amplifier,
the maximum average drain efficiency (1,yo max) Of the brute force linear amplifier
will be less than 10%. This noticeably low power efficiency represents the max-
imum efficiency achievable from this amplifier if operated without a linearization
technique. Conversely, if the same amplifier is used in conjunction with a linearization
technique, for example, using digital predistortion (DPD), it will be able to operate
linearly over its full output power range up to saturation. As graphically illustrated in
Figure 1.6, the maximum average output power of the amplifier will be higher, which
enables increased power efficiency. This example shows that by using linearization
techniques, the maximum efficiency of the amplifier can be raised from 8 to 23%,
which represents a substantial gain in power efficiency. It is worth mentioning that
the amplifier used in this graphical analysis is optimized for linearity. Though, if a
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Figure 1.6 Gain and efficiency considerations in linearized power amplifiers
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power efficient amplifier prototype is considered, a more important efficiency gain
can be obtained with operating efficiencies of the PA in the range of 50%.

This brief discussion clearly shows the impact of distortions on the system effi-
ciency as they constrain the brute force amplifier to work with large back-off levels
to guarantee linear amplification. It also highlights the significant power efficiency
improvement that can be obtained by using a DPD technique.

The cascade of the PA and the digital predistorter will behave as a linear ampli-
fication system whose gain can be set by controlling the small signal gain of the
predistorter. It is a common misconception to think that the choice of the small signal
gain of the predistortion and thus the gain of the linearized amplifier will influence the
power efficiency performance of the linearized amplifier. Indeed, when seen as a func-
tion of the output power, the drain efficiency of the linearized amplifier will remain
quasi unchanged [10]. The impact of the gain normalization on the DPD performance
will be thoroughly discussed in Chapter 9.

These efficiency figures do not take into account the energy consumption of the
linearization circuitry. Typical DPD circuitry has a power consumption in the range
of a few watts. This power consumption needs to be taken into consideration when
calculating the overall efficiency of the linearized amplifier. Obviously, the use of
the predistortion technique for efficiency/linearity trade-off enhancement is a viable
solution only when the predistorter’s power consumption does not compromise the
overall efficiency of the linearized amplifiers. Accordingly, and as rule of thumb, DPD
is practically employed for PAs with output power that exceeds 10 W: Though accurate
calculations can be made to decide on the suitability of DPD to improve the system
performance compared to the case of a brute force amplifier topology based on the
amplifier’s power capability, its efficiency, and the predistorter’s power consumption.

1.3 Output Power versus Input Power Characteristic

The output power versus input power (P, vs. P;,) characteristic is commonly used
to characterize the transfer function of amplifiers. This characteristic relates the input
power of the device under test (DUT) at the fundamental frequency to its output power
at the same frequency. When both power levels are expressed in watts, the slope of the
P, vs. Py, characteristic represents the linear gain of the system. Most commonly,
the power levels are expressed in dBm. In such case, the slope of the P, vs. Py,
characteristic is equal to unity and the gain in dB corresponds to the y-intercept point
(i.e., the value of the output power for a 0 dB m input power).

In the absence of memory effects, the P, vs. P;, characteristic appears as a one to
one mapping function that increases linearly with the input power. As the amplifier
is driven into its nonlinear region, a gain compression appears as the actual output
power becomes lower than the linearly amplified version of the input power. The
amount of compression introduced by the amplifier increases until it reaches the sat-
uration power. Figure 1.7 presents a sample P, vs. P;, characteristic of an amplifier
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Figure 1.7 Sample output power versus input power characteristic

optimized for linearity. One can observe that the gain compression of the amplifier
becomes noticeable only a few dBs before the saturation for input power levels beyond
0dB m. With amplifiers optimized for efficiency, the gain compression is observed
over a wider input power range starting from as early as 10 dB below the maximum
input power.

The P, vs. P;, characteristic is straightforward to derive as it only requires scalar
measurements both at the input and output of the DUT. This can be performed using
a network analyzer or a set up that comprises a signal generation instrument and a
power measurement instrument such as a power meter or a spectrum analyzer. The
P,y vs. P;, characteristic can be measured under a wide range of drive signals such
as continuous wave (CW), multi-tone, or modulated signals.

1.4 AM/AM and AM/PM Characteristics

The P, vs. P;, characteristic is a basic and incomplete means of characterizing non-
linear transmitters and PAs driven by modulated signals. Indeed, a more comprehen-
sive representation that includes amplitude as well as phase information is needed.
In the most general case, a dynamic nonlinear transmitter is fully described by a set
of four characteristics, namely the amplitude modulation to amplitude modulation
(AM/AM) characteristic, the amplitude modulation to phase modulation (AM/PM)
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characteristic, the phase modulation to phase modulation (PM/PM) characteristic, and
the phase modulation to amplitude modulation (PM/AM) characteristic. PA distor-
tions are amplitude dependant and phase modulated signals (having constant ampli-
tudes) are not affected by the PA distortions. Thus, PAs are mainly characterized
by their AM/AM and AM/PM characteristics. Conversely, transmitters might exhibit
PM/AM and PM/PM distortions that are mainly due to the gain and phase imbalances
in the frequency up-conversion stage and/or when the transmitter has a non-flat fre-
quency response over a bandwidth equal to that of the input signal. Contrary to the
AM/AM and AM/PM distortions generated by the unavoidably nonlinear behavior of
the PA, the PM/AM and PM/PM distortions can be minimized by a careful design of
the transmitter. So far, these have often been considered to have an insignificant impact
on the performance of a behavioral model or a digital predistorter. With the adoption
of multi-carriers and multi-band power amplification systems where the bandwidth of
the signal to be transmitted is large enough to observe on a non-flat frequency response
of the PA, the contribution of the PM/AM and PM/PM is becoming more significant
and their inclusion in next generation behavioral models and predistorters is becoming
inevitable.

Let’s consider a DUT driven by a modulated input signal. x;, and x,,, refer to the
baseband complex waveforms corresponding to the DUT’s input and output signals,
respectively. The in-phase and quadrature components of the signals x;, and x,,, are
defined as:

{xin = lin Qi (1.8)
Your = Lo +JQour

Under the assumption that this DUT, to be modeled or equivalently linearized, does
not exhibit PM/AM and PM/PM distortions, its instantaneous complex gain, G, is
solely a function of the input signal’s magnitude and is given by:

Gl |) = 1G(1x;, DI - | G ) (1.9)

where |G(|x;,|)| and | G(]x;,|) represent the magnitude and phase of the instantaneous
complex gain G(|x;,|), respectively; and are expressed as a function of the input and
output complex baseband waveforms according to:

2 2 2
— |xout| — Iout + Qout
|xin|2 Ilzn + Q2

m

G(|x]) = [Xpr — X = tan™! Qow | _ g1 (L (1.11)
|Ginl) = %o = [¥in 7 7

out in

|G(lx;, DI

(1.10)

The AM/AM characteristic of the DUT is obtained by plotting the magnitude of its
instantaneous gain (|G(|x;,|)|), typically expressed in dB, as a function of the DUT’s
instantaneous input power. It is also possible, though less conventional to report the
AM/AM characteristic as function of the DUT’s output power. Similarly, the AM/PM
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Figure 1.8 Sample AM/AM characteristic of a power amplifier

characteristic of the DUT is the one that reports the phase of the instantaneous gain
(G(|x;,1) ), usually expressed in degrees, as a function of the DUT’s input or output
power. Sample AM/AM and AM/PM characteristics are reported in Figures 1.8 and
1.9, respectively. These figures provide insightful information about the nonlinear
behavior of the DUT. In fact, the shape of the AM/AM and AM/PM characteristics
provide information about how severe the nonlinearity of the DUT is. Similarly, the
dispersion of these two characteristics is a qualitative indication about the memory
effects of the device.

1.5 1dB Compression Point

The 1 dB compression point is a figure of merit commonly used to characterize the
power capabilities of PAs along with their linearity. In the P, vs. P;, characteristic,
the 1dB compression point is the one for which the actual output power of the
amplifier is 1 dB lower than what it would have been if the amplifier was linear (and
having a gain equal to its small signal gain). This definition is illustrated graphically
in Figure 1.10, which reports the P, vs. P;, characteristics of the actual and ideal
amplifier. The ideal amplifier characteristic represents the extrapolated version of the
linear portion of the actual amplifier’s P, vs. Py, characteristic. This figure shows
that the 1 dB compression point can be defined either with respect to the input power
(Py4p.in in Figure 1.10) or with reference to the output power (P4g 4, in Figure 1.10).
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Figure 1.9 Sample AM/PM characteristic of a power amplifier

Though, the 1 dB compression point is commonly reported with respect to the output
power of the device.

Similarly, the 1dB compression point can be defined from the AM/AM character-
istic. In this case, it corresponds to the power level for which the gain of the amplifier
is 1 dB lower than its small signal linear value. From the AM/AM characteristic, the
P 4p i, can be graphically determined as illustrated in Figure 1.11. If the small signal
gain of the amplifier is denoted as G, then the 1 dB compression point output power
(P14B our) can be obtained according to:

Pigg.out = Prag,in + (Gss — 1) (1.12)

For a given DUT, the 1 dB compression point can vary depending on the test signal
(CW versus modulated signals). The 1 dB compression point concept can be extended
to the X-dB compression point. The X-dB compression point is defined in a way sim-
ilar to that of the 1-dB compression point but for a gain compression of X-dB rather
than 1dB. Thus, the 3-dB compression point is the point of the P, vs. P;, charac-
teristic for which the actual output power of the amplifier is 3 dB less than what it
would have been if the amplifier was linear; it is also the point of the AM/AM char-
acteristic for which the gain of the device is 3 dB lower than its small signal value.
The X-dB compression point can be used for the system level design of power ampli-
fication stages as well as building equation-based behavioral models in simulation
software.



Behavioral Modeling and Predistortion of Wideband Wireless Transmitters

60

—8— Actual Amplifier
=== Linear Amplifier

| b

T | / _{
L .
T 52 p 4 —
& 1dB out 1dB
5] o= - — — — ——— — — —
= ;
=} |
- - ;
S 48 .' :
E . | 1dB compression
8 I point
P ,
44 / |
: .'
.4 e
40 , : ld‘B..IH
24 28 32 36 40 44
Input Power (dBm)

Figure 1.10  Graphical definition of the 1 dB compression point from P, vs. P,  characteristic

out

18
—8— Actual Amplifier
== Linear Amplifier

16 @« e e — . — ———i
‘\—.—

1dB

——"

% 1dB compression |
= point |
=

O 12 |
I
I
I
10 |
| |

* IDI(HJ‘JH
8 L

24 28 32 36 40 44
Input Power (dBm)

Figure 1.11 Graphical definition of the 1 dB compression point from the AM/AM characteristic



Characterization of Wireless Transmitter Distortions 15

1.6 Third and Fifth Order Intercept Points

The 1dB compression point characterizes the nonlinear behavior of PAs by only
considering the power at the fundamental frequency. However, as amplifiers are
driven deeper into their nonlinear regions, the amount of power generated at
harmonic and inter-modulation frequencies becomes more significant. The intercept
points are defined for odd order harmonics under a single-tone drive signal and
odd order inter-modulation products under a multi-tone drive signal as these odd
order harmonics and inter-modulation products fall within the close vicinity of the
fundamental signal frequency. Third order intercept points are commonly used while
fifth order intercepts points are used to a lesser extent. Higher order intercept points
are seldom used since the power level generated at their corresponding frequencies
is usually too low to have any significant impact on the behavior of the PA.

Figure 1.12 reports, for a sample amplifier driven by a two-tone test signal at fre-
quencies f; and f, (with f; < f,) and having equal amplitudes, the output power at the
fundamental frequency (P, ) as a function of the total input power (P;,). In this same
figure, the output power of the lower third order inter-modulation product (P27 )
is also plotted as a function of the total input power. The linear portion of the P,
vs. Py, characteristic has a 1 : 1 slope. However, the linear portion of the Py 5 s Vs.
P;, characteristic has a 3 : 1 slope as it can be deduced from Equation 1.4.

80
—&— Fundamental
=== Third Order Inter-modulation
60
:E 40 -'/'-’_‘4_::i
= 7 e
e
z 7
E 20 :
g 4
g o W 4
C /
=20 /
7’
-40
20 25 30 35 40 45 50

Input Power (dBm)

Figure 1.12 Output power characteristics at the fundamental and third order inter-modulation
frequencies
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Figure 1.13  Graphical definition of the third order intercept point

The third order intercept point is defined as the intersection locus of the extrapolated
linear portion of the Py s vs. Py, and the P »r _g, vs. Py, characteristics as illustrated
in Figure 1.13. When reported with respect to the input power, the third order intercept
point is referred to as the third order input intercept point (//P5). Similarly, the third
order intercept point can be reported with respect to the output power. In such a case,
it is labeled as the third order output intercept point (OIP5). For solid state PAs, the
third order output intercept point is typically 10dB higher than the output power at
the 1 dB compression point.

The fifth order intercept point is defined in the same way by considering the
extrapolated linear portions of the output power at the fundamental frequency and
the output power at the frequency corresponding to the fifth order inter-modulation
products (for example, Py, 3o ). In this case, the Py 35y VS. Py, characteristic
will have a 5: 1 slope.

1.7 Carrier to Inter-Modulation Distortion Ratio

The 1 dB compression point and the intercept points characterize the nonlinear behav-
ior of a PA without providing quantitative information about the amount of distortion it
generates when operated at a given output power level. The carrier to inter-modulation
distortion ratio (C/IMD) is a metric that quantifies the amount of distortion at the out-
put of a PA driven by a two-tone, or in a more general case, a multi-tone test signal.
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Figure 1.14 Graphical definition of the carrier to inter-modulation distortion ratio

It represents the ratio (in a linear scale) or equivalently the difference (in a logarith-
mic scale) between the power at the fundamental frequency (carrier) and the power
generated at an inter-modulation frequency. The C/IMD is expressed in decibels rel-
ative to the carrier (dBc).

For an amplifier driven by a two-tone test signal at frequencies f; and f, (with
fi </f»), inter-modulation frequencies of interest commonly are the lower and upper
third order inter-modulations (2f; —f, and 2f, — f;, respectively) and fifth order
inter-modulations (3f; —2f, and 3f, — 2f;, respectively). Figure 1.14 presents the
power spectrum (in dBm) at the output of a memoryless PA having a fifth order
nonlinearity and driven by a two-tone test signal at frequencies f; and f, (with
fi <f>). This figure graphically defines the lower and upper carrier to third order
inter-modulation distortion ratios (—— and , respectively) and those of the

IMDs; IMDsy,
fifth order.

In memoryless PAs, the lower and upper C/IMD ratios are equal as reported in
Figure 1.14. However, the stronger the memory effects of the amplifier are, the more
significant the C/IMD asymmetry will be. The study of the asymmetry between the
upper and lower C/IMDs provides an indication of the memory effects exhibited by
the PA.

For a memoryless PA, it is possible to predict the third order C/IMD based on the
operating output power and the third order intercept point of the device. Using the
illustration of Figure 1.13, one can graphically determine that:

_C
IMD;,

= Pout,f - Pout,IMD3 =2X (OIP3 - Poutf) (1.13)

where ﬁ is the carrier to third order inter-modulation distortion ratio and P
and P, yp; are the output power levels at the fundamental and third order
inter-modulation frequencies, respectively. OIP5 is the output power at the third
order intercept point.
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It is worth mentioning that the relation of Equation 1.13 is derived geometrically
from the definition of the third order intercept point and assumes that the output power
at both fundamental and third order inter-modulation frequencies is linear with respect
to the input power. Thus, its accuracy will decrease as the amplifier is driven deeper
into its nonlinear region where the output power characteristics at the fundamental and
third order inter-modulation frequencies deviate from their linear approximations.

1.8 Adjacent Channel Leakage Ratio

The adjacent channel leakage ratio (ACLR) is used to quantify, in the frequency
domain, the nonlinearity of PAs driven by modulated signals. It corresponds to the
filtered ratio of the mean power in the main channel to the filtered mean power in
an adjacent channel. This is a critical linearity parameter since the power generated
by the nonlinear distortions in the adjacent channels cannot be eliminated by filtering
and is perceived as interference when the adjacent channels are used for transmission.
Thus, the power generated in the adjacent channels is considered as an unwanted
emission that needs to be minimized and controlled. Accordingly, each communi-
cation standard stipulates, as part of the technical specifications of the transmitter
characteristics, the ACLR threshold (also known as the spectrum emission mask) for
base stations. A general illustration of the ACLR is illustrated in Figure 1.15, which
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Figure 1.15 Graphical definition of the adjacent channel leakage ratio
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reports a sample spectra at the output of the nonlinear transmitter as a function of the
normalized frequency. The normalized frequency (f,) is defined according to:

_I=0h
fn_ BW

(1.14)

where f and f; are the absolute frequency and the carrier frequency, respectively. BW
represents the bandwidth of the signal.

Figure 1.15 shows that the channel power is calculated in a span that commonly
equals the signal bandwidth (BW) and is centered around a normalized frequency of 0
(or equivalently an absolute frequency of f;,). It also shows the ACLR in the lower and
upper first adjacent channels (ACLR1_L and ACLR1_U, respectively), and the ACLR
in the lower and upper second adjacent channels (ACLR2_L. and ACLR2_U, respec-
tively). For each channel, the ACLR calculation requires the definition of the offset
frequency that corresponds to the difference between the center of the main channel
and that of the considered adjacent channel, as well as the integration bandwidth over
which the power will be calculated in the considered adjacent channel.

The parameters used to calculate the ACLR are defined by the communication stan-
dards. These parameters include the main channel bandwidth, the adjacent channel
parameters (offset frequency and integration bandwidth), and the type and parameters
of the filter to be used to calculate the mean power.

1.9 Error Vector Magnitude

The error vector magnitude (EVM) is another measure used to quantify the nonlin-
ear distortions of RF PAs and transmitters. The EVM is defined in the constellation
domain and evaluates the deviation between the reference constellation point that
should have been obtained in absence of distortions and the actual constellation point
obtained in presence of distortions.

Transmitter distortions can be of three types: phase distortions, amplitude distor-
tions, and in the more general cases, simultaneous phase and amplitude distortions.
These three cases are illustrated in Figure 1.16 for the constellation diagram of a QPSK
(Quadrature Phase Shift Keying) modulation scheme. Phase distortion appears as a
rotation of the constellation points causing a phase error as shown in Figure 1.16a.
Conversely, amplitude distortions will cause a magnitude error between the ampli-
tudes of the vectors associated with the actual and reference constellation points as
depicted in Figure 1.16b. Amplitude and phase distortions will result in an error on
both the amplitude and phase of the vector associated with the demodulated con-
stellation point. The effects of simultaneous phase and amplitude distortions on the
constellation is illustrated in Figure 1.16c.

In the constellation domain, the error vector refers to the difference between the
actual vector of the demodulated constellation point (S,) and the reference vector
associated with the corresponding reference constellation point (S, ,) as shown in
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Figure 1.16 Effects of phase and amplitude distortions on the QPSK constellation. (a) Effects of phase
distortions. (b) Effects of amplitude distortions. (c) Effects of phase and amplitude distortions
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Figure 1.17 Graphical definition of the error vector

Figure 1.17. The EVM refers to the magnitude of the error vector, which is differ-
ent from the error in the magnitudes except for the particular case where no phase
distortions occur.

Threshold EVM values are specified for each communication standard and the latest
technical specifications on the transmit modulation quality should be consulted. The
EVM is typically expressed in percentage and calculated as the square root of the ratio
of the mean power of the error vector to the mean reference power according to:
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N
=X led? T2 1S = S
EVM (%) = 1,V=1 = ’ZIN (1.15)
5; 1,412 = T 18P

where N is the number of samples in the waveform. §; and S, ; are vectors associated
with the ith demodulated and reference constellation points, respectively. While ¢; is
the ith error vector between the demodulated and actual constellation points as defined
in Figure 1.17.
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2

Dynamic Nonlinear Systems

In Chapter 1 a description of a nonlinear system, the power amplifier, along with
the effects that it introduces to the communication signal, is presented. Characteris-
tics of this nonlinear system were also presented in detail along with the metrics to
quantify the amount of nonlinear distortion. In this chapter, dynamic nonlinear power
amplifiers will be introduced. First, the notion of memory in systems will be defined.
Then a classification of nonlinear power amplifier systems based on their amount of
memory will be provided. The origins of the linear and nonlinear memory effects and
their characteristics will be addressed. A general model based on the Volterra series
to model power amplifiers with memory effects will be introduced. Its pass-band time
domain representation and its baseband equivalent model will be also provided.

2.1 Classification of Nonlinear Systems

Memory in systems can be defined as the ability of a system to behave as a function of
values of the input signal that are different than the present value of the input signal.
Therefore, systems can be classified in two groups: memoryless systems and systems
with memory [1-4].

2.1.1 Memoryless Systems

In general, a system is said to be memoryless if its output at a given time ¢,, y(t,), is
a function of only the input value at 7., x(z,).

For practical considerations, every physical system is causal, which means that y(z,)
cannot be a function of future values of x(z,). Moreover, every physical system will
certainly introduce a certain delay to the input signal. Since this delay will not affect
the integrity of the signal, it can be assumed without loss of generality that a system is
memoryless if its output at a given time ¢, y(t,), is a function of only one input value

Behavioral Modeling and Predistortion of Wideband Wireless Transmitters, First Edition.
Fadhel M. Ghannouchi, Oualid Hammi and Mohamed Helaoui.
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Figure 2.1 Example of an AM/AM and AM/PM curve for a memoryless system

x(t, — 7), where 7 is the delay introduced by the system.

y(t,) = flx(t, — 7)] 2.1

From Equation 2.1, it can be concluded that for similar values of input signal, the
corresponding outputs are similar as well. Therefore, the curve of the output signal
versus the input signal for a memoryless system is a single line. An example of such
a curve is shown in Figure 2.1.

2.1.2  Systems with Memory

In general, a system is said to have memory if its output at a given time 7,, y(¢,), is a
function of inputs other than x(¢,).

For practical considerations, given that every physical system is causal, this will
certainly introduce a certain delay 7 to the input signal, it can be assumed without
loss of generality that a physical system has memory if its output at a given time 7,
¥(t,), is a function of values of input signal preceding x(z, — 7).

y(t,) = flx(t, = ), x(t, — 7 = 7')] (2.2)

where 7/ may be any constant to show that the output can be also a function of any
other past samples of the input signal.

From Equation 2.2, it can be concluded that for similar values of input signal, the
corresponding outputs may be different. Therefore, the curve of the output signal ver-
sus the input signal for a system with memory is not a single line. An example of such
a curve is shown in Figure 2.2.
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Figure 2.2 Example of an AM/AM and AM/PM curve for a system with memory

2.2 Memory in Microwave Power Amplification Systems

All communication systems, in particular transmitters, have inherent nonlinearities
that limit their usefulness and range of applications. For example, the input power
level in microwave amplifiers must be kept below a certain level to ensure operation
in a region of sufficiently linear amplification. Ignoring this requirement leads to the
generation of significant intermodulation products caused by amplitude and phase
nonlinearities. The types of nonlinear systems can be briefly classified as:

e Nonlinear systems without memory
e Nonlinear systems effectively without memory
e Nonlinear systems with memory.

Each type of system produces distinct nonlinear effects. These three types of systems
and their effects are characterized in the following subsections [5—8].

2.2.1 Nonlinear Systems without Memory
Systems belonging to this category have the following three characteristics:
e The output instantaneously responds to the input

e The system does not have a frequency response
e There are no phase nonlinearities.

Nonlinearities without memory are sometimes called resistive nonlinearities.
Indeed, a nonlinear circuit without energy storage elements cannot possess memory.
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When such a system is driven with a narrow band amplitude modulated signal X(z) at
carrier frequency o represented by:

X(t) = A(¢) cos(wt + 0) (2.3)

where, A(?) is the envelope of the signal and @ is initial constant phase of the signal.
The output signal of the system includes an infinite number of harmonic components
and the bandpass component, ¥(#), around @ can be described by:

(1) = G[A()]A(?) cos (wt + 6) (2.4)

where G[A(?)] represents the AM/AM (amplitude modulation to amplitude
modulation) conversion characteristics of the system and can be seen as an envelope-
dependent gain function.

A necessary requirement for inclusion in the memoryless category is that G[A(?)]
should not depend on frequency. In other words, the magnitude response of the system
is “flat” in the frequency domain. The effects of memoryless nonlinearities are:

e Generation of nonlinear amplitude distortion,
e Generation of harmonic frequencies and intermodulation products,
e A possible shift in the system’s DC operating point due to even-order distortions.

Examples of this type of nonlinearity are the piecewise-linear limiter and the ideal
comparator. An appropriate representation for such characteristics is the relatively
simple, classic power (Taylor) series; for this reason, series based formulations are
often used in nonlinear modeling of systems. It should be understood that no real sys-
tem can ever be truly without memory due to the always-present reactive (capacitive
and inductive) elements in any electronic circuits.

2.2.2  Weakly Nonlinear and Quasi-Memoryless Systems

Systems in this category exhibit nonlinear amplitude modulation to phase modula-
tion (AM/PM) conversion behavior and AM/AM conversion behavior. Furthermore,
both the nonlinear AM/AM and AM/PM characteristics of the system do not have a
measurable frequency dependency, due to either (or both) of the following causes:

e The input signals are limited to narrow band modulated signals around a carrier
frequency, @, around which no significant frequency response is observed for the
AM/AM and AM/PM behaviors of the system,

e The nonlinear transfer functions simply do not depend on frequency.

An important implication of this system requirement is that phase nonlinearities can
be present, but no frequency response is allowed. Such a system therefore represents
a cross domain between the memoryless system and a full-memory nonlinear system.
When such a system is driven with narrow band amplitude modulated signal, X(¢), at
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carrier frequency w represented by:
X(t) = A(t) cos[wt + 0(1)] (2.5)

The output signal of the system includes an infinite number of harmonic and inter-
modulation components and the bandpass component, ¥(¢), around @ can be described
by:

¥(@) = GIAD]A() cos{wr + 0(1) + ps[AD]} (2.6)

where G[A(t)] represents the AM/AM conversion characteristic and ¢;[A(?)] is the
AM/PM conversion characteristic and both can be seen as an envelope-dependent
complex gain function.

2.2.3 Nonlinear System with Memory

This last category is the most general, as it includes the previous two categories as
special cases. All of the nonlinear effects of the previous two categories are still
present, but the additional property of frequency dependence in the AM/AM and
AM/PM coefficients may be observed.

When such a system is driven with narrow band amplitude modulated signal, X(¢),
at carrier frequency w represented by:

X(t) = A(r) cos[wt + 6(1)] 2.7)

The output signal of the system includes an infinite number of harmonic and inter-
modulation components and the bandpass component, ¥(¢), around w can be described
by:

¥(1) = G[A(1), w] A1) cos{wt + 0(1) + Pps[A(), @]} (2.8)

Proper modeling requires that attention be paid to the frequency characteristics
of the nonlinearities. The Volterra series is an appropriate representation, although
frequency-dependent in-phase/quadrature models have been proposed.

Potential applications for nonlinear models incorporating memory include broad-
band amplifiers, where the input signal is spread over a wide frequency range. This
would include all TWTAs (Traveling Wave Tube Amplifiers) and SSPAs (solid-state
power amplifiers).

2.3 Baseband and Low-Pass Equivalent Signals

In practice, for modeling or analysis purposes of relatively low frequency modulated
signals, baseband signals are considered. Baseband signals have frequency spectra
concentrated near zero frequency. However, for wireless communications where, in
theory, the carrier frequency, f,, is relatively high in the gigahertz range, most of
the time pass-band signals are considered and used for the purpose of simulation of
wireless systems. Pass-band signals have frequency spectra concentrated around the
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carrier frequency. Baseband signals can be converted to pass-band signals through
down-conversion and vice versa through up-conversion [7, 8].

In wireless communication systems, a baseband signal is up-converted to a bandpass
signal by amplitude, phase, or frequency modulation, so that it can be transmitted. The
amplitude and phase modulated bandpass signal can be described as:

X(t) = A(®) coslw, t + 0(1)] (2.9)

where @, = 2xf, is the angular carrier frequency and A(¢) and 6(f) are the amplitude
and phase signals that modulated the carrier, respectively.

The signal described in Equation 2.9 has an envelope bandwidth much lower than
the carrier frequency and is called a bandpass signal with center frequency, f... Using
trigonometric identities, this signal can be written as:

X(t) = A(?) cos[0(1)] cos(w, 1) — A(t) sin[0(1)] sin(w,.1)
= [(?) cos(w,t) — O(1) sin(w,.1) (2.10)

where I(t) denotes the in-phase component and Q(¢) is the quadrature component,
which are defined as:

1(t) = A(t) cos[0(2)] (2.11)
0(t) = A®)sin[6(1)] (2.12)

Equation 2.9 can be written in complex form as:
%(f) = Re[A(r)e/® D] = Re[x(r)e/'] (2.13)

where x() is called the baseband signal or complex envelope and contains the same
information as the bandpass signal X(¢) and can be represented as

x(f) = I(t) + jO(t) = A(1)e?? (2.14)

On the receiver side, the baseband signal x(#) can be obtained from the bandpass
signal y(¢) through down conversion, demodulation, and following the channel equal-
ization process as shown in Figure 2.3. y(#) represents the signal at the output of the
power amplifier/transmitter.

Transmitter Channel Receiver
-\"{!J [% Ref] #(1) > i), ,Q;) DEM .\-{:I]
Baseband Bandpass Baseband

Figure 2.3 Pass-band and baseband signals
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2.4 Origins and Types of Memory Effects in Power Amplification
Systems

2.4.1 Origins of Memory Effects

Memory effects can be explained simply by the fact that the output of the system
exhibiting memory at any instant is a function not only of the corresponding
instantaneous input (after compensating for the system delay) but also of the inputs
at other instants (past instants for causal systems). This is an inherent characteristic
of energy-storing circuits or elements of the memory system. In the case of power
amplifiers, intrinsic, and extrinsic parasitic elements, matching network elements,
and the nature of the transistor junction might include energy-storing circuits or
elements that will result in memory effects.

Depending on the correlation with the nonlinearity of the transistor, one can classify
these memory effects into two categories [7, 11-15].

1. Linear memory effects, which are memory behaviors uncorrelated with the nonlin-
ear response of the power amplifier. They are generally represented mathematically
as a linear combination of the input signal at different time shifts. For instance, if
a system exhibits only linear memory effects, its output can be expressed as:

NOEDWEGEED (2.15)

This is the expression of finite impulse response filters, which are linear systems.

While power amplifiers are nonlinear systems, their output include two terms,
a linear term and a nonlinear term. The linear term represents a linear behavior
including linear memory effects.

2. Nonlinear memory effects, which are memory behaviors mixed with the nonlin-
earity of the transistor. While the source of these memory effects may be linear
circuits, such as capacitors, for example, the combination of the memory effect of
these linear circuits with the nonlinear behavior of the transistor results in a term
in the output signal of the power amplifier that includes a nonlinear function of
different samples of the input signal at different instances.

The output of a nonlinear power amplifier can be expressed as:

y(1) = D hx(t = 7)) F Foomtinear Xt = T1), <o sx(t = Ty)] (2.16)
i N “ J
S—o nonlinear term including nonlinearity
linear term including linear memory effects and nonlinear memory effects

Memory effects can also be classified in two categories based on their origins
[7, 16—18]:

1. One can distinguish memory effects caused by the active device’s temperature
modulation. This category of memory effects is called electro-thermal or thermal
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memory effects. Given it is function of the temperature change in the junction of
the transistor, this category of memory effect has a long term effect and affects
narrow bandwidths of the signal spectrum.

2. The second category consists of electrical memory effects, which are produced by
the external terminations, including parasitic elements and matching networks of
the power amplifier. The properties of these terminations across the fundamental
frequency, baseband frequency, and all the harmonic frequencies shape the power
amplifier response around the carrier frequency.

In order to be able to analyze the memory effects and model them properly, it is
important to understand the different circuits in a power amplifier, their behaviors,
and their characteristics. In the following, for each origin of memory effects, these
circuits are modeled and explained. Their effect on the power amplifier behavior is
then discussed and compared with a memoryless behavior.

2.4.2 Electrical Memory Effects

The main origins of electrical memory effects are the transistor terminations, includ-
ing intrinsic and extrinsic parasitic elements, and matching networks. In order to better
analyze the electrical memory effects, it is important to understand the impedance
termination in transistor amplifiers [19, 20].

Figure 2.4 shows a block diagram of a common source MESFET (Metal Semicon-
ductor Field Effect Transistor) amplifier. Z; .. is the impedance presented by the
input matching network, excluding the biasing network, to the source of the gate of
the transistor, Zg ,;,, is the impedance presented by the biasing network to the gate of
the transistor, and Zg; ,, is the impedance presented by looking at the gate of the tran-
sistor. Similarly, at the output of the transistor, the impedance presented by the drain

T S[E
o S
=4 =
B g

ZG _match

Figure 2.4 Block diagram of a common source MESFET amplifier showing the definition of the dif-
ferent impedances
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is Zp, ;> the impedance presented by the biasing network is Zj, ;... and the impedance
presented by the loading or output matching network to the drain of the transistor is
Zp, 1~ The impedances of gate and drain nodes can then be obtained by:

ZG = ZG_match//ZG_bias//ZG_in (217)
Zp = ZDJ'n/ / Zbeias/ / ZD?L (2.18)

Given that the transistor impedances Z; ;, and Z, ;, vary as a function of the driving
signal power level and operating conditions of the transistor, the transistor will exhibit
a nonlinear behavior at the gate and drain levels. It can then be concluded that non-
linear power amplifiers may include more than one nonlinear element. The simplest
model of a nonlinear power amplifier will include:

1. A nonlinear block representing the gate voltage as a function of the input signal to
the power amplifier.

2. A nonlinear block representing the relationship between the gate voltage and drain
voltage.

Each of these two blocks also includes a frequency response that is due to the
transistor behavior variation versus frequency and matching network response ver-
sus frequency at the fundamental frequency and each of the harmonic frequencies.
The cascade of these nonlinear elements results in mixing the linear memory effects
(frequency responses around a carrier frequency or its harmonic) along with the non-
linear behaviors of the nonlinear elements. This mixing of linear memory effects and
nonlinear response will result in an output signal that includes nonlinearity along with
nonlinear memory effects around the fundamental carrier of the signal. These nonlin-
ear memory effects include products that are function of the frequency response of
the matching network and transistor not only at the fundamental frequency but also
around the different harmonic, which are translated to the fundamental frequency via
the nonlinear elements [14, 21, 22].

In order to understand this concept, one can simplify the modeling of the transistor
to a cascade of two nonlinear systems, G and H, each having linear memory in the
form of a frequency response at each of the fundamental and harmonic frequencies.
Figure 2.5 shows a block diagram of this cascade and illustrates the origins of the
intermodulation products at the output and how they are affected by the frequency
response of the system at the fundamental and harmonic frequencies. Each of the
two systems is modeled by a nonlinearity in the order of three and a set of frequency
responses around each of the fundamental and carrier frequencies (G, G, G,, and G;
are the frequency responses of G around the envelope, the fundamental, second and
third harmonics, respectively; and H,, H,, H,, and H; are the frequency responses of H
around the envelope, the fundamental, second, and third harmonics, respectively). The
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Figure 2.5 Modeling of nonlinear electrical memory effects in a cascade of two nonlinear systems

third order intermodulation products at the output of the system are the combination
of different products including products generated by:

e The third order nonlinearity of the first system, G, passed through the frequency
response H, around the fundamental carrier frequency, of the second system, H.

e The second order mixing product of the fundamental output, and the envelope and
the second harmonic outputs of the first system, G, which also passes through the
frequency response, H,, around the second harmonic in the second system, H.

e The third order mixing product of the fundamental output of the first block, G,
which also passes through the frequency response, H;, around the second harmonic
in the second system, H.

This third intermodulation product at the output of the power amplifier is a function
of different nonlinearity orders including even nonlinearity orders and frequency
responses at the envelope frequency, the fundamental frequency, and different
harmonic frequencies.

If the signal bandwidth is W, and by only considering nonlinearities up to the third
order, the nonlinear memory effect is a transistor is affected by:

e The frequency response along a band of W around DC frequency,

e The frequency response along a band of W around the fundamental frequency,

e The frequency response along a band of 2W around the second harmonic frequency,
and

e The frequency response along a band of 3W around the third harmonic
frequency.
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For practical considerations, on one hand, the frequency responses around the
fundamental, second harmonic, and third harmonic frequencies are considered to
occur around the same fractional bandwidth and are generally insignificant for single
carrier and relatively narrowband applications. Their effect may be of importance
if multi-carrier and significantly wideband signals are considered. On the other
hand, the frequency response around DC frequency will have significant effect on
the memory even for relatively narrowband applications if no careful design of the
biasing circuit is carried out in order to maintain constant gate node impedance in
this frequency band.

2.4.3 Thermal Memory Effects

As it is indicated by its name, the thermal memory effect is caused by the electrother-
mal coupling in the power transistor. It is a function of the power dissipated in the
transistor, which directly affects the temperature of the transistor junction. As a result,
the characteristics of the transistor in terms of gain and output power capability change
versus these temperature variations. Given the fact that the temperature will vary more
slowly than the amplitude of the signal variation, the thermal memory effect mani-
fests and usually impacts the low frequency components of the signal below the MHz
range. To analyze the thermal memory effect in transistors, one should first analyze
the power dissipation and temperature change in the power amplifier circuit [23-26].

The power dissipation in a FET (Field Effect Transistor) operated in normal condi-
tions (gate current equals to zero) is provided by:

pdissipated(t) = vds(t) ’ ids(t) (2.19)

where v 4(¢) is the drain-source voltage and i (¢) is the drain current of the transistor.
In order to analyze the temperature variation in the transistor junction, thermal
impedance, Z,,, is defined as the ratio between the temperature rise and heat flow from
the device. Figure 2.6a shows the heat dissipation in a power transistor, from the device
chip to the heat sink passing through the package of the device and circuit board.
Given that the heat dissipation from one stage to another is not instantaneous, a delay
and discharging behavior can be modeled. These effects will result in a non-purely
resistive thermal impedance model. In this model, thermal resistances, R,;,, describe a
steady-state behavior of the temperature while thermal capacitances, C,;,, describe the
dynamic behavior. Together, thermal resistors, R,;,, and thermal capacitors, C,;,, result
in modeling temperature variation with a giving rising and falling constant R,,C,,.
Using complex thermal impedances for each connection, this heat dissipation can
be modeled by a set of lumped elements forming a low-pass filter topology as shown
in Figure 2.6b. This modeling is in agreement with the expectations that we presented
earlier in this section, which consists of the fact that thermal memory effect affects
low frequency components of the signal. In practice, the low-pass filter topology will
have a bandwidth varying between 100kHz and 1 MHz depending on the nature of
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Figure 2.6 Modeling of thermal memory effects in a power transistor. (a) Different temperatures defi-
nitions. (b) Circuit modeling of the temperature variation

the chip connection to the heat sink. The thermal memory effect then affects signal
frequency components lower than 1 MHz.

Using the circuit modeling of Figure 2.6a, the temperature variation in the transistor
junction can then be given by:

AT = T}unction - Tambiant = pa’issipaled ' Zth (220)

More precisely, the thermal impedance may vary versus frequency and the dissi-
pated power has different frequency components. In fact, the dissipated power is the
product of two signals around DC and the fundamental frequency. Such product will
have components around DC, the envelope, the fundamental frequency, and second
harmonic. The products around the fundamental frequency and the second harmonic
are filtered out by the filter topology and only the DC and envelope components affect
the temperature variation of the power transistor junction. Equation 2.20 can then be
rewritten as:

AT = T/‘unction - Tambiem
= pdissipated (O HZ) ' Rth(O HZ) + pdissipated (fl _f2) . Zzh(f] _fz) (221)

where f; and f, are two different frequencies within the band of the modulated sig-
nal, pissiparea(f1 — f2) 18 the part of the envelope component of the dissipated power
corresponding the two different frequencies f; and f,. R,,(0 Hz) and Z,,(f; — f5) are
the thermal resistor value at zero frequency and the thermal impedance at frequency
(fi = /2); and pisgiparea(0 Hz) is the DC component of the power dissipation.

The temperature variation expression of Equation 2.21 includes two terms. The first
term is related to the DC dissipation and is frequency independent. The second term
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Figure 2.7 Simplified transistor thermal modeling

is function of the envelope dissipation and is frequency dependent, which means that
any change in the transistor characteristics due to the temperature variation results in
frequency dependent effects or memory effects.

Much research work has investigated the temperature variation in the power transis-
tor junction for different types of signals in order to model it and understand its effect
on the generation of thermal memory effects. These activities contributed to proper
modeling and linearization of the thermal memory eftects. To understand better how
the junction temperature of the power transistor varies as a function of the input signal
and how this will affect the signal integrity, an analysis and modeling of the transistor
thermal behavior in the presence of a pulsed signal is given next [27].

First, given the fact that the thermal constants related to the heat sink dissipation,
Ry, hear sink> a0d Cyy pogr sink» @re too large compared to the package and chip thermal
constants, Ry, puckages Cin_packages Rin_chip» @0d Cy,_¢ip» the temperature of the heat sink,
T,,, is almost equal to the ambient temperature — and hence it can be considered inde-
pendent from signal variations. One can therefore ignore the effect of Ry, .. sinx and
Cin_hear sink- Moreover, in order to further simplify the analysis, one can model the joint
effect of the heat dissipation in the chip and package by a set of an equivalent ther-
mal resistor R, and an equivalent thermal capacitor C,,. This results in simplifying
the circuit in Figure 2.6b to the circuit in Figure 2.7. Using this simplified modeling
circuit for the junction temperature variation, the relationship between the junction

temperature 7}, ., and the ambient temperature 7, 1S given by:

d Tjunction (t) 1 1
ot + R.C Tjunction(t) = W [Rth : pdissipated(t) + Tambient] (2’22)
th™~th th™th

where pigipaeq(t) defined in Equation 2.19 can also be expressed as a function of
the output power, Pgr (%), and instantaneous power efficiency, #(z), of the power
amplifier by:

pdissipated(t) = [1 - ﬂ(f)] . PRFfout(t) (223)

Equation 2.22 is a first order non-homogenous differential equation that has a gen-
eral solution in the form of:

IV RV AR
Tjunct[on(t) = Cle -+ ;6 T/ er [Rth ' pdi‘vsipated(é) + Tambient]aé (224)
1

where 7 = R;,C,, and C is a constant that can be determined by initial conditions.
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Figure 2.8 Junction temperature variation for a step input. (a) Input signal variation versus time. (b)
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If the driving signal in the power amplifier is a step input signal, as shown in
Figure 2.8a, the dissipated power follows a step signal shape as well (see Figure 2.8b)
and can be given by:

Py t>1,

2.25
P, t<t, (@25)

pdissipated(t) =

In this case, it can be easily shown that, if 7 << t,, the junction temperature expres-
sion in Equation 2.24 becomes:

=1,
T}unctian(t) = T}'unction,H + (Tjunction,L - Y}MHCtiDVl,H)e T >, (226)

where Tjunction,L = RthPL + Tambient and Tiunction,H = RthPH + Tambient'

Using similar reasoning, and by noting that the mathematical formulation will be the
same independently from the sign of (P — P;), it can be concluded that if the driving
input of transistor is a pulsed signal with period 7,, >> 7 as shown in Figure 2.9a, the
junction temperature will have the form of Figure 2.9b.
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Figure 2.9 Junction temperature variation for a pulsed input. (a) Input signal variation versus time. (b)
Corresponding junction temperature variation versus time

The junction temperature variation can be obtained from Equation 2.26 as follows:

AT;

Jjunction

= T'unction,L = Rth : APdisspated (2.27)

Junction,H — 1]

where AP 0,004 = Py — Py 18 the maximum variation in the instantaneous power
dissipation in the transistor.

The variation in the junction temperature as a function of the signal level results
in changes in the power amplifier complex gain, which result in distortion related
to thermal memory effect. Indeed, Figure 2.10 shows the variation of the measured
complex gain versus the junction temperature for a power amplifier using a 90-W
LDMOS (Laterally Diffused Metal Oxide Semiconductor) transistor.

Higher temperatures result in lower gain. Therefore, in the case of a pulsed signal,
when transiting from a low to a high level, the junction temperature is low and the
gain is higher. During the high level cycle, the junction temperature rises exponen-
tially and the gain drops accordingly. Similarly, when transiting from a high level to
a low level, the junction temperature is high and the gain is low. During the low level
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cycle, the junction temperature drops exponentially and gain increases accordingly.
This behavior is shown in Figure 2.11, which shows how the output power is distorted
compared to the input power for a power amplifier with pulsed input. This distortion
is caused uniquely by thermal memory effects.

2.5 Volterra Series Models

After understanding the origins of memory effects, it is important to take them into
consideration when analyzing the effect of power amplifiers on signal linearity. These
effects are dependents on different factors related to the signal and power amplifier
characteristics. While electrical memory effects are a function of the signal bandwidth,
thermal memory effects are a function of the amount of power dissipation in the power
amplifier and the cooling circuit used to dissipate the heat from this dissipated power.
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Figure 2.11 Generic block diagram for behavioral model performance assessment

On one side, if a signal with relatively narrow bandwidth is used such that the
responses of the amplifier and its matching networks around the envelope frequency
are considered constant over the bandwidth of the signal, the output signal of the power
amplifier is considered to have non-significant electrical memory effects. The electri-
cal memory effect can then be neglected without affecting the analysis of the power
amplifier behavior. In practice, if the signal has a bandwidth lower than 10 MHz, a
careful power amplifier design guarantee nearly constant frequency response around
the envelope frequency, the fundamental, and the harmonics. In this case, the electrical
memory effect can be neglected.

On the other side, if the power amplifier’s junction temperature variation is small
enough so that its effect on the gain of the power amplifier is insignificant, the thermal
memory effect can be neglected. In practice, a temperature variation of few degrees
will not introduce significant changes in the power amplifier gain. Therefore, to have
negligible thermal memory effect, the variation in the power amplifier power dissipa-
tion defined in Equation 2.27 should satisfy: AP ;.4 should be in the same order of
magnitude or smaller than L This condition can be satisfied automatically for ideal
class A power amplifiers where AP jissparea 18 zero or for power amplifiers with low
power dissipation, for example, efficient switching mode power amplifiers.

If a power amplifier has negligible electrical and thermal memory effects, it can be
modeled using a nonlinear static model that does not have any memory effect. Often,
Taylor series are used for such modeling and the output of the power amplifier, x,,,(n),
can then be related to the input x;,(n) by [3] and [22]:

K

X)) = Y a; - X, () (2.28)

i=1

However, if the bandwidth increases, the electrical memory effects can no longer
be neglected. Therefore, memory effects should be taken into consideration when
modeling power amplifiers. The Volterra series [23—25], can be used to accurately
characterize a dynamic nonlinear system including linearity and the different types
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of memory effect. In Volterra series models, the output signal is related to the input
signal as follows:

K M M k
W OEDIDINNDI KNS || EXCEYS (2.29)
j=1

k=1i=0  i,=0

where h[,(i I» --- »1,) are the parameters (kernels) of the Volterra model, K is the non-
linearity order of the model, and M is the memory depth. Each kernel of the Volterra
series models a given nonlinearity order and its corresponding memory effect. A k-th
order kernel includes all possible combinations of a product of k time shifts of the input
signal. Therefore, it includes all possible forms of memory effect and is considered
the most complete model to take into account linearity and any type of memory effect.
However, it results in a large number of coefficients that increases exponentially
with the degrees of the nonlinearity and memory depth of the system. The increase
in the number of coefficients increases the computational complexity of the model.
Therefore, in practice, the Volterra series model is limited to modeling systems with
low nonlinearity and memory orders. To overcome the computational complexity
of the Volterra series, different reductions of the Volterra series have been proposed
[32, 33]. These complexity reduced models will be described in the following
chapters.
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3

Model Performance Evaluation

3.1 Introduction

It is essential to accurately evaluate the performance of behavioral models and digital
predistorters. This is useful for the proper selection of their structure, especially with
the abundance of models that are available in the literature, as will be discussed in
Chapters 4—7. Moreover, performance evaluation metrics can be adopted to decide
on the model’s parameters and its dimensions. These metrics can be defined either in
the time or frequency domain.

This chapter is organized as follows. First, the focus will be on clearly distinguish-
ing between the behavioral modeling and digital predistortion (DPD) applications and
describing the specifics of each. Then, a variety of performance quantification metrics
that have been reported in the literature for power amplifier (PA) behavioral models
and digital predistorters will be thoroughly described. These are mainly categorized
into two classes: time domain metrics and frequency domain metrics. Finally, the
impact of memory effects on the performance assessment metrics is discussed and
static nonlinearity cancelation techniques are introduced along with their relevance to
behavior models and predistorter performance evaluation.

3.2 Behavioral Modeling versus Digital Predistortion

Behavioral modeling and predistortion are quite similar in various ways since most
of the steps needed to derive a behavioral model or a digital predistorter are identi-
cal and most of the model structures can consistently be applied either in behavioral
modeling or DPD applications. However, the performance evaluation of behavioral
models is quite different from that of digital predistorters. In fact, in behavioral mod-
eling, a structure is used to predict the output signal of the device under test (DUT)
when the same input signal is applied to both the model and the DUT. Thus, as illus-
trated in Figure 3.1, the performance evaluation of a behavioral model is based on

Behavioral Modeling and Predistortion of Wideband Wireless Transmitters, First Edition.
Fadhel M. Ghannouchi, Oualid Hammi and Mohamed Helaoui.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
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Figure 3.1 Generic block diagram for behavioral model performance assessment

comparing the measured baseband discrete time output signal samples (y,,,,,(1)) with
those estimated by the model (y,,,(n)). The similarity between these two signals can be
evaluated using various metrics that are calculated either in the time domain or in the
frequency domain. Figure 3.1 includes a feedback path from the performance assess-
ment block back to the model. This is typically used to change the model structure or
adjust its parameters if the model performance is not satisfactory.

In DPD applications, the performances are often evaluated using the linearity mea-
sures described in Chapter 1, namely the adjacent channel leakage ratio (ACLR) and
the error vector magnitude (EVM) are calculated using the signal obtained at the
output of the linearized amplifier. The AM/AM (amplitude modulation to amplitude
modulation) and AM/PM (amplitude modulation to phase modulation) characteristics
of the linearized DUT can also be used to assess the performance of the digital predis-
torter. However, this approach results in qualitative rather than quantitative estimation
of the DPD performance since it only consists of visually examining the linearity of
the AM/AM and AM/PM characteristics of the linearized DUT or comparing these
curves to those measured on the DUT before linearization.

To evaluate digital predistorters’ performances, it is also possible to consider the
use of an approach similar to that employed to assess the performance of behavioral
models, especially if the predistortion function is derived using the indirect learning
technique in which the input and output signals of the predistorter can be derived from
the measured input and output signals of the DUT. As explained in the generic block
diagram of DPD systems of Figure 3.2, to ensure that the cascade made of the DUT
and the digital predistorter operate as a linear amplification system, the output sig-
nal of the linearized DUT (y; (1)) should be a scaled replica of the predistorter’s
input signal (xppp(n)), the ratio being equal to the gain (G;) of the linearized sys-
tem (DPD + DUT). Accordingly, the input of the predistorter can be derived from the

Xnep { ”)
—» DPD

Figure 3.2 Generic block diagram of a digital predistortion system
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measured output of the DUT using:

Xppp(n) = ))L%T(n) (3.1)
L
Thus, measuring the input and output waveforms of the DUT will provide data that
can be used for the training of the digital predistorter. Under such conditions, the syn-
thesis of the digital predistorter can be perceived as a modeling problem either by
considering the DPD as a standalone system as illustrated in Figure 3.3a or by con-
sidering the cascade of the DPD and DUT as displayed in Figure 3.3b. In Figure 3.3a,
the performance assessment metrics are evaluated using the output of the ideal DPD
and that of the DPD model to be identified. In this figure, the ideal DPD refers to a
hypothetical DPD system that will generate an output signal, yppp jzeq (), When its
input signal is xppp(n). Based on the scheme of Figure 3.2, the output of the ideal
DPD is:

Yppp_ideatM) = Xpyr(n) (3.2)

Similarly, the performance of the DPD can be evaluated by considering the lin-
earized DUT system of Figure 3.3b. In this case, the linearized DUT system is made
of the DPD model and the actual DUT. Thus, the signal y; py7 yeqs() corresponds to
the measured waveform at the output of the DUT when the DPD model is applied.
The signal y; 7 jg0q(n) represents the signal that should ideally be obtained at the
output of the linearized DUT when its input signal is xppp(n). Obviously, the signals
YLpuT ideat) @and xppp(n) are related according to:

YLouT ideal ) = G - Xppp(n) (3.3)

where G; is the linear gain of the linearized DUT.

xDPD(")_ DPD | YpPp_ideal (”l
(ideal) Performance
assessment
metric
DPD | YpPD_est @) calculation
"| model ~|
(a)
Xpep W™ Linear gain  VLouz_ideal ()
(G Performance
assessment

metric

DPD YLoUT_meas (M) | calculation
model

(b)

Figure 3.3 Generic block diagram for digital predistorter performance assessment (a) considering the
DPD and (b) considering the linearized DUT
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Figure 3.4 Common representation of model identification variables in time domain

In practice, evaluating the DPD performance using the approach of Figure 3.3b is
more reliable since the final aim of employing the DPD is to obtain a linear system in
which the input and output waveforms satisfy Equation 3.3.

The three cases described here for the definition of signals used to calculate the
performance assessment metrics of behavioral models and digital predistorters can be
cast in the common representation of Figure 3.4. In this figure, the input signal x(n) is
feeding both the systems to be modeled and its model. The output signal of the system
to be modeled represents the desired signal and is labeled y,,;,.4(7), while the output
of the model corresponds to the estimated value of the desired signal and is designated

as Yestimated (I’l) .

3.3 Time Domain Metrics

The most straightforward approach for model performance assessment is to evaluate
its prediction error that corresponds to the discrepancy between the desired and esti-
mated output signals in the time domain. In fact, the model equation as well as the
input and output signals are naturally described in a time domain. Two time domain
metrics have been regularly utilized for the performance assessment of behavioral
models: the normalized mean square error (NMSE) and the memory effects model-
ing ratio (MEMR). These metrics, which are computed using the signal y,;,.4(7) and
Vestimatea() shown in Figure 3.4, are defined next.

3.3.1 Normalized Mean Square Error

The NMSE is commonly used for the performance assessment of behavioral models.
It is often expressed in decibels, and is defined according to:

L
2
Z |ydesired(l) - yestimated(l)|
NMSE = 10log, =l (3.4)

L
Z |ydesired(l) |2
=1

where L refers to the length of each of the time domain waveforms y ,;,.,(1) and
Vestimatea)- The accuracy of a model is inversely proportional to the NMSE since a
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lower NMSE value indicates a superior model accuracy. Given that the power in the
adjacent channels is usually much lower than that in the in-band and that the NMSE
is calculated in the time domain where the contribution of these different bands is
blended, this metric mainly reflects the performance of the model and its accuracy in
the in-band region of the DUT output spectra [1, 2]. Thus, it is less sensitive for detect-
ing discrepancies between the desired and estimated signals in the adjacent channels
than in the in-band frequency range. Moreover, since memory effect contributions to
the behavior of the DUT are much less significant than that of the static distortions, the
NMSE metric applied in accordance with the setting of Figure 3.4 does not precisely
expose the ability of the model to mimic the memory effects of the DUT. Thus, in
behavioral modeling applications, the NMSE calculated from the signals at the out-
put of the DUT and its model is not a reliable approach to estimating the memory
depth of the system being modeled.

3.3.2  Memory Effects Modeling Ratio

The MEMR was proposed in [3], as an extension of the memory effects ratio (MER),
in order to quantify the ability of a model in predicting the memory effects of the DUT.
The MER measures the loss of accuracy resulting from describing a DUT having
memory effects using a memoryless model. The MER was defined, in [3], as:

2
P ydesired(l) - yestimated_memaryless(l)|
MER = 10log,,| — (3.5)

' L
121 |ydesired(l)|2

where L and y ,;,.q(n) are those defined in Equation 3.4. ¥, iared memoryiess() 18 the
predicted output waveform of the DUT using a memoryless model.

According to Equation 3.5, the MER quantifies the modeling error when the mem-
oryless model is used. This error is made of two components. The first is attributed to
the residual error in modeling the static nonlinearity of the DUT, that is, the error that
would have been obtained if the DUT was memoryless. The second component of the
MER is due to error caused by the presence of the memory effects that are naturally
excluded from the memoryless model. Thus, the stronger the memory effects of the
DUT are, the larger the MER will be.

To evaluate the accuracy enhancement achieved by increasing the memory depth of
the model, it is useful to define the mth order error (e,,) that corresponds to the error
obtained when m samples of memory are taken into account in the model. The mth
order error is given by:

/z

€m (l’l) =) a’esired(n) = Yestimated_mth order(n) (36)

With Y, gimated min order() being the estimated signal at the output of the model when
its memory depth is set to m.
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Accordingly, the MEMR of a model with a memory depth m (MEMR,,) is defined

as [3]:
L
2 len(DI?
=1
L

Z |€0(l)|2

=1

MEMR, =1 - 3.7)

Based on Equation 3.6, the denominator of the ratio used to calculate the MEMR,,
in Equation 3.7 is the Euclidean norm (also known as 2-norm) or the zeroth order
error (ey), which is simply the modeling error obtained using a memoryless model.
Thus, augmenting the memoryless model by adding more memory effects modeling
capabilities will result in better modeling accuracy and higher MEMR. Indeed,
the MEMR is lower bounded by the case where a memoryless model is used
(MEMR, = 0), and upper bounded by the case where a model (including up to
mth order memory effects) is perfectly reproducing the memory effects of the DUT
(MEMR,; = 1). The MEMR can also be expressed in dB using:

L
Y le, O
=1

MEMR,, 45 = 10log)o| 1 - ——— (3.8)

L
2 leoDI?
=1

The MEMR can be applied to estimate the appropriate memory depth of the DUT.
However, the fact that static distortions prevail over the dynamic distortions renders
the reliability of this approach questionable for DUTs with strong memory effects
when applied directly to the measured and estimated waveforms as portrayed in
Figure 3.4. The use of the MEMR metric in conjunction with static distortions
cancelation techniques described in Section 3.5 can circumvent this problem.

3.4 Frequency Domain Metrics

Some performance assessment metrics are defined in the frequency domain. The main
motivation is to have a more accurate estimation of the model performance in the
adjacent channels since time domain signals are mainly dominated by the in-band
components. Major metrics that have been applied to the performance assessment of
PAs and transmitters behavioral models are described in the following subsections.

3.4.1 Frequency Domain Normalized Mean Square Error

The frequency domain NMSE (NMSE ) is calculated as the ratio between the power
of the error signal between the desired and estimated output signals over that of the
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DUT’s output signal quantified over a specified bandwidth. The NMSE ), is expressed
in dB, and is given by:

f =fsmp s
|E (D df
NMSE,;, = 10log,, f’; ;f (3.9)
Jstop
/ | Ydesired(f) | de
f:f;'mrl

where Y, ;,.(f) is the discrete time Fourier transform (DTFT) of the DUT’s output
signal y,,..a(). E(f) is the DTFT of the error signal defined, using the signals of
Figure 3.4, as:

e(n) = ya’esired(n) - yestimated(”) (310)

To have a comprehensive evaluation of the model performance over the entire fre-
quency range, the integration boundaries used in Equation 3.9 should represent the
limits of the output signal bandwidth. Typically if the DUT’s input signal has a band-
width BW in Hz, then the values of f,,,, and f;,,, are commonly considered to be:

=-5x%
{ start 5 (3.11)

BW
f:va =4+5X -

In such cases, a frequency range containing up to fifth order inter-modulation prod-
ucts is used as the integration bandwidth. This integration bandwidth can be adjusted
based on the inter-modulation products that need to be included in the NMSE, cal-
culation. This should also take into consideration the observation bandwidth of the
signal y,,;,.4(1) and thus the sampling rate at which this signal was acquired.

Typically, the frequency domain NMSE metric leads to results similar to that of
its time domain counterpart: Though it offers an extra degree of freedom that allows
for the adjustment of the integration bandwidth and consequently the inclusion or
exclusion of specific frequency components.

3.4.2 Adjacent Channel Error Power Ratio

The adjacent channel error power ratio (ACEPR) was proposed in [4]. This metric
makes it possible to quantify the prediction error of a model in various frequency
domain ranges, for example, in the adjacent channel and/or the alternate adjacent
channel. It can also be applied for the quantification of the error in the upper and
lower sides of the frequency spectrum around the center frequency. The ACEPR is
inspired by the adjacent channel power ratio metric and is calculated using:

f :fxt()piade ) f :fxt()piade )
/ E () -df+/ EG)L - df

f l=fvmn‘7ndjL f l=fvtar17ndj U

f :fxtap,channel B
/ | Ydesired(f)l ' df

f :f\'mrrichamzf[

ACEPR = 10log,, (3.12)
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The frequency domain signals E(f) and Y ,,,.4(f) are those defined for Equation 3.9.
Sstart_channet 304 fsyop channer TEPTESent the integration limits of the signal channel. Simi-
larly, fiar agjr, a0 fsp aqjr TefET to the integration limits of the lower adjacent channel.
Sstart_agiv A4 fyp, agip are the integration limits of the upper adjacent channel.

The key difference between the NMSE., of Equation 3.9 and the ACEPR of
Equation 3.12 is in the integration bandwidths used to calculate the power of the
error signal and that of the DUT’s output signal. In fact, Equation 3.12 contrasts with
Equation 3.9 since the power of the DUT’s output signal and that of the error are
calculated over two distinct frequency ranges. First, the power of the output signal is
calculated by integrating the power of the signal Y, ;,.,(f) over the channel bandwidth
that corresponds to the input signal’s bandwidth. Moreover, the error signal’s power
is evaluated outside the main channel bandwidth. Indeed, in the primary definition
of the ACEPR metric, the power of the error signal was calculated over the upper
and lower adjacent channels using the center frequency and integration bandwidths
defined in the communication standard in a manner analogous to that described in
Chapter 1 for the ACLR calculation. Accordingly, this definition can be extended to
employ various integration bandwidths for the calculation of the error power. This
can include the estimation of the error power in the alternate adjacent channel or
in both the adjacent and alternate adjacent channels. This confers to the ACEPR
an enhanced flexibility to evaluate and compare model performances over specific
frequency ranges. Furthermore, compared to the NMSE,, the ACEPR provides a
more precise estimate of the model performance in the out-of-band frequency range
encompassing the adjacent and alternate adjacent channels.

3.4.3 Weighted Error Spectrum Power Ratio

The weighted error spectrum power ratio (WESPR) is an extension of the ACEPR met-
ric described previously. It was introduced firstin [5] as a generalization of the ACEPR
metric to any PA technology and any communication standard. As can be implied from
its designation, the WESPR is calculated by applying a weighting function, in the fre-
quency domain, to the error signal in order to control the relative importance of its
frequency content. The WESPR is formulated as follows:

1 f:f;'_sr()p 2
) (W) ENI - df
i=1Jf=f
WESPR = 10log;o| — ffzf (3.13)
Z 7 |Ydesired(f)|2 ' df
s=1Jf: =f:v7smr1

In this latter equation, / is the number of frequency intervals over which the power of
the error signal (E(f)) is calculated. f; ,,, andf; ,, are the lower and upper integration
limits of the ith frequency band used to calculate the error signal’s power. Equivalently,
S is the number of frequency bands over which the desired signal’s power (¥ ,i..qa(f))
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is calculated. f; ., and f; ., are the lower and upper integration limits of the sth
frequency band used to calculate the desired signal’s power.

From Equation 3.13, it appears that the WESPR enhances the capabilities of the
ACEPR by controlling the frequency bands to be used in calculating the power of the
DUT’s output signal and that of the error signal between the model’s estimated out-
put and the DUT’s output. The WESPR is suitable for any type of signals especially
multi-carrier ones where two or more active signal channels are separated by off chan-
nels. In this case, the signal and error powers can be properly estimated by adequate
choice of the number of frequency bands and their corresponding power integration
bandwidths.

Two weighting functions were proposed with the WESPR metric [5]. In the first
function, based on hard thresholding, the weighting function magnitude is set to unity
for all frequencies. The integration bandwidths for the signal power and the error
power are then determined by comparing, at each frequency, the signal power to a
given threshold value. The frequency bands where the power of the input signal (x(n))
is greater than a specified threshold value constitute the S bands used to calculate
the output signal power, whereas the error power is calculated elsewhere, that is, in
the frequency bands where the power of the input signal is lower than the specified
threshold value.

The second weighting function is based on soft thresholding and is given by:

W) = —MUEPD
max(|E(H)]) + X ()]
where X(f) is the DTFT of the DUT’s input signal x(n) as depicted in Figure 3.4.
Adopting the WESPR metric using the weighting function of Equation 3.14 leads to
a weighted error signal where most of the energy lies in the out-of-band frequencies.
Thus, this metric is suitable for accurately assessing the performance of behavioral
models and their ability to mimic the behavior of the DUT in the out-of-band spectrum
range.

(3.14)

3.4.4 Normalized Absolute Mean Spectrum Error

The three frequency domain metrics describe previously are based on the power inte-
gration of the error signal or a weighted version of it. Therefore, they all provide a
macroscopic metric that characterizes the model performance. The normalized abso-
lIute mean spectrum error (NAMSE) circumvents this limitation by comparing, in the
frequency domain, the spectrum of the desired output signal (Y,,,..(f)) and that of
the estimated output signal (¥,imaea(f))- In [1], the NAMSE was defined as:

|Ydesired U‘) -7 estimated(f)| >]

3.15
| Ya’esired (f) | ( )

Y josired(f) and Y, inaea(f) are the discrete-time Fourier transforms of the DUT’s
and the model’s output signals (¥ ,sireq(?) and Y, gimarea(f)), respectively. fri, and fi .«

NAMSE = 1010g10 I:meanfe[fminwfmax] <
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represent the limits of the frequency band over which the NAMSE is calculated. These
limits can be customized depending on whether the NAMSE needs to be evaluated
over the entire frequency range of the output signal spectrum or if it is desirable to
focus it on specific frequency ranges, such as those corresponding to the adjacent
channels or alternate adjacent channels.

Since it is derived from the frequency domain error, the NAMSE does not suffer from
the non homogeneous power levels throughout the frequency spectrum of the signal
and the significant variations of the power levels between the in-band and out-of-band
frequency regions. The NAMSE gives equal weight to frequency domain errors by
comparing the measured and predicted spectra without resorting to power integration.
This allows for a concentrated and accurate evaluation of the model performance in
the frequency domain.

3.5 Static Nonlinearity Cancelation Techniques

Behavioral models and digital predistorters currently in use inevitably take into
account memory effects in addition to the static distortions. However, the contribution
of memory effects to the overall behavior of the DUT is commonly much lower
than that of the static distortions. Thus, it turns out that, when derived directly from
the measured and estimated output waveforms (y,.,.4(71) and y,a.q4(71)) shown in
Figure 3.4, the metrics previously reported are dominated by the static nonlinearity.
They are consequently unable to accurately assess the ability of a model to predict the
memory effects exhibited by the DUT [6, 7]. Therefore, in order to emphasize
the memory effect modeling capabilities of a model, it is essential to cancel out
the distortions due to the static nonlinearity so that the system to be modeled only
includes memory effects. This can be achieved using either the static nonlinearity
pre-compensation technique [8] or the static nonlinearity post-compensation tech-
nique [7]. The static nonlinearity cancelation is mostly pertinent for the behavioral
modeling context. Yet, it can be applied to indirectly assess the performance of
digital predistorters by evaluating their ability to accurately synthesize the desired
predistorted signal. This is rarely used since predistorter performances are mostly
evaluated in terms of spectrum regrowth cancelation and signal quality according to
metrics such as the ACLR and EVM described in Chapter 1.

3.5.1 Static Nonlinearity Pre-Compensation Technique

The first attempt made to cancel the static nonlinearity of the DUT and that of its
model was based on the pre-compensation concept [8]. This consists of applying a
nonlinear function upstream of both the DUT and its model in order to eliminate their
static distortions as exposed in Figure 3.5. Obviously, the nonlinear function that needs
to be applied in the memoryless pre-compensator is none other than the memoryless
predistorter corresponding to the measured DUT behavior.



Model Performance Evaluation 53

x(n) Memoryless z(n) [ system to be | Yicrat e cimpinies (1) |
pre-compensator "1 modeled g Performance
assessment
metric
Memoryless | 2(#) [ Estimated | ! (1) _| calculation
pre-compensator ] model |

Figure 3.5 Block diagram of the static nonlinearity pre-compensation technique

To further illustrate the advantage of the static nonlinearity cancelation technique,
we consider two cases of devices under test. A memoryless DUT is used in Figure 3.6,
while in Figure 3.7 the DUT has memory effects. The memoryless DUT is modeled
using a memoryless model. For the second DUT, two behavioral models were used
to mimic its transfer function: one memoryless model and one that includes memory
effects.

First, the spectrum measured at the output of this DUT as well as that predicted by
its memoryless behavioral model, in accordance with the setting of Figure 3.4, were
derived and are reported in Figure 3.6a. This figure shows that the model accurately
estimates the output spectrum of the DUT. Then, a memoryless pre-compensator was
derived and applied upstream of the DUT and its model following the scheme of
Figure 3.5. Figure 3.6b presents the spectra obtained at the output of the DUT and
its model after applying the memoryless pre-compensation technique. This clearly
reveals the quasi-perfect similarity between the spectra of the signals at the output of
the DUT and its model following memoryless pre-compensation.

The same test was repeated for a DUT exhibiting memory effects. The output sig-
nals of the DUT and its two models obtained before and after applying memoryless
pre-compensation are reported in Figure 3.7a,b, respectively. One can observe, from
the results of Figure 3.7a, that even though it does not take memory effects into
account, the memoryless model is able to predict with a fairly good accuracy the
spectrum at the output of the DUT. Indeed, by considering the frequency domain data
of Figure 3.7a, it is not possible to distinguish the performances of the memoryless
model from that of the model that includes memory effects. Conversely, after applying
memoryless pre-compensation to the DUT and both models, one can unmistakably
perceive the difference between both models’ performances. In fact, canceling out
the static nonlinearity allows for the evaluation of the model’s ability to track the
memory effects of the DUT. The spectra of Figure 3.7b demonstrate the ability of the
model that includes memory effects to predict the residual nonlinearity of the DUT
that is still present after applying memoryless pre-compensation. In contrast, the same
figure makes evident the limitations of the memoryless model since, after memory-
less pre-compensation, significant discrepancy is observed between the spectrum at
the output of the DUT and that of the memoryless model.

In view of the discussion here, it is clear that static nonlinearity pre-compensation
offers a valuable means of accurate assessment of behavioral models ability in
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Figure 3.6 Frequency domain performance of behavioral models (case of a memoryless DUT) (a)
before memoryless pre-compensation and (b) after memoryless pre-compensation
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Figure 3.7 Frequency domain performance of behavioral models (case of a DUT with memory) (a)
before memoryless pre-compensation and (b) after memoryless pre-compensation

predicting the memory effects of the DUT especially in the frequency domain.
The main disadvantage of this technique is that the synthesis of a memoryless
pre-compensation function is needed. This requires at least two sets of measure-
ments. First, measurements are needed to derive the pre-compensation function.
Then, additional measurements are needed to acquire the output signal of the system
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to be modeled after applying the pre-compensation function. This signal is denoted
(n) in Figure 3.5.

Ydesired _pre—compensated

3.5.2 Static Nonlinearity Post-Compensation Technique

To circumvent the need for the multiple measurements required when the memoryless
pre-compensation technique is employed for static nonlinearity cancelation and accu-
rate assessment of PAs behavioral models, the static nonlinearity post-compensation
technique was proposed [7]. The concept is similar to that of the memoryless
pre-compensation technique in the sense that the static nonlinear distortions are
eliminated from the DUT and its model, and the residual outputs are compared to
evaluate the fidelity of the model in predicting the memory effects of the DUT.
As illustrated in Figure 3.8, memoryless post-compensation consists of applying a
memoryless nonlinear function downstream of the DUT and its model in order to
cancel out the static nonlinearity present in both. The output signals obtained in
each branch (Ydesired _post—compensated(n) and Yestimated. _post—compensated(n)) are then used to
assess the performances of the behavioral model.

To illustrate the usefulness of the memoryless post-compensation technique,
the tests performed to derive the results of Figures 3.6 and 3.7 in the case of the
memoryless pre-compensation technique were repeated using the memoryless
post-compensation approach.

First, a memoryless DUT was considered in Figure 3.9. The output spectra of this
DUT and its memoryless model are reported Figure 3.9a. Figure 3.9b presents the
spectra obtained after applying the memoryless post-compensation technique to the
DUT output as well as the model output as described in Figure 3.8. The conclu-
sions originating from the plots of Figure 3.9 are analogous to those derived in the
pre-compensation technique: in the absence of memory effects, the static distortions
cancelation technique does not provide any additional information about the accuracy
of the behavioral models.

In the second test, the case of a DUT having memory effects was considered.
Two of its models were identified. Deliberately, one of the models was memo-
ryless and the other had memory effects modeling capabilities. The spectra of
signals at the output of the DUT and its models depicted in Figure 3.10a tend to
suggest that both models are comparable in predicting the spectrum of the DUT’s
output signal. Nonetheless, significant disparity becomes visible after applying

x(n) System to be Yoot (1) | Memoryless L — ) I
modeled post-compensator eemsimanca
assessment
metric
R—l Y wrimared poss-compensaned 17 calculation
Estimated model AN Marmaryless -
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Figure 3.8 Block diagram of the static nonlinearity post-compensation technique



Model Performance Evaluation 57

—e— DUT
— — Memoryless Model

_o0* il b

N B
o o

Power Spectrum Density (dBm/Hz)
2

21275 21325 21375 21425 21475 21525
Frequency (MHz)
(a)

10— A P DUT
— — Memoryless Model

T -30 i

E \

o3

Ko

2

% —50

c

[0

)

€

=

£ -70

[0

[oR

n

[0

2

Q?_QO-QH“HJ LMM.-—-..—

-110
21275 21325 21375 21425 21475 21525
Frequency (MHz)

(b)

Figure 3.9 Frequency domain performance of behavioral models (case of a memoryless DUT) (a)
before memoryless post-compensation and (b) after memoryless post-compensation

the memoryless post-compensation technique to the output of the DUT and each
of its models as demonstrated by the spectra of Figure 3.10b. In fact, the spectra
of the post-compensated memoryless model output fails to predict the residual
distortions present in the post-compensated model’s output. On the other hand, the
post-compensated output spectrum of the model with memory effects precisely
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Figure 3.10 Frequency domain performance of behavioral models (case of a DUT with memory) (a)
before memoryless post-compensation and (b) after memoryless post-compensation

matches the post-compensated output spectrum of the DUT. Accordingly, the
memoryless post-compensation technique permits the discernment of the model
performances.

The ability of the memoryless post-compensation technique in benchmarking
behavioral model performances, and more specifically their ability to accurately
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estimate the dynamic distortions caused by a DUT, is similar to that of the
pre-compensation technique. The major advantage is that the post-compensation
technique requires a unique set of measurements and can be implemented in a
software tool. In fact, once the waveforms at the input and output of a DUT are
acquired, the behavioral model synthesis as well as the post-compensation technique
can be done without requiring access to further measurements.

3.5.3 Memory Effect Intensity

The residual nonlinearity observed at the output of the post-compensator can be bene-
ficially used to quantify the memory effects of the DUT as well as its models. This can
be done using the memory effects intensity (MEI) metric [7]. The MEI is primarily
used to assess the linearizability of PA prototypes by evaluating the strength of their
memory effects that somehow reflect the ease of their predistortability. “Predistorta-
bility” refers to the ability of a power amplifier to be successfully linearized through
digital predistortion. Yet, the MEI can also be perceived as an additional metric that
can be employed to evaluate the accuracy of behavioral models by comparing its value
for the post-compensated DUT output and the post-compensated model output. It is
worth mentioning here that the MEI can also be derived from the output signals of a
DUT and its models when the memoryless pre-compensation technique is used.

Using the signal obtained at the output of the memoryless post-compensator of
Figure 3.8, the MEI is defined as the ratio between the signal power in the channel to
the power of the residual dynamic distortions in the adjacent channels and/or the alter-
nate adjacent channels [7]. Based on the sample spectrum illustrated in Figure 3.11,
the MEI in the adjacent channel (MEI,;c;,) and in the alternate adjacent channel
(MEIya4icnq) are defined by Equations 3.16 and 3.17, respectively.

MEIAdeha = 1OloglO[PInBand(Yposl—compensated)]

-1 Ologlo [PAdeha(Ypast—compensated)] (3 1 6)
MEIAltAdeha = 1010g10[P InBand(Ypost—compensated)]
- 1OloglO [PAltAdeha(anst—compensated)] (3 17)

where P InBand(Y post—compensated)’ P Adeha(Ypost—compensated), and P AltAdeha(Ypost—compensated)
are the power of the signal y,,_compensarea(’?) 0 the in-band, adjacent channel, and

alternate adjacent channel frequency ranges respectively. Y, compensarea 1S the DTFT
of the post-compensated signal y,,_compensarea()- This post-compensated signal
can be the post-compensated DUT’s output signal (Ygesired posi—compensatea(?)) OF the
post-compensated model’s output signal (Ygimared_posi—compensarea)) depending on
whether the memory effects are calculated for the DUT or its model.

Without loss of generality, the in-band signal power can be expressed as:

BW,
! feit =+

P InBand (Y post—compensated) = Z BW, Y, postcompensated (f) : df (3 1 8)
i=1 i Tt
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Figure 3.11 Graphical illustration of the MEI integration bandwidths

In Equation 3.18, [ refers to the number of carriers in the signal y,,q_compensarea(TV)-
f.; and BW, are the center frequency and the bandwidth of ith signal carrier of
Ypost—compensated (n).

The formulation of Equation 3.18 is valid for any multi-carrier signal, especially
those with non-contiguous channels. In case of contiguous channels, the in-band
power expression can be simplified to:

BW,
fc+ ztot

P InBand (Y post—compensated ) = / Y, postcompensated (f) : df (3 19)

f- BWio;
c

where f, and BW,,, are the center frequency and the total bandwidth of the signal

Y post—compensated (n) .
Slmllarly P Adeha(Ypost—compensated) and P AltAdeha(Ypost—compensated) are calculated
using:
BWior
fem =3

PAdeha(Ypost—compensated) = / BWiay
fm35%

Y, postcompensated(f) ' df

BWior

fet3 =5
+ / Ypostcompensated(f) : df (320)

BWior
o Bl

BWior

f-32
P AltAdeha(Y post—cnmpensated) = / Y, postcompenmted(f) : df

BWior
f.=5 >
BWior

fet5—]
+ / Ypastcompensated(f) : df (3.21)

BW,
fc+3 sz
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As illustrated in Figure 3.11, it possible to have significant residual distortions
in the in-band frequency region of the signal at the output of the memoryless
post-compensator. Specifically, these in-band inter-modulation distortions are
located in the frequency range between the signal carriers. This problem becomes
more pronounced as the spacing between the carriers is increased. In such conditions,
accurate MEI estimation requires the inclusion of the residual power caused by the
spectrum regrowth in the inter-carrier frequency range.

3.6 Discussion and Conclusion

In this chapter, key time-domain and frequency-domain metrics used for the perfor-
mance assessment of PA behavioral models were discussed. These metrics provide
coherent guidelines for the benchmarking of behavioral models with slightly varying
resolution and diverse ability to distinguish between models with performances that
might seem comparable at first glance. It was demonstrated that this ability to dis-
tinguish between models can be significantly compromised in the presence of mem-
ory effects since these are usually buried under the much stronger static distortions.
Memoryless distortions cancelation through pre- or post-compensation techniques
was introduced to address this limitation. Even though these alternatives for memory-
less distortions cancelation are conceptually equivalent, they have specific advantages
and disadvantages that were pointed out.

In conclusion, the performance assessment can be done in two steps. First the abil-
ity of a model to predict the memoryless behavior of the DUT can be evaluated using
NMSE, ACEPR, or WESPR metrics with the output signals defined in the block dia-
gram of Figure 3.4. Second, these same metrics as well as the MEMR can be applied
on the output signals defined in Figure 3.5 or 3.8 to estimate the memory effects mod-
eling aptitude of the behavioral model.

It is worth mentioning that the metrics and methods described here are not only
useful to compare between various models, but they can also be applied to determine
a model’s dimensions and its appropriate size. Model size estimation using perfor-
mance assessment metrics is an approach based strictly on approximations. Hence,
the model performance typically improves as the size of the model increases. This
improvement gets less and less important above a certain model size and determining
the exact model size from the NMSE or any of the other metrics curves is subjective
and often leads to an estimated size that is not optimal. Hybrid performance assess-
ment metrics that quantify the model complexity and accuracy have been proposed to
address the model sizing issue [9]. Furthermore, Akaike information criterion (AIC)
and Bayesian information criterion (BIC) based metrics were successfully applied to
select the optimal size of the model that minimizes the complexity while not jeopar-
dizing its accuracy [10].
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4

Quasi-Memoryless Behavioral
Models

4.1 Introduction

Devices used in communication systems, such as traveling-wave tubes (TWTs) and
solid-state power amplifiers (SSPAs), are usually described by analytical models
that typically involve solving a set of simultaneous, nonlinear, partial differential
equations by numerical methods. Unless some suitable simplifications can be made,
such detailed models are too complex and computationally demanding to be useful in
a system level simulation, where the nonlinear device is just one of many subsystems.

A higher-level model that converts an input waveform to (nearly) the correct out-
put waveform, without necessarily resorting to the fundamental physics of the device,
is needed. For linear systems, the transfer function is such a model. For nonlinear
systems, the nonlinearity is represented either as a functional relationship or in tab-
ular form for simulation applications. This representation is referred to as a behav-
ioral model. 1t is a black-box approach to system level modeling, which provides a
convenient mean of predicting system level performance without the computational
complexity of full circuit model simulations.

Behavioral models can generally be divided into three groups: memoryless models,
quasi-memoryless models, and behavioral models with memory. This chapter dis-
cusses how to model memoryless and quasi-memoryless nonlinear systems.

4.2 Modeling and Simulation of Memoryless/Quasi-Memoryless
Nonlinear Systems

Memoryless nonlinear systems, such as power amplifiers (PAs), are usually
sufficiently represented by the narrow-band AM/AM (amplitude modulation to
amplitude modulation) conversion function, as no AM/PM (amplitude modulation
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to phase modulation) conversion occurs in an ideal memoryless system. For a
quasi-memoryless nonlinear system with a memory-time constant in the order of the
period of the radio frequency (RF) carrier, the nonlinearity of the system is often
represented by a set of two AM/AM and AM/PM conversion functions. Usually,
AM/AM and AM/PM functions are measured by sweeping the power of an RF
single tone in the center frequency of the bandpass response of the system. Class
A or AB amplifiers driven by narrow-band signals around a carrier frequency are
typically assumed to behave as either a memoryless nonlinear system represented
by its AM/AM characteristics only, or a quasi-memoryless nonlinear system for
which complex representation of both AM/AM and AM/PM characteristics is
required [1-6]. The output of a memoryless/quasi-memoryless nonlinear system is a
function of the input signal at the present instant only. This implies that its transfer
characteristics are frequency independent.

In communication systems, the nonlinearities are usually generated and dominated
by devices such as nonlinear amplifiers. Of special interest are bandpass nonlinear
amplifiers used in wireless communication systems. These nonlinear devices or sub-
systems are most commonly modeled by quasi-memoryless nonlinearity that exhibits
nonlinear complex gain with both AM/AM and AM/PM conversions. These instan-
taneous representations are generally valid for bandpass signals that are considered
sufficiently narrow-band, and the transfer characteristic is essentially frequency inde-
pendent over the bandwidth of the signal.

Consider a narrowband signal, X(¢), with a carrier frequency at f.:

X(t) = A(t) cos[2xf,t + 6(1)] “4.1)

The characteristics of the nonlinear bandpass models are usually derived using
sinusoidal wave power sweep measurements. The output of memoryless bandpass
nonlinearity can be written as:

J(1) = G4[AD]A() cos{2xf .t + 0(1) + pslA(D]} (4.2)

where nonlinear gain G4[A(f)] and ¢;[A(?)] are referred to as the AM/AM and the
AM/PM conversion functions, respectively; and f. is the carrier frequency.

The complex envelope signals x(#) and y(¢) associated with the RF signals X(¢) and
3(t), respectively, are given by:

x(r) = A (4.3)
¥(1) = x(GIA®D)] = ADGA[AD)]e/ P OTE0! (4.4)

Relations of the form given in Equation 4.2 characterize what is referred to as com-
plex envelope nonlinearity. In an envelope nonlinearity, the nonlinear part of the out-
put depends on the modulus A() of the input signal only and not on its phase. A typical
AM/AM and AM/PM characteristic of a TWTA (Traveling Wave Tube Amplifier) is
shown in Figure 4.1.

The behavioral model of the bandpass nonlinearity as formulated in Equation 4.2
can be represented in a block diagram, as shown in Figure 4.2. Figure 4.2a is a
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Figure 4.1 Illustration of the amplitude and phase transfer characteristics of an envelope nonlinearity
of a TWTA
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Figure 4.2 Block diagram of the behavioral model for AM/AM and AM/PM envelope nonlinearity;
both A(#) and 0(¢) are functions of time. (a) Symbolic model at carrier frequency. (b) Explicit model at
complex envelope level

high-level symbolic block diagram illustrating the conceptual flow of the model,
while Figure 4.2b is a detailed block diagram explicitly showing the steps of
implementing the model.

An alternative model for the same nonlinear relationship can be obtained by using
the quadrature representation of bandpass systems. To demonstrate this, we can use
the complex analytic representation of the signal in Equation 4.1:

X(1) = A(t)el 200 (4.5)
From Equation 4.5 the analytic output signal of the nonlinear memoryless system
has the form of:
(1) = G4[AWD)]A(r)e/ P00l
=G, [A(t)]A(t)e/'{dJGlA(t)J } pl27f 1+6(1)]

= {G[A] +jGolAD]}x(1) (4.6)
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Figure 4.3 Quadrature model of envelope quasi-memoryless nonlinearity. (a) Symbolic model at car-
rier frequency. (b) Explicit model at complex envelope level

The output of the envelope nonlinearity is then:

y(1) = Re[y(1)]
= G;[AD]A@) cos[2xf.t + 0(1)] — Gol A(D]A@) sin [2zf 1 + 0(1)] “4.7)

where:

GiA(D] = G4[A(D] cos{Pps[A(N]} (4.8)
GolA(D] = G4[AD] sin{p[AD]} (4.9)

This alternative model for bandpass quasi-memoryless nonlinearity is shown in
Figure 4.3. Figure 4.3a is a high-level symbolic representation, while Figure 4.3b
shows explicit steps needed for implementing the model, which are similar to what
was shown in Figure 4.2. The significant point of this representation is that the
tandem AM/AM and AM/PM quasi-memoryless nonlinearity can be modeled by two
simple instantaneous amplitude nonlinearities, especially in communication systems
where the complex signal is often in quadrature form (/ and Q) instead of polar (A
and 0) form in most cases.

The envelope model of bandpass nonlinearity is a very attractive form for use in
simulations, as the carrier frequency, f,, is explicit and can, therefore, be easily trans-
formed to a low-pass equivalent model as will be demonstrated in the next section.

In this analysis, the simulator has three options with respect to the form in which
G4(-) and ¢s(-) are expressed. The simplest method is to construct G,(-) and
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¢s(+) as look-up tables (LUTs) indexed with the amplitude of the input signal.
This is the most commonly employed method; however, it requires relatively large
memory along with appropriate interpolation techniques [7]. The second option is
the use of analytical functions that best fit the measurements and the third option
employs neural networks. The last two methods may introduce some inaccuracy in
predicting the output of the system, but obviate the need for interpolation. These
three methods are discussed further in the following sections of this chapter and
Chapters 5-7.

4.3 Bandpass to Baseband Equivalent Transformation

If we consider %(¢) and y(¢) as the bandpass (or RF) input and output signals of the
nonlinear system, respectively; X(¢) can be written in the form of:

X(t) = A(?) coslw t + 0(1)] (4.10)

X(#) is considered the bandpass complex modulated signal centered on f, = ;0—; with
amplitude and phase modulated functions A(¢) and 6(¢), respectively. This signal can
be representative most of the digital modulation schemes. The complex bandpass rep-
resentation of X(¢) can be written as:

x(1) = A1) 0O = A(p)el@e! o190 4.11)

With x(t) = A(t)e/®? the complex envelope of X(f), such that, ¥(¢) is related to X(¢)
by:
x(1) + }*(l‘) _ x(t)e®e! + x*(f)e !
2 2

The RF bandpass output of the system can be related to the RF bandpass input signal
via polynomial series as follows:

(1) = Re[x(1)] = (4.12)

N
(0 =fIEO1 = ) a,7"() = a7 () + a2 (1) + - - - + ay (1) (4.13)

n=1

Substituting Equation 4.12 into Equation 4.13, one can write:

~ < . | x(@) et 4 X*(t)e_jwct ! A 1 jw,.t * —jw.tn
50 =Y a, > =) S aalx@ +x e Y (4.14)
n=1

n=1

One can expand this equation using the binomial theorem described by the following

equation:
(a+by'= Y aph <Z> (4.15)
k=0
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Substituting Equation 4.14 into Equation 4.15, one can write:

N n
0= 3, 558, {Z e ey () }

n=1 k=0
N | n )
7 n—kp iw t\n—
e {g o oreny > ;) } @16

To derive the output bandpass signal y(¢), we extract only the terms centered on w,
from the inner summation of Equation 4.16.
Accordingly, one can obtain:

N

50 = Y 22, (O OF )2 4 O OF ) (’,Z) (4.17)

n=1
The relationship between ¥(¢) and its complex envelope y(?) is:

5y = 20 +2y H(Be (4.18)

Equating Equation 4.17 to Equation 4.18 term by term, one can obtain:

k=1t
n—2k=1- {n-k2=ﬂ (4.19)

Based on the above Equation, » must be odd.
This leads to:

N

= _ l~ % * % jo .t % * % —jw,.t n
50 = 3 5 { O o) @) + ol = o1 e <71)
n odd
(4.20)
Equation 4.20 can be written as:
N
50 = Y 2, [WOF XOE) + O () (ﬁ) 421
n=1 2
n odd

By equating Equation 4.21 to Equation 4.18, one can obtain the output of the equiv-
alent low-pass baseband polynomial model, y(¢), as a function of the complex input
envelope, x(?), as follows:

N

NOEDY % <ﬂ> a,1x(1)|"x(1) (4.22)
n=1 2
n odd
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N
YO =Y a0 x(0) (4.23)
nnozdld
where a, = 2%, é a,.

2
Therefore, we can directly obtain the complex envelope transfer characteristic 7(¢),
of the quasi-memoryless nonlinearity from Equation 4.23 as follows:
N
T() = G(1) +jGo(t) = ) a,lx®)|"”" (4.24)

n=1
n odd

Despite the fact that the equivalent low-pass model incorporates only odd terms, it
has been demonstrated that the inclusion of even terms in the sum can help reduce the
order of the polynomial needed to fit experimental data when identifying the model.

4.4 Look-Up Table Models

In various practical applications, the nonlinear characteristic is obtained experimen-
tally; and, an adequate analytical expression may not be easily obtained. These char-
acteristics are often depicted graphically, and the “model” for computer simulation
purposes is simply a tabular representation of the experimental data. The magnitudes
of the input signals and the corresponding outputs are stored in a LUT. The look-up
procedure takes the input value and does a search among the discrete table entries
to determine which entry is appropriate. Appropriate interpolation is used between
tabulated data points, whenever necessary.

4.4.1  Uniformly Indexed Loop-Up Tables

It was mentioned earlier that quasi-memoryless nonlinearity can be represented by
AM/AM and AM/PM conversion functions that depend only on the magnitude of the
envelope signal, thus, there is no need to model the system using two-dimensional
(2-D) LUTs due to the fact that the complex distortion is only function of the mag-

nitude of the input signal (: /1,% + Q,,%), and not the individual value of /,, and Q,,.

Indeed, they can be modeled using two one-dimensional (1-D) real LUTs, one for the
amplitude distortion and the second for the phase distortion. The indexing parameter
of such LUT is the input signal level quantized over a finite number of levels called
the depth or length of the LUT. Figure 4.4 illustrates a linear 1-D complex LUT where
X;,(n) and x,,,(n) are the LUT’s input and output discrete-time signal values, respec-
tively; A(n) designates the normalized and quantized amplitude of the complex input
signal and G[A(n)] is the complex looked-up gain value (output) for a given quantized
input signal magnitude value A(n). The maximum input signal amplitude is chosen so
that it corresponds to the saturation point of the nonlinear system being modeled.
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Figure 4.5 Cartesian implementation of the LUT based model for quasi-memoryless nonlinearity

GlA(m)] = G/[A(m)] +jGylA(n)] (4.25)

The LUT based model can be implemented in practice using the scheme shown
in Figure 4.5 where the [;,(n) and Q;,(n) signals are multiplied by the complex gain
value obtained from the LUT to generate the /,,,(n) and Q,,,(n) values at the output
of model.

For a uniform LUT with N entries, the bin’s width (step) in the LUT-index domain
is equal to:

d= Amax - A

N-—-1

where A, and A,;, are the maximum and minimum discrete values of the quantized
indexing variable A.

Synthesis of LUT entries is carried out through the implementation of Equation 4.25
in a digital processor. Each entry in the LUT is assumed to be optimal at the midpoint
of its range.

min (4.26)

4.4.2 Non-Uniformly Indexed Look-Up Tables

Since the behavior of the system is nonlinear and its complex gain distortion is func-
tion of the magnitude of the input signal, non-uniformly indexed LUTs are often used
to minimize the length of the table,

GIA . (m] = G[A.(m)] +jGolA ()] (4.27)
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Figure 4.6 Non-uniform LUT architecture

where G[A.(n)] is the complex gain of the quasi-memoryless nonlinearity stored as
entries of the LUT and indexed as function of A.(n), which is given by:

A.(n) = f,[A(m)]. (4.28)

The companding function f,,[A(n)], relating the LUT index to the input signal ampli-
tude A(n) is shown in Figure 4.6. This function allows a better distribution of the LUT
entries over the whole dynamic range of the input signal, by enabling a denser distri-
bution of LUT bins in the input signal magnitude domain whenever the amplifier gain
variation changes rapidly over a given interval of the input drive level.

This function is equal to identity in the case of equally-spaced LUTs in terms of the
input signal voltage magnitude. For LUTs that are equally spaced in terms of input
signal power expressed in watts, the function f,, is a square function. For LUTs that
are equally spaced in terms of input signal power expressed in dBm, the function f,,
is a logarithmic function.

Figure 4.7 shows the values of the three companding/mapping functions (linear,
square, and log) relating the index of the LUT to the normalized input signal.

The accuracy of the LUT-based models is a function of the number of entries, N,
and the companding function, f,,, selected. The intermodulation distortion attributed
to quantization noise generated by the LUT can be related to the derivative of the
companding function, f,,[A(n)], at a given input drive level and the input signal
probability distribution function (pdf) as described in [8]. Therefore, for a given drive
signal with a given pdf, an optimal companding function can be obtained using the
methodology described in [8].

4.5 Generic Nonlinear Amplifier Behavioral Model

In a class AB amplifier, the DC power consumption, and small signal gain are func-
tions of the input signal power level. Also, the output power expressed in decibels,
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Figure 4.7 Companding functions for LUTs

P, 1s function of the input power, and the output phase, ¢, is a function of the
input power, all of which can be related using the following equations [9]:

Pin+Gss—Psar
P,, =Py + G, —klog,, (1 + 107 ) (4.29)

Pin+Gss—Psar
bos = by + pik 10gyq (1 P ) (4.30)

where,

G, is the small signal gain of the amplifier expressed in decibels,

P, is the output saturated power of the amplifier expressed in decibels,

¢, 1s the phase of the input signal,

k is a compression coefficient of the amplifier,

u is the phase sensitivity to the input power level, typically it is 5 degrees per dB of
compression for a single-ended amplifier.

The compression coefficient k can be estimated using the values of P, and 1dB
compression point, P, g, for a given amplifier using the following equation:
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Figure 4.8 Compression coefficient k as function of P, and P,

A direct calculation of k is not possible, but the left hand side of the equation can be
estimated for different values of k, typically (1 — 10 dB) and by means of the curve
obtained one can estimate the value of k for a given measured difference between P,
and P,4z. Figure 4.8 presents the characteristic curve of compression coefficient k
calculated from Equation 4.31.

4.6 Empirical Analytical Based Models

In the remainder of this chapter and for ease of notation, the time-dependent magni-
tude, and phase (A(?) and 6(¢), respectively) of the input signal x(¢) will be denoted as
A and 0, respectively.

4.6.1 Polar Saleh Model

In the polar representation, the output of a nonlinear amplifier can be described by the
expression given by of Equation 4.2. The well-known Saleh model [10], originally
developed to mimic the behavior of TWTAs, uses simple two-parameter functions
to model the AM/AM and AM/PM characteristics of nonlinear quasi-memoryless



74 Behavioral Modeling and Predistortion of Wideband Wireless Transmitters

systems. These functions G,(A) and ¢;(A) can be represented as:

(04

GA(A) = TﬁaAz (432)
= 2 433
) = (4.33)

where G4(A) represents the AM/AM characteristic of the nonlinear amplifier and
¢;(A) represents the AM/PM characteristic of the nonlinear amplifier.

Appropriate selections for the model’s amplitude and phase coefficients (a,, f,, a4,
and f;) can make the model suitable for SSPAs also.

Although this model is frequency-independent, it can be made frequency-dependent
by adding filters that mirror how the coefficients change with frequency leading to
frequency-dependent model coefficients a,(f), B,(f), ay(f), and B(f).

The objective of modeling is to develop a block model that, under the same input
stimulus conditions as the measurements, will produce as closely as possible the mea-
sured AM/AM and AM/PM curves. The coefficients in Equations 4.32 and 4.33 are
usually determined by performing a least