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Preface to the first edition

Contrary to common perception, radiation has enormous potential of benefiting

mankind. For example, use of radiation in medical diagnostics in the form of CT

and nuclear scans has enabled the physicians to perform diagnoses that would not

have been possible otherwise. Another example is the use of radiation to destroy

cancerous growths, a process generally known as radiation therapy. It is true that

radiation can induce harm as well but a close examination reveals that its benefits

certainly outweigh its potential hazards. This realization has led to rapid advance-

ments in theory and applications of radiation interactions and its measurements.

New types of radiation detectors and sources are being constantly developed in lab-

oratories around the world. Also, a number of annually held international confer-

ences are devoted just to the developments of radiation measuring devices.

During my career as a physicist, working primarily on radiation detectors,

I always felt a need for a book that would not only discuss the technological aspects

of the field but would also give a thorough account of the underlying physical prin-

ciples. The scarcity of such books led me to think about writing one myself.

However, those who understand the field would appreciate that writing such a book

is not an easy task due mainly to the fast paced developments in the related technol-

ogies. The strategy that I therefore adopted was to concentrate on theories, method-

ologies, and technologies that are of fundamental value in terms of understanding

the conceptual basis of the radiation devices.

The sole purpose of the book is not to introduce the reader to the working princi-

ples of different types of radiation detectors. It has been designed and written such

that it encompasses all aspects of design, development, and effective use of the

detection devices. Therefore chapters on statistics, data analysis, software for data

analysis, dosimetry, and spectroscopy have also been included. It can be used as a

text for related courses in physics, nuclear engineering, physical chemistry, and

medical physics. It can also be used as a reference by professionals and students

working in the related fields.

Most of the courses related to radiation measurements start with an introduction

to different types of radiation and their sources. I have adopted the same strategy.

The first chapter introduces the reader to various types of radiation and their

sources. It also includes sections on radioactivity and its measurements. Chapter 2

deals with the mechanisms by which radiation interacts with matter. Those who

want to understand the working principles of radiation detectors, must go through

this chapter as thoroughly as possible. The next chapter introduces the reader to the

principles of gas filled detectors, such as proportional counters. Gas filled detectors

are the earliest built radiation detectors and are still extensively used in different



fields. The important concepts, such as electron-ion pair generation, recombination,

drift and diffusion of charges, avalanche creation, and breakdown have been thor-

oughly discussed with necessary mathematics. Some specific types of gas filled

detectors have also been discussed. Chapter 4 deals with liquid filled detectors.

Liquid filled detectors have recently gained considerable popularity. This chapter

gives the reader an overview of the charge production and transport processes in

liquids and how different types of liquid filled detectors are built. Solid state detec-

tors are perhaps the most widely used detectors today. Chapter 5 deals with differ-

ent types of solid state detectors, such as semiconductor detectors, diamond

detectors, and thermoluminescent detectors. A major problem with solid state detec-

tors is their vulnerability to radiation. Radiation damage mechanisms are therefore

thoroughly discussed in this chapter. Scintillation detectors and photodetectors are

the topics of chapter 6. This chapter not only introduces the reader to the basic scin-

tillation mechanisms but also discusses important properties of the commonly used

scintillators. For subsequent photodetection, the transfer to scintillation photons are

a major issue. The topic of light guides has therefore been given due attention.

Detection of these photons is the next step, which can be accomplished with differ-

ent types of detectors. Two such devices, that is photomultiplier tubes and

avalanche photodiode detectors have been thoroughly discussed in this chapter.

Chapter 7 deals with position sensitive detection and imaging. The basic principles

of position sensitive and imaging devices as well as related techniques have been

discussed here. The reader is also introduced to a number of position sensitive and

imaging devices. Signal processing is the heart of today’s electronic radiation detec-

tors. A major portion of the manpower and capital is therefore invested in designing

and building electronics for detection devices. This chapter exposes the reader to

the basic electronic circuitry used in radiation detectors. Different types of pream-

plifiers, shapers, filters, discriminators, and analog-to-digital converters have been

discussed here. The issues of electronics noise have also been given due attention.

Chapter 9 gives a detailed discussion of the statistics and data analysis techniques.

The topics related to probability, error propagation, correlation, regression, time

series analysis, and counting statistics have been discussed in detail. Chapter 10

gives an overview of different data analysis software packages that are freely and

commercially available. This chapter is not intended to be a manual of these soft-

ware packages. It introduce the reader to their capabilities with regard to analyzing

data that has been acquired through radiation detection devices. Dosimetry is the

topic of chapter 11. Since dosimetry plays a central role in assuring health and

safety of individuals exposed to radiation, this chapter gives a detailed account of

the subject. The harmful effects of radiation and how to guard against them have

also been discussed in this chapter. Chapter 12 introduces the reader to the topics

related to radiation spectroscopy. Different spectroscopic techniques related to dif-

ferent types of particle detectors have been introduced here. Also included are

topics of mass spectroscopy and time spectroscopy. Chapter 13 deals with the topic

of data acquisition. The major data acquisition standards of NIM, CAMAC, VME,

FASTBUS, and PCI have been introduced.

xviii Preface to the first edition



Writing this book has been a long and tedious process. The highly demanding

work at the Sudbury Neutrino Observatory including on-call periods did not leave

much choice other than cutting down on family time. Coming back from work and

then immediately start working on the book till midnight every day is not a very

family oriented approach. However my wife, Rahat, not only didn’t complain but

actually kept encouraging me all the way through. Without her support, it would

not have been possible at all to write this book. My children Hiba, Shozab, and

Shanib also deserve appreciation for their understanding.

A number of academics and friends who evaluated the original book proposal

and gave valuable suggestions deserve special thanks. I thank Andy Klein, Bashar

Issa, David Hamby, Edward Waller, John Antolak, Nicholas Hangiandreou, Niko-

laj Pavel, Paul Jennesen, Robert LeClair, Steven Biegalski, Sukesh Aghara, and

Timothy DeVol for their support and highly professional suggestions.

Thanks are also due to the academics who evaluated the first draft of the com-

plete manuscript. Their valuable suggestions helped me modify the contents and

reshape various sections. I am highly indebted to Andrea Kritcher, David Bradley,

James Chu, Leslie Braby, Steven Biegalski, and Todd Allen for sparing time from

their busy schedules to do thorough reviews of approximately 750 pages and pro-

viding me with highly valuable suggestions for improvement.

I would like to thank Susan Rabiner to have faith in me to complete the project

and for taking care of everything else so that I could concentrate on writing the

book. I also thank Jeremy Hayhurst for showing remarkable professionalism from

the beginning till the end of the manuscript production. Thanks are also due to

Derek Coleman, whose highly efficient and professional approach in finalizing the

manuscript has amazed me.
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1Properties and sources of

radiation

Mass and energy are the two entities that make up our universe. At the most basic

level, these two entities represent a single reality that sometimes shows itself as

mass and sometimes as energy. They are intricately related to each other through

Einstein’s famous mass�energy relation, E5mc2. Just like matter, energy is also

capable of moving from one point in space to another through particles or waves.

These carriers of energy always originate from some source and continue their

travel in space until they get absorbed by or annihilated in some material. The term

“radiation” is used to describe this transportation of mass and energy through

space.

Since the realization of its potential, radiation has played a central role in tech-

nological developments in a variety of fields. For example, we all enjoy the benefits

of radiation in medical diagnostics and treatment. On the other hand, the world has

also witnessed the hazards of radiation in the form of atomic explosions and radia-

tion exposure.

Whether we think of radiation as a hazard or a blessing, its study is of paramount

importance for our survival and development. If we look carefully at the benefits

and harms brought about by the use or misuse of radiation, we would reach the con-

clusion that its advantages clearly outweigh its disadvantages. Radiation has unlim-

ited potential, and its proper use can be highly beneficial for mankind.

This chapter will introduce the reader to different types of radiation, their proper-

ties, and their sources. The mechanisms through which the particles interact with

matter will be discussed in detail in the next chapter.

1.1 Types of radiation

Radiation can be categorized in different ways, such as ionizing and non-ionizing,

particles and waves, hazardous and non-hazardous, etc. However, none of these cate-

gorizations draw solid boundaries between properties of the individual particles

comprising the radiation; rather, they show the bulk behavior of particle beams. For

example, it would not be correct to assert that an electron always ionizes atoms with

which it interacts by arguing that it belongs to the category of ionizing particles.

All we can say is that if a large number of electrons interact with a large number of

atoms, the predominant mode of interaction will lead to the ionization of atoms.

Physics and Engineering of Radiation Detection. DOI: http://dx.doi.org/10.1016/B978-0-12-801363-2.00001-2
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Sometimes radiation is characterized on the basis of its wave and particle proper-

ties. However, as we will explore in the next section, this characterization is some-

what vague and can be a cause of confusion. The reason is that, according to

modern physics, one can associate a wavelength with every particle whether it car-

ries a mass or not. This implies that a particle having mass can act as a wave and

take part in the formation of interference and diffraction patterns. On the other hand,

light, which is comprised of photons, is generally described by its wave character.

Let us have a look at the third category mentioned above: hazardous and non-

hazardous. There are particles that pass through our bodies in large numbers every

second (such as neutrinos from the Sun) but do not cause any observable damage.

Still, there is a possibility that some of these particles could cause mutations in our

body cells, which could ultimately lead to cancer.1 On the other hand, there are par-

ticles, such as neutrons, that are known to be extremely hazardous to biological

organisms, but no one can ever be absolutely certain that a particular neutron would

definitely cause harm.

The above arguments point toward the idea that the characterization of particles

should be based on statistical nature of their interactions. What this really means is

that if we have a very large number of a certain kind of particle, there is a high

probability that most of them would behave in the manner characteristic of their

categorization. For example, long exposure to a highly intense beam of neutrons

would most definitely cause skin burns and most probably cancer, but it would be

wrong to assume that a single neutron would definitely cause the same effects.

The words probability and chance were mentioned in the preceding paragraphs.

What does particle interaction have to do with chance? Well, the theoretical founda-

tion of particle interaction is quantum mechanics, which quantifies the variables

related to particle motion, such as momentum, energy, and position, in probabilistic

terms. For example, in quantum mechanics we talk about the probability of a parti-

cle being present at a specific place at a certain time, but we do not claim that the

particle will definitely be there at that time. Nothing is absolute in quantum

mechanics. We will learn more about this when we study the concept of cross sec-

tion in the next chapter.

1.2 Waves or particles?

If we think about light without any prior knowledge, we would assume it to be

composed of waves that are continuously emitted from a source (such as a light

bulb). In fact, this was the dominant perception among scientists until the start of

the twentieth century. In those days a major problem of theoretical physics had

1This is a purely hypothetical situation and no data exists that could verify this assertion. The argument

is based on the interaction mechanisms of particles.
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started boggling the minds of physicists. They had found it impossible to explain

the dependence of energy radiated by a black body (a heated cavity) on the wave-

length of emitted radiation if they considered light to have continuous wave charac-

teristics. This mystery was solved by Max Planck, who developed a theory in

which light waves were not continuous but quantized and propagated in small wave

packets. This wave packet was later called a photon. This theory and the corre-

sponding mathematical model were extremely successful in explaining the black

body spectrum. The concept was further confirmed by Einstein when he explained

the photoelectric effect, an effect in which a photon having the right amount of

energy knocks off a bound electron from an atom.

Max Planck proposed that electromagnetic energy is emitted and absorbed in the

form of discrete bundles. The energy carried by such a bundle (i.e., a photon) is

proportional to the frequency of the radiation.

E5 hν ð1:2:1Þ
Here h5 6.6263 10234 J s is Planck’s constant, which was initially determined

by Max Planck to solve the black body spectrum anomaly. It is now considered to

be a universal constant. The frequency v and wavelength λ of electromagnetic radi-

ation are related to its velocity of propagation in a vacuum by c5 vλ. If the radia-

tion is traveling through another medium, its velocity should be calculated by

v5 nνλ; ð1:2:2Þ
where n is the refractive index of the medium. It has been found that the refractive

index of a material has a nonlinear dependence on the frequency of radiation.

Experiments confirmed that radiation sometimes behaves as particles and not as

continuous waves. On the other hand, there were effects like interference, which could

only be explained if light was considered to have continuous wave characteristics.

To add to the confusion, de Broglie in 1920 introduced the idea that sometimes

particles, such as electrons, behave like waves. He proposed that one could associ-

ate a wavelength to any particle having momentum p through the relation

λ5
h

p
: ð1:2:3Þ

For a particle moving close to the speed of light (the so-called relativistic parti-

cle) and rest mass m0 (mass of the particle when it is not moving), the above equa-

tion can be written as

λ5
h

m0v

ffiffiffiffiffiffiffiffiffiffiffiffiffi
12

v2

c2

r
: ð1:2:4Þ

For slow-moving particles with v{c, the de Broglie relation reduces to

λ5
h

mv
: ð1:2:5Þ
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De Broglie’s theory was experimentally confirmed at Bell Labs, where electron

diffraction patterns consistent with the wave picture were observed. Based on these

experiments and their theoretical explanations, it is now believed that all the entities

in the universe simultaneously possess localized (particle-like) and distributed

(wave-like) properties. In simple terms, particles can behave as waves and waves

can behave as particles.2 This principle, known as the wave�particle duality, has

played a central role in the development of quantum physics.

Example:

Compare the de Broglie wavelengths of a proton and an alpha particle moving

at the same speed. Assume the velocity to be much smaller than the velocity

of light. The mass of an α-particle is about four times the mass of a proton.

Solution:

Since the velocity is much less than the speed of light, we can use the approxi-

mation 1.2.5, which for a proton and an α-particle becomes

λp5
h

mpv

and λα 5
h

mαv
:

Dividing the first equation with the second gives

λp

λα
5

mα

mp

:

An α-particle consists of two protons and two neutrons. Since the mass of a

proton is approximately equal to the mass of a neutron, we can use the

approximation mα� 4mp in the above equation, which then gives

λp � 4λα:

This shows that the de Broglie wavelength of a proton is about four times

larger than that of an α-particle moving with the same velocity.

1.3 Radioactivity and radioactive decay

Radioactivity is the process through which nuclei spontaneously emit subatomic

particles. It was discovered by the French scientist Henri Becquerel in 1896 when

he found that an element, uranium, emitted something invisible that fogged

2A more correct statement would be: all particles, regardless of whether they are massless or massive,

carry both wave and particle properties.
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photographic plates. The term radioactivity was suggested by Marie Curie about

four years later. Originally three types of radiation were discovered:

� α-rays (helium nuclei with two protons and two neutrons)
� β-rays (electrons)
� γ-rays (photons)

Later it was found that other particles such as neutrons, protons, positrons, and

neutrinos are also emitted by some decaying nuclei. The underlying mechanisms

responsible for the emission of different particles are different. For example, a com-

mon decay mode resulting in the emission of neutrons is spontaneous fission.

During this process a heavy nucleus spontaneously splits into two lighter nuclides

called fission fragments and emits several neutrons. A neutrino is an extremely light

and low-interacting particle that was discovered in 1952. It solved the mystery of

the variable electron energy in beta decays: The electrons, being very light as com-

pared to the other heavier decay products in beta decays, were supposed to carry the

same amount of energy during all decays. However, it was observed that the emitted

electrons had a whole energy spectrum with a cut off characteristic to the decaying

atom. It took several decades for scientists to discover that some of the energy is

actually taken away by a very light particle called a neutrino. Now we know that

this particle in beta decays is actually an anti-neutrino.3

When nuclei emit subatomic particles, their configuration, state, and even iden-

tity may change. For example, when a nucleus emits an alpha particle, the new

nucleus has two protons and two neutrons less than the original one. Except for

γ-decay, in which the nucleus retains its identity, all other decays transform the

nucleus into a totally different one.

There are a number of naturally occurring and man-made radioactive elements

that decay at different rates. Although the underlying mechanism of these decays is

fairly complicated, their gross outcome can be easily predicted by considering the

conservation of electrical charge. Before we write general decay equations, let us

first have a look at some examples.

Alpha decay: 222
88Ra ! 218

86Rn 1 α

Beta decay: 131
53I ! 131

54Xe 1 e 1 ν

Gamma decay: 152
86Dy� ! 152

86Dy 1 γ

Spontaneous fission: 256
100Fm ! 140

54Xe 1 112
46Pd 1 4n

Here n1 p
p X represents an element X with p protons and n neutrons. X� represents an

atom in an excited state.

The term beta decay as used in the above example is sometimes conventionally

used to represent only the emission of electrons. However, there are actually three

3The anti-neutrino is the antiparticle of the neutrino. The presence of neutrinos in β-decays was suggested
by Wolfgang Pauli. It was named neutrino by Enrico Fermi.
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kinds of beta decays: electron decay, electron capture, and positron decay. The first

two involve electrons, while the third involves the emission of the anti-electron or

positron, which we will represent by e1 in this book. A positron has all the proper-

ties of an electron with the exception of electrical charge, which is positive in this

case. In this book the symbol e will be used interchangeably to represent an elec-

tron and the unit electrical charge.

Electron capture occurs when a nucleus captures one of the electrons orbiting

around it and as a result goes into an excited state. It then returns to the ground

state by emitting a photon and a neutrino. Positron emission is very similar to elec-

tron decay with the exception that during this process, instead of an electron, a posi-

tron is emitted. Let us have a look at examples of these two processes.

Electron capture: 81
36Kr1 e ! 81

35Br 1 γ 1 v

Positron decay: 40
19K ! 40

18Ar 1 e1 1 v

The electron captured in the first of these reactions actually transforms a proton

into a neutron; that is,

p1 e ! n1 v:

That is why the daughter nuclide has one proton less and one neutron more than the

parent nucleus. Electron capture transforms the nuclide into a different element. In

a similar fashion, positron emission is the result of the transformation of a proton

into a neutron; that is,

p ! n1 e1 1 v:

This implies that in the case of positron emission the daughter nuclide has one pro-

ton less and one neutron more than the parent nuclide. This is also apparent from

the positron emission example of potassium-40 given earlier. Interestingly, in this

reaction the mass of the proton is less than the combined mass of the neutron, posi-

tron, and neutrino.4 This means that the reaction is possible only when enough

energy is available to the proton. That is why there is a threshold energy of

1.022 MeV needed for positron emission. Below this energy the nuclide can decay

by electron capture, though.

Note that the electron capture reaction above shows that a photon is also emitted

during the process. This photon can be an X-ray or a γ-ray photon. The X-ray pho-

ton is emitted as one of the electrons in the higher orbitals fills the gap left by the

electron captured by the nucleus. Since in most cases a K-shell electron is captured

by the nucleus, the orbital is quickly filled in by another electron from one of the

higher energy states. The difference in energy is released in the form of an X-ray

photon. It can also happen that the nucleus, being in an excited state after capturing

4As of the time of writing of this book, the neutrino mass is still unknown. However, it has been con-

firmed that the mass is very small, probably 100,000 times less than the mass of an electron. We will

also learn later that there are actually three or more types of neutrinos.
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an electron, emits one or more γ-rays. In this case the electron capture reaction is

written as a two-step process; that is,

81
36Kr1 e ! 81

35Br
� 1 v

81
35Br

� ! 81
35Br1 γ

:

In general, the subsequent γ-decay is not specific to electron capture. It can occur

in a nucleus that has already undergone any other type of decay that has left it in an

excited state. It is a natural way by which the nuclei regain their stability. Sometimes

it takes a number of γ-decays for a nucleus to eventually reach a stable state.

Although γ-emission is the most common mode of de-excitation after decay, it is

not the only one. Another possible process is the so-called internal conversion. In

this process, the excess energy is transferred to an orbital electron. If the supplied

energy is greater than the binding energy of this electron, the electron gets expelled

from the orbital with a kinetic energy equal to the difference between the atom’s

excess energy and its binding energy.

The process of internal conversion can occur in electrons in any electronic orbit.

If an electron from one of the inner shells is expelled, it leaves behind a vacancy

that can be filled by an electron in one of the higher shells. If that happens, the

excess energy is emitted in the form of an X-ray photon. This photon can either

escape the atom or it can knock off another electron from the atom. The knocked-

off electron is known as an Auger electron. The process of internal conversion fol-

lowed by emission of an Auger electron is graphically depicted in Figure 1.3.1.

Auger electron emission is not specific to the decay process. It can happen when-

ever an electron from one of the inner electronic orbitals leaves the atom. An exam-

ple of such a process is the photoelectric effect, which we will study in some detail

in the next chapter.

At this point the reader might be wondering why the radioisotopes emitting neu-

trons and protons have not been mentioned so far. Although these decays are possi-

ble, such isotopes are difficult to find in nature except for those that undergo

spontaneous fission. On the other hand, one can produce such a radionuclide by

bombarding a suitable material with high-energy particles, something that can be

done in a particle accelerator. The basic idea behind this process is to impart

enough energy to a nucleus abundant in protons and neutrons that it becomes unsta-

ble. This instability forces it to eventually decay by emitting a proton or a neutron.

Another possibility of proton decay is the so-called beta-delayed proton emission.

In this process a proton is emitted right after a beta decay. For example, indium-

109 decays by proton emission with a half-life5 of only 103 μs.

109
53In ! 108

52Te1 p

This extremely small half-life is actually typical of almost all known proton emit-

ters with the exception of a few that have half-lives in the range of a few hundred

5Half-life is the time taken by half of the atoms of a sample to decay. The term will be formally defined

later in the chapter.
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milliseconds. Such short half-lives severely limit the usefulness of such materials as

proton sources.

Just as with proton emitters, it is possible to produce isotopes that decay by neu-

tron emission. They suffer from the same extremely short half-lives typical of proton

emitters, rendering them useless as neutron sources in normal laboratory environ-

ments. On the other hand, there are some isotopes that decay by spontaneous fission

and in the process also emit neutrons. For example, californium-252 emits neutrons

with a half-life of 2.65 years and is commonly used as a source of neutrons.

We are now ready to write general equations for different types of radioactive

decays. For a nucleus X with p protons, n neutrons, and e electrons, which trans-

forms into another nucleus Y, the general decay equations can be written as follows.

Alpha decay: n1 p
p X ! n1 p2 4

p2 2Y 1 α

Electron decay: n1 p
p X ! n1 p

p1 1Y 1 e 1 ν

Electron capture: n1 p
p X 1 e ! n1 p

p2 1Y 1 γ 1 ν

Positron decay: n1 p
p X ! n1 p

p2 1Y 1 e1 1 ν

Gamma decay: n1p
pX

� ! n1 p
p X 1 γ

Proton emission: n1 p
p X ! n1 p2 1

p2 1Y 1 p

KLM

Auger electron

Internal conversion
electron

Orbital electron

Figure 1.3.1 Depiction of internal conversion leading to the emission of an Auger electron.

The internal conversion electron from the K-shell creates a vacancy that must be filled in

order for the atom to regain stability. Another electron from the M-shell fills this gap but

releases some energy in the process (shown as a photon). This photon is shown to have

knocked off another electron from the M-shell. The end result is the emission of an internal

conversion electron and an Auger electron.
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Here we have deliberately avoided using the term proton decay to describe decay

by proton emission. The reason is that the term “proton decay” is explicitly used

for the decay of the proton itself, a process that is expected to occur in nature, albeit

with an extremely low probability. Dedicated detectors have been built around the

world to observe such a phenomenon. The reader is encouraged to verify that in all

the reactions listed above the total electrical charge is always conserved. This con-

servation of electrical charge is one of the fundamental laws of nature.

The general equation for a spontaneous fission process cannot be written as

there are a number of modes in which a nucleus may fission. That is, there is gen-

erally a whole spectrum of nuclides into which a decaying nucleus may split. Also

the number of neutrons emitted is variable and depends on the particular mode of

decay.

It should be remembered that during radioactive decays the emitted particles

originate from the nuclei. For example, during the process of electron decay, a neu-

tron inside the nucleus decays into a proton, an electron, and an anti-neutrino. The

proton stays inside the nucleus while the electron and the anti-neutrino are emitted.

Similarly, during gamma decay, the photon is emitted from the nucleus and is not

the result of electronic transitions between atomic levels. The particles that are not

emitted from the nucleus can be by-products of a decay process but should not be

confused with the direct decay products.

Example:

Write down equations for alpha decay of thorium-232 and electron decay of

sodium-24.

Solution:

Using the general decay equations defined above and the periodic table of ele-

ments, we find the required decay equations.

232
90Th ! 228

88Ra1α
24
11Na ! 24

12Mg1 e1 ν

1.3.A Decay energy or Q-value

Decay energy is a term used to quantify the energy released during the decay pro-

cess. It can be used to determine whether a certain decay mode for a nucleus is pos-

sible or not. To understand this, let us suppose a nucleus X goes through a decay

mode that transforms it into a nucleus Y with a subsequent emission of a particle d.

This reaction can be written as

X ! Y 1 d: ð1:3:1Þ
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According to the law of conservation of energy, the total energy before and after

the decay should be equal; that is,

E0;X 1 TX 5E0;Y 1 TY 1E0;d 1 Td; ð1:3:2Þ

where E0 stands for the rest energy and T represents the kinetic energy. The rest

energy can be computed from the Einstein relation E05m0c
2, where m0 is the rest

mass. Since the decaying nucleus X can be assumed to be at rest, we can safely use

TX5 0 in the above relation. If we represent the rest masses of X and Y by mX and

mY, the above equation would read

ðmX 2mY 2mdÞc2 5 TY 1 Td : ð1:3:3Þ

Now, it is evident that the left-hand side of this relation must be positive in order

for the kinetic energy to be positive and meaningful. In other words, the decay

would be possible only if the left-hand side is positive valued. Both the left- and

right-hand sides of this relation are termed the decay energy, or the Q-value. That is,

Qd 5 TY 1 Td ð1:3:4Þ

or

Qd 5 ðmX 2mY 2mdÞc2: ð1:3:5Þ

The first relation above requires knowledge of the kinetic energy taken away by

the decaying nucleus and the emitted particle. These energies are difficult to deter-

mine experimentally, however. Therefore, generally one uses the second relation con-

taining the mass terms to determine the decay energy. If this energy turns out to be

negative, then the decay is not possible unless energy is supplied through an external

agent, such as by bombarding the material with high-energy particles. A positive

Q-value signifies that the isotope is unstable with respect to that particular mode of

decay. Note that if a nucleus has a positive Q-value for one decay mode, this does not

guarantee that it can decay through other modes as well (see example below).

Since atomic data tables list isotope masses in a.m.u., one must multiply masses

in the above equation by the a.m.u.-to-kg conversion factor. We can also convert

Joules to MeV in the above relation to transform it into a more computationally

convenient form.

Qd 5 ðmX 2mY 2mdÞ8:943 1016 Jðm in kgÞ ð1:3:6Þ

5 ðmX 2mY 2mdÞ931:502 MeVðm in a:m:u:Þ ð1:3:7Þ
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Care should be exercised when substituting masses in the above relation. As it

stands, the relation is valid for nuclear masses. If one wishes to use atomic masses,

the mass of electrons should be properly accounted for as explained later in this

section.

The Q-value can be used to determine the kinetic energies of the daughter

nucleus and the emitted particle. To demonstrate this, let us substitute T 5 1
2
mv2 in

Eq. 1.3.5. This gives

Td 5Qd 2
1

2
mYvd; ð1:3:8Þ

where mY and vY represent the mass and velocity of the daughter nucleus, respec-

tively. The velocity of the daughter nucleus can be determined by applying the law

of conservation of linear momentum, which in this case gives

mYvY 5mdvd: ð1:3:9Þ

Note that here we have assumed that the parent nucleus was at rest before the

decay. The velocity vY from this equation can now be substituted into equation 1.3.A

to get

Td 5
mY

mY 1md

� �
Qd: ð1:3:10Þ

Similarly, the expression for the kinetic energy of the daughter nucleus is

given by

TY 5
md

md 1mY

� �
Qd: ð1:3:11Þ

Let us now write the Q-value relations for α and β decays.

α-decay: Qα 5 ðmX 2mY 2mαÞc2
β-decay: Qβ 5 ðmX 2mY 2mβÞc2

Note that the above relation is valid for nuclear masses only. For atomic masses,

the following equations should be used

α-decay: Qα 5 ðMX 2MY 2MαÞc2
β-decay: Qβ5 ðMX 2MY Þc2

Here M stands for atomic mass; that is, Mα is the mass of the helium atom and

not the helium nucleus.
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Example:

Determine whether actinium-225 can decay through α as well as β modes.

Solution:

The α decay reaction for actinium-225 can be written as

225
89Ac ! 221

87Fr1
4
2He:

The Q-value for this reaction in terms of atomic masses is

Qα 5 ðMAc 2MFr 2MαÞ931:502
5 ð225:023229Þ2 221:0142542 4:002603Þ 931:502
5 5:93 MeV:

If actinium went through β-decay, the decay equation would be written as

225
89Ac ! 225

90Th1 e;

with a Q-value in terms of atomic masses given by

Qβ 5 ðMAc 2MThÞ931:502
5 ð225:0232292 225:023951Þ 931:502
52 0:67 MeV:

Since the Q-value is positive for α-decay, we can say with confidence that

actinium-225 can emit α-particles. On the other hand, a negative Q-value for

β-decay indicates that this isotope cannot decay through electron emission.

1.3.B The decay equation

Radioactive decay is a random process and has been observed to follow Poisson

distribution (see chapter on Statistics). What this essentially means is that the rate

of decay of radioactive nuclei in a large sample depends only on the number of

decaying nuclei in the sample. Mathematically, this can be written as

dN

dt
~2N

or
dN

dt
52λdN:

ð1:3:12Þ

Here dN represents the number of radioactive nuclei in the sample in the time

window dt. λd is a proportionality constant generally referred to in the literature as
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the decay constant. In this book the subscript d in λd will be used to distinguish it

from the wavelength symbol λ that was introduced earlier in the chapter.

Conventionally, both of these quantities are represented by the same symbol λ. The
negative sign signifies the fact that the number of nuclei in the sample decreases

with time. This equation, when solved for the number N of the radioactive atoms

present in the sample at time t, gives

N5N0e
2λdt; ð1:3:13Þ

where N0 represents the number of radioactive atoms in the sample at t5 0.

Equation (1.3.13) can be used to determine the decay constant of a radionuclide,

provided we can somehow measure the amount of decayed radionuclide in the sam-

ple. This can be fairly accurately accomplished by a technique known as mass spec-

troscopy (details can be found in the chapter on Spectroscopy). If the mass of the

isotope in the sample is known, the number of atoms can be estimated from

N5
NA

wn

mn; ð1:3:14Þ

where NA5 6.023 1023 is the Avogadro number, wn is the atomic weight of the

radionuclide, and mn is its mass as determined by mass spectroscopy.

Although this technique gives quite accurate results, it requires sophisticated

equipment that is not always available. Fortunately, there is a straightforward exper-

imental method that works almost equally well for nuclides that do not have very

long half-lives. In this method the rate of decay of the sample is measured using a

particle detector capable of counting individual particles emitted by the radionu-

clide. The rate of decay A, also called the activity, is defined as

A52
dN

dt
5λdN: ð1:3:15Þ

Using this definition of activity, Eq. (1.3.13) can also be written as

A5A0e
2λdt; ð1:3:16Þ

where A05λdN0 is the initial activity of the sample.

Since every detection system has some intrinsic efficiency E with which it can

detect particles, the measured activity C would be lower than the actual activity by

the factor E.

C 5AA

5A 2
dN

dt

2
4

3
5

5AλdN

ð1:3:17Þ
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The detection efficiency of a good detection system should not depend on the

count rate as this would imply nonlinear detector response and consequent uncer-

tainty in determining the actual activity from the observed data. The above equation

can be used to determine the count rate at t5 0:

C0 5AλdN0 ð1:3:18Þ

The above two equations can be substituted in Eq. (1.3.13) to give

C5C0e
2λdt: ð1:3:19Þ

What this equation essentially implies is that the experimental determination of

the decay constant λ is independent of the efficiency of the detection system,

although the counts observed in the experiment will always be less than the actual

decays. To see how the experimental values are used to determine the decay con-

stant, let us rewrite Eqs. (1.3.16) and (1.3.19) as

lnðAÞ52λt1 lnðA0Þ and ð1:3:20Þ

lnðCÞ52λt1 lnðC0Þ: ð1:3:21Þ

Hence if we plot C versus t on a semi-logarithmic graph, we should get a straight

line with a slope equal to 2λ. Figure 1.3.2 depicts the result of such an experiment.

The predicted activity has also been plotted on the same graph using Eq. (1.3.20).

The difference between the two lines depends on the efficiency, resolution, and

accuracy of the detector. Equation (1.3.13) can be used to estimate the average time

a nucleus would take before it decays. This quantity is generally referred to as

Time

ln
(C

 o
r 

A
)

ln(C)

Regression line

ln(A)

Slope = −λd

Figure 1.3.2 Experimental determination of decay constant.
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“lifetime” or “mean life” and is denoted by the symbol τ or T. In this book it will

be denoted by the symbol τ. The mean life can be calculated from

τ5
1

λd

: ð1:3:22Þ

Another parameter that is extensively quoted and used is the half-life. It is

defined as the time required by half of the nuclei in a sample to decay. It is given by

T1=2 5 0:693τ5
lnð2Þ
λd

: ð1:3:23Þ

Since mean and half-lives depend on the decay constant, the experimental proce-

dure to determine the decay constant can be used to find these quantities as well. In

fact, whenever a new radionuclide is discovered, its half-life is one of the first

quantities to be experimentally determined. The half-life of a radionuclide can

range from a microsecond to millions of years. Unfortunately, this experimental

method to determine the half-life does not work very well for nuclides having very

long half-lives. The reason is quite simple: For such a nuclide the disintegration

rate is so low that the difference in counts between two points in time is insignif-

icantly small. As we saw earlier in this section, for such radionuclides, other techni-

ques such as mass spectroscopy are generally employed.

Example:

Derive the equations for mean and half-lives of a radioactive sample.

Solution:

To derive the equation for mean life we take the weighted mean of the decay

time t:

τ5

ÐN
0

tdNÐN
0

dN

Using N5N0e
2λdt; the integral in the denominator becomes

ÐN
0

dN52λdN0

ÐN
0

e2λdtdt

5N0 e2λdt
�� ��N

0

52N0:

The integral in the numerator can be solved through integration by parts as

follows.
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ÐN
0

tdN52λdN0

ÐN
0

te2λdtdt

52λdN0 2
teλdt

λd

������
������
N

0

1
1

λd

ðN
0

e2λdtdt

2
4

3
5

The first term on the right side vanishes for t5 0 and at t!N (a function

vanishes at infinity if its derivative vanishes at infinity). Therefore, the inte-

gral becomes

ÐN
0

tdN52N0

ÐN
0

e2λdtdt

5
N0

λd

e2λdt
�� ��N

0

52
N0

λd

:

Hence the mean life is

τ5
2N0=λd

N0

5
1

λd

Since half-life represents the time taken by half of the atoms in a sample to

decay, we can simply replace N by N0/2 in Eq. (1.3.13) to get

1

2
5 e2λdT1=2

eλdT1=2 5 2

T1=2 5
lnð2Þ
λd

5 lnð2Þτ5 0:693τ:
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Example:

The half-life of a radioactive sample is found to be 45 days. How long would

it take for 2 moles of this material to decay into 0.5 mole?

Solution:

Since T1/25 45 days, therefore

λd 5
lnð2Þ
T1=2

5
lnð2Þ
45

5 15:43 1023day21:

Since mole M is proportional to the number of atoms in the material,

Eq. (1.3.13) can also be written in terms of number of moles:

M5M0e
2λdt

Taking the natural log of both sides of this equation gives

t5
1

λd

ln
M0

M

� �
:

Hence the time it will take for 1.5 moles of this material to decay is

t5
1

15:43 1023
ln

�
2:0

0:5

�
� 90 days:

1.3.C Composite radionuclides

A problem often encountered in radioactivity measurements is that of determining

the activity of individual elements in a composite material. A composite material is

one that contains more than one radioisotope. Most of the radioactive materials

found in nature are composite.

Let us suppose we have a sample that contains two isotopes having very differ-

ent half-lives. Intuitively thinking, we can say that the semi-logarithmic plot of

activity versus time in such a case will deviate from a straight line of single iso-

topes. The best way to understand this is by assuming that the composite material

has one effective decay constant. But this decay constant will have time dependence

since as time passes the sample runs out of the short-lived isotope. Hence

Eqs. (1.3.20) and (1.3.21) will not be linear any more.

Figure 1.3.3 shows the activity plot of a composite radioactive material. Since we

know that each individual isotope should in fact yield a straight line, we can extrapo-

late the linear portion of the graph backward to get the straight line for the isotope
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with the longer half-life. We can do this because the linear portion shows that the

shorter lived isotope has fully decayed and the sample now contains essentially one

radioactive isotope. Then the straight line for the other isotope can be determined by

subtracting the total activity from the activity of the long-lived component.

Example:

The following table gives the measured activity in counts of a composite

radioactive sample with respect to time. Assuming that the sample contains

two radioactive isotopes, compute their decay constants and half-lives.

t (min) 0 30 60 90 120 150 180 210 240 270 300

A (cts/min) 2163 902 455 298 225 183 162 145 133 120 110

Solution:

Following the procedure outlined in this section, we plot the activity as a func-

tion of time on a semi-logarithmic graph (Figure 1.3.4). It is apparent from the

plot that after t5 120 min, ln(A) varies linearly with time. Using the least

square fitting algorithm we fit a straight line through points between t5 150

and t5 300 min. The equation is found to be

lnðAÞ523:283 1023t1 5:68:

This straight line represents the activity of the long-lived component in the

sample. Its slope gives the decay constant of the long-lived component, which

can then be used to obtain its half-life. Hence we get

ln
(A

)

Time

Slow decaying component

Fast decaying component

Measured activity

Figure 1.3.3 Experimental determination of decay constants of two nuclides in a composite

decaying material.
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.

λ1 5 3:283 1023min21

T1=2;15
0:693

λ1

5
0:693

3:283 1023

5 211:3 days:

To obtain the decay constant of the short-lived component, we extrapolate

the straight line obtained for the long-lived component up to t5 0 and then

subtract it from the observed data (see Figure 1.3.4). The straight line thus

obtained is given by

lnðAÞ523:553 1022t1 7:53:

The slope of this line gives the decay constant of the second isotope, which

can then be used to determine its half-life. Hence we have

.

λ2 5 3:553 1022min21

T1=2;25
0:693

λ1

5
0:693

3:553 1022

5 19:5 days:

Time (min)
0 50 100 150 200 250 300

C
ou

nt
s

210

310

Figure 1.3.4 Determination of decay parameters of two nuclides from observed effective

activity. The actual data are represented by (�). The solid and dashed lines represent the

long-lived and short-lived components, respectively.
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1.3.D Radioactive chain

We saw earlier that when a radionuclide decays, it may change into another element

or another isotope. This new daughter radionuclide may be unstable and radioactive

as well. The decay mode and half-life of the daughter may also be different from

the parent. Let us see how our radioactive decay equations can be modified for this

situation.

We will start with a sample composed of a parent and a daughter radionuclide.

There will be two processes happening at the same time: production of daughter

(decay of parent) and decay of daughter. The net rate of decay of the daughter will

then be the difference of these two rates; that is,

dND

dt
5λdPNP 2λdDND; ð1:3:24Þ

where subscripts P and D represent parent and daughter, respectively.

Using NP 5N0Pe
2λdPt; this equation can be written as

dND

dt
1λdDND 2λdPN0Pe

2λdPt 5 0: ð1:3:25Þ

Solution of this first-order linear differential equation is

ND 5
λdP

λdD 2λdP

N0Pðe2λdPt 2 e2λdDtÞ1N0De
2λdDt: ð1:3:26Þ

Here N0P and N0D are the initial number of parent and daughter nuclides, respec-

tively. In terms of activity A(5λN), the above solution can be written as

AD 5
λdD

λdD 2λdP

A0Pðe2λdPt 2 e2λdDtÞ1A0De
2λdDt: ð1:3:27Þ

Equations (1.3.26) and (1.3.27) have decay as well as growth components, as

one would expect. It is apparent from this equation that the way a particular mate-

rial decays depends on the half-lives (or decay constants) of both the parent and the

daughter nuclides. Let us now use Eq. (1.3.27) to see how the activity of a freshly

prepared radioactive sample would change with time. In such a material, the initial

concentration and activity of the daughter nuclide will be zero: N0D5 0, A0D5 0.

This condition reduces Eq. (1.3.27) to

AD 5
λdD

λdD 2λdP

A0Pðe2λdPt 2 e2λdDtÞ: ð1:3:28Þ

The first term in parentheses on the right side of this equation signifies the

buildup of daughter due to decay of the parent, while the second term represents

the decay of the daughter. This implies that the activity of the daughter increases
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with time and, after reaching a maximum, ultimately decreases (Figure 1.3.5). This

point of maximum daughter activity tmax
D can be easily determined by requiring

dAD

dt
5 0:

Applying this condition to Eq. (1.3.28) gives

tmax
D 5

ln λdD=λdP

� 	
λdD 2λdP

: ð1:3:29Þ

Example:

Derive the relation for the time behavior of buildup of a stable nuclide from a

radioactive element.

Solution:

Assuming the initial concentration of daughter to be zero (N0D5 0),

Eq. (1.3.26) can be used to determine the concentration of the daughter

nuclide at time t.

ND 5
λdP

λdD 2λdP

N0Pðe2λdPt 2 e2λdDtÞ

Since the daughter nuclide is stable, we can substitute λdD5 0 in the above

equation to get the required relation:

ND 5N0Pð12 e2λdPtÞ

A
ct

iv
ity

max

Time

AP

t

AD

D

Figure 1.3.5 Typical parent and daughter nuclide activities.
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In most cases the radioactive decay process does not stop at the decay of

the daughter nuclide as depicted by Eq. (1.3.26). Instead, the nuclides continue

to decay into other unstable nuclides until a stable state is reached. Assuming

that the initial concentrations of all the nuclides except for the parent are zero,

Eq. (1.3.28) can be generalized for a material that undergoes several decays.

The generalization was first done by Bateman in 1910 [8]. The Bateman equa-

tion for the concentration of ith radionuclide is

NiðtÞ5λd1λd2. . .λdði21ÞN01

Xi
j51

e2λdjt

L
k51;k 6¼j

ðλdk 2λdjÞ
; ð1:3:30Þ

provided N0i5 0 for i. 1. In terms of activity, the Bateman equation can be

written as

AiðtÞ5λd2. . .λdiA01

Xi
j51

e2λdj t

L
k51;k 6¼j

ðλdk 2λdjÞ
: ð1:3:31Þ

Example:

A 50 μCi radioactive sample of pure 222
88Rn goes through the following series

of decays:

222
88 RnðT1=253:82 daysÞ! 222

88 PoðT1=253:05minÞ! 214
82 PbðT1=2526:8minÞ

! 214
83 BiðT1=2519:7minÞ

Compute the activity of its decay products after 3 h.

Solution:

Activity of 222
88Rn

The decay constant of 222
88Rn can be calculated from its half-life as follows:

λd1 5
lnð2Þ
T1=2

5
0:693

3:823 243 60

5 1:263 1024min21
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Since we have a pure sample of radon-222, its activity after 3 h can be cal-

culated from Eq. (1.3.16).

A1 5A01e
2λd1t

5 50 e21:263 1024 3 33 60
h i

5 48:88 μCi

Activity of 218
84Po

The decay constant of 218
84Po is

λd2 5
lnð2Þ
T1=2

5
0:693

3:05

5 0:227 min21:

Since polonium-218 is the first daughter down the radioactive chain of

radon-222, we use i5 2 in Bateman Eq. (1.3.31) to get

A2 5λd2A01

e2λd1t

ðλd2 2λd1Þ
1

e2λd2t

ðλd1 2λd2Þ

2
4

3
5

5 0:2273 50
e21:263 1024 3 33 60

ð0:2272 1:263 1024Þ 1
e20:2273 33 60

ð1:263 10242 0:227Þ

2
4

3
5

5 48:9 μCi

A point worth noting here is that the second term in the parentheses on the

right side of the above equation is negligible as compared to the first term and

could have safely been omitted from the calculations.

Activity of 214
82Pb

The decay constant of 214
82Pb is

λd3 5
lnð2Þ
T1=2

5
0:693

26:8

5 0:0258 min21:

To calculate the activity of this isotope of lead after 3 h we use i5 3 in

Bateman Eq. (1.3.31).
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A3 5λd2λd3A01

e2λd1t

ðλd2 2λd1Þðλd3 2λd1Þ
1

e2λd2t

ðλd1 2λd2Þðλd3 2λd2Þ

2
4

3
51

λd2λd3A01

e2λd3t

ðλd1 2λd3Þðλd2 2λd3Þ

2
4

3
5

Due to high decay constants of 218
84Po and 214

82Pb the second and third terms

on right-hand side can be neglected. Hence we get

A3 � λd2λd3A01

e2λd1t

ðλd2 2λd1Þðλd3 2λd1Þ

2
4

3
5

5 0:2273 0:02583 50
e21:263 1024 3 33 60

ð0:2272 1:263 1024Þð0:02582 1:263 1024Þ

2
4

3
5

5 49:14 μCi:

Activity of 214
83Bi

The decay constant of 214
83Bi is

λd4 5
lnð2Þ
T1=2

5
0:693

19:7

5 0:0352 min21:

The Bateman’s equation for i5 4 will also contain negligible exponential

terms as we saw in the previous case. Hence we can approximate the activity

of 214
83Bi after 3 h by

A4 � λd2λd3λd4A01

e2λd1t

ðλd2 2λd1Þðλd3 2λd1Þðλd4 2λd1Þ

2
4

3
5

5 49:32 μCi:

1.3.E Decay equilibrium

Depending on the difference between the decay constants of parent and daughter

nuclides, it is possible that after some time their activities will reach a state of

equilibrium. Essentially, there are three scenarios leading to different long-term

states of a radioactive material. These are termed secular equilibrium, transient

24 Physics and Engineering of Radiation Detection



equilibrium, and no equilibrium states. For the discussion in this section we will

assume a radioactive material that has a parent and a daughter only. However, the

assertions will also be valid for materials that go through a number of decays.

E.1 Secular equilibrium

If the activity of the parent becomes equal to that of the daughter, the two nuclides

are said to be in secular equilibrium. This happens if the half-life of the parent is

much greater than that of the daughter; that is,

TP
1=2cTD

1=2 or λdP{λdD

Let us see if we can derive the condition of equal activity from Eq. 1.3.28. It is

apparent that if λdP{λdD; then as t!N,

e2λdDtce2λdPt;

and hence we can neglect the second term on right side of Eq. 1.3.28. The daughter

activity in this case is given approximately by

AD C
λdD

λdD 2λdP

A0Pe
2λdPt

5
λdD

λdD2λdP

AP

ð1:3:32Þ

or

AP

AD

C12
λdP

λdD

: ð1:3:33Þ

Since λdP{λdD, we can neglect the second term on the right-hand side of this

equation. Hence we have

APCAD:

This shows that if the half-life of the parent is much greater than that of the

daughter, then the material eventually reaches a state of secular equilibrium in

which the activities of parent and daughter are almost equal. The behavior of such a

material with respect to time is depicted in Figure 1.3.6.

An example of a material that reaches secular equilibrium is 237
93Np. Neptunium-

237 decays into protactinium-233 through α-decay with a half-life of about

2.143 106 years. Protactinium-233 undergoes β-decay with a half-life of about

27 days.
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Example:

How long would it take for protactanium-233 to reach secular equilibrium

with its parent neptunium-237?

Solution:

Since the half-life of the parent is much larger than that of the daughter, we

can safely assume that at the state of secular equilibrium the activity of the

daughter will be nearly equal to the initial activity of the parent; that is,

ADCA0P:

Substitution of this in Eq. (1.3.32) gives

λdD

λdD 2λdP

e2λdPtC1

.t C
1

λdP

ln
λdD

λdD 2λdP

0
@

1
A:

The decay constants of the two materials are

λdP 5
lnð2Þ
TP
1=2

5
lnð2Þ

2:143 1063 365
5 8:873 10210day21

A
ct

iv
ity

AP

AD

T
P

1/2 >> T
D

1/2

Time

Figure 1.3.6 Activities of parent and daughter nuclides as a function of time for a material

that eventually reaches the state of secular equilibrium. The half-life of the parent in such a

material is so large that it can be considered stable.
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λdD 5
lnð2Þ
TD
1=2

5
lnð2Þ
27

5 2:573 1022day21

Hence the required time is given by

tC
1

8:873 10210
ln

2:573 1022

2:573 1022 2 8:873 10210

0
@

1
A:

5 38:9 days

Interestingly enough, this is exactly the mean life of protactanium-233 and

it shows that, after about one mean life of the daughter, its activity becomes

approximately equal to that of the parent.

E.2 Transient equilibrium

Parent and daughter nuclides can also exist in a transient state of equilibrium in

which their activities are not equal but differ by a constant fraction. This happens

when the half-life of the parent is only slightly higher than that of the daughter;

that is,

TP
1=2 . TD

1=2 or λdP ,λdD:

The approximate activity 1.3.33 derived earlier is valid in this situation as well.

AP

AD

C12
λdP

λdD

However, now we cannot neglect the second term on the right side as we did in

the case of secular equilibrium. In this case the ratio of parent to daughter activities

is a constant determined by the ratio of parent to daughter decay constants.

Figure 1.3.5 shows the typical behavior of such a material. A common example of

transient equilibrium decay is the decay of 212
82Pb into 212

83Bi.

E.3 No equilibrium

If the half-life of a parent is less than the half-life of the daughter; that is,

TP
1=2 , TD

1=2 or λdP .λdD;
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then the activity due to the parent nuclide will diminish quickly as it decays into

the daughter. Consequently, the net activity will be determined solely by the activ-

ity of the daughter. Figure 1.3.7 depicts this behavior graphically.

1.3.F Branching ratio

In the preceding sections we assumed that the nuclides decayed through a single

mode. This assumption is, however, not always valid. In fact, the majority of

nuclides actually decay through a number of modes simultaneously with different

decay constants. Branching ratio is a term used to characterize the probability

of decay through a mode with respect to all other modes. For example, if a nuclide

decays through α and γ modes with branching ratios of 0.8 and 0.2, this would

imply that an α-particle is emitted in 80% of decays, while photons are emitted in

20% of decays. The total decay constant λd,t of such a nuclide having N decay

modes is obtained by simply adding the individual decay constants.

λd;t 5
Xn
i51

λd;i ð1:3:34Þ

Here λd,i represents the decay constant of the ith mode for a material that decays

through a total of n modes. The total decay constant can be used to determine the

effective activity and other related quantities. The expressions for the effective half

T
P

1/2 < T1/2
D

A
ct

iv
ity

AD

AP

Time

Figure 1.3.7 Activities of parent and daughter nuclides as a function of time for a material

that never reaches a state of equilibrium. The parent in such a material is shorter lived than

the daughter.
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and mean lives can be obtained by substituting T1/2,i5 0.693/λd,i and τi5 1/λd,i for
the ith decay mode in the above equation. This gives

1

T1=2:e
5
Xn
i51

1

T1=2:i
ð1:3:35Þ

and
1

τe
5
Xn
i51

1

τi
; ð1:3:36Þ

where T1/2,e and τe represent the effective half and mean lives, respectively.

1.3.G Units of radioactivity

Since the most natural way to measure the activity of a material is to see how many

disintegrations per unit time it is going through, the units of activity are defined in

terms of disintegrations per second. For example, 1 Becquerel corresponds to 1 dis-

integration per second and 1 curie is equivalent to 3.73 1010 disintegrations per

second. A curie is a much larger unit than a Becquerel and is therefore more com-

monly used. However, for most practical sources used in laboratories, the curie is

too large. Therefore, its subunits of milli-curie and micro-curie are more commonly

found in the literature. The subunits of curie and interconversion factors of curie

and Becquerel are given below.

1 Ci 5 3:73 1010 disintegrations=s

1 mCi5 1023Ci5 3:73 107 disintegrations=s

1 μCi 5 1026Ci5 3:73 104 disintegrations=s

1 Bq 5 1 disintegration=s

1 Bq 5 2:7033 10211 Ci

1.4 Activation

It is possible to induce radioactivity into materials by letting them interact with radi-

ation. This process is known as activation and is extensively used to produce radio-

active particle sources and activation detectors. The radiation emitted by the

activated material is generally referred to as residual radiation. Most of the acti-

vated materials emit γ- and β-particles but, as we will see later, it is possible to acti-

vate materials that emit heavier particles.

To activate a material, it must be irradiated. As soon as the irradiation starts, the

material starts decaying. This means that both processes of irradiation and decay

are happening at the same time. The rate of decay would, of course, depend on the
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half-life of the activated material. Let Ract be the rate of activation for the sample. The

rate of change in the number of activated atoms N in the material is then given by

dN

dt
5Ract 2λdN; ð1:4:1Þ

where the second term on the right-hand side represents the rate of decay. λd is the
decay constant of the activated material. Integration of the above equation yields

NðtÞ5 Ract

λd

ð12 e2λdtÞ; ð1:4:2Þ

where we have used the boundary condition: at t5 0, N5 0. We can use the above

equation to compute the activity A of the material at any time t. For that we multi-

ply both sides of the equation by λd and recall that λdN�A. Hence we have

A5Ractð12 e2λd tÞ: ð1:4:3Þ

Note that the above equation is valid for as long as irradiation is in process at a

constant rate. In activation detectors, a thin foil of an activation material is placed

in the radiation field for a time longer than the half-life of the activated material.

The foil is then removed and placed in a setup to detect the decaying particles. The

count of decaying particles is used to determine the activation rate and thus the

radiation field.

The activation rate Ract in the above equations depends on the radiation flux6 as

well as the activation cross section of the material. In general, it has energy depen-

dence due to the energy dependence of the activation cross section. However, to get

an estimate, one can use a cross section averaged over the whole energy spectrum

of the incident radiation. In that case, the average activation rate is given by

Ract 5VΦσact; ð1:4:4Þ

where V is the total volume of the sample, Φ is the radiation flux, and σact is the

spectrum-averaged activation cross section.

The behavior of Eq. (1.4.3) is graphically depicted in Figure 1.4.1. Since the

decay rate depends on the number of activated atoms, the number of atoms avail-

able for decay increases with time. The exponential increase in activity eventually

reaches an asymptotic value equal to the activation rate.

1.5 Sources of radiation

Radiation sources can be broadly divided into two categories: natural and man-made.

6Radiation or particle flux represents the number of particles passing through a unit area per unit time.

We will learn more about this quantity in the next chapter.
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1.5.A Natural sources

There are three types of natural sources of radiation: cosmic, terrestrial, and inter-

nal. Exposure from most of these sources is very minimal and is not known to cause

any measurable damage to our bodies. However, as we will see later in this section,

there are some potentially hazardous materials, such as radon in our surroundings,

which indeed are a cause of concern since they are capable of delivering high inte-

grated doses.

A.1 Cosmic radiation sources

Outer space is filled with radiation that comes from a variety of sources such as

burning (e.g., our Sun) and exploding (e.g., supernovae) stars. These bodies produce

immense amounts of radiation, some of which reaches Earth. Fortunately, the

Earth’s atmosphere acts as a shield against the worst of this radiation. For example,

ultraviolet rays from the Sun are blocked by the ozone layer. However, not all of

the harmful radiation is blocked; some reaches the surface of Earth, causing skin

burns and cancer in people who remain exposed to sunlight for extended periods of

time. The situation is worse in places where the ozone layer has been depleted.

On top of these localized sources of radiation, there is also background radiation

of low-energy photons. This radiation is thought to be the remnant of the so-called

big bang that created this universe. It is known as cosmic microwave background

radiation since the photon spectrum peaks in the microwave region of the electro-

magnetic spectrum. Although these photons reach the Earth’s surface, due to their

low energies, they are not deemed harmful.

Apart from photons, there are other particles as well that are constantly being

produced in space. Most of them, however, never reach the Earth’s surface either

A0 =Ract

A
ct

iv
ity

Time

Figure 1.4.1 Buildup of activity in a sample undergoing activation through constant

irradiation. The activity eventually reaches an asymptotic value approximately equal to the

activation rate Ract.

31Properties and sources of radiation



due to magnetic deflection or the Earth’s upper protective atmosphere. Some of

these particles, such as muons, electrons, and neutrinos, are produced when other

cosmic particles interact with atoms in the upper atmosphere. Earth’s surface is con-

stantly being bombarded by these low-energy particles, but due to their low-

interaction probabilities, they are not considered to cause any significant health

hazard.

Some of the muons and neutrinos that are directly produced by luminous objects

in space also manage to reach Earth due to their low-interaction cross sections.

A.2 Terrestrial radiation sources

This type of radiation is present in small quantities all around us and is more or less

inescapable. Our surroundings, the water we drink, the air we breathe, and the food

we consume, all are contaminated with minute quantities of radiation-emitting iso-

topes. Even though these isotopes are considered extremely hazardous, they do not

cause any appreciable harm to our bodies except when they are present in higher

than normal concentrations.

The main source of terrestrial radiation is the element uranium and its decay pro-

ducts such as thorium, radium, and radon. Although the overall natural concentra-

tion of these radioactive materials is within the range of tolerance for humans,

some parts of the world have been identified where higher levels of uranium and

thorium in surface soil have increased the radiation to dangerous levels.

Unfortunately, man has also contributed to this dilemma by carrying out nuclear

explosions and by dumping nuclear waste.

The two isotopes of radon, 222Rn and 220Rn, and their daughter products are the

most commonly found hazardous radioactive elements in our surroundings. The

main cause of concern with respect to these α-emitting isotopes is their inhalation

or digestion, in which case the short-range α-particles continuously cause damage

to internal organs that can lead to cell mutations and ultimately cancer.

A.3 Internal radiation sources

Our bodies contain some traces of radioactive elements that continuously expose

our tissues to low levels of radiation. This internal radiation primarily comes from

potassium-40 and carbon-14 isotopes. However, the absorbed dose and damage to

tissues due to this radiation are minimal.

1.5.B Man-made sources

Right after the discovery of radiation and realization of its potential, scientists

started working on developing sources that can be used to produce radiation in con-

trolled laboratory environments. These sources are made for specific purposes and

generally give off one type of radiation. Common examples of such sources are

� medical X-ray machines,
� airport X-ray scanners,
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� isotopes used in nuclear medicine,
� particle accelerators, and
� lasers.

Of all these sources, those used in medical diagnostics and therapy expose the

public to the most significant amounts of radiation. For example, a single chest

X-ray exposes the patient to about 20 mrem of radiation, which is a significant frac-

tion of the B360 mrem of total radiation exposure allowed to the general public

due to all types of radiation. Repeated X-rays of patients are therefore discouraged

unless there is absolute medical necessity.

There are also some consumer products that give off radiation as a by-product.

Examples of such sources are

� television,
� smoke detectors, and
� building materials.

As we saw in the section on radioactivity, there are a large number of naturally

occurring and man-made isotopes that emit different kinds of radiation. Depending

on their half-lives, types of radiation they emit, and their energies, some of these

radioisotopes have found applications in a variety of fields. A lot of research has

therefore gone into developing methodologies for making isotopes for specific

purposes.

A variety of methods are used to produce radioisotopes. For example, a common

method is the bombardment of stable elements with other particles (such as neu-

trons or protons), a process that destabilizes the nuclides, resulting in their decay

with emission of other particles. Another method is to extract unstable isotopes

from the spent fuel of nuclear reactors. Some of the frequently produced radioactive

elements and their common uses are listed in Table 1.5.1.

Table 1.5.1 Common radioactive isotopes of elements

Element Common isotopes

(decay mode)

Common use

Cobalt 60
27CoðβÞ Surgical instrument sterilization

Technetium 99
43TcðβÞ Medical diagnostics

Iodine 123
53Iðβ;ECÞ; 12953IðβÞ; 13153IðβÞ Medical diagnostics

Xenon 133
54XeðβÞ Medical diagnostics

Cesium 137
55CsðβÞ Treatment of cancers

Iridium 192
77IrðβÞ Integrity check of welds and parts

Polonium 210
84PoðαÞ Static charge reduction in photographic

films

Thorium 229
90ThðαÞ Extend life of fluorescent lights

Plutonium 238
94PuðαÞ α-particle source

Americium 241
95AmðαÞ Smoke detectors
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1.6 General properties and sources of particles
and waves

The interaction of particles with atoms is governed by quantum mechanical pro-

cesses that depend on the properties of both incident particles and target atoms.

These properties include mass, electrical charge, and energy. In most cases, the

target atoms can be considered to be at rest with respect to the incident particles,

which greatly simplifies the calculations needed to predict their properties after the

interaction has taken place.

Strictly speaking, it is not necessary to know the internal structure of a particle

to understand its gross properties (except for properties that are not needed in usual

radiation measurements, such as a neutron’s magnetic moment). However, to make

our discussion complete, let us have a look at our present knowledge of most com-

mon particles and their internal structures. According to the Standard Model of par-

ticle physics, on the fundamental level there are only a few particles, which in

different combinations form heavier and more stable particles. For example, both

protons and neutrons are composed of three fundamental particles called quarks.

The nature of these quarks determines whether the result is a proton or a neutron.

The Standard Model tells us that there are six types of quarks and another breed of

elementary particles called leptons. These particles are regarded as elementary par-

ticles. There are six leptons in the Standard Model: electron, tau, muon, and their

respective neutrinos. Even though these particles are not known to be composed of

other particles, there are theoretical models and empirical evidence that suggest that

they might have internal structures.

As a comprehensive discussion on elementary particles is beyond the scope of

this book, we will end this discussion here and refer curious readers to introductory

texts on particle physics [17,16] for detailed explanations.

In order to understand the interaction mechanisms of different particles it is nec-

essary to first explore their properties. In the following sections we will survey

some of the important particles with respect to the field of radiation detection and

discuss their properties. How these particles interact with matter will be discussed

in the next chapter.

1.6.A Photons

A photon represents one quantum of electromagnetic energy and is treated as a fun-

damental particle in the Standard Model of particle physics. In this model the pho-

ton is assumed to have no rest mass (although it is never at rest!).

Although photons are commonly associated with visible light, it should be noted

that visible light spans a very narrow region of their full energy spectrum

(Figure 1.6.1). Also, what we see as visible light is not really considered to be com-

posed of individual photons, but rather a superposition of a number of photons.

Photons are actually involved in all types of electromagnetic interactions. The whole

wireless communications on which we are so dependent nowadays is made possible

by photons in the microwave and radio-frequency regions. At the fundamental level,
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a photon is regarded as a quantum of excitation in the underlying electromagnetic

field. For example, whenever a charged particle moves (such as a changing current

in a wire), it creates electromagnetic waves around it that propagate in space. These

waves are considered to be excitations in the underlying electromagnetic field, and a

quantum of these excitations is called a photon.

The energy carried by a photon can be absorbed in a number of ways by other

particles with which it interacts. Also, like other particles, a photon can be scattered

off of other particles. We’ll discuss these interactions in detail in the next chapter.

In terms of radiation exposure and biological damage, we are generally con-

cerned with high-energy photons, such as γ-rays, X-rays, and ultraviolet rays.

Having high energies, these photons can penetrate deep inside materials and cause

more damage than the low-energy photons.

Basic properties of photons

Rest mass5Zero

Electrical charge5Zero

Energy5 hν5 hc
λ

Momentum5 hc
λ

Examples: visible light, X-rays, γ-rays

An important property of photons is that they carry momentum even though they

have no rest mass. The momentum pγ of a photon with energy E, frequency v, and

wavelength λ is given by,

pγ 5
E

c
5

hν
c

5
h

λ
ð1:6:1Þ
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Figure 1.6.1 Electromagnetic spectrum.

35Properties and sources of radiation



A.1 Sources of photons

Photons play very important roles not only in physics but also in engineering, medi-

cal diagnostics, and treatment. For example, laser light is used to correct vision, a

process called laser surgery of the eye. In medical diagnostics, X-rays are used to

make images of internal organs. In the following we will look at some of the most

important of sources of photons that have found wide applications in various fields.

X-ray machine
Since X-rays are high-energy photons and can cause considerable damage to tis-

sues, they are produced and employed in controlled laboratory environments.

Production of X-rays is a relatively simple process in which a high Z target (i.e., an

element having a large number of protons, such as tungsten or molybdenum) is

bombarded with high-velocity electrons (Figure 1.6.2). This results in the produc-

tion of two types of X-rays: Bremsstrahlung and characteristic X-rays.

Bremsstrahlung (a German word for braking radiation) refers to the radiation

emitted by charged particles when they decelerate in a medium (Figure 1.6.3). In

the case of X-rays, the high-energy electrons decelerate quickly in the target mate-

rial and hence emit Bremsstrahlung. The emitted X-ray photons have a continuous

energy spectrum (Figure 1.6.4) since there are no quantized energy transitions

involved in this process. Bremsstrahlung are the X-rays that are usually employed

to produce images of internal objects (such as internal body organs in medical

diagnostics).

The electrons incident on a target may also attain sufficient energies to knock

off electrons from the internal atomic shells of target atoms, leaving them in

unstable states. To regain atomic stability, the electrons from higher energy levels

quickly fill these gaps. Since the energy of these electrons is higher than the energy

needed to stay in the new orbits, the excess energy is emitted in the form of X-ray

photons (see Figure 1.6.3). These so-called characteristic X-ray photons have ener-

gies equal to the difference between the two energy levels (see Figure 1.6.4). The

Glass enclosure (vacuumed)

Target

Electron
cloud

+V
−V

Heater
Heat dissipation
arrangement

X-rays

Figure 1.6.2 Sketch of a typical X-ray tube.
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energy of characteristic X-rays does not depend on the energy or intensity of the

incident electron beam because the emitted photons always have energy characteris-

tic of the difference in the corresponding atomic energy levels. Since different ele-

ments may have different atomic energy levels, the energy of the emitted

characteristic X-ray photons can be fairly accurately predicted.

KL

Κ(α)

M

Incident electron

Orbital electron

X-rays

Κ(β)

Bremsstrahlung

Figure 1.6.3 Physical process of generation of characteristic X-rays and Bremsstrahlung.
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Figure 1.6.4 A typical X-ray tube spectrum showing Bremsstrahlung continuum and peaks

corresponding to characteristic X-rays.
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X-ray tube spectra generally have more than one characteristic X-ray peak since

there are a number of electronic transitions possible following a vacancy created in

one of the inner electronic shells. If an electron from the innermost K-shell is

knocked off, the vacancy can in principle be filled by any of the electrons in the

outer shells. If an electron from the L-shell jumps in to fill the vacancy, a photon

with an energy of Eγ5EL�EK is emitted. A large number of such photons would

appear as a prominent peak in the spectrum. Such a peak is generally referred to

as Kα peak. A Kβ peak is the result of the transition of M-shell electrons to the

K-shell, giving off photons with an energy of Eγ5EM�EK (see Figure 1.6.3).

In an X-ray tube the target (anode) is kept very close (typically 1�3 cm) to the

source of electrons (cathode). A high electric potential between cathode and anode

accelerates the electrons to high velocities. The maximum kinetic energy in electron

volts attained by these electrons is equal to the electric potential (in volts) applied

between the two electrodes. For example, an X-ray machine working at a potential

of 30 kV can accelerate electrons up to a kinetic energy of 30 keV.

X-ray machines are extremely inefficient in the sense that 99% of their energy is

converted into heat and only 1% is used to generate X-rays.

Example:

Calculate the maximum velocity attained by an electron in an electric poten-

tial of 40 kV.

Solution:

An electron in an electric field of 40 kV can attain a maximum kinetic energy of

Tmax 5 ð403 103Þð1:6023 10219Þ
5 6:4083 10215 J

5 40 keV:

Assuming that the electron velocity is non-relativistic (i.e., ve{c), we can

write its maximum kinetic energy as

Tmax 5
1

2
mev

2
max;

where vmax represents the maximum kinetic energy of the electron. Therefore,

the required velocity is

vmax 5
2Tmax

me

2
4

3
5
1=2

5
ð2Þð6:4083 10215Þ

9:13 10231

2
4

3
5
1=2

5 1:23 108 ms21:
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Synchrotron radiation
X-ray tubes are not the only means of producing X-rays. In high-energy particle

physics facilities, where particles are accelerated in curved paths at relativistic

velocities using magnetic fields, highly intense beams of photons, called synchro-

tron radiation, are naturally produced. We saw earlier that when electrons deceler-

ate in a medium they give rise to conventional X-rays called Bremsstrahlung. On

the other hand, the synchrotron radiation is produced when charged particles

are accelerated in curved paths. Although conceptually they represent the same

physical phenomenon, they can be distinguished by noting that Bremsstrahlung is

a product of tangential acceleration, while synchrotron radiation is produced by

centripetal acceleration of charged particles.

The spectrum of synchrotron radiation is continuous and extends over a broad

energy range, from infrared to hard X-rays. In general, the spectral distribution is

smooth, with a maximum near the so-called critical wavelength (Figure 1.6.5). Critical

wavelength divides the energy carried by the synchrotron radiation into two halves.

The X-rays produced as synchrotron radiation are extremely intense, highly col-

limated, and polarized (most of the wave vectors oscillate in the same plane) in

contrast to conventional X-rays, which have very low intensities, are very difficult

to collimate, and are completely unpolarized. However, the production of synchro-

tron radiation is far more expensive than conventional X-rays and therefore dedi-

cated synchrotron facilities have been developed around the world where beam

time is made available to researchers.

Laser
Laser (Light Amplification by Stimulated Emission of Radiation) is generated by

exploiting a quantum mechanical phenomenon called stimulated emission of
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Figure 1.6.5 Typical synchrotron radiation spectrum. Critical wavelength divides the total

delivered energy into two halves.
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photons. Stimulated emission is an optical amplification process in which the pho-

ton population is increased by allowing the incident photons to interact with atoms

or molecules in excited states. An excited atom, when struck by an incident photon

of some frequency and phase, emits another photon of the same frequency and

phase to relax to the ground state. The initial photon is not destroyed in the process

but goes on to create more photons. The result is an intense, highly collimated, and

coherent beam of light. In essence, the trick of producing laser is to somehow

increase the population of atoms or molecules in the excited state and maintain it

through external means. If more atoms or molecules are in an excited state than in

a ground state, the system is said to have reached population inversion. Laser light

is emitted for as long as this population inversion is maintained.

We saw earlier in the section on radioactive decay that the rate of spontaneous

emission is proportional to the number of nuclei in the sample. In the case of stimu-

lated emission this rate is proportional to the product of the number of atoms or mole-

cules of the lasing medium and the radiation density ρ(v) of the incident photons.

@N

@t
52B21ρðνÞN ð1:6:2Þ

Here B21 is a constant known as Einstein’s B coefficient and depends on the type

of atoms. Figure 1.6.6 shows the principle of operation of a typical gas laser. To

make stimulated emission possible, energy must be provided from some external

source. This so-called pump can be a simple light source. A semi-transparent mirror

at the exiting end and an opaque mirror at the other end of the laser cavity reflect

enough light to maintain the population inversion. A focusing lens at the other end

is used for further collimation of the laser light.

Lasers can be produced either as continuous waves or in the form of short-

duration pulses by a variety of materials in different states. Following are some of

the common types of lasers.

Gas lasers The active medium of such a laser is in gaseous atomic, molecular,

ionic, or metallic vapor form.

� Atoms: A very common example of such a laser is the He�Ne laser. It emits different

wavelengths of laser, including 632.8, 1152, and 543.5 nm.

Lasing medium

Pump

Laser beam

Focusing lens

Semi-transparent mirror

Mirror

Figure 1.6.6 Principle of lasing action in a gas.
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� Molecules: These lasers are produced by molecules of gases such as carbon dioxide and

nitrogen. Simple organic molecules, such as CF4, can also be employed for lasing action.

However, since these molecules have very narrow energy widths, they must be pumped

with another laser, such as CO2 laser. The wavelengths of these lasers fall in the far infra-

red region of the spectrum. Lasers can also be produced by molecules in short-lived

excited states. These so-called excimer (excited dimer) lasers are generally produced by

bonding a noble gas atom (such as argon, krypton, or xenon) with a halogen atom (chlo-

rine, flourine, bromine, iodine). Such molecules can only be produced in a short-lived

excited state with a lifetime of less than 10 ns. These are also referred to as exiplex

(excited complex) lasers.
� Ions: The lasing medium of an ion laser is generally an ionized noble gas such as Ar1 or

Kr1. Since most of the wavelengths of these low-power lasers fall within the visible

region of the electromagnetic spectrum, they are extensively used in the entertainment

industry to produce laser light shows.
� Metal Vapors: Lasing action can also be produced in metal vapors such as those of gold,

silver, and copper. These lasers are very efficient and capable of delivering high pulsed

power.

Liquid lasers Using liquid as a lasing material is best demonstrated by the so-

called dye lasers. These lasers use a combination of liquid organic dyes to produce

laser light with wavelengths that can be tuned over a specific region of the electro-

magnetic spectrum. The dyes used in such systems are fluorescent materials. To

force the population inversion, another light source is used, which may simply be a

lamp or another laser. The Nd-YAG laser is commonly used to pump dye lasers.

Other excimer or continuous wave lasers are also extensively used for the purpose.

Both pulsed and continuous modes of operation are available in dye lasers. A com-

monly used dye is Rhodamine-6G, which produces a spectrum of light centered at

590 nm. When pumped with a continuous wave laser, it can produce a power of

about 1 kWh. The main advantage of dye lasers is that they can be selectively tuned

to output laser in a specific wavelength range. Another advantage of using dyes as

lasing media is the very broad range of laser wavelengths that can be produced.

Solid-state lasers Solid lasing media can be conveniently categorized according

to their electrical conduction properties.

� Insulators: The first lasing material successfully used to generate laser light was ruby

crystal (Al2O3 with Cr13 as a low-level impurity). Since then a large number of electri-

cally insulated solids have been identified as efficient lasing media. Common examples of

such materials are Nd-YAG and Ti-sapphire.
� Semiconductors: Semiconductors have been found to be extremely cost effective in pro-

ducing low-power laser light. Because of their small size and ease of production, these

lasers are widely used in consumer products, such as laser printers and CD writers.

New developments During the past two decades a lot of research has been

carried out to develop highly intense and powerful lasers. Most of these research

activities have focused on producing lasers in the ultraviolet and X-ray regions of

the electromagnetic spectrum. Production of coherent light in these regions was first

successfully demonstrated in the mid-1980s. Since then a large number of these
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so-called X-ray lasers have been developed in different laboratories around the

world. A more recent advance has been the development of free electron lasers.

These highly powerful lasers (kW range) produce low-wavelength coherent light in

brief bursts and are generally tunable to a precise wavelength within their range of

operation.

Lasers have found countless applications in many diverse fields. From precision

heavy metal cutting to the delicate eye surgery, from CD burners to range finders,

lasers are now an essential part of our everyday lives.

Most of the lasers currently in use have spectra that fall within or around the vis-

ible light spectrum. A lot of work is now being directed toward production of new

laser materials and apparatus that could produce lower wavelength lasers that could

deliver more power to the target in a shorter period of time. Some success has

already been achieved in developing such lasers.

Although very useful, lasers can be extremely hazardous, especially to the skin

and eyes. They can cause localized burning, leading to permanent tissue damage

and even blindness. Since the possibility and degree of harm depends on the wave-

length (or energy), intensity, and time of exposure, the regulatory commissions

have classified lasers in different classes: Class-I lasers are known to be safe and

would not cause any damage to eyes even after hours of direct exposure. Class-IV

lasers, on the other hand, are extremely dangerous and can cause irreversible dam-

age including permanent blindness. The lasers between these two classes are neither

absolutely safe nor extremely dangerous, and workers are allowed to work directly

with them provided they use appropriate eye protection equipment.

Radioactive sources of photons
There are a large number of radioactive elements that emit γ-rays. These γ-rays are
often accompanied by α- and β-particles. Besides naturally occurring sources, it is

possible to produce these isotopes in the laboratory as well. This is normally done

by bombarding a source material with neutrons. The nuclei, as a result, go into

unstable states and try to get rid of these extra neutrons. In the process they also

release energy in the form of γ-rays. The two most commonly used radioactive

sources of γ-rays are iridium-192 192
77Ir

� 	
and cobalt-60 60

27Co
� 	

.

The easiest way to produce cobalt-60 is by bombarding cobalt-59 with slow neu-

trons, as shown below.

59
27Co1 n ! n ! 60

27Co1 γð7:492 MeVÞ ð1:6:3Þ

For this reaction we need slow neutrons. Californium-252 is an isotope that is

commonly used as a source of neutrons. 252
98Cf is produced in nuclear reactors

and has a half-life of approximately 2.64 years. It can produce neutrons through a

number of fission modes, such as

252
98Cf ! 94

38Sr1
154
60Nd1 4n: ð1:6:4Þ
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However, the neutrons produced in this way have higher kinetic energies than

needed for them to be optimally captured by cobalt-59. Therefore, some kind of

moderator, such as water, is used to slow down these neutrons before they reach

the cobalt atoms. The resultant cobalt-60 isotope is radioactive and gives off two

energetic γ-rays with a half-life of around 5.27 years (Figure 1.6.7), as represented

by the reaction below.

60
27Co ! 60

28Ni1 β1 ν1 2γð1:17 MeV; 1:33 MeVÞ ð1:6:5Þ

Table 1.6.1 lists some of the commonly used γ-ray sources and their half-lives.

Ni

Co

60

28

27
60

γ (1.33 MeV)

γ (1.17 MeV)

β (0.31 MeV max.)

Figure 1.6.7 Decay scheme of cobalt-60.

Table 1.6.1 Common γ emitters and their half-lives

Element Isotope Energy T1/2

Sodium 24
11Na 1.368 MeV, 2.754 MeV 14.959 h

Manganese 54
25Mn 834.838 keV 312.3 days

Cobalt 60
27Co 1.173 MeV, 1.332 MeV 5.271 years

Strontium 85
38Sr 514.005 keV 64.84 days

Yttrium 88
39Y 898.036 keV, 1.836 MeV 106.65 days

Niobium 94
41Nb 765.803 keV 2.033 104 years

Cadmium 109
48Cd 88.034 keV 462.6 days

Cesium 137
55Cd 661.65 7 keV 30.07 years

Lead 210
82Ph 46.539 keV 22.3 years

Americium 241
95Am 26.345 keV, 59.541 keV 432.2 years
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1.6.B Electrons

According to our understanding so far, the electron is one of the fundamental parti-

cles of nature. It carries negative electrical charge and has a very small mass.

Although we sometimes talk of electron radius, none of the experiments so far has

been able to associate any particular structure to electrons. Interestingly enough,

even though it appears to have no structure, it seems to be spinning in well-defined

ways.

Basic properties of electrons

Rest mass5 9.113 10231 kg5 0.511 MeV/c2

Electrical charge521.6023 10219 C

Internal structure: Believed to have no internal structure

Electrons were first discovered by J. J. Thompson in 1897 in Britain, about six

years after their presence was hypothesized, and they were named electrons by an

Irish physicist, George Stoney. Thompson was able to produce cathode rays (called

such because the rays seemed to be originating from the cathode) by making an

electric current pass through a glass bulb containing a small amount of air. This

produced light of different colors inside the glass bulb and also a faint spot on the

wall of the bulb. He managed to change the direction of these rays by applying an

electric and a magnetic field across the bulb such that the electric field would move

the rays in one direction and the magnetic field would move the rays in the other.

With this scheme he was able to find the charge to mass ratio (e/m) of the particles

in these rays. Interestingly enough, the mass of this particle was found to be hun-

dreds of times smaller than that of the atom. This marks the first discovery of a sub-

atomic particle.

Later on, Ernest Rutherford proposed that all positive charges were concentrated

in the center or nucleus of the atom. Neil Bohr expanded on this idea by assuming

that electrons revolved around this nucleus in well-defined orbits, a picture that we

now know to be correct.

Just like light waves that sometimes behave as particles, electrons also seem to

have wave-like properties. For example, when one atom comes close to another,

their electron clouds (electrons revolve around the nucleus in a cloud-like orbit

such that they appear to be everywhere at the same time) interfere and may form a

molecule. Interference of electron waves has also been observed in double slit

experiments in which electrons were forced to pass through narrow slits.

Our familiar electric current is carried through metallic wires or semiconductors

by electrons that drift when an electric potential difference is applied at their ends.

Manipulation of electron drift and conduction properties has enabled scientists and

engineers to construct the sophisticated electronic components that now form the

backbone of our technological development.

Electrons are also extensively used in medical diagnostics, therapy, materials

research, and in a number of other fields.
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B.1 Sources of electrons

Production of electron beams is a relatively simple process, and a number of

devices have been developed for the purpose. We will discuss here some of the

commonly used sources of electrons.

Electron gun
These are used to produce intense beams of high-energy electrons. Two types of

electron guns are in common use: the thermionic electron gun and the field emis-

sion electron gun. A third type, the photo-emission electron gun, is now gaining

popularity, especially in high-energy physics research.

The basic principle of an electron gun is the process in which an electron is pro-

vided enough kinetic energy by some external agent to break away from the overall

electric field of the material. The three types mentioned above differ in the manner

in which a material is stimulated for this ejection. The process is easiest in metals

in which almost-free electrons are available in abundance. These electrons are so

loosely bound that a simple heating of the metal can break them loose. Each metal

has a different threshold energy needed to overcome the internal attractive force of

the nuclei. This energy is called work function and is generally denoted by W.

In a thermionic electron gun, the electrons in a metal are provided energy in the

form of heat. Generally, tungsten is used in the form of a thin wire as the source

due to its low work function (4.5 eV). An electrical current through this thin wire

(called the filament) produces heat, and consequently loosely bound electrons leave

the metal and accumulate nearby, forming the so-called electron cloud. To create a

beam of electrons from this electron cloud, a high electrical potential difference is

applied between two electrodes. The negative electrode (cathode) is placed near the

electron cloud, while the positive electrode (anode) is placed away from it. The

cathode is in the form of a grid, which allows the electrons from the filament to

pass through it when they experience the attractive pull of the anode. The intensity

of the electron beam is proportional to the number of electrons emitted by the fila-

ment, which in turn depends on the temperature of the filament. Since this tempera-

ture is proportional to the current passing through the filament, the current can be

used to control the intensity of the electron beam. In practice, as the filament cur-

rent is raised, the electron beam intensity rises until a saturation state is reached,

after which the intensity remains constant even at higher currents (Figure 1.6.8).

The intensity of the electron beam is generally quoted in amperes (A), which is a

unit of electrical current and represents the electrical charge passing through a cer-

tain point per second. In a field emission electron gun, the electrons are extracted

from a metal using a very high electric field, on the order of 109 V/m. This does

not require the source of electrons to be heated, but safe application of such a high

electrical potential requires high vacuum.

It is also possible to liberate electrons from the surface of a metal by illuminat-

ing it with photons, a process called photoelectric emission. In order to obtain

intense electron beams, this process requires utilization of intense light sources,
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such as lasers. The photo-emission electron tubes that utilize this principle are capa-

ble of producing highly intense electron beam pulses.

Example:

Compute the number of electrons carried in a second by an electron beam of

1.6 nA.

Solution:

Electrical current is defined as

I5
Q

t
;

where Q is the total charge passing in time t. Using this equation we can com-

pute the total charge carried in a second by the beam.

Q5 It5 ð1:63 1029Þð1Þ
5 1:63 1029C:

Since each electron carries a unit charge of 1.63 10219 coulombs, the total

number of electrons carried by the beam is

N5
Q

1:63 1029

5
1:63 1029

1:63 10219

5 1010s21:
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Figure 1.6.8 Dependence of electron beam current on filament current.
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Radioactive sources of electrons
We saw earlier that cobalt-60 emits β-particles together with γ-rays. Although it

can in principle be used as a source of electrons, due to the associated high γ-ray
background flux, it is not generally used for this purpose. There are a number of

other elements as well whose unstable isotopes emit β-particles (Table 1.6.2) with

very low γ-ray backgrounds. Most of these radionuclides are extracted from the

spent fuel of nuclear reactors, where they are produced as by-products of the fission

reaction.

The emission of a β-particle by a radionuclide was described earlier through the

reaction

n1 p
p X ! n1 p

p1 1Y 1 e1 ν:

The energy released in the reaction is taken away by the daughter, the electron,

and the neutrino. The daughter nucleus, being much more massive than the other

two particles, carries the least amount of kinetic energy. This energy, also called

recoil energy, is too low to be easily detected.7 Therefore, for most practical pur-

poses, we can assume that the recoil energy is zero. Most of the energy is distrib-

uted between the electron and the neutrino. There is no restriction on either of these

particles as to the amount of energy they can carry. Although the energy of the neu-

trino cannot be detected by conventional means, it can be estimated from the mea-

sured β-particle energy. Figure 1.6.9 shows a typical β-particle energy spectrum.

Table 1.6.2 Common electron emitters and their half-lives

Element Isotope Energy (Emax) Tl/2

Sodium 24
11Na 1.393 MeV 14.959 h

Phosphorus 32
15P 1.71 MeV 14.262 days

Chromium 51
24Cr 752.73 keV 27.702 days

Cobalt 60
27Co 318.13 keV 5.271 years

Copper 64
29Cu 578.7 keV 12.7 h

Strontium 90
38Sr 546.0 keV 28.79 years

Yttrium 90
39Y 2.28 MeV 64.0 h

Iodine 125
53I 150.61 keV 59.408 days

Cesium 137
55Cs 513.97 keV 30.07 years

Thallium 204
81Th 763.4 keV 3.78 years

7For detection through ionization, the particle must carry energy greater than the ionization threshold of

the medium. In this case, the recoil energy is generally lower than the ionization threshold. However,

one can utilize other methods of detection, such as scintillation, where the interacting particle excites

the medium such that it emits light during de-excitation. Measurement of recoil energy not necessarily

related to β-decay is not uncommon in particle physics research.
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The electrons can carry energy from almost zero up to the endpoint energy, which

is essentially the decay Q-value.

1.6.C Positrons

A positron is the antiparticle of an electron. It has all the properties of an electron

except for the polarity of the electrical charge, which is positive. Therefore, a posi-

tron can simply be considered an electron having positive unit electrical charge.

Whenever an electron and a positron come close, they annihilate each other and

produce energy in the form of photons.

e1 e1 ! 2γ ð1:6:6Þ

Basic properties of positrons

Rest mass5 9.113 10231 kg5 0.511 MeV/c2

Electrical charge511.6023 10219 C

Internal structure: Believed to have no internal structure

Positrons have been shown to be extremely useful in a variety of fields. Most

notably, their utility in particle physics research has led to far-reaching discoveries

made at particle accelerators, such as the Large Electron-Positron (LEP) collider at

CERN. In medical imaging, they are employed in so-called positron emission

tomography.

C.1 Sources of positrons

Particle accelerators
In particle accelerators, positrons are produced through the process of pair produc-

tion. In this process a photon interacting with the electromagnetic field of a heavy

charge creates an electron and a positron. The positrons thus created are then
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Figure 1.6.9 Typical β-particle energy spectrum in a β-decay.
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guided by electric and magnetic fields to form a narrow beam for later collision

with targets. At the LEP collider, the positrons are collided with electrons at very

high energies, which results in the production of a large number of particles. These

interactions help physicists investigate the fundamental properties of particles and

their interactions.

Radioactive sources of positrons
As we described earlier in the chapter, there are a number of radioactive isotopes of

different materials that decay by positron emission. A positron produced in this

way has a very short life span since it quickly combines with a nearby electron and

annihilates. Table 1.6.3 lists some of the radioisotopes that are commonly used in

laboratories.

1.6.D Protons

Protons are extremely stable composite particles made up of three quarks. They

carry the same amount of electric charge as electrons but in positive polarity.

However, they are about 1836 times heavier than electrons.

Basic properties of protons

Rest mass5 1.673 10227 kg5 938.27 MeV/c2

Electrical charge511.6023 10219 C

Mean life. 1025 years

Internal structure: Made up of 3 quarks

It was Ernest Rutherford who, in 1911, proposed the idea of the atom being com-

posed of a positively charged nucleus and separate negative charges. After a series

of experiments he reached the conclusion that the nuclei of different elements were

always integral multiples of the nucleus of hydrogen atom. He called this basic unit

the “proton.”

Protons have found many useful applications in medicine and research. For

example, proton beams are used to destroy cancerous tumors. They are also exten-

sively used in high-energy physics experiments to explore the fundamental particles

and their properties.

Table 1.6.3 Common positron emitters and their half-lives

Element Isotope Tl/2

Carbon 11
6C 20.39 min

Nitrogen 13
7N 9.96 min

Oxygen 15
8O 122.24 s

Fluorine 18
9F 109.77 min
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D.1 Sources of protons

The effectiveness of proton beams in several fields, such as radiography, imaging,

and fundamental physics research, has led to the development of several state-of-

the-art proton production facilities around the world.

Particle accelerators
Particle accelerators are arguably the most important tools of fundamental particle

physics research. The discoveries of the different quarks making up protons and

neutrons have all been made at particle colliders. In some of these facilities, parti-

cles are first accelerated to very high energies and then made to collide with some

target material. There are also colliders where different particles are first acceler-

ated to very high energies in opposite directions and then allowed to collide at cer-

tain points. The Fermi National Accelerator Laboratory in the United States has

huge particle accelerators that make up the Tevatron collider. In the Tevatron, pro-

tons and anti-protons are accelerated in opposite directions in a circular ring about

4 miles in circumference and then made to collide with each other. The resulting

shower of millions of particles thus created is then tracked and analyzed by very

large and extremely sensitive detection systems.

The Cockroft�Walton accelerator is a commonly used device to accelerate pro-

tons up to moderate energies (several hundred MeV). In such accelerators, hydro-

gen ions are generated and pumped into a region of high electric field, which

accelerates the ions in a number of steps. At Fermilab, the protons start their jour-

ney from a Cockroft�Walton accelerator and are further accelerated while passing

through subsequent linear and circular accelerators.

Apart from fundamental physics research, particle accelerators are also exten-

sively used in medicine. For example, high-energy protons produced in a particle

accelerator are used to destroy cancerous cells. Although the success rate for this

proton therapy is high, its use has been limited, largely by the high cost of dedi-

cated in-house high-energy proton accelerators in oncology clinics. For such clinics,

the other option is to use particle accelerators that are not specifically built for radi-

ation therapy. Many such accelerator laboratories provide beam times for cancer

treatment. However, since their uptime is never guaranteed, it becomes difficult to

schedule a travel plan for patients and clinicians to the facilities. Also, the long dis-

tances that sometimes have to be traveled by patients, who are already fatigued by

their disease, make the treatment process uncomfortable. A number of facilities

have developed their own cancer therapy stations with trained beam technicians and

clinicians. Some major hospitals also have small-sized accelerators that are mainly

used for cancer treatment.

Laser ion accelerators
Unlike conventional particle accelerators, laser ion accelerators are relatively small-

sized devices that are used to accelerate ions at high energies using powerful lasers.

This new technique is capable of accelerating ions at very high energies in a very

short time and distance. In order to accelerate protons at several MeV, a highly

intense laser (.1019 W/cm2) with ultra-short pulses is focused on a solid or
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gaseous target. This results in a collimated beam of high-energy protons, which can

be used to destroy cancerous tissues. A lot of research is currently underway to

study the feasibility of these devices for cancer therapy, and it is hoped that soon

they will be an integral part of oncology clinics and hospitals.

Radioactive sources of protons
There are no naturally occurring proton-emitting isotopes suitable for use in the lab-

oratory. However, it is possible to produce such radioisotopes with the help of

nuclear reactions. Here, bombarding a target material with high-energy particles

excites the nuclei of the target material and makes them unstable. The excited

nuclei may decay by proton, neutron, α-particle, and photon emissions. The types

of particles emitted actually depend on the target material and the projectile energy.

Table 1.6.4 lists a few of the many proton-emitting isotopes that have been discov-

ered so far.

1.6.E Neutrons

Neutrons were the last of the basic atomic constituents to be discovered, mainly

because of their almost identical mass to protons and lack of electrical charge.

A British scientist, James Chadwick, discovered these particles in 1932. Like

protons, they are also composite particles made up of three quarks. However, they

are not as stable outside the nucleus as protons, decaying within about 15 min.

Because neutrons do not carry electrical charge, they can penetrate most materi-

als deeper than charged particles. They mainly interact with other particles through

collision and absorption, releasing other particles in the process.

Apart from other applications, neutrons are extensively used in radiation therapy

to destroy cancerous tumor cells in the body. One astonishing application of their

use in this area is in destroying metastatic cancer in the body. Scientists are using

the high neutron absorption cross section of an element called boron-10 to do radia-

tion therapy in patients whose cancer cells have spread in the body or who have

tumors in inoperable locations. Boron-10 is administered to the cancerous cells and

then the body is bombarded with slow neutrons. The neutrons are almost

Table 1.6.4 Common proton emitters and their half-lives

Element Isotope Tl/2

Indium 109
53I 103 μs

Cesium 113
55Cs 17 μs

Thulium 147m
69 Tm 360 μs

Lutetium 151
71Lu 120 ms

Tantalum 157
73Ta 300 ms

Rhenium 161
75Re 370 μs

Bismuth 185m
83 Bi 44 μs
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exclusively absorbed by boron-10 atoms, which as a result release other heavy sub-

atomic particles. Due to their short range, these subatomic particles destroy the

tumor cells only in their vicinity, thus causing minimal damage to healthy tissues.

Basic properties of neutrons

Rest mass5 1.6753 10227 kg5 939.55 MeV/c2

Electrical charge5Zero

Mean life5 14.76 min

As discussed earlier, another important application of neutrons is in nuclear

power plants, where they are used to initiate and sustain the chain fission reactions

necessary to create heat and thus generate electricity.

E.1 Sources of neutrons

Neutrons are very valuable particles because of their ability to penetrate deeper into

matter as compared to charged particles. Production of free neutrons is therefore of

high research significance. In this section we will have a look at the most important

of the neutron sources available today.

Spallation sources
Spallation is a violent reaction in which a target is bombarded by very high-energy

particles. The incident particle, such as a proton, disintegrates the nucleus through

inelastic nuclear reactions. The result is the emission of protons, neutrons, α-parti-
cles, and other particles. The neutrons produced in such a reaction can be extracted

and used in experiments.

A general spallation reaction with a proton as the incident particle can be written as

p1 ST ! SF1 1 SF21?1 SFm 1 ðkÞn;

where ST is the spallation target and SF represent m spallation fragments. The num-

ber k of neutrons produced in this reaction depends on the type of target and the

energy of the incident particles.

The targets used in spallation sources are generally high-Z materials, such as

lead, tungsten, silver, and bismuth. However, it is also possible to generate neutrons

by bombarding light elements with high-energy charged particles. Two examples of

such reactions involve the production of neutrons by bombarding lithium and beryl-

lium targets with high-energy protons.

p1 7
3Li ! 7

4Be1 n

p1 9
4Be ! 9

5B1 n

It should be noted that these are not strictly classified as spallation reactions since

they do not involve breaking up the target nuclei into several constituents. These

reactions are more closely related to the nuclear reactions we will discuss shortly.
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A big advantage of spallation sources is that they produce neutrons with a wide

spectrum of energies, ranging from a few eV to several GeV. Another advantage is

their ability to generate neutrons continuously or in pulses as short as a

nanosecond.

Composite sources
Spallation is not the only means of producing neutrons; that is, it is not absolutely

necessary to impact nuclei with high-energy particles to produce neutrons. This can

also be accomplished by exciting nuclei such that they emit neutrons during the pro-

cess of de-excitation. Fortunately, for such a process to occur, it is not always neces-

sary that the projectile particle be highly energetic. In fact, the energies of incident

particles emitted by radioactive sources are more than sufficient to cause neutron

emission. In this book the sources consisting of such materials will be termed com-

posite sources as they are made by combining two different materials together.

A composite neutron source consists of a source of incident particles and a target

that decays by neutron emission. The incident particle source can be either a radio-

active material or a small particle generator. In general, composite sources are

made of a radioactive material acting as the source of incident particles mixed in a

target material. A common example is the plutonium�beryllium source, which pro-

duces neutrons in the following sequence.

238
94Pu ! 234

92U 1α

α1 9
4Be ! 13

6C
�

13
6C

� ! 12
6C1 n

The first step of this process involves α-decay of plutonium-238, which emits

α-particles of energy around 5.48 MeV with a half-life of about 87.4 years. This

moderately long half-life makes it suitable for long-term storage in laboratories.

The α-particle impinges on the beryllium-9 target and transforms it into carbon-13

in an unstable state, which ultimately decays into carbon-12 by emitting a neutron.

Such α-induced reactions are widely used to generate neutrons. Another common

example of an (α�n) neutron source is 241Am�Be. Americium-241 has a half-life

of 433 years. It decays by α emission with a mean energy of 5.48 MeV. If this iso-

tope is mixed with beryllium-9, the α-particles interact with the beryllium nuclei,

transforming them into carbon-13 in excited state. The de-excitation of carbon-13

leads to the emission of neutrons. Note the similarity of this process to that of the
238Pu�Be source mentioned above.

One can essentially use any α-particle emitter to make an (α�n) source. In gen-

eral, the (α�n) reaction can be written as

α1 n1 p
p X ! n1 p1 3

p1 2Y 1 n: ð1:6:7Þ

Just like α-particles, photons can also be used to stimulate nuclei, leading to neu-

tron emission. A common example of such γ-emitting nuclides is antimony-124.
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124
51Sb emits a number of γ-rays, the most probable of which has an energy of

around 603 keV. If these photons are then allowed to interact with beryllium nuclei,

it may result in the emission of a neutron. Antimony�beryllium neutron sources

are commonly used in laboratories. Such sources are generally referred to as photo-

neutron sources.

Fusion sources
Fusion is a reaction in which two light nuclei (hydrogen and its isotopes) are forc-

ibly brought so close together that they form a new heavier nucleus in an excited

state. This nucleus releases neutrons and photons to reach its ground state. The

fusion reaction can therefore be used to produce neutrons.

To initiate a fusion reaction, a significant amount of energy must be supplied

through some external means to overcome the electromagnetic force between the

protons. This energy can be provided by several means, such as through charged

particle accelerators. The advantage of fusion sources over spallation sources is that

they need relatively lower beam energies to initiate the fusion process. These

sources are also more efficient in terms of neutron yield. Two common fusion pro-

cesses producing neutrons can be written as

2Dðd; nÞ3He
3Tðd; nÞ4He:

Here d and D represent deuterium (an isotope of hydrogen with one proton and

one neutron). Tritium (T) is another isotope of hydrogen with one proton and two

neutrons. The nomenclature of the above equations is such that the first term in the

brackets represents the incoming particle and the second term the outgoing one.

The above reactions can also be written as

2
1D1 2

1D ! 3
2He1 n

3
1T1 2

1D ! 4
2He1 n:

Nuclear reactors
Nuclear reactors produce neutrons in very large numbers as a result of neutron-

induced fission reactions:

235
92U1 n ! FF1 1FF21 ð22 3Þn:

Here FF represents fission fragments. Although most of these neutrons are used

up to induce more fission reactions, still a large number manage to escape the

nuclear core.

Radioactive sources of neutrons
There are no known naturally occurring isotopes that emit significant numbers

of neutrons. However, it is possible to produce such isotopes by bombarding
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neutron-rich isotopes with other particles such as protons. The problem is that these

isotopes have very short half-lives, which makes them unsuitable for usual labora-

tory usage.

Perhaps the most extensively used source of neutrons is californium-252. It has

two decay modes: α-emission (96.9%) and spontaneous fission (3.1%). The latter

produces around four neutrons per decay.

252
98Cf ! 94

38Sr1
154
60Nd1 4n

1 mg of californium-252 emits around 2.33 109 neutrons per second, with an

average neutron energy of 2.1 MeV. It also emits a large number of γ-ray photons,

but the intensity is an order of magnitude lower than that of the neutrons. It is there-

fore suitable for applications requiring a moderately clean neutron beam.

Table 1.6.5 lists some of the common sources of neutrons and their decay modes.

1.6.F Alpha particles

Alpha particles are essentially helium nuclei with two protons and two neutrons

bound together. The consequence of their high mass and electrical charge is their

inability to penetrate as deep as other particles such as protons and electrons. In

fact, a typical alpha particle emitted with a kinetic energy of around 5 MeV is not

able to penetrate even the outer layer of our skin. On the other hand, due to their

positive charge, alpha particles interact very strongly with the atoms they encounter

Table 1.6.5 Common neutron sources and their decay modes

Source Isotopes Reaction type

Californium 252
98Cf Spontaneous fission

Deuterium�helium 2
1D � 3

2He Nuclear fusion

Tritium�helium 3
1T � 4

2He Nuclear fusion

Uranium 235
92U Nuclear fission

Lithium 7
3Li Spallation

Beryllium 9
4Be Spallation

Plutonium�beryllium 238
94Pu� Be (α, n)

Plutonium�beryllium 239
94Pu� Be (α, n)

Americium�beryllium 241
95Am� Be (α, n)

Americium�boron 241
95Am� B (α, n)

Americium�fluorine 241
95Am� F (α, n)

Americium�lithium 241
95Am� Li (α, n)

Radium�beryllium 226
88Ra� Be (α, n)

Antimony�beryllium 124
51Sb� Be (γ, n)

55Properties and sources of radiation



on their way. Hence α-particle sources pose significantly higher risk than other

types of sources of equal strength if the particles are able to reach the internal

organs. This can happen, for example, if the source is somehow inhaled or ingested.

Basic properties of α-particles

Rest mass5 6.6443 10227 kg5 3.7273 103 MeV/c2

Electrical charge5 3.2043 10219 C

Mean life: Stable

Internal structure: Made up of two protons and two neutrons

The advantage of their extremely low range is that the use of gloves in handling

an α-particle source is generally sufficient to avoid any significant exposure. It

should, however, be noted that other particles may be emitted after the absorption

of alpha particles in a material. As noted above, if α-particles somehow enter the

body (e.g., by inhalation of a radionuclide or through an open wound into the blood

stream) they can deliver large doses to internal organs, leading to irreversible

damage.

Alpha particles cannot travel more than a few centimeters in air and readily cap-

ture two electrons to become ordinary helium. Because of their low penetration

capabilities and very high ionizing power, α-particle beams are rarely used in radia-

tion therapy. The reason is that even if they are somehow administered near a tumor

cell, it is very difficult to minimize the damage to healthy tissues.

Alpha particles are extremely stable particles, having a binding energy of about

28.8 MeV. The protons and neutrons are held together in a very stable configuration

by the strong nuclear force.

F.1 Sources of α-particles

Even with very low penetration capability, α-particles have found many applica-

tions in different fields. A lot of research has therefore gone in the direction of

designing effective α-particle sources. Fortunately, there are a large number of nat-

urally occurring radioisotopes that emit α-particles in abundance. A particle accel-

erator can then be used to increase their energy up to the required value. Apart

from these radioactive sources, other sources with higher α-particle fluxes have

also been developed.

Accelerator-based sources
Just like protons and neutrons, α-particles are produced during collisions of high-

energy particles with fixed target materials. At very high incident particle energies

the so-called spallation reactions tear apart the target nuclei into their constituents.

Since the two-proton plus two-neutron configuration of a nucleus is extremely

stable, such reactions produce α-particles together with protons and neutrons.
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One example of such a reaction is the collision of high-energy neutrons

(25�65 MeV) on a cobalt-59 target, which produces one or more α-particles per

collision.

Radioactive sources of α-particles
There are numerous radionuclides that emit α-particles, some of which are listed in

Table 1.6.6.

1.6.G Fission fragments

Nuclear fission is a process in which an unstable nucleus splits into two nuclides

and emits neutrons. Two types of fission reactions are possible: spontaneous fission

and induced fission. We saw earlier that spontaneous fission occurs in some radio-

nuclides, at least one of which, californium-252, occurs naturally. These radionu-

clides are extensively used as neutron sources.

In induced fission, when a fissionable nucleus, such as uranium, captures a neu-

tron it goes into an unstable state and eventually breaks into two heavy parts. In

this process it also emits some neutrons. The two heavier particles are known as fis-

sion fragments. The reaction can be written as

FM1 n ! FF11 FF2 1 ð22 4Þn; ð1:6:8Þ

where FM represents fissionable material (such as 235
92U), n is the neutron, and FF1

and FF2 are the two fission fragments.

Most of these fission fragments are unstable and go through a series of nuclear

decays before transforming into stable elements. They generally have unequal

masses, but in a sample of many fissionable atoms, some of the fragments are

always of equal mass (Figure 1.6.10 for an example of uranium-235 fission frag-

ment spectrum).

Table 1.6.6 Common α emitters, the energies of their most proba-
ble emissions, and their half-lives [26]

Element Isotope Energy (MeV) Tl/2

Americium 241
95Am 5.443 (13%), 5.486 (85.5%) 432.2 years

Bismuth 213
83Bi 5.549 (7.4%), 5.869 (93%) 45.6 min

Curium 244
96Cm 5.763 (23.6%), 5.805 (76.4%) 18.1 years

Californium 252
98Cf 6.076 (15.7%), 6.118 (82.2%) 2.645 years

Radium 223
88Ra 5.607 (25.7%), 5.716 (52.6%) 11.435 days

Thorium 229
90Th 4.845 (56.2%), 4.901 (10.2%) 7340 years

Plutonium 239
94Pu 5.144 (15.1%), 5.156 (73.3%) 24110 years

Polonium 210
84Po 5.304 (100%) 138.376 days
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As an example, let us have a look at how uranium-235 fissions. The following equa-

tion shows the process for two of the most probable fission fragments: 14054Xe and 94
38Sr.

235
92U1 2n ! 236

92U
� ! 140

54Xe1 94
38Sr1 2n ð1:6:9Þ

Here 236
92U

�
is an unstable isotope of uranium that eventually breaks up into frag-

ments and releases two neutrons. These fission fragments are themselves

unstable and go through a series of β-decays until they transmute into

stable elements. 140
54Xe eventually decays into cerium-140, while 94

38Sr decays into

zirconium-94. Because of their high β-yields, these fission fragments and their

daughters are regarded as extremely hazardous, and special precautions must be

taken while handling them.

1.6.H Muons, neutrinos, and other particles

H.1 Muons

The muon is one of the elementary particles according to the Standard Model of

particle physics and is classified as a lepton. Muons carry the same electrical charge

(positive or negative) as carried by protons or electrons, but they are approximately

nine times lighter than protons. Because of their lower mass, they can penetrate

greater distances in a material as compared to protons. This larger range makes
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Figure 1.6.10 Typical fission spectrum of uranium-235.

58 Physics and Engineering of Radiation Detection



them attractive in probing the magnetic properties, impurities, and structural defects

of different materials.

Basic properties of muons

Rest mass5 1.7833 10236 kg5 105.66 MeV/c2

Electrical charge5 61.63 10219 C

Mean life5 2.193 1026 s

Internal structure: Believed to have no internal structure

With a flux of about 1 muon per square centimeter per second, they are the most

abundant of charged particles at sea level that enter the Earth’s atmosphere from

outer space. The main production mechanism of these muons is the interaction of

primary cosmic rays with material in the upper atmosphere. The mean energy of

these muons is about 4 GeV. They lose about 2 MeV per g/cm2 of energy as they

pass through the atmosphere, which suggests that their original energy is around

6 GeV.

Muons can also be produced in the laboratory by hitting a target, such as graph-

ite, with high-energy protons.

H.2 Neutrinos

Neutrinos are also elementary particles belonging to the leptonic category. They

come in three distinct flavors: electron-neutrino (ve), muon-neutrino (vμ), and tau-

neutrino (vτ). Flavor is a term used in the Standard Model of particle physics to

characterize elementary particles. Recent experiments have proven that these three

types can transform into one another [1]. The Standard Model does not assign any

mass to the neutrinos, but recent experiments have suggested that they indeed have

masses, albeit very small (a few eV). They do not carry any electrical charge and

are therefore extremely difficult to detect.

Basic properties of neutrinos

Rest mass: Extremely small (few eV)

Electrical charge5Zero

Mean life . 1033 years

Internal structure: Believed to have no internal structure

Neutrinos are extremely abundant in nature and are produced in large numbers

in processes such as nuclear fusion, stellar collapse, and black-hole collisions. The

nuclear fusion reactions inside the core of the Sun produce electron-neutrinos in

huge numbers. Some of these electron-neutrinos change into the other two types on

their way to the Earth. The average neutrino flux on Earth’s surface is on the order

of 106 cm22 s21.

The degree of difficulty in detecting neutrinos can be appreciated by the fact

that a neutrino can pass through a thousand Earths without making a single
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interaction. Still, scientists have exploited their abundance to design dedicated neu-

trino detectors around the world.

H.3 Some other particles

All of the particles mentioned above have their counterparts in nature. For example,

there is an anti-electron called a positron having positive electrical charge and all

the other properties of an electron. When a positron and an electron come close

together, they annihilate each other and produce energy in the form of photons.

Similarly, protons have anti-protons and neutrinos have anti-neutrinos.

Apart from these antiparticles, there is also a host of other particles, some of which

exist in nature while others can be produced in laboratories by colliding high-energy

particles with targets. For example, gluons are the particles that bind protons and

neutrons together inside the nucleus by the strong nuclear force. The process of radio-

active decay, which we discussed earlier, is the result of the weak nuclear force

between particles mediated by W and Z particles. During high-energy collisions a

large number of particles are created. Most of these particles have extremely short

mean lives, but with present day technologies, their properties can be studied in detail.

Problems

1. Compute the de Broglie wavelength of an electron moving with a velocity of

2.53 108 ms21.

2. Compare the de Broglie wavelength of a proton moving at 0.9c, c being the velocity of

light in vacuum, with the wavelength of X-rays (10210 m).

3. Scintillators are materials that produce light when they are exposed to radiation. Most

scintillators that are used to build detectors produce light in the blue and green regions

of the electromagnetic spectrum, with mean wavelengths of 475 and 510 nm, respec-

tively. Compute the energies and frequencies associated with these photons.

4. What is the minimum de Broglie wavelength of an electron accelerated in a 40 kV X-ray

tube?

5. Write down the decay equations for the following radionuclides.

22
11NaðβÞ; 6027CoðECÞ; 12755CsðβÞ; 24195AmðαÞ; 25298CfðαÞ

6. A newly produced radioactive decay sample has an initial activity of 200 MBq. Compute

its decay constant, half-life, and mean life if after 5 days its activity decreases to

150 MBq.

7. Show that for a massive nucleus undergoing α-decay, the energy of the emitted α-parti-
cle is approximately given by

Tα � A2 4

4

� �
Qα;

where A is the mass number of the parent nucleus.
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8. Compute the Q-values and α-particle energies for plutonium-239, americium-243, and

bismuth-214.

9. Verify that Fe-55 can decay by electron capture.

10. Determine whether Pb-187 can decay by both α- and β-emissions.

11. Calculate the rate of α-particle emissions from a 5 mg sample of 239
94Pu.

12. The initial activity of a radioactive sample is found to be 1.5 mCi. Find its decay con-

stant if after 3 years its activity decreases to 1 mC.

13. A radioactive element decays with a half-life of 43 days. If initially there are 2.5 moles

of this element in a sample, how many of its atoms will be left in the sample after 43

days, 6 months, and 1 year?

14. Estimate the mean life of a radionuclide that has decayed by 75% in 24 h.

15. The mean life of a radionuclide is 15 days. What fraction of a sample of this radionu-

clide will remain radioactive after 30 days?

16. Compute the ratio of the number of atoms decayed to the initial number of atoms of a

radioactive substance after 4.5 half-lives.

17. How many mean lives should pass for a radioactive substance to decay 99.9% of its

atoms?

18. The activity of a radioactive sample is found to be 47 Bq. If the half-life of the material

is 4 days, compute its activity 2 days before and 2 days after the measurement was

made.

19. The activity of a radioactive material composed of only one type of material is moni-

tored through a detector. The detector is configured in such a way that each output count

represents a single decay. If the detector count rate decreases from an initial value of

20,000 counts per minute to 3000 counts per minute after 3 days, estimate the mean life

of the element.

20. Estimate the number of thorium-232 atoms present in a sample that also contains

2.53 1015 atoms of its daughter radium-228. Assume the two isotopes to be in secular

equilibrium.

21. A 1 mCi sample of pure thorium-227 goes through the following series of decays:

227
90ThðT1=2 5 18:5 daysÞ ! 223

88RaðT1=2 5 11:4 daysÞ !
211
82PbðT1=2 5 36:1 minÞ ! 211

83BiðT1=2 5 2:1 minÞ ! 207
81TlðT1=2 5 4:8 minÞ

Compute the activities of its first four decay products after 10 days.

How much uranium-238 is needed to have an activity of 3.5 μCi? (Take the half-life of

uranium-238 to be 4.473 109 years.)
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2Interaction of radiation

with matter

Whenever we want to detect or measure radiation, we have to make it interact with

some material and then study the resulting change in the system configuration.

According to our present understanding, it is not possible to detect radiation or

measure its properties without letting it interact with a measuring device. In fact,

this can be stated as a universal rule for any kind of measurement. Even our five

senses are no exception. For example, our eyes sense photons that strike cells on

the retina after being reflected from objects. Without such interactions we would

not be able to see anything.1 The same is true for radiation detectors, which use

some form of radiation interaction to generate a measurable signal. This signal is

then used to reverse engineer the properties of the radiation. For example, when

X-ray photons, after passing through an object, strike a photographic plate, they

stain2 the plate. The photons which cannot pass through the highly absorbing mate-

rials in the object do not reach the photographic plate. The varying intensity by

which the photographic plate is fogged creates a two-dimensional image of the

object, and in this way the photographic plate acts as a position-sensitive detector.

Although such a method of radiation detection is still widely used, it is neither very

sensitive nor very accurate for measuring properties of radiation, such as its energy

and flux. The so-called electronic detectors provide an alternative and much better

means of detecting and measuring radiation. An electronic detector uses a detection

medium, such as a gas, to generate an electrical signal when radiation passes

through it. This electrical signal can be used to characterize the radiation and its

properties. Therefore, a necessary step in building a detector is to understand the

interaction mechanisms of radiation in the detection medium. This chapter is

devoted to exactly this task. We will look at different types of radiation detectors in

subsequent chapters.

2.1 Some basic concepts and terminologies

Every particle carries some energy with it and is therefore capable of exerting force

on other particles through processes we call particle interactions. These interactions

may or may not change the states and properties of the particles involved. The way

particles interact with matter depends not only on the types of incident and target

1In this sense we can say that our eyes are actually photon detectors.
2The stains become visible after the plate has been developed through appropriate chemical processes.
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particles but also on their properties, such as energy and momentum. A lot of work

has gone into building theoretical foundations of different interaction mechanisms,

most of which are now well understood through tools like quantum mechanics,

quantum electrodynamics, and quantum chromodynamics. However, keeping in

view the scope of this book, in this chapter we will not be looking at the theoretical

foundations of particle interactions that are based on these theories; rather, we will

spend some time understanding the gross properties that have been empirically and

experimentally determined.

Before we go on to look at these mechanisms, it is worthwhile to spend some

time on understanding some terminologies that will be needed in the following

sections.

2.1.A Inverse square law

The strength of radiation can be characterized by its flux, which is generally defined

as the number of particles passing through a unit area per unit time. Irrespective of

the type of source, this flux decreases as one moves away from the source. This

decrease in flux depends on the type of source and the type of radiation. For exam-

ple, laser light, which is highly collimated, does not suffer much degradation in flux

with distance. On the other hand, the flux from radioactive sources decreases rapidly

as the distance from it increases. The inverse square law, which is based on geomet-

ric considerations alone, characterizes this change. It states that radiation flux is

inversely proportional to the square of the distance from a point source, i.e.,

Φ~
1

r2
; ð2:1:1Þ

where r is the distance between the source and the point where flux is calculated.

This law is the consequence of the isotropic nature of a point source because such a

source is expected to radiate equally in all directions. Since the flux is a measure of

the amount of radiation passing through an area, it should vary according to how

the area varies with distance from the source. Now, we know that the surface area

around a point is given by 4πr2, which means that the area varies as r2. Hence we

conclude that the flux, which represents the amount of radiation passing through a

unit area, is proportional to the inverse of the square of the distance, or as 1/r2.

As stated earlier, this law applies only to point sources. Now, a perfect point

source does not exist in nature and is extremely difficult, if not impossible, to

create. However, this does not mean that this law cannot be applied to practical

systems. The reason is that the notion of a point source is relative to the distance

from the source. For example, a disk source can be considered a point source if one

is at a considerable distance from its center. If this consideration is taken into

account, then this law can actually be applied to most radiation sources.

Another very important point to consider is that the medium through which the

radiation travels should be neither scattering nor absorbing. It is understandable

that, if there is considerable scattering and absorption, the flux would change more
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rapidly than r2. The inverse square law is therefore applied only in vacuum or low-

pressure gaseous environments, such as air under atmospheric conditions. In liquids

and solids, the scattering and absorption are not negligible and therefore this law

does not hold.

The inverse square law plays an important role in radiation protection, as it sets

a minimum distance a radiation worker must maintain from a source to minimize

the possibility of radiation-induced damage.

Example:

Determine the relative change in flux of γ-rays when the distance from the

source is changed from 5 to 20 m in air.

Solution:

The flux at 5 m from the source is given by

Φ1 5A
1

r2

5A
1

52

where A is the proportionality constant. Similarly, the flux at 20 m from the

source is

Φ2 5A
1

202
:

The relative change in flux is then given by

δΦ5
Φ1 2Φ2

Φ1

3 100

5

1

52
2

1

202

1

52

3 100

5 93:7%:

2.1.B Cross section

Quantum mechanics has been very successful in describing particle interactions.

This has strengthened confidence in its foundations as representing natural phenom-

ena, at least at the microscopic level. However, some aspects of quantum mechanics
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have physical and mathematical explanations that defy common sense and therefore

become difficult to comprehend and visualize. The wave�particle duality that we

discussed in the preceding chapter is one such concept. Another important concept

is Heisenberg’s uncertainty principle, which states that there is always some uncer-

tainty in determining any two properties of a particle simultaneously. For example,

according to this principle, it is impossible to find the exact energy of a particle at

an exact moment in time or to find its exact momentum at an exact position.

Mathematically, this concept is represented by the following relations:

ΔE �Δt$
h̄

2π
ð2:1:2Þ

Δp �Δx$
h̄

2π
: ð2:1:3Þ

Here Δ represents uncertainty in energy E, time t, momentum p, or position x.

h� 5 h/2π is the so-called reduced Planck’s constant and is commonly pronounced

h-bar or h-cut.

These concepts, together with Planck’s explanation of black body spectrum and

Einstein’s derivation of the photoelectric effect (discussed later in this chapter) led

Schrödinger and Heisenberg to lay the foundations of quantum mechanics. Due to the

intrinsic uncertainties in finding particle properties, quantum mechanics naturally

developed into a probabilistic theory. We talk about the probability of finding a particle

at a certain position but never claim to know its exact position with absolute certainty.

So how does quantum mechanics treat particle interactions? That’s where the

concept of cross section comes in. It tells us how likely it is for a particle to interact

with another particle in a certain way. Mathematically speaking, it has dimensions

of area but conceptually it represents probability of interaction.

Cross section is perhaps the most quoted parameter in the fields of particle phys-

ics and radiation measurement because it gives a direct measure of what to expect

from a certain beam of particles when it interacts with a material. Let us now see

how this concept is defined mathematically.

Suppose we have a beam of particles with a flux Φ (number of particles per unit

area per unit time) incident on a target. After interacting with the target, some of

the particles in the incident beam are scattered. Suppose that we have a detector,

which is able to count the average number of particles per unit time (dN) that get

scattered per unit solid angle (dΩ). This average quantity divided by the flux of the

incident particles is defined as the differential cross section:

dσ
dΩ

ðE;ΩÞ5 1

Φ
dN

dΩ
ð2:1:4Þ

It is apparent from this equation that the cross section σ has dimension of area.

This fact has influenced some authors to define it as a quantity that represents the

area to which the incident particle is exposed. The larger this area, the more

68 Physics and Engineering of Radiation Detection



probable it will be for the incident particle to interact with the target particle.

However, it should be noted that this explanation of cross section is not based on

any physical principle, but is rather devised artificially to explain a mathematical

identity using its dimensions.

The differential cross section can be integrated to evaluate the total cross section

at a certain energy (differential cross section is a function of energy of the incident

particles), i.e.,

σðEÞ5
ð
dσ
dΩ

dΩ: ð2:1:5Þ

The conventional unit of cross section is the barn (b), with 1 b5 10224 cm2.

2.1.C Mean free path

As particles pass through a material, they undergo collisions that may change their

direction of motion. The average distance between these collisions is therefore a

measure of the probability of a particular interaction. This distance, generally

known as the mean free path, is inversely proportional to the cross section and the

density of the material, i.e.,

λm~
1

ρnσ
; ð2:1:6Þ

where ρn and σ represent the number density of the medium and cross section of the

particle in that medium. Note that the definition of the mean free path depends on the

type of cross section used in the calculation. For example, if scattering cross section

is used, then the mean free path would correspond to just the scattering process.

However, in most instances, such as when calculating the shielding required in a radi-

ation environment, one uses total cross section, which gives the total mean free path.

The mean free path has a dependence on the energy distribution of the particles

relative to the medium. For particles that can be described by the Maxwellian distri-

bution,3 such as thermal neutrons in a gas under standard conditions, the mean free

path can be computed from

λm 5
1ffiffiffi
2

p
ρnσ

: ð2:1:7Þ

In all other cases, the following equation should be used to calculate the mean

free path.

λm 5
1

ρnσ
ð2:1:8Þ

3The Maxwellian distribution describes how the velocities of molecules in a gas are distributed at

equilibrium as a function of temperature.

69Interaction of radiation with matter



The number density ρn in the above relations can be computed for any material

from

ρn 5
NAρ
A

; ð2:1:9Þ

where A is the atomic weight of the material, NA is the Avogadro number,

and ρ is the weight density of the material. Mean free path is usually quoted

in cm, for which we must take A in g/mole, NA in mole21, ρ in g/cm3, and σ
in cm2.

For a gas, the weight density term in the above relation can be computed from

ρ5
PA

RT
; ð2:1:10Þ

where P and T represent, respectively, the pressure and temperature of the gas and

R5 8.314 J/mole/K is the usual gas constant. Hence for a gas, the mean free path

can be computed from the following equations:

λm 5
RTffiffiffi
2

p
NAPσ

ðfor Maxwellian distributed energyÞ ð2:1:11Þ

λm 5
RT

NAPσ
ðfor non-Maxwellian distributed energyÞ ð2:1:12Þ

It is apparent from these relations that the mean free path of a particle in a gas

can be changed by changing the gas temperature and pressure (see example below).

The mean free path as defined above depends on the density of the medium.

This poses a problem not only for reporting the experimental results but

also for using the values in computer codes for systems whose density might

change with time. Therefore, a derivative of this term has been defined that

does not depend on the density. This is the so-called specific mean free path,

given by

λp 5
A

NAσ
: ð2:1:13Þ

The specific mean free path is generally quoted in units of g/cm2. The specific

mean free path of a material can be divided by its density to obtain the actual mean

free path.
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Example:

Compare the scattering mean free path of moderate-energy electrons in helium

and argon under standard conditions of temperature and pressure. The scatter-

ing cross section of electrons in helium and argon can be taken to be

2.93 107 and 1.13 109 b, respectively.

Solution:

For moderate-energy electrons, we can use Eq. (2.1.11) to compute the mean

free path. Substituting T5 300 K, P5 1 atm5 1.0333 104 kg/m2, and the

values of NA and R in this equation yield

λm 5
RTffiffiffi
2

p
NAPσ

5
ð8:314Þð300Þffiffiffi

2
p

ð6:0223 1023Þð1:0333 104Þσ

5
2:8433 10225

σ
:

The mean free paths in helium and argon are then given by

λm;hel 5
2:843 3 10225

2:9 3 10221

5 9:83 1025 m

5 98 μm

and λm;arg 5
2:843 3 10225

1:1 3 10219

5 2:63 1026 m

5 2:6 μm:

2.1.D Radiation length

We will see later in this chapter that the predominant mode of energy loss for high-

energy electrons in matter is through a process called Bremsstrahlung, and for

photons it is pair production. Both of these processes are intimately connected by

underlying physics and hence the overall attenuation of electrons and photons pass-

ing through matter can be described by a single quantity called radiation length.

Radiation length can be defined as the thickness of a material that an electron tra-

vels such that it loses 12 1/e (corresponding to about 63%) of its energy by
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Bremsstrahlung. Note that here e refers to the exponential factor. For photons the

process would be pair production.

Radiation length is an extensively quoted quantity since it relates the physical

dimension of a material (such as its depth) to a property of radiation (such as its

rate of energy loss). It is almost universally represented by the symbol X0. The

most widely used semiempirical relation to calculate the radiation length of elec-

trons in any material is given by [55]:

1

X0

5 4αr2e
NA

A
Z2 Lrad 2 f ðZÞg1ZL0rad

 �

:
� ð2:1:14Þ

Here NA5 6.0223 1023 mole21 is the Avogadro number, α5 1/137 is the elec-

tron fine structure constant, and re5 2.81793 10213 cm is the classical electron

radius. f(Z) is a function, which for elements up to uranium can be calculated from

f ðZÞ5 a2½ð1 1 a2Þ21 1 0:202062 0:0369a2 1 0:0083a42 0:002a6�;

with a5αZ. X0 in the above relation is measured in units of g/cm2. It can be

divided by the density of the material to determine the length in cm. Table 2.1.1

lists values and functions for Lrad and L0rad.
The term containing L0rad in Eq. (2.1.14) can be neglected for heavier elements,

in which case the radiation length, to a good approximation, can be calculated from

1

X0

5 4αr2e
NA

A
Z2 Lrad 2 f ðZÞg
 �:� ð2:1:15Þ

Figure 2.1.1 shows the values of radiation length calculated from Eqs. (2.1.14)

and (2.1.15) for materials with Z5 4 up to Z5 92. Also shown are the relative

errors assuming Eq. (2.1.14) gives correct values.

Another relation, which requires fewer computations than Eq. (2.1.14) or even

(2.1.15), is

X0 5
716:4A

ZðZ 1 1Þln 287=
ffiffiffi
Z

p� 	 : ð2:1:16Þ

Table 2.1.1 Lrad and L0
rad needed to compute radiation

length from Eq. (2.1.14) [19]

Element Z Lrad L0
rad

H 1 5.31 6.144

He 2 4.79 5.621

Li 3 4.74 5.805

Be 4 4.71 5.924

Others .4 ln(184.15 Z21/3) ln(1194 Z22/3)
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Here also, as before, X0 is in g/cm2. This relation gives reasonable results for

elements with low to moderate atomic numbers. This can be seen in Figure 2.1.2,

which shows the radiation lengths for different materials computed from

Eqs. (2.1.14) and (2.1.15), together with relative error in the latter, assuming the

former gives the correct results.

For a mixture or compound, the effective radiation length can simply

be calculated by taking the weighted mean of radiation lengths of its consti-

tuents, i.e.,

1

X0

5
X
i

wi

1

X0i

; ð2:1:17Þ

where wi and X0i are the fraction by weight and radiation length of the ith

material.
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Figure 2.1.1 Upper plot shows the radiation lengths in g/cm2 computed from

Eqs. (2.1.14) (solid line) and (2.1.15) (dashed line). The lower plot shows the relative

error in the values computed from Eq. (2.1.15) with respect to those computed from

Eq. (2.1.14).
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Example:

Estimate the radiation length of high-energy electrons in carbon dioxide. CO2

is commonly used as a fill gas in gas-filled detectors.

Solution:

The effective radiation length can be computed from Eq. (2.1.17). But we first

need to compute the radiation lengths corresponding to the individual elements

in CO2. Since, for low-Z materials, Eq. (2.1.16) gives reasonable results, we

will use it to determine the individual radiation lengths of carbon and oxygen.

XC
0 5

ð716:4Þð12:01Þ
6ð61 1Þln 287=

ffiffiffi
6

p� 	
5 43:0 g=cm

XO
0 5

ð716:4Þð16:0Þ
8ð81 1Þln 287=

ffiffiffi
8

p� 	
5 34:46 g=cm
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Figure 2.1.2 Upper plot shows the radiation lengths in g/cm2 computed from Eqs. (2.1.14)

(solid line) and (2.1.16) (dashed line). The lower plot shows the relative error in the values

computed from Eq. (2.1.16) with respect to those computed from Eq. (2.1.14).
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Next we need the weight fractions of carbon and oxygen in CO2, which can

be calculated as follows:

w1 5
12:01

12:011 16:01 16:0

5 0:2730

w2 5
16:0

12:011 16:01 16:0

5 0:3635

w3 5w2

;

where the subscript 1 on w refers to carbon, while w2 and w3 represent the

weight fractions of the two oxygen atoms in CO2.

We can now compute the effective radiation length using Eq. (2.1.17).

1

X0

5w1

1

XC
0

1w2

1

XO
0

1w3

1

XO
0

5
0:2730

43:0
1

0:3635

34:46
1

0:3635

34:46

5 2:7423 1022

.X0 5 36:43g=cm

This is our required effective radiation length. As an exercise, let us see

how different it is from the one computed using the more accurate relation

(2.1.14). The reader is encouraged to carry out the computations to verify that

the individual radiation lengths thus calculated are

XC
0 5 37:37g=cm and

XO
0 5 29:37g=cm:

The effective radiation length of CO2 as calculated from Eq. (2.1.17) is

then given by

1

X0

5
0:2730

37:37
1

0:3635

29:37
1

0:3635

29:37

5 3:2063 1022

.X0 5 31:19 g=cm
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The percent relative error in the radiation length, as computed from

Eq. (2.1.16) as compared to this one, is

Є 5
36:432 31:19

36:43
100

5 16:8%:

Hence, with far less computation, we have a result that is accurate to better

than 73%. However, as shown in Figure 2.1.2, the relative error increases as

we go higher in Z. Equation (2.1.16) should therefore be used only for low- to

moderate-Z elements.

2.1.E Conservation laws

Although the reader should already be aware of the fundamental conservation laws

of particle physics, this section has been introduced to serve as a refresher. An

extensive discussion on all the conservation laws in particle physics is beyond the

scope of this book. We will therefore restrict ourselves to the following three laws

that are generally employed to compute kinematic quantities related to the field of

radiation detection:

1. Conservation of energy

2. Conservation of momentum

3. Conservation of electrical charge

E.1 Conservation of energy

This law dictates that the total energy content of a closed system always remains

constant irrespective of the time evolution of the system. Here, by the term closed

system, it is not meant that the system is completely isolated from anything else in

the world. Rather, it represents a system which is not influenced by external

forces. Being influenced is certainly a relative term and depends on the accuracy

of the result desired. For example, one cannot escape the background electromag-

netic field, which is present everywhere. But for most practical purposes, its

strength is sufficiently weak at the point of collision between two microscopic par-

ticles that it can be safely neglected. In this case, we can still apply the law of

conservation of linear momentum to determine the kinematic quantities related to

the collision.

At the fundamental level, the law of conservation of energy ensures that tempo-

ral translations do not violate the laws of nature. Since mass and energy are

related to each other through Einstein’s relation E5mc2, we can also say that it is

possible neither to completely destroy mass or energy nor to create them from

nothingness.
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Since mass can be converted into energy, an intrinsic energy content can be

associated with each massive particle. We call this quantity its rest energy to sig-

nify the amount of energy it contains when at rest. For particle interactions, it has

been found that the sum of rest energy and the kinetic energy of a closed system

remains constant.

Erest 1 T 5 constant

Here Erest5m0c
2 is the total rest energy of all particles at any instant having

combined rest mass of m0. T represents the total kinetic energy of all the particles

at the same instant in time.

E.2 Conservation of momentum

Both linear momentum and angular momentum are conserved for any system not

subject to external forces. For linear momentum, this law dictates that the total lin-

ear momentum of a closed system remains constant. This represents the fact that

the laws of physics are the same at all locations in space. This law, together with

the law of conservation of energy, is extensively used to determine the kinematic

variables related to particle collisions.

Linear momentum is a vector quantity and therefore one must be careful when

computing the total momentum of the system. One cannot just add the magnitudes

of all momenta; rather, a vector sum must be taken. Mathematically, for the case of

collisions between particles, this law requires that

X
~pi 5

X
~pf ; ð2:1:18Þ

where ~p represents the momentum. The subscripts i and f stand for the initial and

final states of the system (such as before and after a collision) and the vector sum is

carried over all particles taking part in the collision.

Conservation of angular momentum ensures that there are no preferred direc-

tions, i.e., the space is isotropic and the laws of physics are the same in all

directions.

E.3 Conservation of electrical charge

Most of the particles we know of hold a property called electrical charge. For

example, an electron carries a unit charge of 21:6023 10219 coulomb, while a pro-

ton carries the same charge but with positive polarity. However, there is one funda-

mental difference between the charges carried by these two particles. The electron

does not seem to have any internal structure and is therefore thought to hold the

full unit charge. The proton is composed of three quarks, each carrying a fractional

charge. The total charge is still the unit charge but internally the charge is divided

between the constituents of the proton. A neutron is also composed of three quarks

but in such a way that the fractional charges of the quarks cancel out and the net
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charge on the neutron appears to be zero. The law of conservation of electrical

charge states that the unit charge can neither be created nor destroyed. This law

eliminates some of the interaction possibilities. For example, a beta decay cannot

be written as

n ! e1 γ;

since that would imply the creation of electrical charge. Instead, the correct reac-

tion is

n ! p1 e1 v:

2.2 Types of particle interactions

Radiation carries energy, and whenever it interacts with a detection medium it

transmits some of its energy to the particles in the medium. This may result in exci-

tation of medium particles through one or more of the following mechanisms.

� Ionization
� Scintillation
� Excitation of lattice vibrations
� Breakup of Cooper pairs in superconductors
� Formation of superheated droplets in superfluids
� Excitation of optical states

These excitation mechanisms provide means of detecting incident particles and

measuring their properties. However, not all of these can always be effectively used

for particle detection. The most commonly used excitation mechanisms for particle

detection are ionization and scintillation.

An interesting point to note here is that when we talk about the behavior of radi-

ation passing through matter, we are actually referring to the statistical outcomes of

interactions of particles with other particles in the material. We saw earlier that at

the microscopic level, particle interactions are mainly governed by quantum

mechanics and therefore the behavior of radiation should be predicted by statistical

quantities such as cross section. Depending on the type of force involved, particles

can interact with other particles in a number of ways. For example, the predominant

mode of interaction of charged particles and photons at lower energies is electro-

magnetic, while neutral particles are mainly affected by short-range nuclear forces.

In the following sections, we will have a general look at some of the important

modes of interaction relevant to the topic of radiation interaction and detection.

2.2.A Elastic scattering

Elastic scattering refers to a process in which an incident particle scatters off a tar-

get particle in such a way that the total kinetic energy of the system remains
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constant. It should be noted that scattering elastically does not imply that there is

no energy transfer between incident and target particles. The incident particle can,

and in most cases does, lose some of its energy to the target particle. However, this

energy is neither lost (e.g., as heat) nor goes into exciting target atoms, which may

alter its atomic or nuclear state.

The best way to mathematically model the elastic scattering process is by con-

sidering both the incident and target particles as having no internal structures. Such

particles are generally referred to as point-like particles.

There are also special types of elastic scattering processes in which the incident

particle transfers none or very minimal energy to the target. A common example is

the Rayleigh scattering of photons.

2.2.B Inelastic scattering

In inelastic scattering processes, the incident particle excites the atom to a higher

electronic or nuclear state, which usually returns to the ground state by the emission

of one or more particles. In this type of interaction, the kinetic energy is not con-

served because some of it goes into the excitation process. However, the total

energy of the system remains constant.

2.2.C Annihilation

When a particle interacts with its antiparticle, the result is the annihilation of both

and the generation of other particles. The most common and oft-quoted example of

this process is the electron�positron annihilation. The positron is the antiparticle

of the electron, having all the characteristics of an electron except for the polarity

of its electrical charge, which in this case is positive. When a positron comes very

close to an electron, the two annihilate each other, producing other particles.

Depending on their energies, different particles can be generated during this pro-

cess. At low to moderate energies, only photons are produced, while at high ener-

gies other particles such as Z bosons can be produced.

The annihilation process in itself does not have any threshold energy. That is, the

process can happen even if the electron and positron are at rest. However, to produce

particles other than photons, the electron and the positron must be allowed to collide

with each other at very high energies. This is actually done, for example, at the large

electron�positron (LEP) collider at CERN in Switzerland, where particles are accel-

erated to center-of-mass energies reaching 45�100 GeV before collision. The result

of the collision is the generation of a large number of particles, which are then

tracked and identified to study fundamental particles and their interactions.

At low electron�positron energies, at least two photons are produced during

the annihilation process. The reason only one photon cannot be produced lies

in the law of conservation of momentum. According to this law, the total momen-

tum of the emitted photons must be equal to that of the total momentum of the

electron and positron. Now, if the electron and the positron are moving in opposite

directions with equal kinetic energies or are at rest before annihilation, the net
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momentum before collision will be zero. This implies that after the annihilation the

total momentum must also be zero. We cannot have a zero net momentum with

only one photon, and hence we conclude that at least two photons must be

produced.

Let us now suppose that an electron�positron annihilation process produces only

two equal-energy photons. If the net momentum before collision was zero, then the

photons must travel in opposite directions to each other since only then can momen-

tum conservation be guaranteed. The energy these photons carry can be calculated

from the law of conservation of energy, which states that the total energy of the

system before and after collision must be equal. The reader may recall that the

total energy of a particle is the sum of its kinetic and rest mass energies, such as

E5 T1m0c
2 ; ð2:2:1Þ

where T is the kinetic energy, m0 is the rest mass, and c is the velocity of light. The

total energy before collision can then be written as

Etotal 5Ee 1Ee1

5 Te 1m0c
2 1 Te1 1m0c

2

5 Te 1 Te11 2m0c
2;

where we have made use of the fact that the electron and the positron have equal

rest masses. We will now assume that both particles were at rest right before the

collision. This implies that their kinetic energies were zero. Hence the total energy

before the collision is given by

Etotal 5 2m0c
2 5 23 511 keV:

This shows that, to conserve energy, the two photons produced must carry a total

energy of 23 511 keV5 1022 keV: To calculate the energy of each of these

photons, we make use of the law of conservation of linear momentum. Since the

total momentum before the annihilation was zero, the total momentum of the two

photons must also be zero.

p
!
γ1 1 p

!
γ25 0

. p
!
γ1

��� ���5 p
!
γ2

��� ���
.

Eγ1

c
5

Eγ2

c

. Eγ1 5Eγ2 5 511 keV

Hence we conclude that at a minimum, there must be two photons, each carrying

511 keV of energy and traveling in opposite directions. This concept is also graphi-

cally depicted in Figure 2.2.1.
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An interesting point to note here is that the arguments we gave in the preceding

paragraphs do not exclude the possibility of a one-photon annihilation process. The

assumption of zero net momentum before collision is not always true, and therefore it

is possible that only a single photon is produced in the process. Similarly, production of

three or more photons is also possible. However, the probability of production of single,

three, or more photons at low energies is very small and can safely be ignored [39].

The electron�positron annihilation process at low energies is used in a special

type of medical imaging called positron emission tomography (PET). In this pro-

cess, images are produced by detecting photons that are emitted as a result of this

process. This technique has been described in the chapter on imaging.

Since all particles have their inverse counterparts in nature, the annihilation pro-

cess is in no way limited to electrons and positrons. For example, protons p and

antiprotons p also get annihilated when they approach each other. In fact, pp colli-

sions at the Tevatron collider at Fermilab in the United States have given us

immense insight into the fundamental particles and their interactions.

2.2.D Bremsstrahlung

Bremsstrahlung is a German word meaning braking radiation. It refers to the pro-

cess in which decelerating charged particles emit electromagnetic radiation. All

charged particles can emit this kind of radiation provided they have enough energy.

Generally speaking, if a charged particle has energy much greater than its rest

energy (Erest�E05m0c
2, where m0 is its rest mass), it emits Bremsstrahlung while

moving through a medium.

In the pure Bremsstrahlung process, there are no direct electronic or nuclear

transitions involved. However, the radiation-emitting particle may excite or ionize

atoms and excite nuclei of the medium as it decelerates. These excitations and

Eγ = 511 keV Eγ = 511 keV

−

+

Figure 2.2.1 Depiction of electron�positron annihilation process in which two photons are

produced. To ensure conservation of energy and momentum, each of these photons must

have an energy of 511 keV and they must travel opposite to each other.
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ionizations may lead to the emission of other particles, such as X-rays and γ-rays
with characteristic energy peaks in the spectrum. These peaks are generally

superimposed on the continuous Bremsstrahlung spectrum and are therefore clearly

distinguishable. The most common example of this phenomenon is the emission of

X-rays, as we saw in the previous chapter. The electrons, as they strike the anode,

emit not only characteristic X-rays but also Bremsstrahlung. In fact, since the elec-

tron has a very small mass compared to other charged particles, its Bremsstrahlung

is the most commonly encountered radiation in laboratories.

If an electron is accelerated through a potential V (as in X-ray machines), the

maximum energy it can attain is given by

Emax 5 eV ; ð2:2:2Þ
where e is the unit electronic charge. The maximum energy of the Bremsstrahlung

in the form of photons that this electron can emit will then also be equal to eV, i.e.,

Ebrems #Emax 5 eV : ð2:2:3Þ
Since Bremsstrahlung is emitted in the form of photons having energy

E5 hν5 hc/λ, we can write the above equation as

h
c

λ
# eV

.λ$
hc

eV
:

ð2:2:4Þ

Hence we can associate a minimum wavelength λmin with the Bremsstrahlung

process such that below this value there will be no Bremsstrahlung photons emitted:

λmin 5
hc

eV
: ð2:2:5Þ

λmin is also called the cutoff wavelength for Bremsstrahlung.

Example:

Compute the cutoff Bremsstrahlung wavelength for an electron moving under

the influence of a potential of 40 kV.

Solution:

We will use Eq. (2.2.5) to compute the cutoff wavelength.

λmin 5
hc

eV

5
ð6:626 3 10234Þð2:99 3 108Þ
ð1:602 3 10219Þð40 3 103Þ m

5 30:91 fm
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2.2.E Cherenkov radiation

We know that the velocity of a particle in a medium depends, among other

factors, on the nature and density of the medium. The same is true for light

particles, or photons. There is no theory in physics that demands that light

have constant velocity in all types of media. The special theory of relativity only

says that the velocity of light is independent of the frame of reference, not

that it is constant everywhere. In water, for example, the velocity of light is sig-

nificantly lower than c5 2:993 108 ms21; which is the velocity of light in

vacuum.

It is also possible that a high-energy charged particle with nonzero rest

mass, such as an electron, travels faster than the speed of light in that medium.

If this happens, the particle emits a special kind of radiation called Cherenkov

radiation. The wavelengths of Cherenkov photons lie in and around the visible

region of the electromagnetic spectrum. The first Cherenkov radiation was

observed by Pavel Cherenkov in 1934 as blue light coming from a bottle of

water undergoing bombardment by particles from a radioactive source. This dis-

covery and his subsequent explanation of the process earned him the Nobel Prize

in physics in 1958.

Cherenkov radiation has a certain geometric signature: It is emitted in the form

of a cone having an angle θ defined by

cos θ5
1

βn
; ð2:2:6Þ

where n is the refractive index of the medium and β5 v/c, with v being the velocity

of the particle in the medium.

Since Cherenkov radiation is always emitted in the form of a cone, the above

equation can be used to determine a value of β (and hence v) below which the par-

ticle will not emit any radiation. Since cos θ, 1 for a cone, using the above rela-

tion, we can conclude that a necessary condition for the emission of Cherenkov

radiation is

β.
1

n
: ð2:2:7Þ

Now, since β5 v/c, this condition can be translated into

v.
c

n
: ð2:2:8Þ

Here c/n is the velocity of light in the medium. This shows that the emission of

Cherenkov radiation depends on the refractive index n of the medium or the veloc-

ity v of the particle in that medium. Using this condition, one can determine the

minimum kinetic energy a particle must possess in order to emit Cherenkov radia-

tion in a medium (see example below).
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Example:

Compute the threshold energies an electron and a proton must possess in light

water to emit Cherenkov radiation.

Solution:

For both particles, the threshold velocity vth can be computed from

Eq. (2.2.8).

����� v.
c

n
5

2:993 108

1:3

.vth 5 2:33 108ms21

Here we have used n5 1.3 for water and c5 2.993 108 m/s is the velocity

of light in vacuum. Since the particles are relativistic, we must use the relativ-

istic kinetic energy relation

T 5 12
v2

c2

� �21=2

2 1

" #
m0c

2:

Here m0c
2 is simply the rest energy of the particle. For an electron and a

proton it is 0.511 and 938 MeV, respectively. If we use these numbers, then T

will also be in MeV irrespective of the units we use for v and c, as long as

both are in the same units. Hence the above relation can also be written as

Tth 5 12
ð2:33 108Þ2
ð2:993 108Þ2

0
@

1
A

21=2

2 1

2
64

3
753E0

5 0:5653E0;

where E05m0c
2 is the rest energy of the particle. The required threshold

kinetic energies of electrons and protons are then given by

Te
th 5 0:5653 0:511

5 0:289 MeV

T
p
th 5 0:5653 938

5 539 MeV:

The above example clearly shows that a proton needs much higher kinetic

energy than an electron to emit Cherenkov radiation. This, of course, is a conse-

quence of the heavier mass of the proton. In general, the heavier the particle, the

higher kinetic energy it must possess to be able to emit Cherenkov radiation.
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2.3 Interaction of photons with matter

Since photons are not subject to Coulomb or nuclear forces, their interactions are

localized at short distances. This means that although the intensity of a photon beam

decreases as it passes through a material and photons are removed from the beam, the

energy of individual photons that do not take part in any interaction is not affected.

2.3.A Interaction mechanisms

Photons can primarily interact with material in three different ways: photoelectric

effect, Compton scattering, and pair production. Other possible interaction mechan-

isms include Rayleigh and Mie processes. These interaction mechanisms have dif-

ferent energy thresholds and regions of high cross sections for different materials.

Whenever a beam of photons having sufficient energy passes through a material, not

all of the photons in the beam go through the same type of interaction. With regard

to radiation detection, the key then is to look statistically at the process. For exam-

ple, if we want to know how most of the photons in a beam will interact with a

material, we can look at the cross section of all the interactions and find the one that

has the highest value at that particular photon energy. Most of the time, the cross

sections can either be determined through some semiempirical relation or extracted

from cross section tables that are routinely published by researchers. Figure 2.3.1

shows different photon cross sections as a function of energy for carbon and lead.

Another excellent use of these cross sections is the estimation of the attenuation of a

photon beam as it passes through a material. Before we go into that discussion, let

us have a closer look at the most important photon interaction mechanisms.

A.1 Photoelectric effect

In the previous chapter, we introduced the concept of wave�particle duality, accord-

ing to which light sometimes behave as particles. The photoelectric effect is a process

that confirms this idea as originally explained by Einstein. The effect is rather simple:

When light shines on a material, electrons can be emitted. The emission of electrons,

however, does not depend on the intensity of light, but rather on its frequency. If the

frequency is lower than a certain value, depending on the target material, no electrons

are emitted. Certainly this cannot be explained on the basis of the classical wave-like

picture of light. Einstein explained this effect by arguing that light is transferred to

the material in packets called quanta, each of which carries energy equal to

Eγ 5 hv5
hc

λ
; ð2:3:1Þ

where ν and λ are the frequency and wavelength of light, respectively, and c is the

velocity of light in vacuum. Now, since electrons in a material are bonded by the

electromagnetic force, the energy delivered to them must be greater than their bind-

ing energy for them to be able to escape the material. For metals, this energy is
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called work function and is generally represented by the symbol φ. Mathematically

speaking, in order for an electron to be emitted from a metal surface, we must have

Eγ $φ ð2:3:2Þ

or v$
φ
h

ð2:3:3Þ

or λ#
hc

φ
: ð2:3:4Þ
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Figure 2.3.1 Photon cross sections as a function of energy for carbon and lead [19].
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If the photon energy is larger than the work function, the rest of the energy is

carried away by the emitted electron, i.e.,

Ee 5Eγ 2φ: ð2:3:5Þ

Proving this theory is quite simple, as one can design an experiment that mea-

sures the electron energy as a function of the incident light frequency or wavelength

and see if it follows the above relation.

Since most metals have very low work functions, on the order of a few electron

volts, even very low-energy light can set them free. The work function of metals is

approximately half the binding energy of free metallic atoms. In other words, if

there were no metallic bonds and the metallic atoms were free, the energy needed

for the photoelectric effect to occur would be twice as great.

The photoelectric effect can also occur in free atoms. During this process, a pho-

ton is completely absorbed by an atom, making it unstable. To return to the

stable state, the atom emits an electron from one of its bound atomic shells.

Naturally, the process requires that the incident photon has energy greater than or

equal to the binding energy of the most loosely bound electron in the atom. The

energy carried away by the emitted electron can be found by subtracting the binding

energy from the incident photon energy, i.e.,

Ee 5Eγ 2Eb; ð2:3:6Þ

where Eb is the binding energy of the atom. The atomic photoelectric effect is

graphically depicted in Figure 2.3.2.

K

Incident
photon

X-ray photon

L

Photoelectron

Orbital electron

Figure 2.3.2 Depiction of photoelectric effect in a free atom. If the K-shell electron is knocked

off by the incident photon, another electron from a higher energy level fills the gap. This results

in the emission of a photon with energy equal to the difference of the two energy levels.
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Since the photon completely disappears during the photoelectric effect, the pro-

cess can be viewed as the conversion of a single photon into a single electron. It

should, however, be noted that this is just a convenient way of visualizing the pro-

cess and does not in any way represent an actual photon-to-electron conversion.

Just as with the nuclear reactions, we visited in the first chapter, we can write this

reaction as

γ1X2 .X11 e: ð2:3:7Þ

Here X is the target atom, which has an overall positive charge when the electron

e is knocked off from one of its shells by the incident gamma ray photon γ.
The cross section for this reaction has a strong Z dependence, i.e., the probability

of the photoelectric effect increases rapidly with the atomic number of the target

atom. In addition, it has a strong inverse relationship with the energy of the incident

photon. Specifically, these dependencies can be expressed as

σpe~
Zn

E3:5
γ

; ð2:3:8Þ

where n lies between 4 and 5. This relation suggests that the probability of the pho-

toelectric effect would decrease sharply with higher incident photon energies.

Figure 2.3.1 shows the typical dependence of photoelectric cross section on the

energy of the incident photon in carbon and lead.

The photoelectric effect takes place predominantly in the K atomic shell, and

therefore the cross section related to K-shell interaction is generally used to esti-

mate the total photoelectric cross section. The K-shell photoelectric cross section is

given by

σpe;K 5
32

Є 7

� �1=2
α4Z5σTh cm

2=atom: ð2:3:9Þ

Here

Є 5
Eγ

mec2
and

σTh 5
8

3
πr2e 5 665 mbarn:

σTh is called the Thompson scattering cross section.

An interesting aspect of the photoelectric effect is that if the incident photon has

sufficient energy to overcome the binding energy of an inner-shell electron, that

electron might get ejected, leaving a vacancy behind. This vacancy can then be
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filled by an outer-shell electron to stabilize the atom. Such a transition would emit

a photon with energy equal to the difference between the two energy levels. These

photons generally lie in the X-ray region of the electromagnetic spectrum and are

called fluorescence photons. In experiments with photons where elements with high

atomic numbers (such as lead) are used for shielding, the emission of characteristic

X-rays from the shield is not uncommon. This adds to the overall radiation

background.

An X-ray photon emitted as a consequence of the photoelectric effect can also

knock off another orbital electron, provided its energy is equal to the binding

energy of the electron. This electron is called an Auger electron. The process is

essentially radiationless because the excess energy of the atom is used and taken

away by the Auger electron. The Auger process is shown graphically in

Figure 2.3.3.

Although here we have shown that the photoelectric effect can lead to the emis-

sion of Auger electrons, this process is not in any way restricted to the photoelectric

effect. In fact, in Auger electron spectroscopy, an electron beam is used to knock

off inner-shell electrons from target atoms, which eventually leads to the emission

of Auger electrons.

Incident
photon

Photoelectron

KLM

Auger electron
Orbital electron

Figure 2.3.3 Depiction of photoelectric effect leading to the emission of an Auger electron.

A K-shell electron is seen to have been knocked off by the incident photon, creating a

vacancy that must be filled in order for the atom to stabilize. Another electron from the

M-shell fills this gap but releases some energy in the process (shown as a photon) equal to

the difference between the two energy levels. This photon is shown to have knocked off

another electron from the M-shell. The end result is a radiationless electron emission. This

electron is called an Auger electron.
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Example:

Calculate the wavelength below which it would be impossible for photons to

ionize hydrogen atoms. The first ionization potential for hydrogen is 13.6 eV.

Solution:

The minimum energy needed to ionize an atom is equal to the binding energy

of the most loosely bound electron. Since for hydrogen this energy is 13.6 eV,

for the photoelectric effect to be possible we must have

Eγ $ 13:6 eV

.
hc

λmax

$ ð13:6Þð1:6023 10219ÞJ

. λmax #
hc

ð13:6Þð1:6023 10219Þm

#
ð6:6253 10234Þð2:993 108Þ

ð13:6Þð1:6023 10219Þ
# 9:093 1028 m5 90:9 nm

Hence a photon beam with a wavelength greater than 90.9 nm will not be able

to ionize hydrogen atoms no matter how high its intensity is.

A.2 Compton scattering

Compton scattering refers to the inelastic scattering of photons from free or loosely

bound electrons which are at rest. Since the electron is almost free, it may also get

scattered as a result of the collision.

Compton scattering was first discovered and studied by Arthur Holly Compton in

1923. During a scattering experiment, he found out that the wavelength of the scat-

tered light was different from that of the incident light. He successfully explained this

phenomenon by considering light to consist of quantized wave packets or photons.

Figure 2.3.4 shows this process for a bound electron. The reader may recall that

the binding energies of low-Z elements are on the order of a few hundred eV, while

the γ-ray sources used in laboratories have energies in the range of hundreds of

keV. Therefore, the bound electron can be considered almost free and at rest with

respect to the incident photons. In general, for orbital electrons, the Compton effect

is more probable than the photoelectric effect if the energy of the incident photon is

higher than the binding energy of the innermost electron in the target atom.

Simple energy and linear momentum conservation laws can be used to derive the

relation between wavelengths of incident and scattered photons (see example below):

λ5λ0 1
h

m0c
12 cos θ½ �: ð2:3:10Þ
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Here λ0 and λ represent wavelengths of incident and scattered photons respec-

tively, m0 is the rest energy of electron, and θ is the angle between incident and

scattered photons (see Figure 2.3.4).

Example:

Derive Eq. (2.3.10).

Solution:

For this derivation, we will assume that the electron is not only at rest before

the collision but is also not under the influence of any other force. In other

words, it is free to move around. As we saw before, these two assumptions are

valid to a good approximation even for electrons bound to an atom provided

the incident photon has high enough energy.

The scattering process is depicted in Figure 2.3.5, where the momenta

before and after collision have been broken down into their respective

λ0

Incident
photon

Scattered electron

λ

θ

ϕ

Scattered photon

Figure 2.3.4 Compton scattering of a photon having energy Eγ05 hc/λ0 from a bound

electron. Some of the energy of the incident photon goes into knocking the orbital electron

out of its orbit.

pe cos ϕ

pesin ϕ

Incident photon

pe0 = 0 p
γ = h/λ

pγcos θ

pγsin θ

pe

pγ0 = h/λ0
θ

ϕ

Scattered photon

Scattered electron

Figure 2.3.5 Initial and final momenta of the particles involved in Compton scattering. The

momenta of the scattered electron and photon have been broken down into their horizontal

and vertical components. The electron is assumed to be at rest before the collision.
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horizontal and vertical components. This will aid us in taking the vector sum

of the momenta while applying the law of conservation of momentum.

Since the electron has been assumed to be at rest before the collision,

we have pe05 0 and the total momentum in the horizontal direction before

collision is simply the photon’s momentum pγ0. After the scattering, there

are two horizontal momenta corresponding to both the electron and the

photon. Application of conservation of momentum in the horizontal direc-

tion gives

pγ0 5 pγcos θ1 pecos φ:

.p2γ cos
2 θ5 ðpγ02pe cos φÞ2 ð2:3:11Þ

To apply the conservation of momentum in the vertical direction, we note

that before scattering there is no momentum in the vertical direction. Hence

we have

05 pγ sin θ2 pe sin φ;

where the negative sign simply shows that the two momenta are in opposite

directions to each other. The above equation can be written as

p2γsin
2θ5 p2esin

2φ: ð2:3:12Þ

By adding Eqs. (2.3.11) and (2.3.12) and using the trigonometric identity,

sin2 θ1 cos2 θ5 1 we get

p2e 5 p2γ0 1 p2γ2 2pγ0pγ cos θ: ð2:3:13Þ

To eliminate pe from this equation, we apply the conservation of total

energy by requiring that the total energy of the system before and after colli-

sion must be equal. The electron, being initially at rest, does not have any

kinetic energy and therefore its total energy is equal to its rest mass energy

m0c
2. After scattering, it attains a momentum, which according to special rela-

tivity is related to its energy by the relation

E2
e 5 p2ec

21m2
0c

4:

Now, the energy of a photon in terms of its momentum is given by

Eγ 5 pγc:

92 Physics and Engineering of Radiation Detection



Application of the conservation of energy to the scattering process and

using the above two energy relations gives

Eγ0 1Ee05Eγ 1Ee:

.pγ0c1m0c
25 pγc1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2ec

2 1m2
0c

4

q
.p2e 5 p2γ01 p2γ2 2pγ0pγ1 2m0cðpγ02 pγÞ

ð2:3:14Þ

Equating (2.3.13) with (2.3.14) and some rearrangement yields

pγ0 2 pγ 5 pγ0pγð12 cos θÞ:

Using pγ5 h/λ in the above equation, we get the required relation

λ5λ01
h

m0c
ð12 cos θÞ:

In terms of incident and scattered photon energies, Eq. (2.3.10) can be written as

Eγ 5Eγ0 11
Eγ0

m0c2
ð12cos θÞ

� �21

; ð2:3:15Þ

where we have used the energy�wavelength relation Eγ5 hc/λ.
This relation shows that the energy of the scattered photon depends not only on

the incident photon energy but also on the scattering angle. In other words, the scat-

tering process is not isotropic. We will see later that this directional dependence is

actually advantageous for spectroscopic purposes. Let us now have a look at the

dependence of scattered photon energy on three extreme angles: 0�, 90�, and 180�.

Case 1 (θ5 0): In this case, cos θ5 1, and therefore Eq. (2.3.15) gives

Eγ 5Emax
γ 5Eγ0:

Hence the scattered photon continues in the same direction as the incident

photon and carries all of its energy with it. Of course, this implies that the photon

has not actually interacted with the electron and therefore this should not be

regarded as a scattering process at all. However, it should be noted that this case

gives us the upper bound on the scattered photon energy. This may at first seem an

intuitive conclusion, but as it turns out there is a special process known as reverse

Compton scattering in which the scattered photon energy is actually higher than the

energy of the incident photon. In this process, the electron is not at rest and
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therefore carries kinetic energy. During its interaction with the photon, the electron

transfers some of its energy to the photon, hence the term reverse Compton effect.

Certainly, this is a special case of Compton scattering, which is not generally

encountered in laboratories. In the case of normal Compton scattering where the

target electron is essentially at rest with respect to the incident photon, the scattered

photon energy should not exceed the incident photon energy.

Case 2 (θ5 90�): In this situation the incident photon flies away at right angles to

its original direction of motion after interacting with the electron. By substituting

cos θ5 0 in Eq. (2.3.15), we can find the energy carried away by the scattered

photon:

Eγ 5Eγ0 11
Eγ0

m0c2

� �21

:

The change in photon’s wavelength during this interaction as estimated from

Eq. (2.3.10) as

Δλ5
h

m0c
5 2:432 fm:

Case 3 (θ5 180�): It is obvious from Eq. (2.3.15) that a photon scattered at

θ5 180� will carry the minimum possible energy (since 1 2 cos θ is maximum at

θ5 180�). In this case, substituting 12 cos θ5 2 in Eq. (2.3.15) yields

Emin
γ 5Eγ0 11

2Eγ0

m0c2

� �21

: ð2:3:16Þ

This equation can also be written as

Emin
γ 5

m0c
2

2
11

m0c
2

2Eγ0

� �21

: ð2:3:17Þ

To obtain a numerical result independent of the incident photon energy, let us

assume that the incident photon energy is much higher than half the electron rest

energy, i.e., Eγcm0c
2=2: There is nothing special about half the electron rest

energy; it has been chosen because we wanted to eliminate the term containing

m0c
2=2Eγ0: The above equation then reduces to

Emin
γ � m0c

2

2

5 255 keV:
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This is a very interesting result because it tells us that the electron will carry the

maximum energy it could at any angle. This process resembles the simple head-on

collision of two point masses in which the incident object completely reverses its

motion and the target object starts moving forward. To determine the energy of the

electron, we assume that most of the energy of the incident photon is distributed

between the scattered photon and the electron. Hence the maximum energy of the

scattered electron can be calculated from

Emax
e � Eγ 2 255 keV:

This implies that in a γ-ray spectroscopy experiment, one should see a peak at

the energy level Eγ 2 255 keV. Such a peak is actually observed and is so promi-

nent that it has a name of its own: the Compton edge (Figure 2.3.6). A consequence

of this observation is that even though the scattering is inelastic, the energy

imparted to the atom is not significantly high.

It is also instructive to plot the dependence of change in wavelength of the photon

on the scattering angle. Figure 2.3.7 shows such a plot spanning the full 360� around

the target electron. As expected, the largest change in wavelength occurs at θ5 180�,
which corresponds to Case 3 discussed above. The photon scattered at this angle car-

ries the minimum possible energy Emin
γ as allowed by the Compton process.

A fair question to ask at this point is: How can the energy that the electron carries

with it be calculated? Though at first sight it may seem trivial to answer this ques-

tion, the reality is that the inelastic behavior of this scattering process makes it a bit

harder than merely subtracting the scattered photon energy from the incident photon

energy. The reason is that if the electron is in an atomic orbit before collision, then

some of the energy may also go into exciting the atom. A part of this energy, which

is equal to the binding energy of the electron, goes into helping the electron break the
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Figure 2.3.6 Typical γ-ray spectrum obtained by a detector surrounded by heavy shielding

(such as lead).
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potential barrier of the atom and get scattered. The remaining excess energy may not

be large enough for the atom to be emitted as some sort of de-excitation process. To

make life simple, though, we can always assume that this energy is very small com-

pared to the energy carried away by the photon. In this case, the energy carried away

by the scattered electron can be estimated by subtracting the scattered photon energy

Eγ and the atomic binding energy Eb of the electron from the incident photon energy:

Ee � Eγ0 2Eγ2Eb5
E2
γ0

mc2
12 cos θ

11 ðEγ0=mc2Þð12 cos θÞ

� �
2Eb ð2:3:18Þ

Another simplification to this equation can be made by noting that the binding

energy of electrons in low- to moderate-Z elements is several orders of magnitude

smaller than the energy of the γ-ray photons emitted by most sources. In this case,

one can simply ignore the term Eb in the above equation and estimate the energy of

the electron from

Ee � Eγ0 2Eγ5
E2
γ0

mc2
12 cos θ

11 ðEγ0=mc2Þð12 cos θÞ

� �
: ð2:3:19Þ

Up to now we have not said anything about the dependence of cross section on

the scattering angle θ. Let us do that now. The differential cross section for

Compton scattering can be fairly accurately calculated from the so-called

Klein�Nishina formula:

dσc

dΩ
5

r20
2

11 cos2 θ
ð11αð12cos θÞÞ2
� �

11
4α2sin4ðθ=2Þ

ð11 cos2 θÞf11αð12 cos θÞg

� �
: ð2:3:20Þ
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Figure 2.3.7 Angular distribution of change in wavelength of a Compton-scattered photon.
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Here r05 2.8183 10213 cm is the classical electron radius and α5 hv=m0c
2

with ν and m0 are the wavelength of the incident photon and the electron rest mass,

respectively.

Example:

A photon incident on an atom scatters off at an angle of 55� with an energy of

150 keV. Determine the initial energy of the photon and the energy of the

scattered electron.

Solution:

The wavelength of the scattered photon is

λs5
hc

Es

5
ð6:623 10234Þð2:993 108Þ
ð1503 103Þð1:63 10219Þ

5 8:2473 10212 m:

The wavelength of the incident photon can be computed with the help of

Eq. (2.3.10) as follows:

λi 5λs2
h

m0c
12 cos θ½ �

5 8:2473 10212 2
6:623 10234

ð9:113 10231Þð2:993 108Þ 12 cos 550
� �

5 5:8703 10212 m:

This corresponds to the energy of

λi 5
hc

λi

5
ð6:623 10234Þð2:993 108Þ

5:8703 10212

5 3:3723 10214 J
5 210:5 keV:

To compute the energy of the scattered electron we assume that the binding

energy of the atom is negligibly small. Then the energy of the scattered elec-

tron would simply be equal to the difference between the energies of the inci-

dent and scattered photon, i.e.,

Ee � Ei 2Es

5 210:52 1505 60:5 keV:
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A.3 Thompson scattering

Thompson scattering is an elastic scattering process between a free electron and a

photon of low energy. By low energy we mean the energy at which quantum effects

are not significant. Therefore, in order to derive kinematic quantities related to

Thompson scattering, the concepts of classical electromagnetic theory can be ade-

quately applied.

The differential and total cross sections for Thompson scattering are given by

dσth

dΩ
5 r2e sin

2 θ ð2:3:21Þ

and σth 5
8π
3
r2e 5 6:653 10229 m2; ð2:3:22Þ

where θ is the photon scattering angle with respect to its original direction of

motion and re is the classical electron radius.

A.4 Rayleigh scattering

In this elastic scattering process, there is minimal coupling of photons to the inter-

nal structure of the target atom. The theory of Rayleigh scattering, first proposed by

Lord Rayleigh in 1871, is applicable when the radius of the target is much smaller

than the wavelength of the incident photon. A Rayleigh scattered photon has almost

the same wavelength as the incident photon, which implies that the energy transfer

during the process is extremely small. For most of the X-rays and low-energy

γ-rays, the Rayleigh process is the predominant mode of elastic scattering.

The cross section for this process is inversely proportional to the fourth power of

the wavelength of the incident photon and can be written as [13]

σry 5
8πa6

3

2πnm
λ0

� �4
m221

m211

� �2
: ð2:3:23Þ

Here λ0 is the wavelength of the incident photon, a is the radius of the target

particle, and m5 ns/nm is the ratio of the index of refraction of the target particle to

that of the surrounding medium.

A.5 Pair production

Pair production is the process that results in the conversion of a photon into an

electron�positron pair. Since photon has no rest mass, we can say that this process

converts energy into mass according to Einstein’s mass energy relation E5mc2.

Earlier in the chapter we discussed the process of electron�positron annihilation, in

which mass converts into energy. We can think of pair production as the inverse

process of the electron�positron annihilation. However, there is one operational

difference between the two processes: Pair production always takes place in a
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material, whereas electron�positron annihilation has no such requirement. To be

more specific, for pair production to take place, there must be another particle in

the vicinity of the photon to ensure momentum conservation. The process in the

vicinity of a nucleus can be represented as

γ1X ! e1 e11X�; ð2:3:24Þ

where X and X� represent the ground and excited states of the nucleus.

Intuitively, we can say that since energy is being converted into two particles

that have masses, enough energy should be available for this process to take place.

That is, the photon must have the energy equivalent of at least the rest masses of

two electrons (electron and positron have equal masses).

Eγ;thresh $ 2mec
2

. Eγ;thresh $ 1:022 MeV
ð2:3:25Þ

Here me is the mass of an electron or a positron. Hence a photon carrying energy

below 1.022 MeV cannot convert into an electron�positron pair.

The actual threshold energy for the process in the vicinity of a heavy nucleus is

given by

Eγ;thresh $ 2mec
2 1

2m2
ec

2

mnuc

; ð2:3:26Þ

Here mnuc is the mass of the nucleus. We can also write the above equation in

the form

Eγ;thresh $ 2mec
2 11

me

mnuc

� �
: ð2:3:27Þ

Since the mass of a nucleus is much greater than the mass of an electron

(mnuccme), we can neglect the second term in the parentheses on the right-hand

side and get the threshold condition we found earlier, i.e.,

Eγ;thresh $ 2mec
2:

Pair production can also occur in the vicinity of lighter particles, such as elec-

trons. The process in the vicinity of an electron is generally referred to as triplet

production and can be written as

γ1 e ! e1 e11 e: ð2:3:28Þ

The reader might be wondering why this process is termed triplet production

when only an electron and a positron are produced. It is true that only an
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electron�positron pair is generated, but since the original electron also scatters off,

in the imaging detector three tracks are seen: two electrons and a positron. Hence

the process is called triplet production not because three particles are produced, but

because of the unique signature of three particle tracks that it produces. To avoid

confusion, some authors use the term triplet pair production for this process. This

process has a threshold of 2.044 MeV. Since there are only a few radioactive

sources that emit γ-rays having energies higher than this threshold, this process is

not of much significance in normal radiation measurements.

The positrons produced during the process of pair production have very short

mean lives. The reason is, of course, the occurrence of this reaction in materials,

which always have electrons in abundance. Thus the positrons quickly combine

with nearby electrons to produce photons through the process of annihilation.

Example:

Determine the region of the electromagnetic spectrum for a photon to be able

to generate an electron�positron pair through the process of pair production.

Solution:

To determine the threshold wavelength for the process, we use the pair pro-

duction threshold relation (2.3.25) and Eγ5 hc/λ.

Eγ;thresh $ 2mec
2

.
hc

λthresh

$ 2mec
2

.λthresh #
h

2mec

Substituting h5 6.6253 10234 Js, me5 9.113 10231 kg, and c5
2.993 108 m/s in the above relation gives

λthresh # 1:23 10212 m5 1:2 fm

Looking at the electromagnetic spectrum (Figure 1.6.1), we conclude

that only γ-rays or high-energy hard X-rays are capable of producing

electron�positron pairs.

It is apparent that this process is not possible at low photon energies. If we

compare this with the usual photons used in X-ray diagnostics, having energy

of a few tens of keV, it is unnecessary to even consider this process as a possi-

bility. However, in some γ-decays, photons of energy greater than this thresh-

old are emitted.

Now we turn our attention to the probability of occurrence of this process

in any material. The pair production cross section for high-energy photons
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Ec20 MeV has a roughly Z2 dependence, Z being the atomic number of the

material.

σpair~Z
2: ð2:3:29Þ

This means that for heavy elements, the pair production cross section is sig-

nificantly higher than for lighter elements. The actual cross section can be

written as

σpair 5 4αr2eZ
2 7

9
ln

183

Z1=3

� �
2

1

54

� �
cm2=atom; ð2:3:30Þ

where α is the electron fine structure constant and re is the classical electron

radius. Figure 2.3.8 shows the behavior of σpair with respect to atomic number Z.

It is also convenient to represent the pair production cross section in terms

of radiation length X0, which was described earlier in the chapter for the pas-

sage of electrons through matter. For high-energy photons, we mentioned

that the process of pair production should be considered when defining

radiation length. Hence in similar terms, we can define the radiation length

for photons in a material as the depth at which a photon beam loses 12 1/e

(or about 63%) of its energy through pair production. Note that here e refers

Z
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Figure 2.3.8 Dependence of pair production cross section of high-energy photons

(Eγc20 MeV) on atomic number Z as calculated from Eq. (2.3.30). σpair is in units

of barn/atom.
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to the exponential factor. The formulae for radiation length for photons are

the same as those for electrons since the processes of Bremsstrahlung and

pair production are connected by underlying physics. In fact, the reader may

readily recognize the similarity between the pair production cross section

(2.3.30) and the radiation length formula (2.1.15). To write relation (2.3.30)

in terms of the radiation length, we can safely ignore the 1/54 term. Hence

σpair can also be written as

σpair 5
7

9

A

NA

1

X0

; ð2:3:31Þ

where A is the atomic mass of the element and NA is the Avogadro number.

2.3.B Passage of photons through matter

Now that we have learned the basic processes that define the interactions a photon

may undergo while passing through matter, we are ready to discuss the gross out-

comes of such interactions. Luckily enough, although the underlying processes are

fairly complicated, their overall effect on a beam of photons and the material

through which it passes can be characterized by simple relations. Before we go on

to define these relations, let us have a qualitative look at the passage of a photon

beam through matter.

A photon beam consists of a large number of photons moving in a straight

line. The beam may or may not be monochromatic, i.e., all the photons in the

beam may or may not have the same energy. Of course, the term same is some-

what loosely defined here since even a so-called monochromatic photon beam

has some variations in energy around its mean value. Depending on their energy,

each photon in the beam may undergo one of the several interactions we dis-

cussed earlier. It is hard, even impossible, to say with absolute certainty that a

photon with a certain energy will definitely interact with an atom in a defined

way. However, the gross interaction mechanisms of a large number of photons

can be quite accurately predicted with the help of statistical quantities such as

cross section.

In radiation measurements, a photon beam is relatively easy to handle compared

to a beam of massive particles. The reason is that the interaction of photons with

matter is localized or discrete. That is, a photon that has not interacted with any

particle does not lose energy and remains a part of the beam. This means that the

energy of all noninteracting photons in a beam remains constant as the beam passes

through the material. However, the intensity of the beam decreases as it traverses

the material due to loss of interacting photons.
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It has been found that at any point in a material, the decrease in intensity of a pho-

ton beam per unit length of the material depends on the intensity at that point, i.e.,

dI

dx
~2 I

.
dI

dx
52μtI;

ð2:3:32Þ

where dI is the change in intensity as the beam passes through thickness dx (actu-

ally dI/dx represents the tangents of the I versus x curve at each point). μt is the

total linear attenuation coefficient, which depends on the type of material and the

photon energy. Integrating the above equation gives

I5 I0 e
2μtx; ð2:3:33Þ

where I0 is the intensity of the photon beam just before it enters the material and I

is its intensity at a depth x.

It is interesting to note the similarity of the above equation with the radioactive

decay law we studied in the previous chapter. In fact, by analogy with the half and

mean lives of radioisotopes, the mean free path λm and half-thickness x1=2 can be

defined for photon beam attenuation in materials as follows:

λm 5
1

μt

ð2:3:34Þ

x1=2 5
lnð2Þ
μt

: ð2:3:35Þ

The term mean free path was defined earlier in the chapter. Now, using

Eq. (2.3.33), we can assign quantitative meaning to it. The reader can easily verify that

the mean free path is defined as the distance a photon beam travels such that its inten-

sity decreases by 12 1/e, which corresponds to about 63% of its original intensity.

The total linear attenuation coefficient in the above relations determines how

quickly or slowly a certain photon beam will attenuate while passing through a

material. It is a function not only of the photon energy but also of the type and den-

sity of the material. Its dependence on these three parameters is actually a problem

for tabulation and therefore instead of the total linear attenuation coefficient, a

related quantity, the mass attenuation coefficient, defined by

μm 5
μt

ρ
; ð2:3:36Þ

is quoted. Here ρ is the density of the material. Since the mass attenuation coeffi-

cient is independent of the physical state of the material, one can easily deduce the

linear attenuation coefficient by simply multiplying it by the density of the material.
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μt and μm are generally quoted in the literature in units of cm21 and cm2/g,

respectively.

Just like the mean free path, we can define the specific mean free path using the

mass attenuation coefficient as

λp 5
1

μm

: ð2:3:37Þ

The total attenuation coefficient characterizes the probability of interaction of

photons in a material. Since the cross section also characterizes the probability of

interaction, these two quantities must be related to each other. This is true since

one can write the total linear attenuation coefficient μt in terms of total cross sec-

tion σt as

μt 5σtN

5σt

ρNA

A
; ð2:3:38Þ

where N represents the number of atoms per unit volume in the material having

atomic number A and ρ is the weight density of the material. NA is the familiar

Avogadro’s number. It is evident from the above relations that the units of μt will

be cm21 if σt is in cm22, atom, N, is in atoms/cm3, and ρ is in g/cm3.

We can also write the total mass attenuation coefficient in terms of the total

cross section as

μm 5σt

NA

A
: ð2:3:39Þ

Example:

Determine the thickness of lead needed to block 17.4 keV X-rays by a factor

of 104. The density and mass attenuation coefficient of lead are 11.3 g/cm3

and 122.8 cm2/g, respectively.

Solution:

Blocking the beam by a factor of 104 implies that the intensity of the X-ray

beam coming out of the lead should be 1024 times the original beam intensity.

Therefore, using I5 I010
24 in Eq. (2.3.33), we can determine the required

thickness d as follows:

I 5 I0 e
2μtd

1024 5 e2μtd

. lnð1024Þ 52μtd

. d 52
lnð1024Þ

μt
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The total linear attenuation coefficient can be determined from the given

mass attenuation coefficient using relation (2.3.36):

μt 5μmρ

5 122:83 11:35 1387:64 cm21

Hence the required thickness d of lead is

d52
lnð1024Þ

μt

52
lnð1024Þ
1387:64

5 0:0066 cm5 66 μm:

This result clearly shows the effectiveness of lead in attenuating photons.

Lead is commonly used for shielding purposes in radiation environments.

Let us now see how the attenuation coefficient for a particular material can

be determined. Since there is a direct relation between the attenuation coeffi-

cient and the cross section, if we know the total cross section, we can determine

the total attenuation coefficient. The total cross section σt can be determined by

simply adding the cross sections for individual processes, i.e.,

σt 5σpe 1σc 1σry 1 σpair 1σtrip 1?; ð2:3:40Þ

where the subscripts pe, c, ry, pair, and trip represent the photoelectric effect,

Compton scattering, Rayleigh scattering, pair production, and triplet production,

respectively. The dots represent other processes such as Thompson scattering and

photonuclear interactions. Then, according to Eqs. (2.3.38) and (2.3.39), the total

linear and total mass attenuation coefficients can be determined from

μt 5
ρNA

A
ðσpe 1σc 1 σry 1 σpair 1σtrip 1?Þ ð2:3:41Þ

μm 5
NA

A
ðσpe 1 σc 1 σry 1 σpair 1 σtrip 1?Þ: ð2:3:42Þ

The tabulated values of photon attenuation coefficients found in the literature are

actually computed using this method. However, since such computations depend

heavily on theoretically obtained formulae for cross sections, sometimes it is
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desirable that the coefficients are also experimentally measured. Discrepancies of

around 5% between theoretical and experimental values are not uncommon.

Figure 2.3.9 shows the mass attenuation coefficients of potassium and lead. As

one would expect, the attenuation coefficient decreases with increase in energy.

However, at certain energies, there are abrupt jumps in attenuation coefficients.

These jumps occur when the energy of the photon matches one of the binding ener-

gies of the atom. At that energy, the absorption of the photons increases abruptly

and the attenuation coefficient jumps to a higher value. These abrupt changes in

attenuation coefficients have been exploited in radiation imaging techniques to

enhance image contrast.

B.1 Measuring attenuation coefficient

To see how one can determine the attenuation coefficient experimentally, we

note that according to Eq. (2.3.33), the total linear attenuation coefficient can be

written as

μt 5
1

d
ln

I0

I

� �
: ð2:3:43Þ

Hence, to determine the linear attenuation coefficient, we just need to measure

the incoming and the outgoing intensities of a photon beam that passes through a

slab of thickness d of the material. Such an experimental setup is shown in

Figure 2.3.10. The intensities I0 and I going in and coming out of the material can

be measured by two detectors installed before and after the material. Due to the

Energy (MeV)
1 10

μ
m

 (
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2 /g
)

10–1

10–3 10–2 10–1

1

10

102

103

Pb

K

Figure 2.3.9 Dependence of mass attenuation coefficients of potassium and lead on energy.
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energy dependence of the attenuation coefficient, either the source should be able

to provide a monochromatic beam or a monochromator setup should be used. The

choice of source depends on the application. For composite materials, such as body

organs, radioactive sources are generally preferred due to their ease in deployment

and use. For more accurate measurements, high-intensity X-ray beams such as those

provided by synchrotron sources are used. However, since the X-ray spectra of such

sources are quite broad, the setup must also include a monochromator to selectively

use photon beams of the desired wavelength.

B.2 Mixtures and compounds

The attenuation coefficient of a compound or mixture at a certain energy can be

obtained by simply taking the weighted mean of its individual components accord-

ing to

μt 5
X
i

wiμi
t and ð2:3:44Þ

μm 5
X
i

wiμi
m; ð2:3:45Þ

where wi is the weight fraction of ith element in the mixture or compound having

total linear and total mass attenuation coefficients of μi
t and μi

m, respectively.

Figure 2.3.11 shows the dependence of mass attenuation coefficients of water

and dry air on energy.

I0

d

Source

I

Detector

Collimator Collimator

Detector

Figure 2.3.10 Sketch of a simple setup for determining the attenuation coefficient of a

material. The incident and transmitted intensities (I0 and I) are measured through two

detectors, before and after the slab of the material.
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Example:

Estimate the mean free path of 150 keV X-ray photons traveling in ordinary

water under normal atmospheric conditions. The total mass absorption coeffi-

cients of hydrogen and oxygen are 0.2651 and 0.1361 cm2/g, respectively.

Solution:

The weight fractions of hydrogen and oxygen in water are

wh �
2

21 16
5 0:1111

wo �
16

21 16
5 0:8889

Hence, according to Eq. (2.3.45), the mass attenuation coefficient of water is

μw
m 5whμh

m 1woμo
m

5 0:11113 0:26511 0:88893 0:1361

5 0:1504 cm2=g

Under normal conditions, the density of water is 1 g/cm. Therefore, the total

linear absorption coefficient of water for 150 keV photons is

μw
t 5 ρwμ

w
m 5 0:1504 cm21:

Energy (MeV)
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μ m
 (
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2 /g

)
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Figure 2.3.11 Dependence of mass attenuation coefficients of water (solid line) and dry air

(dotted line) on energy.
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The mean free path is simply the inverse of total linear attenuation coeffi-

cient. Hence we get

λw
m 5

1

μw
t

5
1

0:1504
� 6:65 cm:

B.3 Stacked materials

If the photon beam passes through a stack of materials, the total attenuation of photons

can still be determined by applying Eq. (2.3.33) to each material. Let us suppose

we have three materials stacked one after the other as shown in Figure 2.3.12.

The intensity of photons at each junction, as determined from Eq. (2.3.33), is given by

I1 5 I0 e
2μ1

t d1

I2 5 I1 e
2μ2

t d2

5 I0 e
2μ1

t d1 e2μ2
t d2 5 I0 e

2ðμ1
t d11μ2

t d2Þ

I3 5 I2 e
2μ2

t d2

5 I0 e
2ðμ1

t d11μ2
t d2Þ e2μ2

t d2 5 I0 e
2ðμ1

t d11μ2
t d21μ3

t d3Þ:

d1 d2 d3

I0

I3

I1 I2

I0

I1

I2

I3

Distance

In
te

ns
ity

Figure 2.3.12 Depiction of passage of photons through three materials of different

thicknesses and attenuation coefficients. The exponential variation of photon intensity in

each material according to Eq. (2.3.33) is also shown.
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Here the subscripts 1, 2, and 3 represent the three materials. Using this result,

we can write a general equation for the intensity of a photon beam coming out of

N materials in terms of total linear and total mass attenuation coefficients as

IN 5 I0 exp

�
2
XN
i51

μi
tdi

�
ð2:3:46Þ

5 I0 exp

�
2
XN
i51

μi
mρidi

�
; ð2:3:47Þ

where ρi is the density of the ith material.

Example:

Estimate the percentage of 100 keV photons absorbed in a cylindrical ioniza-

tion detector. The photons enter the detector through a 100 μm thick alumi-

num window and are attenuated in the 6 cm thick bed of the filling gas (CO2)

at atmospheric temperature and pressure. The photons surviving the interac-

tions leave the detector through another 100 μm thick aluminum window. The

mass attenuation coefficients of 100 keV photons in aluminum, carbon, and

oxygen are 0.1704, 0.1514, and 0.1551 cm2/g, respectively. The densities of

aluminum and CO2 are 2.699 and 1.8333 1023 g/cm3, respectively.

Solution:

According to Eq. (2.3.47), the intensity of photons leaving the detector is

given by

Iout 5 I0 e
2ðμa

t da1μg
t dg1μa

t daÞ;

where the subscripts a and g stand for aluminum and fill gas, respectively.

The percentage of photons absorbed in the detector can then be written as

Nabs 5
I02 Iout

I0
3 100

5 ð12 e2ðμa
t da1μg

t dg1μa
t daÞÞ3 100:

The mass attenuation coefficient of CO2 can be calculated by taking the

weighted mean of the given mass attenuation coefficients of carbon and oxygen:

μg
m 5wcμc

m 1woμo
m

5

�
12

44

�
0:15141

�
32

44

�
0:1551

5 0:1541 cm2=g
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The required percentage of absorbed photons is then given by

Nabs 5 ð12 e2ð23 0:17043 2:6993 1003 102410:15413 1:8333 1023 3 6ÞÞ3 100:

5 1:08%:

2.4 Interaction of heavy charged particles with matter

By heavy charged particles, we mean particles with A$ 1, such as protons and

α-particles. Heavy charged particles behave quite differently in matter than the light

charged particles. At low to moderate energies, the most important type of interac-

tion for heavy charged particles is the so-called Rutherford scattering. We will look

at this in some detail before we go on to the discussion of the overall effect of pas-

sage of such particles through matter.

2.4.A Rutherford scattering

Rutherford scattering, first discovered by Lord Rutherford, refers to the elastic scat-

tering of a heavy charged particle (such as an α-particle) from a nucleus. In his

famous scattering experiment, Rutherford bombarded a thin gold foil with

α-particles and studied how many of them deflected from their original direction of

motion. He noticed that most of the α-particles passed through the foil undeflected,

while some deflected at very large angles. This experiment proved that most of the

space in the atom is empty and the positive charge is concentrated into a small

space, which we now call the nucleus.

Rutherford scattering is sometimes referred to as Coulomb scattering since the

Coulomb force between the incident particle and the target nucleus is responsible

for the interaction. A simplified diagram of a Rutherford scattering experiment is

shown in Figure 2.4.1. A very thin gold foil is bombarded with α-particles from a

θ

Detector

Gold foil

Collimator

Source

To vaccuum
pump

Detector
output

Figure 2.4.1 A simple setup to determine the angular distribution of scattered particles in

Rutherford scattering.
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radioactive source, such as americium-241. The scattered particles are detected by a

particle detector, which can be rotated at different angles. Such an experiment

yields the following dependence of the scattering angle θ on the number of scat-

tered particles Ns.

Ns~
1

sin4ðθ=2Þ ð2:4:1Þ

This relationship is plotted in Figure 2.4.2 for θ5 0 to θ5 180�. It is apparent

that most of the incident particles pass through the target undeflected, hinting at the

vast emptiness of atomic space.

The differential cross section of this process is given by the so-called Rutherford

formula:

dσ
dΩ

5
Z2
i Z

2
t r

2
e

4

mec

βp

� �2
1

sin4ðθ=2Þ : ð2:4:2Þ

Here Zi and Zt are the atomic numbers of the incident and target particles, respec-

tively, and θ is the scattering angle. The impact parameter b and the scattering angle

θ are defined as shown in Figure 2.4.3. These and other factors in the above defini-

tion of the differential cross section can be calculated from the following relations:

p5
2Z1Z2e

2

βcbθ

b5 r sin φ

β5
�
12 v2

c2

	1=2
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Figure 2.4.2 Angular dependence of the relative number of particles deflected through

Rutherford scattering.
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The above formula has been developed for particles moving at relativistic

speeds. If the incident particle can be considered nonrelativistic (v{c), then classi-

cal mechanics can be employed to derive a simpler form of the Rutherford formula.

This is given by

dσ
dΩ

5
ZiZte

2

16πA0T

� �2
1

sin4ðθ=2Þ ; ð2:4:3Þ

where T is the kinetic energy of the incident particle. It should be noted that

the angular dependence of the differential cross section is the same in both

cases and is also consistent with the experimental observation depicted in

Figure 2.4.2. This classical limit formula is the one that was originally derived

by Rutherford.

The total cross section for Rutherford scattering can be determined by integrat-

ing the differential cross section over the whole solid angle Ω:

σtotal 5

ð
Ω

dσ
dΩ

dΩ: ð2:4:4Þ

Generally, one is interested in predicting the number of particles scattered in a

certain solid angle (see example below). This can be done by simply multiplying

the differential cross section by the element of the solid angle, i.e.,

ΔσðθÞ5 dσ
dΩ

ΔΩ: ð2:4:5Þ

Z1

b = r sin φ Z2

b

θ

φ
r

Target nucleus

Figure 2.4.3 Rutherford scattering of a particle with charge eZ1 by nucleus having charge

eZ2. The cross section of the process depends strongly on the impact parameter b.
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Example:

In his original scattering experiment, Rutherford observed the number of

α-particles scattered from gold nuclei by counting the number of flashes on a

scintillation screen in a dark room. Luckily, with the advent of electronic

detectors, such painstaking work is not needed now. Let us replicate

Rutherford’s experiment but with an electronic detector having a surface area

of 1 cm2. Suppose the source emits 3 MeV α-particles with an intensity of

106 s21 and the target is a 1 μm thick aluminum foil (the setup would be iden-

tical to the one shown in Figure 2.4.1). Assume that the detector can count

individual α-particles with an efficiency of 60%. Compute the number of

counts recorded by the detector at 10� and 30� relative to the initial direction

of motion of the α-particles. At both angles, the distance of the detector from

the interaction point remains 15 cm. Take the atomic density of gold to be

63 1028 m23.

Solution:

Let us begin by simplifying Eq. (2.4.3) for scattering of 3 MeV α-particles by
gold nuclei.

dσ
dΩ

5
ZiZte

2

16πA0T

2
4

3
5
2

1

sin4 θ=2
� 	

5
ð2Þð79Þð1:6023 10219Þ2

16πð8:853 10212Þð33 1063 1:6023 10219Þ

2
4

3
5
2

1

sin4ðθ=2Þ

3:5373 10228 1

sin4ðθ=2Þm
2=ster

Here ster stands for steradian, which is the unit of solid angle. Using this

relation, we can compute the differential scattering cross sections for the parti-

cles scattered at 10� and 30�.

dσ
dΩ

����
θ5100

5 3:5973 10228 1

sin4ð50Þ

5 6:2343 10224 m2=ster

dσ
dΩ

����
θ5300

5 3:5973 10228 1

sin4ð150Þ

5 8:0163 10226 m2=ster
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Now that we have the differential scattering cross sections at the two

angles, we can multiply them by the solid angles subtended by the detector,

which is given by

ΔΩ5
A

r2
5

1

152
5 4:443 1023 ster;

to obtain the total cross sections for scattering at 10� and 30� as follows:

ΔσðθÞ5 dσ
dΩ

ΔΩ

.Δσðθ5 100Þ5 ð6:2343 10224Þð4:443 1023Þ m2

5 2:7713 10226 m2

Δσðθ5 300Þ5 ð8:0163 10226Þð4:443 1023Þ m2

5 3:5633 10228 m2:

If we know the atomic density D and thickness t of the target material, we

can estimate the number of particles scattered at an angle θ by

Nθ 5N0ΔσðθÞDt;

where N0 is the number of incident particles. Therefore, for the two given

angles, we get

N100 5 ð106Þð2:7713 10226Þð63 1028Þð1026Þ

� 1663 s21

N100 5 ð106Þð3:5633 10228Þð63 1028Þð1026Þ

� 21 s21:

Since the detector is only 60% efficient, the count rate recorded at the two

angles will be

C100 � ð1663Þð0:6Þ5 998 s21

C300 � ð21Þð0:6Þ5 13 s21:

115Interaction of radiation with matter



2.4.B Passage of charged particles through matter

There is a fundamental difference between the interaction of charged particle beams

with matter and that of photon beams. We saw earlier that whenever a photon interacts

with a material, it is either absorbed or scattered and consequently removed from the

beam. But when a charged particle interacts with matter, it does not get removed from

the beam except for the rare cases when it gets scattered at a very large angle.

There are a number of electronic and nuclear mechanisms through which

charged particles can interact with particles in the medium. However, the net result

of all these interactions is a reduction in the energy of the particles as they pass

through the medium. Although the underlying interaction mechanisms are very

complicated, fortunately the rate of this energy loss can be fairly accurately pre-

dicted by a number of semiempirical relations that have been developed.

The rate at which a charged particle loses energy as it passes through a material

depends on the nature of both the incident and the target particles. This quantity is

generally referred to in the literature as the stopping power of the material. It should

be noted that stopping power does not represent the energy loss per unit time, but

rather the energy that a charged particle loses per unit length of the material it tra-

verses. Generally speaking, any charged particle can have either electronic, nuclear,

or gravitational interaction with the particles of the material through which it

passes. However, the gravitational interaction is too low to be of any significance

and is generally ignored. The total stopping power is then just the sum of the stop-

ping powers due to electronic and nuclear interactions:

Stotal 52
dE

dx

2
dE

dx
5 Selectronic 1 Snuclear:

ð2:4:6Þ

The negative sign in these equations signifies the fact that the particles lose

energy as they pass through the material. For most practical purposes, the nuclear

component of the stopping power can also be ignored as it generally accounts for

only a fraction of total stopping power. For particles such as electrons, this state-

ment is always valid since they are not affected at all by the strong nuclear force.

For heavy positive charges, such as α-particles, this holds if the particle energy is

not high enough for it to penetrate so deep into the atom that the short-range

nuclear forces become significantly strong. Hence, in most cases, the stopping

power can be written as a function of the electronic component only:

2
dE

dx
� Selectronic: ð2:4:7Þ

The first successful attempt to derive a relation for the energy loss experienced by

an ion moving in the electromagnetic field of an electron was made by Niels Bohr.
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He argued that such an expression can be obtained by simply considering the

impulses delivered by the ion to the electron as it passes through its electromagnetic

field. This consideration led him to the following relation:

2
dE

dx

� �
Bohr

5
4πq2e4Ne

mev2
ln

γ2mev
3f ðZÞ

qe2

� �
ð2:4:8Þ

where

e is the unit electron charge,

me is the mass of electron,

Ne is the electron number density,

q is the charge of the ion,

v is the velocity of the ion,

f(Z) is a function of the atomic number Z of the material, and

γ is the relativistic factor given by (12 v2/c2)21/2.

Example:

Derive Eq. (2.4.8).

Solution:

Let us suppose that a heavy charged particle (such as an ion) is moving in the

x-direction in the electric field of an electron and define an impact parameter

b as the perpendicular distance between the two particles (Figure 2.4.4). The

rationale behind this definition is that the impulse experienced by the electron

as the ion approaches it will be canceled by the impulse delivered by the

receding ion and consequently the only contribution left will be perpendicular

to the motion of the ion.

x

Electron

Ion

b

Figure 2.4.4 Definition of the impact parameter for a charged particle (such as an ion)

moving in the electric field of an electron.
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Supposing that the ion passes by the electron before it can move any signifi-

cant distance, we can calculate the momentum transferred to the electron

through the impulse delivered by the ion by

Δp5

ðN
2N

ð2eE\Þ:

Here E\ is the perpendicular component of the electric field intensity given

relativistically by

E\ 5
qeγb

ðb21γ2v2t2Þ3=2
:

Here γ5 1/sqrt(1 2 v2/c2) is the relativistic factor for the ion moving with

velocity v.

Integration of the above equation yields

Δp5
2qe2

bv
:

In terms of energy transferred to the electron ΔE5Δp2/2me, this can be

written as

ΔE5
2q2e4

mev2b2
: ð2:4:9Þ

Let us now define a cylinder of radius b around the path x of motion of an

ion with a volume element of 2πb db dx. If Ne is the electron number density,

then the total number of electrons in this volume element will be equal to

2πNeb db dx. Every electron in this volume element will experience the same

impulse, and therefore the total energy transferred to the electrons when the

ion moves a distance dx will be

2
dE

dx
5 2πNeq

ð
ΔEb db:

5
4πNeq

2e4

mev2
ln

bmax

bmin

:

0
@

1
A
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Here we have evaluated the integral from minimum to maximum impact

parameter (bmin to bmax) since integrating from 0 to N would yield a diver-

gent solution.

In order to determine a reasonable value of bmin, we note that the minimum

impact parameter will correspond to collisions in which the kinetic energy

transferred to the electron is maximum. The maximum energy that the ion can

transfer to the electron turns out to be Emax5 2meγ
2v2. The reader is encour-

aged to perform this derivation (Hint: Use the law of conservation of linear

momentum). Substitution of this in Eq. (2.4.9) gives

ΔE bmin
5

2q2e4

mev2b2min

5 2γ:
����

Hence we find

bmin 5
qe2

γmev2
:

Now we will use some intuitive thinking to come up with a good estimate

of the maximum impact parameter. In order for the ion to be able to deliver a

sharp impulse to an electron, it should move faster than the electron in the

atomic orbit, such that

bmax

γv
#

Re

ve
:

Here Re is the atomic radius and ve is the velocity of the electron. Since this

ratio is a function of the atomic number Z of the material, we can write

bmax

γv
# f ðZÞ:

Substitution of bmin and bmax in Eq. (2.4.10) yields the required Eq. (2.4.8):

2
dE

dx

� �
Bohr

5
4πq2e4Ne

mev2
ln

γ2mev
3f ðZÞ

qe2

� �
:

Later on, Bethe and Bloch derived the following expression for the stopping

power using quantum mechanics:

2
dE

dx

� �
Bethe2Bloch

5
4πNAr

2
emec

2ρZq2

Aβ2
ln

Wmax

I

� �
2β2

� �
ð2:4:10Þ
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where

NA5 6.0223 1023 mole21 is the Avogadro number;

re5 2.8183 10215 m is the classical radius of the electron;

me5 9.1093 10231 kg is the rest mass of the electron;

q is the electrical charge of the ion in units of unit electrical charge;

ρ is the density of the medium;

A is the mass number of the medium;

I is the ionization potential of the medium;

β is a correction factor. It is generally calculated from the relation: β5
½12ðE0=ðE01E=AiÞÞ�1=2 where E05 931.5 MeV is the rest mass energy per nucleon, E is

the energy of the incident particle having mass number Ai, and Wmax is the maximum

energy transferred in the encounter. It can be calculated from: Wmax5 2mec
2β2/(12 β2).

The factor 4πNAr
2
emec

2 is constant, and therefore its numerical value can be per-

manently substituted in the above formula, which then becomes

2
dE

dx

� �
Bethe�Bloch

5
4:89383 10218ρZq2

Aβ2
ln

Wmax

I

� �
2β2

� �
J=m: ð2:4:11Þ

Though the units of J/m are in the SI system of units, in the literature, stopping

power is generally given in units of MeV/cm. Therefore, it is more convenient to

write the above equation in the form

2
dE

dx

� �
Bethe�Bloch

5
0:30548ρZq2

Aβ2
ln

Wmax

I

� �
2β2

� �
MeV=cm: ð2:4:12Þ

One of the more difficult parameters to evaluate in the above expression is the

ionization potential I of the medium. For this, a number of empirical formulae have

been proposed, such as

I5 12Z1 7 for Z, 13

I5 9:76Z1 5:58Z20:19 for Z$ 13
ð2:4:13Þ

The Bethe�Bloch formula stated above has also been corrected for two factors

that become significant at very high and moderately low energies. One is the shield-

ing of distant electrons because of the polarization of electrons by the electric field

of the moving ion. This effect depends on the electron density and becomes more

and more important as the incident particle energy increases. The second correction

term applies at lower energies and depends on the orbital velocities of the electrons.

Both of these correction terms are subtractive and are generally represented by the

symbols δ and C, respectively.

The modern form of the Bethe�Bloch formula for stopping power after applying

the corrections mentioned above is given by

2
dE

dx

� �
Bethe�Bloch

5
4πNAr

2
emec

2ρZq2

Aβ2
ln

Wmax

I

� �
2β2 2

δ
2
2

C

Z

� �
: ð2:4:14Þ
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The Bethe�Bloch formula can also be written in terms of mass stopping power,

which is simply the stopping power as defined by Eq. (2.4.10) or Eq. (2.4.14)

divided by the density of the medium:

2
1

ρ
dE

dx

� �
Bethe�Bloch

5
4πNAr

2
emec

2ρZq2

Aβ2
ln

Wmax

I

� �
2 β2 2

δ
2
2

C

Z

� �
: ð2:4:15Þ

It should be noted that the above expression for mass stopping power deals with

a medium with a unique atomic number and hence is valid for a pure element only.

In the case of a compound or a mixture of more than one element, we can use the

so-called Bragg�Kleeman rule to calculate the total mass stopping power:

1

ρ
dE

dx

� �
total

5
Xn
i51

wi

ρi

dE

dx

� �
i

� �
ð2:4:16Þ

where wi and ρi are the fraction by mass of element i in the mixture and its density,

respectively.

The Bragg�Kleeman rule can also be applied to compute the stopping power of

a compound material using

dE

dx

� �
total

5
Xn
i51

wi

dE

dx

� �
i

: ð2:4:17Þ

If we substitute the expressions for stopping power and mass stopping power in

the above relations, we can find expressions for average ionization potential hIi,
hZ/Ai, and hδi. However, these expressions do not give reliable results due mainly

to the increased bonding strength of electrons in compounds as compared to that in

elements. The higher bonding energy of electrons in a compound means that a sim-

ple weighted mean of individual ionization potentials would be an underestimate.

For more reliable estimates, one can use tables given in Refs. [53] and [52], which

have been generated after including several corrections.

Example:

Calculate the stopping power of 5 MeV α-particles in air.

Solution:

Let us assume that air is composed of 80% nitrogen and 20% oxygen.

According to the Bragg�Kleeman rule (Eq. (2.4.16)), the total mass stopping

power of air would be the weighted sum of the mass stopping powers of nitro-

gen and oxygen. For simplicity, let us use the uncorrected Bethe�Bloch for-

mula (2.4.10) (this assumption is valid since at this energy the correction
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factors δ and C are insignificantly small). For α-particles, we have Z5 2 and

q5 2. The other factors in Eq. (2.4.10) can be calculated as follows:

β5 12
E0

E01E=Aα

2
4

3
5
1=2

5 12
931:5

931:515=2

2
4

3
5
1=2

5 0:05174

Wmax 5 2mec
2 β2

12 β2

5 2ð0:511Þ ð0:05174Þ2
12 ð0:05174Þ2

5 2:7433 1023 MeV:

The mass attenuation coefficient, according to Eq. (2.4.12), can then be

written as

2
1

ρ
dE

dx

2
4

3
5
Bethe�Bloch

5
0:30548Zq2

Aβ2
ln

Wmax

I

0
@

1
A2β2

2
4

3
5

5
ð0:30548Þð2Þð2Þ2
Að0:05174Þ2 ln

2:7433 1023

I

0
@

1
A2 ð0:05174Þ2

2
4

3
5

5
9:12:893

A
ln

2:7433 1023

I

0
@

1
A2 2:6773 1023

2
4

3
5:

To calculate ionization potentials of nitrogen and oxygen, we use

Eq. (2.4.13):

.

I5 12Z1 7

Initrogen 5 12ð7Þ1 75 91 eV

Ioxygen 5 12ð8Þ1 75 103 eV
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The mass attenuation coefficients for nitrogen and oxygen are given by

2
1

ρ
dE

dx

2
4

3
5
nitrogen

Bethe�Bloch

5
912:893

14
ln

2:7433 1023

913 1026

0
@

1
A2 2:6773 1023

2
4

3
5

5 221:91 MeV cm2 g21

2
1

ρ
dE

dx

2
4

3
5
oxygen

Bethe�Bloch

5
912:893

16
ln

2:7433 1023

1033 1026

0
@

1
A2 2:6773 1023

2
4

3
5

5 187:11 MeV cm2=g

Now we can employ the Bragg�Kleeman rule (2.4.16) to compute the total

stopping power of 5 MeV α-particles in air.

2
1

ρ
dE

dx

2
4

3
5
air

Bethe�Bloch

5 ð0:8Þ 2
1

ρ
dE

dx

2
4

3
5
nitrogen

Bethe�Bloch

1 ð0:2Þ 2
1

ρ
dE

dx

2
4

3
5
oxygen

Bethe�Bloch

5 ð0:8Þð221:91Þ1 ð0:2Þð187:11Þ
5 214:95 MeV cm2=g

2.4.C Bragg curve

The Bethe�Bloch formulae for stopping power of charged particles discussed in

the preceding section have an implicit dependence on the energy of the particle

through factors such as β and Wmax. As a heavy charged particle moves through

matter it loses energy, and consequently its stopping power changes. Since stopping

power is a measure of the effectiveness of a particle in causing ionization, as the

particle moves through matter its ionization capability changes. To understand this

dependence, let us plot the Bethe�Bloch formula (2.4.12) for α-particles with

respect to their residual energy. By residual energy, we mean the instantaneous

energy retained by a particle as it travels through a material. For simplicity, we will

lump together all the terms that are constant for a particular material. Equation

(2.4.12) can then be written as

2
dE

dx

� �
Bethe�Bloch

5
K

β2
ln

Wmax

1024

� �
2β2

� �
MeV=cm; ð2:4:18Þ

where K5 0.30548ρZq2/A is a constant for a given material. Since we are only con-

cerned with the shape of the curve and not the numerical value, we have arbitrarily

123Interaction of radiation with matter



used I5 1024 MeV in the above expression. This value is typical of low-Z materi-

als. A plot of the above equation is shown in Figure 2.4.5. As expected, the stop-

ping power increases with the residual energy of the particles. Hence, as the

particles lose energy, they cause more and more ionizations in their paths until they

reach the highest point, known as the Bragg peak. After that point the particles

have lost almost all of their energy and are quickly neutralized by attracting elec-

trons from their surroundings.

The plot shown in Figure 2.4.5 is generally known as the Bragg curve. A

point to note here is that the range of a particle traveling through a material

depends on its instantaneous energy. Hence, one could in principle plot the stop-

ping power with respect to range as well and get the same Bragg curve. In fact,

it is much easier to draw the Bragg curve in this way because most of the empiri-

cal relations between range and energy can be used to derive simple relations

between stopping power and range. We will see how this is done shortly, but

before that let us have a look at some important phenomena related to energy

loss and range.

2.4.D Energy straggling

The stopping power equations presented above do not contain information about

the statistical variations in the energy lost by the incident particles. In fact, due to

this statistical effect, a monoenergetic beam of incident particles has a finite width

in its energy distribution as it travels through the medium. The effect is known as
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Figure 2.4.5 Plot of Eq. (2.4.18) for α-particles having initial energy of 10 MeV passing

through a material having an ionization potential of 100 eV. This variation of stopping power

with respect to the residual energy of the particles is generally known as the Bragg curve.
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energy straggling and can be represented by a Gaussian distribution for thick

absorbers:

NðEÞdE5
N

απ1=2
e2ðE2EÞ2=α2 ð2:4:19Þ

where α is known as the straggling parameter and can be computed from

α2 5 4πq2e4Nx0 11
kI

mv2
ln

2mv2

I

� �� �
;

where k� 4/3 is a constant, I is the ionization potential of the medium, q is the

electrical charge of the ion (in units of unit electrical charge) having mass m and

velocity v, e is the unit electrical charge, and x0 is the thickness of the medium.

At lower absorber thicknesses, the energy straggling distribution becomes

skewed and develops a tail at higher energies. For very thin absorbers, it is best

represented by a Landau distribution [31,37]. We will look at this distribution in the

section on electrons later in this chapter. The equations we will present there will

be applicable to heavy charged particles passing through thin absorbers as well.

It is interesting to note that the Bethe�Block formulae (2.4.14) and (2.4.15) cannot

be used to describe the behavior of a single particle. Because of energy straggling, which

is a stochastic process, these formulae actually represent the average stopping power.

Since this process is probabilistic in nature and the distribution is skewed, espe-

cially for thin absorbers, it is natural to look for the most probable energy loss as

well. This parameter has greater relevance to detector calibrations than the mean

energy loss. The reason is that the tail of the distribution generally gets buried in

the background and it becomes difficult to define it.

A consequence of energy straggling is shown in Figure 2.4.6. The shape

of the Bragg curve changes slightly, especially at the end of the particle track.

With energy straggling
(particle beam)

Without energy straggling
(single particle)

Residual energy
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Figure 2.4.6 Bragg curves for a single particle (dotted line) and a particle beam (solid line).

A beam of particles that is originally monoenergetic assumes a distribution as it travels

through matter due to energy straggling.
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Two differences are clearly visible: The Bragg peak is more profoundly rounded

and the curve has a small tail at the end.

2.4.E Range and range straggling

It is very tempting to try to compute the average distance a particle beam will travel

(also called range) in a medium by integrating the stopping power over the full

energy spectrum of the incident particles, such as

RðTÞ5
ðT
0

2
dE

dx

� �21

dE: ð2:4:20Þ

However, due to multiple Coulomb scatterings, the trajectory of a charged parti-

cle in a medium does not remain straight. Rather, the particle moves in small

straight line segments. This implies that the range of a beam of particles would

show statistical fluctuation around a mean value. By analogy with the energy strag-

gling phenomenon, this fluctuation is termed range straggling. It should be noted

that there is a fundamental difference between loss of energy and range and their

corresponding statistical fluctuations: Energy loss and energy straggling are differ-

ential quantities, while range and range straggling are integral quantities. It is

apparent that analytic calculation of range is a difficult task. A number of experi-

mentalists have therefore turned to empirical means of measuring this quantity and

modeling the range on the basis of their results.

Bragg and Kleeman gave a formula to compute the range of a particle in a

medium if its range is known in another medium:

R1

R2

5
ρ2
ρ1

A1

A2

� �1=2
ð2:4:21Þ

where ρ and A represent the density and atomic mass of the materials. For a com-

pound material, an effective atomic mass given by

1ffiffiffiffiffiffiffiffi
Aeff

p 5
X
i

wiffiffiffiffiffi
Ai

p ; ð2:4:22Þ

is used instead. Here wi is the weight fraction of ith element having atomic mass Ai.

E.1 Range of α-particles

Several empirical and semiempirical formulae have been proposed to compute the

range of α-particles in air. For example [57],

Rair
α ½mm�5 e1:61

ffiffiffiffi
Eα

p
for Eα , 4 MeV

ð0:05Eα 1 2:85ÞE3=2
α for 4 MeV#Eα # 15 MeV


ð2:4:23Þ
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and

Rair
α ½cm�5

0:56Eα for Eα , 4 MeV

1:24Eα 2 2:62 for 4 MeV#Eα , 8 MeV
:

(
ð2:4:24Þ

These two equations yield almost the same results, as can be seen from

Figure 2.4.7, which has been plotted for α-particles having energy up to 8 MeV.

Hence, at least in this energy range, one could use any one of these equations to

compute the range in air. To compute the range in some other material, Eq. (2.4.21)

can be used. For example, at normal pressure and temperature, the range of

α-particles in any material x can be determined from

Rx
α 5 3:373 1024Rair

α

ffiffiffiffiffi
Ax

p

ρx
: ð2:4:25Þ

Here we have used the effective atomic number of air Aair5 14.6 and its den-

sity ρair5 1.293 1023 g/cm3. Though it is tempting to use the Bragg�Kleeman

rule for estimating range, it should be noted that the values thus obtained are

only approximations, and care must be taken while drawing conclusions based on

those values.
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Figure 2.4.7 Range of α-particles in air as computed from Eqs. (2.4.23) (solid line) and

(2.4.24) (dashed line).
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Example:

Compute the range of 4 MeV α-particles in air and tissue.

Solution:

Using Eq. (2.4.23), we get

Rair
α 5 ð0:05Eα 1 2:85ÞE3=2

α

5 24:4 mm5 2:44 cm:

To calculate the range in tissue, we can make use of the simplified

Bragg�Kleeman identity (2.4.25):

Rtissue 5 3:373 1024Rair
α

ffiffiffiffiffiffiffiffiffiffiffi
Atissue

p

ρtissue
:

Substituting ρtissue5 1 g/cm3 and Atissue� 9 in the above equation, we get

Rtissue
α � 3:373 10242:44

ffiffiffi
9

p

1

5 10:13 1024cm5 10:1 μm:

As an exercise, let us also compute the range in air using Eq. (2.4.24):

Rair
α 5 1:24Eα 2 2:62

5 2:34 cm

This shows that the relative difference between the ranges calculated from

relations (2.4.23) and (2.4.24) is only 4% for 4 MeV α-particles.

E.2 Range of protons

There have been several theoretical and experimental studies of variation in the

range of protons with energy in several materials (e.g., [9,36,45,59]). These studies

have led to the development of empirical relations specific to the material under

investigation and within the energy range used in the experiment. Fortunately, the

number of such studies is so great that, together with some theoretical computa-

tions, several large databases of proton range values are now available.

Let us have a look at the proton range relations for air and aluminum. In air, the

range of protons having energy Ep can be computed from [62]

Rair
α m½ �5 Ep

9:3

� �1:8
for Ep , 200 MeV; ð2:4:26Þ
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whereas for aluminum, one can use the relation [8]

RAl
p mg=cm
� �

5

3:837E1:5874
p for 1:13 MeV,Ep# 2:677 MeV

2:837E2
p

0:681 logEp

for 2:677 MeV#Ep# 18 MeV:

8>><
>>: ð2:4:27Þ

These two relations have been plotted in Figure 2.4.8. The reader should note

that Eq. (2.4.27) gives range in mg/cm2 and therefore the value must be divided by

the density of aluminum to obtain the range in dimensions of length.

2.5 Interaction of electrons with matter

The way an electron beam behaves when passing through matter depends, to a

large extent, on its energy. At low to moderate energies, the primary modes of

interaction are:

� ionization,
� Møller scattering,
� Bhabha scattering, and
� electron�positron annihilation.

At higher energies the emission of Bremsstrahlung dominates, as shown in

Figure 2.5.1.
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Figure 2.4.8 Range of protons in air (dashed line) and in aluminum (solid line) as computed

from Eqs. (2.4.26) and (2.4.27). For aluminum, the equation has been divided by its density,

2.7 g/cm3, to yield range in units of length.
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2.5.A Interaction modes

A.1 Ionization

If an incident electron imparts enough energy to an atom, it may eject one of its

loosely bound electrons, resulting in the ionization of the atom. The energy of the

ejected electron depends on its binding energy as well as the energy of the incident

electron. If the energy carried away by the ejected electron is high enough, it can

produce secondary ionization in the same manner as the primary ionization. This

process can actually continue until the energy of the ejected electron is less than the

ionization potential of the atom. The process is graphically depicted in Figure 2.5.2.
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Figure 2.5.1 Fractional energy loss of electrons and positrons per radiation length as a

function of energy [19].
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Figure 2.5.2 Depiction of electron-induced ionization processes. At each stage of ionization,

if the ejected electron has energy greater than the binding energy of the atom, it can cause

ionization.
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It should, however, be noted that not all electrons that have energy higher than the

ionization potential of the atom produce a subsequent ionization. The probability

with which an electron can cause ionization depends on its cross section, which to a

large extent depends on its energy and the type of target atom. It has been seen

that, at each step of this ionization, only about one-third of the electrons cause sub-

sequent ionizations.

The ionization of atoms or molecules is a highly researched area due to its utility

in material and physics research. Electrons have the ability to penetrate deep into

materials and can therefore be used to extract information about the structure of a

material.

As can be seen from Figure 2.5.1, ionization with electrons dominates at low to

moderate energies. Electron impact ionization is a term that is extensively used in

the literature to characterize the process of ionization by electrons at relatively high

energies. This useful process is routinely employed in the spectroscopy of materials

in a gaseous state.

Symbolically, for an atom or a molecule Xq, with total positive charge q, the

electron ionization process can be written as

e1Xq ! Xq11 1 2e: ð2:5:1Þ

A.2 Møller scattering

This refers to the elastic scattering of an electron from another electron (or a posi-

tron from another positron). The interaction can be symbolically described by

e1 e ! e1 e: ð2:5:2Þ

In quantum electrodynamics, Møller scattering is said to occur due to the exchange

of virtual photons between the electrons. In classical electrodynamic terms, one can

simply call it a consequence of Coulomb repulsion between the two electrons.

A.3 Bhabha scattering

This is the scattering of an electron from a positron. The reaction can be written as

e1 e1 ! e1 e1: ð2:5:3Þ

In terms of quantum electrodynamics, as with Møller scattering, Bhabha scatter-

ing is considered to be due to the exchange of virtual photons between an electron

and a positron. Classically, it can be thought to occur because of the Coulomb

attraction between the two particles.

A.4 Electron�positron annihilation

The process of electron�positron annihilation has already been discussed earlier in

the chapter. In this process, an electron and a positron annihilate each other and
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produce at least two photons if we consider both particles to be initially at rest. It is

a perfect example of the notion that mass can be converted into energy.

We saw earlier that during this process, to conserve energy and momentum, at

least two photons, each having 511 keV, are produced. However, more than two

electrons can be produced. The cross section for this process at low electron ener-

gies in a material is not very high and decreases to almost zero at high energies.

This low cross section is due to the very low abundance of positrons in materials.

Figure 2.5.1 shows this behavior for electrons of energy from 1 to 100 MeV. Due

to its lower cross section, this process does not contribute significantly to total

energy loss, especially at moderate to high energies.

A point that is worth mentioning here is that the electron�positron annihilation

process can also produce particles other than photons provided their center-of-mass

energy before collision is high enough. For example, at very high energies (several

GeV), the annihilation process produces quarks, which form mesons. Since discus-

sion of such interactions is beyond the scope of this book, the interested reader is

referred to standard texts on particle and high-energy physics.

A.5 Bremsstrahlung

We saw earlier in the chapter that the process of Bremsstrahlung refers to the emis-

sion of radiation when a charged particle accelerates in a material. For electrons we

came up with a critical or cutoff wavelength below which no Bremsstrahlung

photons can be emitted. This wavelength is given by

λmin 5
hc

eV
;

where V is the potential experienced by the electron. For high-Z materials, the pro-

cess of Bremsstrahlung dominates other types of interactions above about 10 MeV.

As can be seen from Figure 2.5.1, the Bremsstrahlung process is the dominant mode

through which the moderate- to high-energy electrons lose energy in high-Zmaterials.

Example:

In an X-ray machine, electrons are accelerated through a potential of 40 kV.

Compute the cutoff wavelength and energy of the emitted photons.

Solution:

The cutoff wavelength is given by

λmin 5
hc

eV

5
ð6:6343 10234Þð2:993 108Þ
ð1:6023 10219Þð403 103Þ

5 3:0953 10211 m5 30:95 fm:
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The energy corresponding to this wavelength is given by

Emax 5
hv

λmin

5
ð6:6343 10234Þð2:993 108Þ

3:0953 10211

5 6:43 10215 J

5 40 keV:

ð2:5:4Þ

A.6 Cherenkov radiation

The concept of Cherenkov radiation has already been discussed earlier in the

chapter. We saw that an electron, being a very light particle, can emit Cherenkov

radiation when accelerated to high energies in a medium. Its energy should be so

high that its velocity becomes higher than the velocity of light in that medium.

The velocity of light in a medium of refractive index n is given by c/n, where c

is the velocity of light in vacuum. For Cherenkov radiation to be emitted, the veloc-

ity of the charged particle traversing the medium must be greater than this velocity,

i.e.,

vth $
c

n
: ð2:5:5Þ

Similarly, the threshold energy is given by

Eth 5 γthm0c
2; ð2:5:6Þ

where m0 is the electron rest mass, c is the velocity of light in vacuum, and γth is

the relativistic factor defined as

γth 5 12
v2th
c2

� �21=2

ð2:5:7Þ

5 12β2
th

� �21=2
: ð2:5:8Þ

Here the term βth5 vth/c is an oft-quoted condition for Cherenkov emission.

From the above equations we can also deduce that

γth 5
nffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 2 1
p ð2:5:9Þ
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An important factor is the direction of emission of Cherenkov light. As the light

is emitted in the form of a cone, we can define an angle of emission as the direction

of the cone. This angle Θc for a particle moving in a medium of refractive index n

is given by

Θc 5 arccos
1

βn

� �
: ð2:5:10Þ

This equation can be used to define the maximum angle Θmax
c that one should

expect to see in a medium. The maximum will occur when β5 1, i.e., when the

particle’s velocity is approximately equal to the velocity of light in vacuum. Hence

Θmax
c 5 arccos

1

n

� �
: ð2:5:11Þ

Example:

By computing the maximum angle of the Cherenkov cone one can observe in

water having refractive index of 1.4.

Solution:

We use Eq. (2.5.11) to compute the desired angle:

Θmax
c 5 arccos

1

n

0
@
1
A

5 arccos
1

1:4

0
@

1
A

5 0:775 radians

5
0:7753 180

π
5 44:43

:

The number of Cherenkov photons dN emitted by a particle having charge

ze (e is the unit electrical charge) per unit length dx of the particle flight in a

medium having refractive index n is given by

dN

dx
5 2παz2

ð
1

λ2
12

1

n2β2

� �
dλ: ð2:5:12Þ

Here α is the fine structure constant and λ is the wavelength of light emit-

ted. It is interesting to note that the threshold of Cherenkov radiation depends
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not only on the velocity of the particle but also on the refractive index of light

in the medium. Since the refractive index is actually dependent on the wave-

length, by just examining the refractive index, we can deduce whether the

photons of a particular wavelength can be emitted or not. Based on this rea-

soning, it can be shown that most of the Cherenkov radiation emitted in water

actually lies in the visible region of the spectrum. Therefore, the above equa-

tion can be safely integrated in the visible region of the spectrum to get a

good approximation of the number of photons emitted per unit path length.

This yields

dN

dx
5 490z2 sin2 Θ cm21: ð2:5:13Þ

For an electron with z5 1, the above equation becomes

dN

dx
5 490z2 sin2 Θ cm21: ð2:5:14Þ

Example:

An electron moving in water emits Cherenkov radiation in a cone making an

angle of 40� with the electron’s direction of motion. Compute the number of

photons emitted per centimeter by the electron.

Solution:

Using Eq. (2.5.14) with θ5 40�, we get

dN

dx
5 490 sin2Θ

5 490 sin2ð400Þ � 272 cm21:

Discriminating such a small number of photons from background is a diffi-

cult task. Generally, the conic signature of the Cherenkov radiation is used to

discriminate the Cherenkov photons from background radiation.

2.5.B Passage of electrons through matter

As compared to heavy charged particles, electrons behave quite differently when

passing through matter. The main reason for this is, of course, the very small mass

of electrons as compared to heavy charged particles. Due to their low mass,
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electrons travel so fast that their velocity may become very close to the velocity of

light. Since in such a situation, the relativistic effects must be taken into account to

deduce meaningful results, the computations become more complicated than for the

heavy charged particles.

We saw earlier that in certain situations, an electron may even attain a velocity

greater than the velocity of light in the same material. If this happens, Cherenkov

radiation with its specific conic signature is emitted. Also, as electrons pass through

matter, they rapidly lose energy and hence decelerate, which gives rise to

Bremsstrahlung.

Whenever an electron beam passes through a material, the individual electrons

in the beam can interact with the target atoms or molecules in a number of ways,

most of which have already been discussed in the preceding sections. Figure 2.5.1

shows the contributions of various types of interactions on the stopping power of

lead for electrons of various energies. It is interesting to note that, except for the

ionization process, Bremsstrahlung remains the dominant mode of interaction from

low to high energies. Therefore, the radiative component of the stopping power can-

not be neglected in the case of electrons.

At low to moderate energies, the collisional energy loss of electrons is quite sig-

nificant, and up to a certain energy it is higher than the radiative energy loss. Hence

the stopping power of a material for electrons consists of two components: colli-

sional and radiative.

Selectron 5 Scollisional 1 Sradiative

The collisional component not only includes the inelastic impact ionization pro-

cess but also the other scattering mechanisms we discussed earlier, such as Møller

and Bhabha scattering. The analytic forms of the collisional and radiative compo-

nents of the total stopping power for electrons are given by

2dE
dx

� �
collisional

5
2πZe4ρ
mev2

�
ln

mev
2E

2I2 12 β2
� 	

0
@

1
A

2ln2 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
12 β2

q
2 11β2

� �

1 ð12β2Þ1 1

8
12

ffiffiffiffiffiffiffiffiffiffiffiffi
12β2

q� �2�
;

ð2:5:15Þ

And

2
dE

dx

� �
radiative

5
ZðZ1 1Þe4ρE

137m2
ec

4
4ln

2E

mec2

� �
2

4

3

� �
: ð2:5:16Þ
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From these two equations, we can deduce that the rate of energy loss of an

electron through the collisional and radiative processes can be approximately

expressed as

Scollisional~ln ðEÞ and

Sradiative~E:

This implies that the losses due to radiative effects such as Bremsstrahlung

increase more rapidly than the losses due to collisional effects such as ionization.

This can also be seen from Figure 2.5.3, where the two effects have been plotted

for electrons traveling through a slab of copper. The energy at which these two

types of losses become equal is called the critical energy. A number of attempts

have been made to develop a simple relation for this critical energy, the most

notable of which is one that uses the approximate ratio of Eqs. (2.5.15) and

(2.5.16), given by

Sradiative

Scollisional
� ðZ1 1:2ÞE

800
; ð2:5:17Þ

where E is in MeV. From this equation, we can find the critical energy Ec by equat-

ing the two types of loss rates. Hence

Ec � 800

Z1 1:2
MeV: ð2:5:18Þ
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Figure 2.5.3 Energy loss per unit track length of electrons in copper as a function of energy.

The plot also shows two definitions of the critical energy [19].
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This definition was originally given by Berger and Seltzer [6]. Although this is a

widely used and quoted definition of the critical energy, there are other definitions as

well that work equally well for most materials. For example, Rossi [49] has defined

critical energy as the point where the ionization loss per unit radiation length becomes

equal to the electron energy. This definition is graphically depicted in Figure 2.5.3.

Equation (2.5.18) does not give accurate results for all types of matter because it

does not take into account the state of the matter, i.e., it gives the same results

whether the matter is in a solid, liquid, or gaseous state. A much better approach is

to parameterize the curve

Ec � a

Z1 b
MeV; ð2:5:19Þ

using the values obtained by the energy loss equations to find the constants a and b.

Such computations have been shown to give the following values for solids and

gases [19]:

Solids: a5 610; b5 1:24
Gases: a5 710; b5 0:92

Equation (2.5.17) clearly shows that, for materials with low atomic numbers and

low incident electron energies, the collisional component of the stopping power

dominates. Hence, most of the electrons in a beam of low-energy electrons passing

through a gas will lose their energy through collisions with the gas molecules.

However, for the same electrons passing through a high-Z material (such as lead),

the radiative losses will be significant.

A very important point to note here is that these expressions are valid only for

electrons. For positrons, the cross sections for the interactions are quite different,

even though the underlying processes may be similar. The difference in cross sec-

tions for electrons and positrons are mainly due to the fact that the positrons passing

through a material see an abundance of electrons with which they can combine and

annihilate, whereas the electrons seldom encounter a positron along their paths.

Example:

Compute the critical energy for electrons in aluminum.

Solution:

To compute the critical energy, we use Eq. (2.5.19) with Z5 13, a5 610, and

b5 1.24.

Ec �
a

Z1 b

5
610

131 1:24

5 42:84 MeV
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2.5.C Energy straggling

The reader may recall that for heavy charged particles passing through a thick

absorber, the fluctuations in energy loss can be described by a symmetric distribu-

tion. This is not the case for electrons, which, owing to their small mass, suffer more

collisions as compared to heavy charged particles. As a consequence, the energy dis-

tribution of these electrons gets skewed with a long tail toward higher energies.

Since, for heavy charged particles passing through thin absorbers, one can employ

the Landau distribution to describe the energy straggling, it is natural to use the

same methodology for electrons as well. This strategy works reasonably well for

most materials and electron energies. The Landau distribution can be expressed as

f ðx;ΔÞ5 ΦðλÞ
ξ

; ð2:5:20Þ

where

ΦðλÞ5 1

π

ð1
0

e2u lnðuÞ2uλsinðπuÞdu and

λ5
1

ξ
Δ2 ξðlnðξÞ2 lnðEÞ1 12 γÞ½ �:

Here γ5 0.577 is known as Euler’s constant. The term ln(E) in the above equa-

tion can be computed from

lnðEÞ5 ln
I2ð12β2Þ
2mc2β2

� �
1β2; ð2:5:21Þ

where I is the logarithmic mean excitation energy and β5 v/c, v being the particle’s

velocity. ξ is called the scale of the Landau distribution and is given by

ξ5
2πNAe

4Zx

mv2A
or ð2:5:22Þ

ξ5
0:1536Zx

β2A
keV; ð2:5:23Þ

where NA is the Avogadro constant, Z is the atomic number of the target atom, A is

its atomic mass, and x is the thickness of the material in mg/cm2.

Since the Landau distribution is an asymmetric distribution, its most probable

value is different from its average value. The most probable value is simply the

value at which the distribution has a maximum. The average value, on the other

hand, is much more complicated to determine. The reason is that in order to deter-

mine the average value, one must cut the tail of the distribution at some point based
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on some scheme. Since the average value is rarely used in practice and does not

even have much physical significance, we will concentrate here on the most proba-

ble energy loss instead. The most probable energy loss, as obtained from the

Landau distribution, can be computed from

Δmp 5 ξ ln
ξ
E

� �
1 0:423

� �
; ð2:5:24Þ

which can also be written as

Δmp 5 ξ ln
2mc2β2ξ
I2ð12 β2Þ

� �
2 β21 0:423

� �
: ð2:5:25Þ

The Landau distribution is a skewed distribution with a long tail at the high-

energy side (Figure 2.5.4). The degree of its skewness increases with the decrease

in the thickness of the material. For very thin absorbers, the distribution no longer

depicts reality even for electrons and should be replaced by some other distribution.

As a matter of fact, in practice, the use of the Landau distribution is somewhat lim-

ited due to one or more of the following reasons:

� The Landau distribution is valid only if the maximum energy loss in a single collision is

much larger than the typical energy loss. In the actual formalism of the distribution, it is

assumed that the maximum energy transfer can be infinite.
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Figure 2.5.4 Typical shape of the Landau distribution. The most probable value for this

distribution, corresponding to its peak, is 5. Axes’ units are arbitrary.
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� The Landau theory assumes that the typical energy loss is much larger than the binding

energy of the innermost electron, such that the electrons may essentially be considered

free. This condition is not really fulfilled by most gaseous detectors, in which the average

energy loss can be a few keV, which can be lower than the binding energy of the most

tightly bound electrons of the gas atoms.
� It assumes that the velocity of the particle is constant, meaning that the decrease in the

particle’s velocity is insignificantly small.
� If the Landau distribution is integrated, the result is an infinite value.
� The Landau distribution is difficult to handle numerically since the energy loss computed

from it depends on the step size used in the computations.

Another distribution describing the energy straggling phenomenon is the so-

called Vavilov distribution. With an increase in the thickness of the material, the

tail of the Landau distribution becomes smaller and the distribution approaches the

Vavilov distribution. Because of this, some authors prefer to call the Vavilov distri-

bution a more general form of the Landau distribution. However, since one cannot

approximate the Landau distribution from the Vavilov distribution, we do not

encourage the reader to make this assumption.

A major problem with the Vavilov distribution is its difficult analytic form,

requiring huge numerical computations. Its use is therefore only warranted in situa-

tions where highly accurate results are needed and speed in computation is not an

issue. For general radiation measurements, we encourage the reader to concentrate

on the Landau distribution as it gives acceptable results without computational

difficulties.

2.5.D Range of electrons

As opposed to heavy charged particles, the range of electrons is difficult to treat

mathematically. The primary reason for the difficulty lies in the higher large-angle

scattering probability of electrons due to their extremely low mass as compared to

heavy charged particles. However, it has been found that the bulk properties of an

electron beam can be characterized by relatively simple relations. The attenuation

of an electron beam, for example, has been seen to follow an approximately expo-

nential curve given by

N5N0 e
2μx: ð2:5:26Þ

Here N represents the number of electrons transmitted through a thickness x of

the material; μ is the absorption coefficient of the material for the electrons and

is a function of the electron energy. For electrons having a continuous energy

spectrum, it depends on the endpoint energy. Following the analogy of attenua-

tion of photons in matter, here also we can define a path length or absorber thick-

ness as

t5
1

μ
; ð2:5:27Þ
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the interpretation of which can be understood by substituting x5 t in the exponen-

tial relation above.

N5N0e
21

.Number of electrons absorbed5N0 2N5N0ð12 e21Þ
5 0:63N0

This implies that t is the thickness of the material, which absorbs about 63% of

the electrons of a certain energy. In Figure 2.5.5 we have plotted N versus x on

both linear and semilogarithmic scales. Since the behavior of electrons is not per-

fectly logarithmic, if one performs an experiment to measure the variation of elec-

tron intensity with respect to the thickness of the material, a perfectly straight line

on the semilogarithmic scale is not obtained. Such a curve is known as an absorp-

tion curve. Absorption curves for specific materials are routinely obtained to deter-

mine the range of electrons in the material.

An experimental setup to obtain the absorption curve for a material simply consists

of slabs of the material of varying thicknesses, a known source of electrons, and a

radiation detector. The electrons from the source are allowed to pass through the mate-

rial, and the transmitted electrons are counted by a radiation detector. This process is

repeated for various thicknesses of the material. A plot of thickness versus the log of

the number of counts recorded by the detector gives the required absorption curve.

The obtained curve looks similar to the second curve shown in Figure 2.5.5. However,

since the simple exponential attenuation of electrons does not strictly hold for most

materials, the variation is not as linear as shown in the figure. The curve is actually

seen to bend down at larger thicknesses. The determination of range from a perfectly

linear variation is very simple as it can be done by extrapolating the line to the
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Figure 2.5.5 Plot of number of electrons transmitted per unit thickness of an arbitrary

material as computed from Eq. (2.5.26). For this plot we have arbitrarily taken the initial

number of electrons to be 103 and μ5 1/5. The plot is shown on both linear (upper) and

semilogarithmic (lower) scales.
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background level (Figure 2.5.6). However, if the curve shows a curvature with increas-

ing thickness, then the endpoint is generally taken as the range. Sometimes the experi-

ment is not performed to the end, i.e., until the detector stops seeing any electrons. In

such a case the curve can be extrapolated as shown in Figure 2.5.6. It is interesting to

note that the range as obtained from a real curve actually corresponds to the endpoint

energy of electrons from a radioactive source.

Although the best way to determine the range of electrons in a material is

to perform an experiment as described above, it may not be always practical to

do so. Fortunately enough, the range of electrons in any material can be fairly

accurately determined from the following simple formula given by Katz and

Penfold [29].

Rsp
e ½kg=m2�5 4:12E1:26520:0954lnðEÞ for 10 KeV,E# 2:5 MeV

5:30E2 1:06 for E. 2:5 MeV


ð2:5:28Þ

Here the energy of the electrons E should be taken in units of MeV. The super-

script sp on Rsp
e specifies that the expression represents the specific range in units

of kg/m2. The range (or more specifically the specific range) as computed from

this formula are independent of the material. This is a fairly correct statement, as

can be seen from Figure 2.5.7. Here we have plotted the range using these func-

tions as well as values provided by ESTAR for aluminum and silicon. ESTAR is
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Figure 2.5.6 Typical absorption curve for electrons passing through a material. The curve

deviates from the ideal straight line with increasing thickness. Since the extrapolation of the

straight line overestimates the range, normally the end of the curve is extrapolated to the

background level to determine the true range.
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an online database of parameters related to the interaction of electrons in elements,

compounds, and mixtures [23]; it is based on values tabulated in the ICRU Report

37 [22]. It is apparent from the figure that the variations are quite small, and

unless the application requires higher accuracy, the above formula can be safely

used. The case of compounds and mixtures is a little complicated, however. For

such materials, these expressions do not give reasonably accurate results, espe-

cially at higher energies. This can be seen from Figure 2.5.7, where we have plot-

ted the ESTAR data for water and air along with values computed from the above

expression.

It should be noted that the spectrum of electrons emitted from a radioactive

source is continuous with endpoint energy. In such a case, one is generally inter-

ested in determining the range of the most energetic electrons. This can be done by

simply substituting the endpoint energy of the spectrum into the above expression.

Such computations are important, for example, to determine the shielding necessary

for a particular source.

The specific range as computed from expression (2.5.28) or obtained from some

other data source (such as ESTAR) can be divided by the density of the material to

determine the range in units of distance, i.e. (Figure 2.5.8),

Re 5
Rsp
e

ρ
; ð2:5:29Þ

where ρ denotes the density of the material.
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Figure 2.5.7 Variation of electron range in g/cm2 with energy in MeV computed from

Eq. (2.5.28). Also shown are the ESTAR values for aluminum and silicon.
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Example:

Compute the thickness of aluminum shielding required to completely stop

electrons having an endpoint energy of 5 MeV.

Solution:

We use Eq. (2.5.28) to compute the specific range of 5 MeV electrons.

Rsp
e 5 5:30E2 1:06

5 5:303 52 1:06

5 25:44 kg=m2

5 2:544 g=cm2

The range of electrons in aluminum is then determined by dividing this

number by the density of aluminum.

Re 5
Rsp
e

ρ

5
2:544

2:699
5 0:94 cm

Hence it will take a slab of aluminum less than 1 cm thick to completely

stop β-particles having endpoint energy of 5 MeV.
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Figure 2.5.8 Variation of electron range in g/cm2 with energy in MeV computed from the

Eq. (2.5.28). Also shown are the ESTAR values for air and water.

145Interaction of radiation with matter



2.6 Interaction of neutral particles with matter

Neutrons and neutrinos are two chargeless particles that are found in abundance in

nature. As neutrons have been found to be extremely useful in various fields, we

will discuss here how they interact with matter in some detail. The interaction

mechanisms of neutrinos will be discussed briefly afterward.

2.6.A Neutrons

Since neutrons do not carry any electrical charge, they are not affected by the elec-

tric field of atoms. This enables them to move swiftly through large open atomic

spaces without interacting with atoms. However, if they pass near nuclei, they

encounter the strong nuclear force. In such a situation, depending on their energy,

they can interact with the nuclei in the following ways:

� Elastic scattering
� Inelastic scattering
� Spallation
� Transmutation
� Radiative capture.

A.1 Elastic scattering

Elastic scattering is the principal mode of interaction of neutrons with atomic

nuclei. In this process, the target nucleus remains in the same state after interaction.

The reaction is written as A(n, n)A, or

n1Xn1p
p ! n1Xn1p

p : ð2:6:1Þ

Elastic scattering of neutrons with nuclei can occur in two different modes:

potential elastic and resonance elastic. Potential elastic scattering refers to the pro-

cess in which the neutron is acted on by the short-range nuclear forces of the

nucleus and as a result scatters off of it without touching the particles inside. In

the resonance mode, a neutron with the right amount of energy is absorbed by the

nucleus with the subsequent emission of another neutron such that kinetic energy is

conserved.

The elastic cross section of uranium-238, as computed from different models, is

shown in Figure 2.6.1 [21].

A.2 Inelastic scattering

Unlike elastic scattering, inelastic scattering leaves the target nucleus in an excited

state. The reaction is written as A(n, n)A�, or

n1Xn1p
p ! n1 ½Xn1p

p ��: ð2:6:2Þ
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In this process, the incoming neutron is absorbed by the nucleus, forming a com-

pound and unstable nucleus, which quickly emits a neutron of lower kinetic energy

in an effort to regain stability. Since the nucleus may still have some excess energy

left after neutron emission, it may go through one or more γ-decays to return to the

ground state.

A.3 Transmutation

This is a reaction in which one element changes into another. Neutrons of all ener-

gies are capable of producing transmutations. For example, when a boron-10

nucleus captures a slow neutron, it transforms into lithium-7 and emits an

α-particle,

n1B10
5 ! Li731α:

A.4 Radiative capture

Radiative capture is a very common reaction involving neutrons. In such a reaction,

a nucleus absorbs the neutron and goes into an excited state. To return to the

stable state, the nucleus emits γ-rays. In this case, no transmutation occurs.

However, the isotopic form of the element changes due to the increase in the num-

ber of neutrons. The reaction is represented by A(n, γ)A1 1, or

n1Xn1p
p ! Xn1p11

p 1 γ: ð2:6:3Þ
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Figure 2.6.1 Neutron elastic cross section for uranium-238 [21].
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Radiative capture is generally used to produce radioisotopes, such as cobalt-60:

n1Co59 ! Co60 1 γ:

A.5 Spallation

Spallation refers to the fragmentation of a nucleus into several parts when a high-

energy neutron collides with it. This process is important only with neutrons having

energy greater than about 100 MeV.

A.6 Fission

This is perhaps one of the most important reactions a neutron can initiate. In this

process a slow neutron is captured by a heavy nucleus, such as uranium-235, taking

it into an excited state. The nucleus then splits up into fragments after a brief delay.

Several neutrons and γ-ray photons are also emitted during this process. Fission of

uranium-235 can be written as

n1U235
92 ! I13939 1Y95

53 1 2n1 γ: ð2:6:4Þ

It should be pointed out that although iodine and yttrium are the most probable

elements produced during this fission process, other elements are also produced

during fission of a sample.

The fission process is the source of thermal energy in nuclear reactors.

A nuclear reactor core is a controlled environment where neutrons are allowed to

produce the so-called chain fission reaction. In this process the neutrons emitted

from the fissioning nucleus produce more fissions, which produce even more neu-

trons. As a result, the fission initiated by a few neutrons spreads quickly to the

whole body of fissionable material. The large number of fission fragments thus

produced quickly lose their energy in the material due to their heavy masses. This

energy is released in the form of heat, which is the main source of thermal energy

in a nuclear reactor. The thermal energy is then converted into electrical energy

through other processes.

A.7 Total cross section

The total neutron interaction cross section is the sum of the cross sections of all the

processes described above:

σt 5σelastic 1σinelastic 1? ð2:6:5Þ

The total cross section for neutrons of energy up to 200 MeV is shown in

Figure 2.6.2 [21]. It is obvious that at very low neutron energies the variation in

cross section with respect to energy is larger compared to that at higher energies.
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A.8 Passage of neutrons through matter

A neutron interacts with nuclear particles predominantly through the strong nuclear

force. The strong force is extremely short range, and therefore the particle must be

very close to the nucleus to be affected by it. Neutrons, owing to their effective

electrical neutrality, can get extremely close to a nucleus. In contrast, positively

charged particles, such as protons and α-particles, experience Coulomb repulsion

as they try to approach a nucleus. Unless their energy is fairly high, these charged

particles cannot penetrate deep enough to experience the strong nuclear force.

Another major difference between neutrons (or any other neutral particle) and

charged particles is that the neutrons do not lose their energy through electromag-

netic interactions with the material atoms. Hence, they can penetrate deeper into

the material as compared to charged particles. This higher penetration capability

is quite problematic in terms of developing effective radiation shields around

neutron sources, such as nuclear reactors. Deeper penetration also carries advan-

tages, however. For example, a neutron beam can be used for nondestructive

testing of materials.

Just like photons, a beam of neutrons passing through a material also suffers

exponential attenuation. The intensity of a neutron beam at a distance x from origin

can be evaluated from

I5 I0 e
2μnx; ð2:6:6Þ

where μn is the attenuation coefficient of neutrons. It depends on the

type of material as well as the neutron energy, and is usually quoted in
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Figure 2.6.2 Total neutron cross section for uranium-238 [21].
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dimensions of inverse length. We can define the mean free path of neutrons by

substituting

λn 5
1

μn

ð2:6:7Þ

and x5λn in the above exponential relation. This gives

I0 2 I

I0
� 63; ð2:6:8Þ

which implies that λn corresponds to the depth of the material that attenuates about

63% of the neutrons.

The attenuation coefficient can also be written in terms of the total nuclear cross

section σt i.e.,

μn 5Nσt; ð2:6:9Þ

where N is the number density of nuclei in the material, which can be computed

from N5NAρ=A, where NA is the Avogadro number, ρ is the weight density of the

material, and A is its atomic weight. The attenuation coefficient can then be com-

puted from

μn 5
NAρ
A

σt: ð2:6:10Þ

The above relation is valid only for a single element. In the case of a compound

with several elements or isotopes, generally an average attenuation coefficient is

computed by taking the weighted mean of the total nuclear interaction cross sec-

tions of all the isotopes present in the sample:

μav
n ðEÞ5 ρn

Xn
i51

wiσi
tðEÞ

" #
ð2:6:11Þ

where wi is the fractional number of ith isotope in the sample of n isotopes and ρn
is the number density of the sample.

Equation (2.6.6) can be used to experimentally determine the attenuation coeffi-

cient for an elemental isotope since we can write μn as

μn 5
1

x
ln

I0

I

� �
: ð2:6:12Þ

Such experiments are generally performed to determine the attenuation coeffi-

cients for materials at specific neutron energies.
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Example:

Compute the thickness of a gold foil needed to remove 90% of the neutrons

from a beam of thermal neutrons. The total cross section of thermal neutrons

in gold can be taken to be 100 b. The density of gold is 1.93 104 kg/m3.

Solution:

The attenuation coefficient of thermal neutrons in gold is

μn 5
NAρ

A
σt

5
ð6:0223 1023Þð1:93 104Þ

1973 1023
1003 10228

5 580:8 m21:

Note that here we have used A in kg/mole. To compute the thickness of the

foil, we can use Eq. (2.6.12). For 90% removal of the neutrons, we substitute

I/I05 0.1 and μn as calculated above in this equation to get

x5
1

μn

ln
I0

I

0
@

1
A

5
1

580:8
lnð10Þ

5 3:963 1023 m5 3:96 mm:

Problems

1. The X-ray flux measured at a distance of 1.2 m from an X-ray machine is 3.63 108/cm2/s

Compute the flux at a distance of 3.5 m.

2. Compare the mean free paths of thermal neutrons in silicon and aluminum.

Assume the total cross sections for silicon and aluminum to be 2.35 and 1.81 b,

respectively.

3. The mean free path of N2 ions in nitrogen gas at 273 K and 1.2 atm is approximately

1025 cm. Compute the relative change in mean free path if the gas is brought to the stan-

dard conditions of 27�C and 1 atm.

4. A gas-filled detector is filled with 90% CO2 and 10% CH4 under atmospheric conditions

of temperature and pressure. Compute the radiation length of high-energy electrons pass-

ing through the detector.

5. Compute the maximum frequency of the photons emitted when an electron is accelerated

through a potential of 30 kV.
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6. The cutoff Bremsstrahlung wavelength of an X-ray machine is found to be 35 fm.

Estimate the electric potential applied across its electrodes.

7. Compute the threshold energy an α-particle must possess to emit Cherenkov radiation in

light water with n5 1.3. At what angle would the light be emitted at this energy? Is it

practical to build a Cherenkov detector for detecting α-particles?
8. In a liquid-filled Cherenkov detector, the maximum angle of a Cherenkov cone ever

observed was 48�. Assuming that the particle emitting Cherenkov radiation traveled at a

velocity of 0.9c, estimate the refractive index of the liquid.

9. A fast-moving electron in light water produces about 300 photons per cm of its travel

path. Estimate the angle of the Cherenkov cone thus produced.

10. Compare the critical energies of electrons in lead and aluminum.

11. A photon beam of wavelength 80 nm ionizes hydrogen atoms. Compute the energy of

the emitted electrons.

12. Compare the cutoff wavelengths of cesium in metallic and free states for the photoelec-

tric effect to occur. The ionization energy and work function of cesium are 3.9 and

1.9 eV, respectively.

13. A metal is illuminated with light of wavelength 290 nm, which results in the emis-

sion of electrons with a kinetic energy of 3.1 eV. Compute the work function of

the metal.

14. A photon having an energy of 200 keV scatters off of an atom at an angle of 35�.
Compute
� the wavelength of the scattered photon,
� the kinetic energy of the scattered electron, and
� the angle of the scattered electron.

15. An incident photon having an initial energy of 1.2 MeV undergoes Compton scattering.

Estimate the energies of the scattered electrons if the photon scatters at 30�, 60�, and
90�.

16. A 190 keV photon strikes an electron at rest. As a result, the electron scatters off with

energy of 70 keV. Compute the energy and the angle of the scattered photon.

17. Determine the thickness of lead required to decrease the intensity of X-rays by a factor

of 105.

18. Compute the mean free paths of 190 keV X-ray photons in lead.

19. In a Rutherford scattering experiment, 1.23 104 α-particles are detected per second at

an angle of 35� with respect to their initial direction of motion. How many α-particles
should one expect to observe at angles of 15� and 90�?

20. Compute the stopping power of 6.5 MeV α-particles in air.

21. Compare the range of 2.5 MeV protons and α-particles in air.

22. Calculate the mean free path of thermal neutrons in cadmium having a density of

8.63 103 kg/m3. The cross section of neutrons can be taken to be 2.43 104 b.

Estimate the thickness of cadmium needed to remove 99% of the neutrons from

the beam.

23. A gas-filled ionization chamber is constructed as shown in the following figure. The

chamber is divided into two regions 1 cm wide, filled with CO2 under standard condi-

tions. The central electrode and the windows are made up of 10 μm mylar foil. The

windows are metalized only on their inner sides with aluminum 3 μm thick, while

the central electrode has 3 μm of aluminum deposited on both sides. Compute the

percentage of the number of 100 keV photons that pass through the chamber without

getting absorbed. Mylar can be assumed to be made up of carbon with a density of

1.4 g/cm3.
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3Gas-filled detectors

Radiation passing through a gas can ionize the gas molecules, provided the energy

it delivers is higher than the ionization potential of the gas. The charge pairs

thus produced can be made to move in opposite directions by the application of

an external electric field, resulting in a measureable electrical pulse. This process

has been used to construct the so-called gas-filled detectors. A typical gas-filled

detector consists of a gas enclosure and positive and negative electrodes. The elec-

trodes are kept at a high potential difference that can range from less than hundred

volts to a few thousand volts depending on the design and mode of operation

of the detector. The creation and movement of charge pairs due to the passage of

radiation in the gas perturbs the externally applied electric field, which results

in an electrical pulse at the electrodes. The resulting charge, current, or voltage

pulse at one of the electrodes can then be measured, which together with proper

calibration gives valuable information about the particle beam, such as its energy

and intensity.

It is apparent that such a system would work efficiently if a large number of

charge pairs are not only created but are also readily collected at the electrodes

before they can recombine to form neutral molecules. The choice of gas, the geom-

etry of the detector, and the applied potential give us some control over the produc-

tion of charge pairs and their kinematic behavior in the gas.

In this chapter we will look at the general design considerations of gas-filled

detectors and discuss their behavior under different conditions.

3.1 Production of electron�ion pairs

Whenever radiation passes through a gas, it interacts with the molecules of the gas

in different ways. In Chapter 2 we visited some of these interaction mechanisms

and found that their gross outcomes can be fairly accurately predicted through

statistical quantities, such as cross section. Another quantity that is extremely

important, at least for radiation detectors, is the average energy needed to create

an electron�ion pair in a gas. This energy is referred to as the W-value. One

may be tempted to assume that, since interaction mechanisms are energy-

and gas-dependent, the W-value should also depend on these parameters. In

reality, it has been found that the W-value depends only weakly on these para-

meters and lies within 25�45 eV per charge pair for most gases and types of

radiation (Table 3.1.1). An interesting point to note here is that the W-value is
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significantly higher than the first ionization potential for gases, implying that not

all the energy goes into creating electron�ion pairs. Of course, this is under-

standable since we know that radiation is not only capable of ionizing the atoms

but can also excite them.

The charges created by the incident radiation are called primary charges to

distinguish them from the ones that are indirectly produced in the active volume.

The production mechanisms of these secondary charge pairs are similar to those of

primary charges except that they are produced by ionizations caused by primary

charge pairs and not the incident radiation. The W-value represents all such ioniza-

tions that occur in the active volume. For a particle that deposits energy ΔE inside

a detector, the W-value can be used to determine the total number of electron�ion

pairs produced; that is,

N5
ΔE

W
: ð3:1:1Þ

If the incident particle deposits all of its energy inside the detector gas, then

of course ΔE would simply be the energy E of the particle. However, in the

case of partial energy loss, we must use some other means to estimate ΔE. An

obvious parameter that can be used is the stopping power dE/dx, which we

discussed in Chapter 2. In terms of stopping power, the above relation can be

written as

N5
1

W

dE

dx
Δx; ð3:1:2Þ

Table 3.1.1 Ionization potentials Ie, W-values, stopping powers
(dE/dx), primary ionization yield np, and total ionization yield
nt of different gases at standard atmospheric conditions for
minimum ionizing particles [37] (ip stands for the number of
electron�ion pairs)

Gas Z Density

(3 1024 g/cm3)

Ie
(eV)

W

(eV/pair)

dE/dx

(keV/cm)

np
(ip/cm)

nt
(ip/cm)

H2 2 0.8 15.4 37 0.34 5.2 9.2

He 2 1.6 24.6 41 0.32 5.9 7.8

N2 14 11.7 15.5 35 1.96 10 56

O2 16 13.3 1.2 31 2.26 22 73

Ne 10 8.4 21.6 36 1.41 12 39

Ar 18 17.8 15.8 26 2.44 29 94

Kr 36 34.9 14.0 24 4.60 22 192

Xe 54 54.9 12.1 22 6.76 44 307

CO2 22 18.6 13.7 33 3.01 34 91

CH4 10 6.7 10.8 28 1.48 46 53
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where Δx is the path covered by the particle. Sometimes it is more convenient, at

least for purposes of comparison, to calculate the number of electron�ion pairs pro-

duced per unit length of the particle track.

n5
1

W

dE

dx
ð3:1:3Þ

As we saw in Chapter 2, due to energy straggling, the stopping power fluctuates

around its mean value. Similarly, the W-values for gases as measured by different

experimenters suffer from significant uncertainties. Variations of as much as 30%

in the reported values have been observed. These factors must be taken into consid-

eration while estimating the total number of charges produced.

As mentioned above, the W-value represents all ionizations that occur inside the

active volume of the detector. Sometimes it is desirable to know the primary charge

pair yield as well. However, because of the almost inevitable secondary ionizations

that occur at nominally applied voltages, it is not always possible to determine this

number experimentally. Nevertheless, a number of experiments have been per-

formed, and primary as well as total ionization yields have been reported by several

authors (see Table 3.1.1).

To determine the number of total and primary charge pairs in a gas mixture, a

composition law of the form

nt 5
X
i

xi
ðdE=dxÞi

Wi

ð3:1:4Þ

and

np 5
X
i

xinp;i ð3:1:5Þ

can be used. Here the subscript i refers to the ith gas in the mixture and xi is the

fraction by volume of gas i.

Example:

Compute the total and primary number of charge pairs produced in a mixture

of 90% CO2 and 10% CH4.

Solution:

The total number of charge pairs, according to Eq. (3.1.4), is given by

nt 5 ð0:9Þ ðdE=dxÞCO2

WCO2

1 ð0:1Þ ðdE=dxÞCH4

WCH4

5 ð0:9Þ 3:013 103

33
1 ð0:1Þ 1:483 103

28

� 87 charge - pairs=cm:
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Similarly, the number of primary ion pairs can be computed from

Eq. (3.1.5) as follows:

np 5 ð0:9Þðnp;CO2
Þ1 ð0:1Þðnp;CH4

Þ
5 ð0:9Þð34Þ1 ð0:1Þð46Þ
� 35 charge - pairs=cm:

3.2 Diffusion and drift of charges in gases

Both electrons and ions produced as a result of the passage of radiation quickly lose

their energies by multiple collisions with gas molecules. The way these charges move

in the gas depends largely on the type and strength of the net force they experience.

3.2.A Diffusion in the absence of electric field

In the absence of an externally applied electric field, the electrons and ions having

energy E can be characterized by the Maxwellian energy distribution [39],

FðEÞ5 2ffiffiffi
π

p ðkTÞ23=2
ffiffiffiffi
E

p
e2E=kT ; ð3:2:1Þ

where k is Boltzmann’s constant and T is the absolute temperature. The average

energy of charges, as deduced from this distribution, turns out to be

E5
3

2
kT : ð3:2:2Þ

At room temperature this energy is equivalent to about 0.04 eV. Since there is

no externally applied electric field, there is no preferred direction of motion

for the charges in a homogeneous gas mixture, and therefore the diffusion is iso-

tropic. In any direction x, the diffusion can be described by the Gaussian

distribution,

dN5
Nffiffiffiffiffiffiffiffiffiffiffi
4πDt

p e2x2=4Dt dx; ð3:2:3Þ

where N is the total number of charges and D is the diffusion coefficient. This rela-

tion simply represents the number of charges dN that can be found in an element dx

at a distance x from the center of the initial charge distribution after time t. D is

generally reported in dimensions of cm2/s and is an important quantity since it can
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be used to determine the standard deviation of the linear as well as the volume

distribution of charges through the relations

σx 5
ffiffiffiffiffiffiffiffi
2Dt

p
ð3:2:4Þ

and

σv 5
ffiffiffiffiffiffiffiffiffi
6Dt:

p
ð3:2:5Þ

Electrons, owing to their very small mass, diffuse much faster. This can also

be deduced by comparing the thermal velocities of electrons and ions, which

usually differ by two to three orders of magnitude. Therefore, the diffusion

coefficient for electrons is much different from that of the ions in the same gas.

Since the diffusion coefficient has mass and charge dependence, it assumes

values for different ions that may differ significantly from each other. Further

complications arise due to its dependence on the gas in which the ion is moving.

Since in radiation detectors we are concerned with the movement of ions that are

produced by the incident radiation, we generally restrict ourselves to studying

diffusion of ions in their own gases. Addition of admixture gases in the filling

gas can also modify the diffusion properties, in which case the correct value of

the diffusion coefficient should be used, which corresponds to the types and con-

centrations of the gases. The values of diffusion coefficients for different gases

and gas mixtures have been experimentally determined and reported by several

authors (Table 3.2.1).

A.1 Diffusion in the presence of electric field

In the presence of electric field, diffusion is no longer isotropic and therefore can-

not be described by a scalar diffusion coefficient. The diffusion coefficient in this

case is a tensor with two non-zero components: a longitudinal component DL and a

transverse component DT. For many gases, the longitudinal diffusion coefficient DL

is smaller than the transverse diffusion coefficient DT [39].

Table 3.2.1 Mean free path λ, diffusion coefficient D,
and mobility μ of ions in their own gas under
standard conditions of temperature and pressure

Gas λ (3 1025 cm) D (cm2/s) μ (cm2/s/V)

H2 1.8 0.34 13.0

He 2.8 0.26 10.2

Ar 1.0 0.04 1.7

O2 1.0 0.06 2.2

H2O 1.0 0.02 0.7
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3.2.B Drift of charges in electric field

In a gaseous detector, the Maxwellian shape of the energy distribution of charges

cannot be guaranteed. The reason is the applied bias voltage that creates electric

field inside the active volume. The electrons, owing to their small mass, experience

a strong electric force, and consequently their energy distribution deviates from the

pure Maxwellian shape. On the other hand, the distribution of ions is not signifi-

cantly affected if the applied electric field is not high enough to cause discharge in

the gas [39].

B.1 Drift of ions

In a gaseous detector the pulse shape and its amplitude depend not only on the

motion of electrons but also of ions. The ions are positively charged and much

heavier than electrons and therefore move around quite sluggishly. In most gaseous

detectors, especially ionization chambers, the output signal can be measured from

either the positive or the negative electrode. In both cases, what is measured is actu-

ally the change in the electric field inside the active volume. Hence the drift of

electrons and ions both contribute to the overall output pulse. This implies that the

drift of both positive and negative charges in a radiation detector are equally impor-

tant to understand.

In the presence of externally applied electric field, ions move toward the nega-

tive electrode with a drift velocity that is much lower than that of the electrons.

The distribution of these ions can be fairly accurately characterized by a Gaussian

distribution of the form

dN5
Nffiffiffiffiffiffiffiffiffiffiffi
4πDt

p e2ðx2tvdÞ2=4Dt dx: ð3:2:6Þ

Here vd is the drift velocity of ions, which is actually the velocity of the cloud

of ions moving along the electric field lines. This velocity is much lower than

the instantaneous velocity of ions. t is the ion drift time. Drift velocity is an impor-

tant parameter, since it tells us how quickly we should expect the ions to reach

the cathode and be collected. It has been found that as long as no breakdown occurs

in the gas, this velocity remains proportional to the ratio of electric field and

gas pressure.

vd 5μ1

E

P
ð3:2:7Þ

Here E is the applied electric field, P is the pressure of the gas, and μ1 is the

mobility of ions in the gas. Mobility depends on the mean free path of the ion in

the gas, the energy it loses per impact, and the energy distribution. In a given gas

it remains constant for a particular ion. Table 3.2.1 gives the mobility, diffusion

coefficient, and mean free paths of several ions in their own gases.
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A useful relationship between mobility and diffusion coefficient given by

μ15
e

kT
D1; ð3:2:8Þ

known as the Nernst�Einstein relation. Here k is Boltzmann’s constant and T is the

absolute temperature.

For a gas mixture, the effective mobility can be computed from the so-called

Blanc’s law

1

μ1

5
Xn
j51

cj

μij
1

; ð3:2:9Þ

where n is the number of gas types in the mixture, μij
1 is the mobility of ion i in gas

j, and cj is the volume concentration of gas j in the mixture.

The drift velocity of ions is roughly two to three orders of magnitude lower than

that of electrons. The slow movement of ions causes problems of space charge

accumulation, which decreases the effective electric field experienced by the

charges. The resulting slower movement of ions has the potential of increasing the

space charge and decreasing the pulse height at the readout electrode. This and

other signal deterioration effects will be discussed later in the chapter.

B.2 Drift of electrons

If a constant electric field is applied between the electrodes, the electrons, owing to

their small mass, are rapidly accelerated between collisions and thus gain energy. The

energy that these electrons lose through collisions with gas molecules is much smaller

than the energy they gain. A direct consequence of this increase in mean energy is that

the energy distribution can no longer be described by a Maxwellian distribution.

Along the electric field lines, the electrons drift with velocity vd, which is usu-

ally an order of magnitude smaller than the velocity of their thermal motion ve.

However, the magnitude of drift velocity depends on the applied electric field and

finds its limits at the breakdown in the gas. The approximate dependence of drift

velocity on the electric field E is given by [33]

vd 5
2eElmt

3meve
; ð3:2:10Þ

where lmt is the mean momentum transfer path of electrons. Using the theory of

electron transport in gases, more precise expressions for drift velocity and other

related parameters have been obtained and reported by several authors [see [39] and

references therein].

In the early days of gaseous detector development, a number of experimental stud-

ies were carried out to determine the drift velocities of electrons in the gases that are

generally used in radiation detectors. At that time the availability of computing power
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was a bottleneck in numerically solving complex transport equations needed to deter-

mine the drift velocities, and therefore resort was made to experimental studies.

Although we now have the capability to perform such computations, the published

results of earlier experimental studies are still extensively used in modern detectors.

Figure 3.2.1 shows the variation of electron drift velocity in methane, ethane,

and ethylene with respect to the applied electric field. It is apparent that only in

the low field region does the drift velocity increase with energy. Beyond a certain

value of the electric field, which depends on the type of gas, the velocity either

decreases or stays constant. As is evident from Figures 3.2.2 and 3.2.3, this

behavior is typical of gases that are commonly used in radiation detectors.

Drift speed in methane and ethane

CH4
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Drift speed in ethylene
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Figure 3.2.1 Variation of drift velocity of electrons in methane, ethane, and ethylene [14].

164 Physics and Engineering of Radiation Detection



6

5

4

3

2

1

0 1.0 2.0

E (kV/cm)

Argon : Propane : Isobutane
= 70:15:15

3.06 atm

2.04 atm

1.02 atm

V

3.0

cm
μs

Figure 3.2.2 Variation of drift velocity of electrons in a mixture of argon, propane, and

isobutane with respect to electric field strength. The curves have been drawn for different gas

pressure values [23].

45

40

35W
 (

m
m

/μ
s)

30

0 500 1000 1500

E (V/cm)

B = 0

Xe 50% C2H6 50%

B = 1.5 T
B = 0.5 T

2000

B = 1T
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small and therefore, except for very high field strengths, it can be neglected for most

practical purposes [31].
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An important result that can be deduced from Figure 3.2.2 is the non-negligible

dependence of electron drift velocity on the pressure of the gas. This, of course, can

also be intuitively understood by noting that as the pressure of the gas increases,

the density of the target atoms also increases, thus forcing an electron to make

more collisions along its track. Due to this dependence, many authors prefer to tab-

ulate or plot the electron drift velocities with respect to the ratio of electric field

intensity and pressure, that is, E/P. Such a curve is shown in Figure 3.2.4.

3.2.C Effects of impurities on charge transport

In most applications, gaseous detectors are filled with a mixture of gases instead of

a single gas. The ratio of the gases in the mixture depends on the type of detector
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Figure 3.2.4 Variation of drift velocity of electrons in mixtures of (krypton1CO2) and

(krypton1CH4) with respect to the ratio of the electric field strength and the gas pressure [10].
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and the application. In addition, the detector also has pollutants or impurities, which

degrade its performance. Most of these pollutants are polyatomic gases, such as

oxygen and air. Since the molecules of these gases have several vibrational energy

levels, they are able to absorb electrons in a wide energy range. Such agents are

called electronegative, and their electron attachment coefficients are generally high

enough to be of concern. The main effect of these impurities is that they absorb

electrons and result in degradation of the signal.

There are two methods by which electron capture occurs in gaseous detectors:

resonance capture and dissociative capture. Resonance capture can be described

through the equation

e1X ! X2�; ð3:2:11Þ

where X represents the electronegative molecule in the gas and � denotes its excited

state. To de-excite, the molecule can either transfer the energy to another molecule,

X2� 1 S ! X21 S�; ð3:2:12Þ

or emit an electron,

X2� ! X1 e: ð3:2:13Þ

Here S can be any molecule in the gas but is generally an added impurity called

quench gas. We will learn more about this later in the chapter. The process of elec-

tron emission is favorable for radiation detectors because the only effect it has is

the introduction of a very small time delay between capture and re-emission of the

electron. It does not have any deteriorating effect on the overall signal strength.

If a constant electric field is applied between two electrodes, the number of elec-

trons surviving the capture by electronegative impurities after traveling a distance x

is given by

N5N0 e
2μcx; ð3:2:14Þ

where N0 is the number of electrons at x5 0 and μc is the electron capture coeffi-

cient, which represents the probability of capture of an electron. It is related to the

electron’s capture mean free path λc by

μc 5
1

λc

U ð3:2:15Þ

Using the above two equations, we can define λc as the distance traveled by

electrons such that about 63% of them are captured. The capture mean free path

depends on the electron attachment coefficient η, which characterizes the probabil-

ity of electron capture in any one scattering event. If σ is the total electron scatter-

ing cross section of the electronegative gas, then ησ represents the attachment cross
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section. If Nm is the number density of the gas molecules (number of molecules per

unit volume) and f is the fraction of its electronegative component, then the capture

coefficient and the capture mean free path can be written as

μc 5 fNmησ ð3:2:16Þ

λc 5
1

fNmησ
U ð3:2:17Þ

Now, since λc is the capture mean free path, we can simply divide it by the aver-

age electron velocity v to get its capture mean lifetime τc.

τc 5
1

fNmησv
ð3:2:18Þ

The exponential relation (3.2.14) can also be written with respect to time as

N5N0 e
2t=τc ; ð3:2:19Þ

where N0 is the initial electron intensity and N is the intensity at time t.

The factors h, σ, and v in the above relations depend on the electron energy,

while Nm has dependence on temperature and pressure. It is therefore not possible

to find the values of these parameters in the literature for all possible energy and

working conditions. Further complications arise if there is more than one electro-

negative element in the gas. This is because the charge exchange reactions between

these elements can amount to significantly higher electron attachment coefficients

as compared to the ones obtained by simple weighted mean. In such cases, one

should resort to the experimentally determined values of λc or τc, which are avail-

able for some of the most commonly used gas mixtures.

Example:

Compute the percent loss of 6 eV electrons created at a distance of 5 mm from

the collecting electrode in a gaseous detector filled with argon at standard tem-

perature and pressure. Assume 1% contamination of air with η5 1025. The

total scattering cross section of air for 6 eV electrons is 53 10214 cm2.

Solution:

The given parameters are

f 5 0:01;
η5 1025;
σ5 53 10214 cm2;

and x5 0:5 cm:
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To estimate Nm we note that the contamination level in argon is very low

(1%) and therefore we can safely use the argon number density in place of the

overall density of the gas. The number density of argon atoms can be calcu-

lated from

Nm 5
NAρ
A

;

where NA is Avogadro’s number, ρ is the weight density, and A is the atomic

mass. Hence for argon we have

Nm 5
ð6:0223 1023Þð1:783 1023Þ

18

5 5:973 1019 atoms=cm3:

The percent loss of electrons nabs, according to Eq. (3.2.14), is then given

by

nabs 5
N02N

N0

3 1005 12 e2fNmησx
� �

3 100:

5 ½12 expf2ð0:01Þð5:973 1019Þð1025Þð53 10214Þð0:5Þg�3 100

5 13:8%

This example clearly shows how problematic small amounts of contami-

nants can be in a detector. For precision measurements, parasitic absorption of

about 14% of the electrons may be enough to deteriorate the signal to

unacceptable levels.

3.3 Regions of operation of gas-filled detectors

Figure 3.3.1 shows different regions of operation of a gas-filled detector. Based on the

applied bias voltage, a detector can be operated in a number of modes, which differ

from one another by the amount of charges produced and their movement inside the

detector volume. Choice of a particular mode depends on the application; generally,

detectors are optimized to work in the range of the applied voltage that is typical of

that particular mode only. These regions of operation are discussed here briefly.

3.3.A Recombination region

In the absence of electric field, the charges produced by the passage of radiation

quickly recombine to form neutral molecules. At the application of the bias voltage
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some of the charges begin to drift toward the opposite electrodes. As this voltage is

raised, the recombination rate decreases and the current flowing through the detec-

tor increases. The recombination region depicted in Figure 3.3.1 refers to the range

of applied voltage up to the value when the recombination is negligibly small.

Because of appreciable recombination in this region, the current measured at the

output of the detector does not accurately reflect the energy deposited by the

incoming radiation. Consequently, in terms of measuring the properties of radiation,

it is useless to operate the detector in this region.

3.3.B Ion chamber region

The collection efficiency of electron�ion pairs in the recombination region

increases with applied voltage until all the charges that are being produced are col-

lected. This is the onset of the so-called ion chamber region. In this region further

increasing the high voltage does not affect the measured current since all the

charges being produced are collected efficiently by the electrodes. The current mea-

sured by the associated electronics in this region is called the saturation current and

is proportional to the energy deposited by the incident radiation. The detectors

designed to work in this region are called ionization chambers.

It is almost impossible to completely eliminate the possibility of charge pair

recombination in the ion-chamber region. However, with proper design, ionization

chambers having plateaus of negligibly small slopes can be built.
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Geiger−
Mueller
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Recombination
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Ion chamber region

Figure 3.3.1 Variation of pulse height produced by different types of detectors with respect

to applied voltage. The two curves correspond to two different energies of incident radiation.
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3.3.C Proportional region

In the previous chapter, we studied the process of production of electron�ion pairs

by the passage of radiation. This type of ionization is referred to as primary ioniza-

tion. If the charges produced during primary ionization have enough energy, they

themselves can produce additional electron�ion pairs, a process called secondary

ionization. Further ionization from these charges is also possible provided they

have enough energy. Obviously, this process can occur only if a high enough elec-

tric potential exists between the electrodes so that the charges can attain very high

velocities. Although the energy gained by the ions also increases as the bias voltage

is increased, the electrons, owing to their very small mass, are the ones that cause

most of the subsequent ionizations.

This multiplication of charges at high fields is exploited in the proportional

detectors to increase the height of the output signal. In such a detector the multipli-

cation of charges occurs in such a way that the output pulse remains proportional to

the deposited energy. That is why these detectors are called proportional detectors.

From figures such as Figure 3.3.1 it is sometimes concluded that in proportional

counters the output pulse height is proportional to the applied bias. This is correct

only up to an approximation, though. The correct reason for calling these devices

proportional counters is that the total number of charges produced after multiplica-

tion is proportional to the initial number of charges. Let us now have a closer look

at the process of charge multiplication.

C.1 Avalanche multiplication

For a detector working in the proportional region, an electric field as high as several

kV/cm is not uncommon. This high electric field not only decreases the charge col-

lection time but also initiates a process called avalanche multiplication, which is a

rapid multiplication of charges by primary charges produced by the incident radia-

tion. This charge multiplication results in the increase in output pulse amplitude.

Up to a certain bias voltage, the output pulse amplitude remains proportional to the

bias voltage. A detector working in this region is therefore known as a proportional

counter.

Due to the high electric field between the electrodes, the charges quickly gain

energy between collisions. If the total energy of an electron or an ion becomes

higher than the ionization potential of the gas atoms, it can ionize an atom, thus cre-

ating another charge pair.

If all of the conditions, such as electric field, temperature, and pressure, remain

constant and the electric field is uniform, then the change in the number of charge

pairs per unit path length is simply proportional to the total number of charge pairs;

that is,

dN

dx
5αN: ð3:3:1Þ
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Here N represents the total number of charge pairs and α is known as the first

Townsend coefficient. The first Townsend coefficient represents the number of col-

lisions leading to ionization per unit length of the particle track and is simply the

reciprocal of the mean free path for ionization:

α5
1

λ
: ð3:3:2Þ

Here λ5Nmolσ is the mean free path for ionization, with Nmol being the number

of gas molecules per unit volume and σ the total ionization cross section. α depends

on the energy that an electron gains in a mean free path and the ionization potential

of the gas. Solution of (3.3.1) as obtained by simple integration is

N5N0 e
αx: ð3:3:3Þ

If α. 0, this equation guarantees exponential growth of number of charge pairs

with distance. The multiplication of charges can be quantitatively described by mul-

tiplication factor M as follows:

M5
N

N0

5 eαx:

ð3:3:4Þ

The above equation is true only for a uniform electric field. In a non-uniform

field, the Townsend coefficient becomes a function of x. In that case, the multipli-

cation factor for an electron that drifts from point r1 to r2 can be calculated from

M5 exp

ðr2
r1

αðxÞdx
� �

: ð3:3:5Þ

Hence, if we want to compute the multiplication factor, we must know the spa-

tial profile of the first Townsend coefficient. Although it is quite challenging to

determine this profile analytically, it has been shown that the reduced Townsend

coefficient has a dependence on the reduced electric field intensity, given by

α
P
5 f

E

P

� �
; ð3:3:6Þ

where E is the electric field intensity and P is the gas pressure. Although different

authors have reported different forms of the first Townsend coefficient, a commonly

used expression is the one originally proposed by Korff [19]. This is given by

α
P
5Aexp 2

BP

E

� �
; ð3:3:7Þ

where the parameters A and B depend on the gas and the electric field intensity.

These parameters have been experimentally determined for a number of gases

(Table 3.3.1).
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Another simple expression for α that has been reported in the literature is based

on the intuition that since α is inversely related to the mean free path of electrons

in a gas, it should therefore be directly related to the molecular density Nm of the

gas and the energy ξ of the electrons. This argument leads to the expression

α5DαNmξ; ð3:3:8Þ
where the proportionality constant Dα has been experimentally determined for sev-

eral gases (see Table 3.3.1).

An interesting aspect of avalanche is its geometric progression, which assumes

the shape of a liquid drop because of the large difference between the drift veloci-

ties of electrons and ions [see, for example, [37]]. The electrons move much faster

than ions and quickly reach the anode, leaving behind a wide tail of positive ions

drifting slowly toward the cathode (Figure 3.3.2).

Table 3.3.1 Experimentally determined values of parameters
appearing in Eqs. (3.3.7) and (3.3.8) [37]

Gas A (cm/Torr) B (V/cm/Torr) Dα (310217 cm2/V)

He 3 34 0.11

Ne 4 100 0.14

Ar 14 180 1.81

Ionizing
radiation

Cathode

Anode

Figure 3.3.2 Typical droplet shape of avalanche in a gas-filled detector. The incident

radiation (shown by a solid line with an arrow) produces the charge pairs along its track. The

charges start moving in opposite directions under the influence of the applied electric field.

The electrons, being lighter than positively charged molecules, move faster and leave behind

a long tail of positive charges drifting slowly toward the cathode. Note that there is a time

lag between the initial creation of charge pairs and the formation of a droplet.
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Example:

Calculate the first Townsend coefficient for a helium-filled chamber kept

under a pressure of 760 Torr when an electric field of 104 V cm is established

across the chamber electrodes. Also estimate the gas gain at a distance of

0.1 cm from the anode.

Solution:

The first Townsend coefficient can be calculated from Eq. (3.3.7) using the

values of A and B as given in Table 3.3.1.

α5AP exp

�
2
BP

E

�

5 ð3Þð760Þexp
�
2
ð34Þð760Þ

104

�

5 172:1 cm21

The multiplication factor at x5 0.1 cm is then given by

M5 eαx

5 eð172:1Þð0:1Þ

� 33 107:

3.3.D Region of limited proportionality

As the bias voltage is increased, more and more charges are produced inside the

active volume of the detector. Now, since heavy positive charges move much

slower than the electrons, they tend to form a cloud of positive charges between the

electrodes. This cloud acts as a shield to the electric field and reduces the effective

field experienced by the charges. As a consequence, the proportionality of the total

number of charges produced to the initial number of charges is not guaranteed any

more. This region is therefore termed as the region of limited proportionality (see

Figure 3.3.1). Since the loss of proportionality means loss of linearity, radiation

detectors are not operated in this region.

3.3.E Geiger�Mueller region

Increasing the voltage further may increase the local electric field to such high

values that an extremely severe avalanche occurs in the gas, producing a very large

number of charge pairs. Consequently, a large pulse of several volts is seen in the

readout electronics. This is the onset of the so-called Geiger�Mueller region. In

this region, it is possible to count individual incident particles since each particle

causes a breakdown and a pulse above the noise level. Since the output pulse is
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neither proportional to the deposited energy nor dependent on the type of radiation,

the detectors operated in this region are not appropriate for spectroscopy.

There is also a significant dead time associated with such detectors. Dead time is

the time during which the detector is essentially dead. This can happen due to the

processes happening in the detector or the speed with which the associated electron-

ics can process the signals. If there is a large accumulation of positive charges, it

can reduce the internal electric field to such a value that it can no longer favor ava-

lanche multiplication. If radiation produces charge pairs during this time, the

charges do not get multiplied and no pulse is generated. The detector starts working

again as soon as most of the positive charges have been collected by the respective

electrode. Dead time will be discussed in some detail later in the chapter.

The multiplication of charges in a GM detector is so intense that sometimes it is

termed a breakdown of the gas. We will discuss this phenomenon in the following

section.

E.1 Breakdown

The large number of ions, which are created during the avalanche, drift much more

slowly than the electrons and therefore take longer to reach the cathode. When these

heavy positive charges strike the cathode wall, they can release more ions from the

cathode material into the gas. The efficiency γ of this process is generally less than

10%. γ is known as the second Townsend coefficient. At moderate voltages, γ is not

high enough to cause significant increase in charge population. However, at higher

voltages the secondary ion emission probability increases, deteriorating the linearity

of the output pulse with applied voltage. Further voltage increase may start discharge

in the gas. At this point the current goes to very high values, limited only by the

external circuitry. That is, the height of the pulse becomes independent of the initial

number of electron�ion pairs. Geiger tubes, which we will visit later in the chapter,

are operated in this region.

To understand the breakdown quantitatively, let us write the equation for the

multiplication factor M under steady-state condition of discharge. It can be shown

that when the discharge becomes independent of the ionization in the gas,

Eq. (3.3.4) should be replaced by [27]

M5
eαx

12 γðeαx 2 1Þ ; ð3:3:9Þ

where α and γ are the first and second Townsend coefficients, respectively. The

singularity in the above equation represents the breakdown (the value at which the

current becomes infinite, at least theoretically), which occurs if the bias voltage is

increased to very high values. The mathematical condition to start and sustain

breakdown can therefore be written as

12 γðeαx 2 1Þ5 0

.γ5
1

eαx 2 1
:

ð3:3:10Þ
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Here γ is the critical value of the coefficient at which the breakdown starts.

Furthermore, as long as this condition remains fulfilled, the breakdown is sustained.

Note that this value depends not only on the first Townsend coefficient but also on

the position x. As stated earlier, in most radiation detectors under normal operating

conditions, the second Townsend coefficient remains below 0.1; that is, the proba-

bility that a breakdown will occur is less than 10%. Since the first Townsend coeffi-

cient in the above expression depends on the electric field intensity and gas

pressure, we will see if we can derive an expression for the breakdown voltage. For

this we first write the above relation as

αx5 ln 11
1

γ

� �
:

Substitution of Eq. (3.3.7) in this expression gives

ðAPxÞexp
�
2
BP

E

�
5 ln

�
11

1

γ

�

.E5
BP

ln½APx=lnð11 1=γÞ� :
ð3:3:11Þ
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Figure 3.3.3 Paschen curve for helium enclosed between two parallel plate electrodes

separated by distance d. The gas pressure is P and the second Townsend coefficient has

been arbitrarily chosen to be 0.1.
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Let us now suppose that we have a parallel plate geometry in which the electro-

des are separated by a distance x5 d. To write the above equation in terms of volt-

age, we note that for such a geometry E5V/d. Hence the breakdown voltage Vbreak

is given by

Vbreak 5
BPd

ln½APd=lnð11 1=γÞ� : ð3:3:12Þ

This useful relation tells us that for a given gas the voltage at which the break-

down occurs depends on the product of pressure and electrode separation (i.e., Pd).

It is generally known as Paschen’s law, and a curve drawn from this equation

between Pd and Vbreak is referred to as a Paschen curve. Figure 3.3.3 shows such a

curve for helium with arbitrarily chosen γ5 0.1. The point of minima in such a

curve is called the Paschen minimum, which is the voltage below which the break-

down is not possible.

An expression for the Paschen minimum can be derived by differentiating Vbreak

with respect to Pd and equating the result to zero (see example below).

ðPdÞmin 5
e

A
ln 11

1

γ

� �
ð3:3:13Þ

Here (Pd)min is the value at which Vbreak is minimum and e is the natural logarithm

number.

Example:

Derive Eq. (3.3.13) for Paschen minimum.

Solution:

We will start with Eq. (3.3.12) for the breakdown voltage.

Vbreak 5
BPd

ln½APd=lnð11 1=γÞ�

To simplify the mathematical manipulations with respect to Pd, we first

write this equation as

Vbreak 5
BPd

ln½A=lnð11 1=γÞ�1 lnðPdÞ

or Vbreak 5
Bu

lnðvÞ1 lnðuÞ :
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where

u � Pd; and

v � A

lnð11 1=γÞ :

The minimum in the Vbreak 2 u (i.e., Vbreak2Pd) curve can be obtained by

differentiating both sides of the above equation with respect to u and equating

the result to zero:

dVbreak

du
5 0

.
d

du

Bu

lnðvÞ1 lnðuÞ

2
4

3
55 0

.2
1

½lnðvÞ1lnðuÞ�2 1
1

lnðvÞ1 lnðuÞ5 0 since B 6¼ 0

.lnðvÞ1 lnðuÞ5 1

.lnðuvÞ5 1

.uv5 e

.u5
e

v

:

This is the value of u at which Vbreak is minimum. Hence we can substitute

u5 (Pd)min and the actual expression for v in this expression to get the desired

result,

ðPdÞmin 5
e

A
ln 11

1

γ

� �
:

3.3.F Continuous discharge

The breakdown process we studied in the previous section can further advance to

the process of continuous discharge if the high voltage is raised even further. This

continuous discharge starts as soon as a single ionization takes place and cannot be

controlled unless the voltage is lowered. In this region, electric arcs can be pro-

duced between the electrodes, which may eventually damage the detector. It is

apparent that radiation detectors cannot be operated under these conditions.

178 Physics and Engineering of Radiation Detection



3.4 Ionization chambers

Ionization chambers are one of the earliest types of radiation detectors. Because of

their simplicity of design and well-understood physical processes, they are still one

of the most widely used detectors.

3.4.A Current�voltage characteristics

Figure 3.4.1 shows the current�voltage characteristics of an ionization chamber at

different incident radiation intensities. Normally the chambers are operated in the

middle of the plateau region to avoid any large variation of current with small var-

iations in the power supply voltage. This ensures stability and softens the require-

ment of using very stable power supplies, which are normally quite expensive.

As we stated earlier, even though the plateau of any chamber always has some

slope, it is generally so small that it can be neglected for practical purposes.

As shown in Figure 3.4.1, the form of the current�voltage characteristic curve of

an ion chamber does not depend on the intensity of the incident radiation.

Quantitatively, two differences arise: the onset of the plateau region and the output

current amplitude. The underlying reason for both of these differences is the avail-

ability of larger numbers of electron�ion pairs at higher intensities. If the rate of

production of charge pairs increases, then a higher electric field intensity will be

needed to eliminate (or, more realistically, to minimize) their recombination. Hence

the plateau in such a case will start at a higher voltage. Also, as we will see later, the

output current is proportional to the number of charge pairs in the plateau region,

and therefore at higher intensities the plateau current amplitude is also larger.

3.4.B Mechanical design

The mechanical design of an ion chamber consists of essentially three components:

an anode, a cathode, and a gas enclosure. The particular geometries of these parts
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Figure 3.4.1 Current�voltage characteristic curves of an ionization chamber at different

incident radiation intensities. The output signal as well as the onset of the plateau (indicated

on the plot with 1, 2, and 3) increase with increasing intensity or flux of radiation.
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are application-dependent. Figure 3.4.2 shows the two most common ion chamber

geometries and the electric fields inside their active volumes. Each of these designs

has its own pros and cons, which we can only understand if we look at the produc-

tion and behavior of electron�ion pairs.

B.1 Parallel plate geometry

This simple design consists of two parallel plates maintained at opposite electrical

potentials (Figure 3.4.3). Although, as we saw earlier, the curvature in the electric lines

of force at the edges of such a detector can potentially cause nonlinearities in the

response, with proper design this problem can be overcome. In fact, very high-precision

parallel plate ionization chambers have been developed [see, for example, [1]].

Let us see how the output voltage pulse from such a chamber looks. For this we

note that the voltage pulse is actually the result of the perturbation in the electric

potential caused by the movement of charge pairs toward opposite electrodes. This

is because the electrons and ions generated inside the chamber decrease the effec-

tive electric field. The strength of this effective field varies as the charges move

toward opposite electrodes, generating a voltage pulse at the output. The effective

voltage at any time t inside the chamber can be written as

VeffðtÞ5V0 2VnpðtÞ ð3:4:1Þ

E

E

+V
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−V+V
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Figure 3.4.2 (A) Parallel plate ion chamber and a two-dimensional view of the electric field

inside its active volume. The curved electric field at the sides may induce nonlinearity in the

response. (B) Cylindrical ion chamber and a two-dimensional view of the radial electric field

in its active volume. The increased flux of electric lines of force near the positively charged

anode wire greatly enhances the electron collection efficiency.
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where V0 is the static applied potential and Vnp(t) is the potential difference at time

t caused by the electrons and ions inside the chamber.

If we have N0 ion pairs at any instant t, then the kinetic energy possessed by the

electrons having average velocity vn is given by

TnðtÞ5N0 e Evnt

5
V0

d
N0 e vnt;

where we have assumed that the electric field intensity E, under the influence of

which the electrons move, is uniform throughout the active volume and can be writ-

ten as E5V0/d, d being the distance between the electrodes. Similarly, the kinetic

energy of ions having average velocity vp can be written as

TpðtÞ5N0 e Evpt

5
V0

d
N0 e vpt:

The potential energy contained in the chamber volume having capacitance C can

be written as

Uch 5
1

2
CV2

np;

vnt vpt

V0 Veff

C R

+−

x

+−

Incident
radiation

d

Figure 3.4.3 Simple parallel plate ionization chamber. In this geometry the output voltage

Veff depends on the point where charge particles are generated. Electrons, owing to their

small mass, move faster than ions, and therefore the distribution of electrons is shown to

have moved a greater distance as compared to that of ions.
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while the total energy delivered by the applied potential V0 is

Utotal 5
1

2
CV2

0 :

In the short-circuit condition, this total energy should be equal to the total of

kinetic and potential energy inside the chamber volume; that is,

Utotal 5Uch 1Tp 1 Tn

.
1

2
CV2

0 5
1

2
CV2

np 1N0 e Evnt1N0 e Evpt:
ð3:4:2Þ

The above equation can be rearranged to give an expression for the effective

potential Veff5V02Vnp as follows:

ðV0 2VnpÞðV0 1VnpÞ5 2N0V0e

Cd
ðvp1 vnÞt

.VeffC
N0e

Cd
ðvp 1 vnÞt:

ð3:4:3Þ

Here we have used the approximation

V0 1Vnp � 2V0:

Since the electrons move much faster than ions (vncvp), the initial pulse shape

is almost exclusively due to the movement of electrons. If we assume that the

charge pairs are produced at a distance x from the anode (see Figure 3.4.3), then the

electrons will take tn5 x/vn to reach the anode. This will inhibit a sharp increase in

pulse height, with the maximum value attained when all the electrons have been

collected by the anode. The ions, owing to their heavier mass, will keep on moving

slowly toward the cathode until time tp5 (d2 x)/vp, increasing the pulse height fur-

ther, though at a much lower rate. The maximum voltage is reached when all the

charges have been collected. Based on these arguments, we can rewrite the expres-

sion for the output pulse time profile for three distinct time periods as follows:

N0e

Cd
ðvp 1 vnÞt ; 0# t# tn

VeffC
N0e

Cd
ðvp1 xÞt ; tn # t# tp

N0e

C
; t$ tp

: ð3:4:4Þ
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The above equation is graphically depicted in Figure 3.4.4. However an actual

pulse measured through the electronic circuitry differs from the curve shown here,

for the following reasons:

� An actual voltage readout circuit has a finite time constant.
� The charge pairs are not produced in highly localized areas.

In the above derivation leading to the pulse profile of Figure 3.4.4, we have not

considered the effect of the inherent time constant of the detector and associated

electronics on the pulse shape. Time constant is simply the product of resistance

and capacitance of the circuit (τ5RC). Every detector has some intrinsic capaci-

tance as well as the cable capacitance. These capacitances together with the

installed capacitor (if any) and load resistance of the output make up the effective

time constant of the circuit. The difference between this time constant and the

charge collection time characterizes the shape of the output pulse (Figure 3.4.5).

It is apparent that the quicker the pulse decays, the easier it will be to distinguish it

from the subsequent pulse. On the other hand, a very small time constant may lead

to loss of information and even nonlinearity. Therefore, considerable effort is war-

ranted to tune the effective time constant according to the requirements. We will

learn more about this in the chapter on signal processing.

B.2 Cylindrical geometry

Cylindrical ionization chambers offer a number of advantages over their parallel

plate counterparts. Most notably, their charge collection efficiency is much superior

due to the presence of non-uniform electric field strength inside their active

volumes. Such a chamber generally consists of a metallic cylinder and an anode

wire stretched along the axis of the cylinder. The cylinder acts as the gas container

as well as the cathode, with the obvious advantage of a large ion collection area

and consequent high ion collection efficiency. As the anode is generally very thin,

the electric lines of force around it are highly dense and concentrated (see

Figure 3.4.2). The electrons, therefore, travel toward the anode at much faster

Vp

tn tp

Vn

t

N0e/C
Veff

Figure 3.4.4 Pulse shape of an ideal parallel plate ion chamber. Vn and Vp are the voltage

profiles, due mainly to collection of electrons and ions, respectively.
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speeds than the ions moving toward the cathode. This increases the electron

drift speed and improves the electron collection efficiency over the parallel plate

geometry. Figure 3.4.6 shows a typical cylindrical ionization chamber.

Whenever an ionization interaction takes place inside the chamber, the charge

pairs start moving toward the respective electrodes under the influence of the

applied voltage. This produces a change in the potential energy inside the chamber

and causes a voltage pulse at the output electrode (generally the anode), which can

then be measured. We will now try to analytically study the time evolution of this

signal. For this we first note that the change in the potential energy caused by the

movement in the chamber of a charge Q a small distance dr at r can be written as

dU5Q
dΦðrÞ
dr

dr: ð3:4:5Þ

For a cylindrical chamber the potential Φ(r) can be represented by

ΦðrÞ52
ClV0

2πε
ln

�
r

a

�
: ð3:4:6Þ

N0e/C
Veff

t

τ1 < τ2 < τ3 < τ4

τ4

τ3

τ2

τ1

Figure 3.4.5 Realistic pulse shapes of an ion chamber with different time constants. The

difference between the effective time constant of the detector and its charge collection time

determines the shape of the pulse.
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Figure 3.4.6 Sketch of a typical cylindrical ionization chamber.
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Here ε is the permeability of the gas, Cl is the capacitance per unit length of the

chamber, V0 is the voltage applied across the electrodes, r is the radial distance

from the center of the cylinder, and a is the radius of the cylinder.

The reader should note that, due to the axial symmetry of the cylinder, the poten-

tial varies only in the radial direction. This is certainly not true for the potential at

the two edges, since there the electric lines of force are not uniform along the axial

direction. However, the majority of practical ionization chambers have a great

enough length to make this effect negligible. Differentiating the above equation

with respect to r gives us the required potential gradient,

dΦðrÞ
dr

52
ClV0

2πε
1

r
: ð3:4:7Þ

Substituting this in Eq. (3.4.5) gives

dU52Q
ClV0

2πε
1

r
dr: ð3:4:8Þ

The potential energy U in the above equation is just the electrostatic energy con-

tained inside the chamber. For a cylindrical chamber of length l, this can also be

written as

U5
1

2
lClV

2
0 : ð3:4:9Þ

Differentiating both sides of this equation gives

dU5 lClV0 dV : ð3:4:10Þ

Equations (3.4.8) and (3.4.10) can be equated to give

dV 52
Q

2πεl
1

r
dr: ð3:4:11Þ

Let us now suppose that the charge pairs are produced at a radial distance r0
(Figure 3.4.7). The electrons and ions thus produced move in opposite directions

under the influence of the electric potential. The change in potential due to the

movement of electrons having total charge 2Q can be computed by integrating the

above equation from a1 r0 to a. Hence we have

V25
Q

2πεl

ða
a1r0

1

r
dr

52
Q

2πεl
ln

a1 r0

a

2
4

3
5:

ð3:4:12Þ
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Similarly, since the ions having the total charge Q move from a1 r0 to b, the

change in potential caused by their movement can be calculated from

V15
Q

2πεl

ða
a1r0

1

r
dr

52
Q

2πεl
ln

�
b

a1 r0

�
:

ð3:4:13Þ

To determine the total change in potential we must add V2 and V1 together:

V 5V21V1

52
Q

2πεl
ln

�
a1 r0

a

�
1 2

Q

2πεl
ln

�
b

a1 r0

�
:

52
Q

2πεl
ln

�
b

a

�
:

ð3:4:14Þ

Since the capacitance per unit length Cl for a cylindrical chamber is given by

Cl 5
2πε

lnðb=aÞ ; ð3:4:15Þ

the total potential change V in Eq. (3.4.13) can also be written as

V 52
Q

lCl

: ð3:4:16Þ

This result clearly shows that for a cylindrical chamber the pulse height is inde-

pendent of the point of charge generation, which proves its advantage over the

r0

+−

Cathode

a

Anode

Figure 3.4.7 Production of an electron�ion pair in a cylindrical ionization chamber at a

distance of r0 from the center of the anode wire.
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parallel plate geometry. However, since the parallel plate chambers are easier to

build compared to the cylindrical chambers, they are still widely used. The true

advantage of the cylindrical geometry lies in its ability to produce radially non-

uniform electric field and high field intensity near the anode wire, thus greatly

enhancing the probability of gas multiplication. The process of gas multiplication is

exploited in proportional and GM counters, which we will visit later in the chapter.

3.4.C Choice of gas

Since the average energy needed to produce an ion pair in a gas (W-value) depends

very weakly on the type of gas, any gas can, in principle, be used in an ionization

chamber. Ion chambers filled with air are also fairly common. However, when it

comes to precision detectors, the W-value is not the only factor that has to be con-

sidered, since the precision of a detector depends heavily on the efficiency of

charge collection. Charge collection efficiency depends not only on the detector’s

geometry and the bias voltage, but also on the drift and diffusion properties of the

electrons and ions in the gas. Furthermore, small amounts of contaminants in the

filling gas can severely deteriorate the performance of the chamber. The most trou-

blesome of these contaminants are the so-called electronegative gases, which para-

sitically absorb electrons and produce nonlinearity in a detector’s response. Since

this effect is extremely important for the operation of a gas-filled detector, we will

revisit it in some detail later when we discuss the sources of errors in gaseous

detectors.

The reader should again be pointed to the fact that the choice of gas is highly

application-dependent. For low-resolution detectors where we are not concerned

with fluctuations of a few percent in signal height, we can use any available gas. In

fact, it is possible to operate an ionization chamber in ambient air. Such detectors

are widely used in laboratories for educational purposes and generally consist of a

cylindrical chamber with one end open.

3.4.D Special types of ion chambers

Ionization chambers are perhaps the most widely used radiation detectors. Because

of their heavy usage and applicability in diverse applications, we will now visit

some of the most commonly used variants of the standard ionization chamber

geometry.

D.1 Parallel plate Frisch grid chamber

The simple parallel plate geometry we discussed earlier has a major flaw: The pulse

amplitude depends on the position of charge pair production (see Eq. (3.4.4)).

A cylindrical chamber, on the other hand, does not have such dependence. This

problem can be solved in parallel plate geometry as well by using the so-called

Frisch grid between the two electrodes. Figure 3.4.8 shows such a chamber. The

grid (shown as a dashed line) is simply another electrode kept at a potential with a
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value that is between those of the anode and the cathode. Mechanically the grid is

made porous so that electrons can pass through it easily on their way to the anode.

The chamber is designed in such a way that the incident radiation interacts only

within the region enclosed by the grid and the cathode.

The output voltage in a parallel plate Frisch grid chamber is measured across a

resistor between the anode and the cathode and is exclusively due to the motion of

electrons. This implies that for as long as there are no electrons moving between

the grid and the anode, the output voltage remains constant. The point of interac-

tion, therefore, does not have any effect on the shape of the signal. Using arguments

similar to those in the case of a simple parallel plate ion chamber, we can deduce

the expression for the output voltage. In this case, since the signal starts developing

as soon as electrons pass through the grid, it can be considered a simple ionization

chamber in which the charge pairs are always produced near the cathode, which in

this case is actually the grid. Hence we can simply modify Eq. (3.4.4) to get

0 ; 0# t# tn1

VoutC
N0e

Cd
vnt ; tn1# t# tn2

N0e

C
; t$ tn2

; ð3:4:17Þ
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Figure 3.4.8 Parallel plate ionization chamber with a Frisch grid. The incident radiation is

directed with the help of a shield to interact only within the volume bounded by the grid and

the cathode. In such a chamber the pulse shape does not depend on the position of charge

pair production.
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where time tn1 and tn2 refer to the times the electrons take to reach the grid and the

anode, respectively. The shape of the pulse is shown in Figure 3.4.9.

D.2 Boron-lined ion chamber

Standard ionization chambers are almost insensitive to neutron flux due to low neu-

tron interaction cross sections in the usual filling gases. The neutrons, having no

electrical charge, can hardly ionize atoms and almost exclusively interact with the

nuclei. Therefore, to detect neutrons one must use a material with which the neu-

trons can interact and produce a different ionizing particle. Boron-10 is one such

material; it absorbs a thermal neutron and emits an α-particle according to

n1B10
5 ! Li731α: ð3:4:18Þ

The emitted α-particle can ionize the gas, and thus a measurable signal can be

produced. The boron-10 can be used either in gaseous form as BF3 gas or in solid

form. BF3-filled chambers are commonly used for neutron detection and have the

same characteristics as the standard chambers. However, the difficulty in purifica-

tion of the BF3 gas and its degradation with time are a major problem with these

chambers. BF3 counters are generally operated in the proportional region to obtain

a better signal-to-noise ratio. The other possibility is to use boron in solid form,

which is relatively easier to purify and maintain. Such detectors, often called

boron-lined chambers, are actually preferred over BF3 chambers for this reason. In

such a detector, boron is coated on the inside of the cylindrical chamber, which is

filled with a conventional gas. In commercially available chambers the boron is

enriched to about 20% by weight in boron-10, while in custom-made chambers

much higher concentrations of boron-10 are used. The thickness of the boron coat-

ing is kept smaller than the mean range of α-particles. This ensures that most of the

α-particles enter the chamber volume and get detected. The detection mechanism

of slow neutrons in a cylindrical boron-lined chamber is shown in Figure 3.4.10.

N0e/C
Vout

tn1 tn2 t

tn1 = x/vn

tn2 = d/vn

Figure 3.4.9 Output pulse shape of a Frisch grid ionization chamber. The signal is

exclusively due to the motion of electrons between the grid and the anode.
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The boron-lined chamber is also mostly used as a proportional counter, but in high-

radiation environments it can be operated in the ionization chamber region.

D.3 Compensated ion chamber

Determination of slow neutron dose in a nuclear reactor is difficult due to the pres-

ence of the accompanying high γ-ray flux. A simple boron-lined ion chamber

would not work in such a situation, since it cannot differentiate between the two

types of particles. The flux measured from such a detector is the sum of the neutron

and the γ-ray responses, and the elimination of the γ-ray background from the mea-

surement is impossible. The trick that is often employed in such a situation is to

simultaneously measure the total flux and just the γ-ray flux and then subtract the

latter from the former. Such a system, consisting essentially of two separate or seg-

mented ionization chambers, is referred to as a compensated ion chamber.

There are several possible designs for such a system, including two separate

detection systems for both fluxes. However, the most commonly used design con-

sists of a single but segmented ionization chamber for both measurements. One seg-

ment of this detector is boron-lined, sensitive to both neutrons and γ-rays; the other

is an ordinary ion chamber capable of measuring only the γ-ray flux (Figure 3.4.11).

The current measured at the central electrode in this design is the current produced

in the boron-lined segment minus the γ-ray�induced current, which is proportional

to the flux of neutrons.

3.4.E Applications of ion chambers

Ionization chambers are extensively used in a variety of applications due to their

simplicity in design and manufacturing, durability, radiation hardness, and low cost.

Some of their common applications include diagnostic X-ray measurements,

portable dose monitoring, radiation intensity monitoring, and use in smoke

detectors.

Anode

Cathode

Boron

α

+ −
+−

− +

Li
Neutron

Figure 3.4.10 Principle of detection of a slow neutron from a boron-lined cylindrical

chamber.
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3.4.F Advantages and disadvantages of ion chambers

It should be noted that there is no such thing as a universal detector that can be

used in any application. Though some detectors, such as ionization chambers, can

be used in a variety of applications, most are designed and built according to partic-

ular applications and requirements. Therefore, talking about advantages and disad-

vantages of detectors is somewhat relative. Still, due to the versatility of ionization

chambers, we will have a general look at their advantages and disadvantages. Let

us first discuss some of their advantages.

� Insensitivity to applied voltage: Since the ionization current is essentially independent of

the applied voltage in the ion chamber region, small inevitable fluctuations and drifts in

high-voltage power supplies do not deteriorate the system resolution. This also implies

that less expensive power supplies can be safely used to bias the detector.
� Proportionality: The saturation current is directly proportional to the energy deposited

by the incident radiation.
� Less vulnerability to gas deterioration: There is no gas multiplication in ionization cham-

bers, and therefore small changes in the gas quality, such as an increase in the concentration

of electronegative contaminants, does not severely affect their performance. This is true for

at least the low-resolution systems working in moderate to high-radiation fields.

Though the ionization chambers are perhaps the most widely used detectors, still

they have their own limitations, the most important of which are listed below.

� Low current: The current flowing through an ionization chamber is usually very small

for typical radiation environments. For low radiation fields the current may not be

i1 i2
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iout = i1–i2

Figure 3.4.11 Working principle of the compensated ionization chamber. Here i1 represents

the current due to neutrons and γ-rays, while i2 is due to γ-rays only.
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measurable at all. This, of course, translates into low sensitivity of the system and makes

it unsuitable for low radiation environments. The small ionization current also warrants

the use of low-noise electronic circuitry to obtain a good signal-to-noise ratio.
� Vulnerability to atmospheric conditions: The response of ionization chambers may

change with changes in atmospheric conditions, such as temperature and pressure.

However the effect is usually small and is only of concern for high-resolution systems.

3.5 Proportional counters

We saw earlier that the maximum pulse amplitude that can be achieved in a parallel

plate ionization chamber is directly proportional to the number of charge pairs cre-

ated by the incident radiation (see Eq. (3.4.4)). This implies that for situations

where the incident particle energy is not very large or the flux is small, the pulse

amplitude may not be large enough to achieve acceptable signal-to-noise ratio.

Any increase in pulse amplitude is therefore tied to an increase in the number of

electron�ion pairs. The easiest way to achieve a large number of charge pairs is to

allow the primary charges produced by the incident radiation to create additional

charges. We have seen this phenomenon in the section on avalanche multiplication.

There we discussed that the primary charges are capable of producing secondary

ionizations in the gas provided they achieve very high velocities between collisions.

The process eventually leads to avalanche multiplication and consequently a large

pulse at the output.

The basic requirement for the avalanche to occur is therefore application of very

high electric potential between the two electrodes. Parallel plate geometry is very inef-

ficient for this purpose because the electric lines of force near the anode and cathode

have the same density. Even if we manage to operate a parallel plate chamber at the

breakdown voltage, it is still not possible to attain acceptable proportionality between

the applied voltage and the output pulse amplitude. The reason is, of course, the

dependence of the pulse amplitude on the point of interaction of radiation. Cylindrical

geometry solves both of these problems. Typically, a cylindrical proportional counter

is similar to a cylindrical ionization chamber, though with mechanics that can with-

stand higher electric potentials.

A typical proportional counter is shown in Figure 3.5.1(a). The anode in this

chamber is in the form of a thin wire stretched across the center of the chamber,

while the wall of the cylinder acts as the cathode. This geometry ensures higher

electric field intensity near the anode wire as compared to the cathode. This non-

uniformity in the electric field ensures, among other things, better electron collec-

tion efficiency compared to parallel plate geometry. The electric field intensity at

any radial distance r in such a cylinder of radius b having center wire of radius a is

given by

EðrÞ5 1

r

V0

lnðb=aÞ : ð3:5:1Þ
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Here V0 is the applied voltage. a and b are the radii of the anode wire and the

cylinder, respectively. This implies that the electric field intensity in the radial

direction has a 1/r behavior [see Figure 3.5.1(b and c)].

As stated earlier, the high electric field intensity in the vicinity of the anode

ensures better electron collection efficiency. There is, however, another more pro-

found effect of this: The high field enables the electrons to initiate the process of

avalanche multiplication, which we discussed earlier in the chapter. For every

counter geometry there is a unique range of applied voltages within which the num-

ber of charges produced in the avalanche is proportional to the number of primary

charges produced by the incident radiation; that is,

N5MN0:

Here M is the multiplication factor, which for typical chambers lies between 103

and 104. Since the output signal is proportional to the total number of charges, it is

evident that such a chamber can amplify the signal considerably.

A detrimental effect of increasing the high voltage in proportional counters is

the build-up of space charge around the anode wire due to the slower motion of

heavy positive ions. This results in the screening of the electrodes and a consequent

decrease in the effective electric field intensity inside the active volume. When this

happens, the proportionality between the deposited energy and the pulse height can

a
b

Cathode

Anode

(B)

Eb

Ea

ba r

E

(C)

Vout

+
−

(A)

Figure 3.5.1 (A) Schematic of a cylindrical proportional counter. (B) Cross-sectional view

of a cylindrical proportional counter. The thin central wire acts as the anode, while the outer

wall acts as the cathode. (C) Radial electric field intensity profile inside a cylindrical

chamber.
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no longer be guaranteed. The proportional counters are therefore always operated

below the onset of this region of limited proportionality.

3.5.A Multiplication factor

Determination of the multiplication factor is central to the design and operation of a

proportional counter. We saw earlier in this chapter that for a uniform field the mul-

tiplication factor can be obtained from the relation (3.3.4),

M5 eαx;

where α is the first Townsend coefficient. In a non-uniform field in which the

Townsend coefficient has a spatial dependence, the relation (3.3.5), that is,

M5 exp

ð
αðxÞdx

� �
;

should be used instead. To evaluate this integral we need the spatial profile (more

specifically, the radial profile for a cylindrical geometry) of α. We start with the

simple relation 3.3.8 between α and the average energy gained by the electron

between collisions ξ:

α5DαNmξ:

Since the electron is drifting under the influence of the electric field intensity E,

the energy it gains while traversing the mean free path λ5 1/α can be written as

ξ5Eλ

5
E

α
:

ð3:5:2Þ

Substituting this in the above expression for α gives

α5 ðDαNmEÞ1=2: ð3:5:3Þ

Now we are ready to evaluate the multiplication factor using relation (3.3.5).

But before we do that we should first decide on the limits to the integral in that

relation. We know that the initiation of the avalanche depends on the electric field

strength. Therefore, there must be a critical value of the field below which the ava-

lanche will not occur. Let us represent this critical electric field intensity by Ec and

the radial distance from the center of the cylinder at which the field has this

strength by rc. What we have done here is essentially to define a volume around the

anode wire inside which the avalanche will take place (Figure 3.5.2). Avalanche
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will not occur outside this volume. The integral in relation (3.3.5) can then be eval-

uated from the surface of the anode wire a to rc. Hence we have

M5 exp

ðrc
a

DαNmV0

r lnðb=aÞ

� �1=2
dr

5 exp 2 DαNmV0a
lnðb=aÞ

� �1=2 ffiffiffiffi
rc

a

s
2 1

0
@

1
A

2
4

3
5:

ð3:5:4Þ

The ratio rc/a in the above expression can also be expressed in terms of the

applied voltage V0 and the threshold voltage Vt. The threshold voltage is defined as

the voltage applied at the anode below which there will not be any avalanche.

Hence it can be evaluated by substituting r5 a and E5Ec in Eq. (3.5.1).

Vt 5 aEc ln
b

a

� �
ð3:5:5Þ
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Figure 3.5.2 Depiction of the avalanche region around the anode wire at the critical radial

distance rc and the critical electric field intensity Ec in a cylindrical proportional counter. In

reality, the avalanche region is very close to the anode wire.
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Also, if we substitute r5 rc in Eq. (3.5.1), we will get an expression for the criti-

cal field intensity Ec:

Ec 5
V0

rc lnðb=aÞ
: ð3:5:6Þ

By combining the above two relations we get

rc

a
5

V0

Vt

: ð3:5:7Þ

The good thing about this expression is that the fraction on the right-hand side

can be determined easily since Vt is simply the voltage at which the avalanche mul-

tiplication begins. In other words, Vt corresponds to the onset of the proportional

region. Substituting this ratio in Eq. (3.5.4) gives

M5 exp 2
DαNmV0a

lnðb=aÞ

� �1=2 ffiffiffiffiffi
V0

Vt

r
2 1

!" #
: ð3:5:8Þ

This expression has been shown to be in good agreement with experimental

results up to moderate values of M (on the order of 104). At very high electric

fields, the initial approximation for α we used in this derivation breaks down and

therefore cannot be used. However, general proportional counters are operated such

that the multiplication factor falls within the applicability range of this expression.

The above expression can also be written in terms of capacitance per unit length:

C5
2πA0

lnðb=aÞ :

Hence it can be shown that

M5 exp 2
DαNmCV0a

2πA0

� �1=2 ffiffiffiffiffi
V0

Vt

r
2 1

!" #
: ð3:5:9Þ

Either Eqs. (3.5.8) or (3.5.9) can be used to determine the multiplication factor

for a cylindrical chamber at a certain voltage. As stated earlier, the values obtained

from these expressions are good up to the usual range of applied voltages for pro-

portional counters [37].
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Example:

Plot the dependence of the multiplication factor for a cylindrical proportional

counter filled with argon under standard temperature and pressure on the

applied voltage of up to 1000 V. The active volume of the counter has a diam-

eter of 6 cm and the anode wire has a radius of 10 μm. Take the threshold

voltage to be 500 V. The weight density of argon under standard conditions is

1.784 kg/m3.

Solution:

The given parameters are

a5 10�3 cm; b5 3 cm; and Vt 5 500 V:

For argon, Dα5 1.813 10217 cm2/V (see Table 3.3.1) and its molecular

number density can be calculated from

Nm 5
NAρ
A

;

where NA is Avogadro’s number, ρ is the weight density, and A is the atomic

mass. Hence for argon we have

Nm 5
ð6:0223 1023Þð1:7843 1023Þ

18

5 5:973 1019 atoms=cm3:

Substituting all these values in Eq. (3.5.8), we get

M5 exp 2
ð1:813 10217Þð5:973 1019ÞðV0Þð1023Þ

lnð3=1023Þ

0
@
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A

1=2 ffiffiffiffiffiffiffiffi
V0
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s
2 1
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75

5 exp 0:73
ffiffiffiffiffi
V0
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The required plot of this equation is shown in Figure 3.5.3.

3.5.B Choice of gas

As with ionization chambers, virtually any gas can be used in proportional counters

as well. This follows from the fact that all gases and their mixtures allow the pro-

cess of gas multiplication, which is the basic requirement for a detector to work as

a proportional counter. However, there are other factors that must be taken into

account when deciding on a filling gas, some of which are discussed below.

B.1 Threshold for avalanche multiplication

During the discussion on the multiplication factor, we noted that every gas at a cer-

tain pressure has a threshold electric potential below which the avalanche does not

take place. This threshold depends on the type of gas as well as its pressure. In

Figure 3.5.4 we have plotted the first Townsend coefficient for three different types

of gas mixtures. It is evident from this figure that the threshold and voltage profile

for Townsend avalanche are different for each gas mixture. The reader should be

warned that the published values of first Townsend coefficients vary significantly

from one source to another due to the difficulty in the associated measurements.

Care should therefore be exercised when using the values available in the literature.

Since the threshold for gas multiplication in noble gases is much lower than in

polyatomic gases, in general, the standard practice is to use a noble gas as the main
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Figure 3.5.3 Variation of the multiplication factor with applied voltage for an argon-

filled proportional counter.
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component of the filling gas mixture. Perhaps the most commonly used noble gas

in proportional counters is argon, mainly because of its lower cost compared to

other inert gases.

B.2 Quenching

The avalanche multiplication in a proportional counter is a highly localized process.

However, an avalanche can cause additional localized avalanches through its by-

product, the photon. This photon has a wavelength in and around the ultraviolet

region of the spectrum and is produced during the avalanche process. The exact

mechanism of the emission of these ultraviolet photons is the de-excitation of the

gas molecules. For example, in argon we see the following processes:

γ1Ar ! e1Ar1
� ðionizationÞ ð3:5:10Þ

Ar1
� ! Ar11 γuv ðde-excitationÞ ð3:5:11Þ

Here γ in the first reaction above symbolically represents any ionizing radiation,

and γuv in the de-excitation process represents the ultraviolet photon emitted by argon.

The minimum energy of these ultraviolet photons in argon is 11.6 eV. This energy is

unfortunately higher than the ionization potential of the metals commonly used in pro-

portional counters. Hence, when an ultraviolet photon strikes the cathode wall it may

knock off an electron from the metal. If this electron enters the gas, it gets accelerated
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Figure 3.5.4 Dependence of the first Townsend coefficient on electric field intensity for

three gas mixtures: 80% Ne1 20% CO2 (solid line), 90% Ar1 10% CH4 (dashed line), and

70% Ar1 30% CO2 (dotted line).
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between collisions with the gas molecules due to the high electric field inside the

chamber. Eventually, it may approach the anode and cause another avalanche. This

process of secondary avalanche is graphically depicted in Figure 3.5.5. An obvious

way to solve this problem is to add an agent in the gas that has a high absorption coef-

ficient for the photons in the ultraviolet region. Polyatomic gases (such as CH4) fulfill

this criterion, since they have a number of closely spaced vibrational and rotational

energy levels. Also, after absorption of the photon a polyatomic molecule generally

dissociates, which can be regarded as a radiationless process. The process of decreas-

ing the probability of secondary discharges is called quenching, and an agent used for

this purpose is called a quencher. The advantage of using a quencher in a proportional

counter is evident from Figure 3.5.5.

Another effect that introduces nonlinearity in the response of a proportional

counter is the emission of an electron during the process of ion�electron recombi-

nation near the cathode. We saw earlier that due to the slow movement of ions, a

space charge of positive ions gets accumulated near the cathode. These ions attract

free electrons from the surface of the metallic cathode and recombine with them to

form neutral atoms. Although the atoms are neutralized, they are left in excited

states due to the excess energy available to the ions and the electrons. The transition

of such an atom to the ground state is generally accomplished through the emission

of a photon, which may also induce secondary electron emission from the cathode.

Furthermore, since there is a sheath of ions attracting electrons from the cathode,

more electrons can be freed than are required for neutralization. All such electrons

are potential avalanche initiators. This process, if not controlled, may lead to sec-

ondary avalanches in proportional counters. This problem can also be solved by

adding a polyatomic quenching gas to the main filling gas. The quencher molecules,

having a large number of rotational and vibrational energy levels, neutralize the

ions through charge transfers. However, since their own de-excitation processes are

mostly non-radiative, they considerably decrease the probability of secondary

avalanches.

Although the polyatomic quenchers have the advantages we just discussed, their

use is not free from negative effects on the chamber. There are two main problems

associated with the polyatomic quenchers: the buildup of polymers on anode and

cathode surfaces and a decrease in the lifetime of the chamber. Both problems have
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Figure 3.5.5 Positive effects of adding a quenching agent in a proportional counter.
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the same cause, namely the dissociation or polymerization of quenching molecules

during the process of de-excitation. The degradation of the electrodes over time is a

serious problem because it may change the properties of the chamber. The decrease

in lifetime of the chamber is a serious problem for sealed detectors. This can be cir-

cumvented by allowing the gas to continuously flow through the chamber.

B.3 Gas gain

An important consideration in choosing a filling gas for a proportional chamber is

the maximum attainable gain or multiplication factor. We noted earlier that most

proportional counters are operated with a multiplication factor on the order of 104.

However, sometimes it is desirable to achieve higher gain before the Geiger break-

down, that is, before the onset of multiple avalanches caused by a single primary

avalanche. The quenching mechanism just discussed serves this purpose to some

extent. However, if the voltage is raised to very high values, the free electrons can

acquire enough energy to cause multiple avalanches. Therefore, one must ensure

that the active volume is continuously depleted of these low-energy free electrons.

The best method to achieve this is by adding an electronegative impurity in the

main filling gas. Freon is one such polyatomic gas. The good thing is that such

gases act as both electronegative impurities and quenchers. The bad thing about

them is their capability to parasitically capture the good electrons as well, thus sup-

pressing even the primary avalanche processes. Certainly, such an effect should be

minimized as it can lead to an appreciable decrease in detection efficiency.

3.5.C Special types of proportional counters

C.1 BF3 proportional counter

The BF3-filled proportional counter is one of the most widely used neutron detec-

tors. When a slow neutron interacts with boron-10, it produces an α-particle with

two possible energies (2.31 and 2.79 MeV):

n1B10
5 ! Li731α:

The α-particle thus produced has a very short range and therefore quickly inter-

acts with gas molecules to produce electron�ion pairs. The electrons then, under

the influence of a high electric field, initiate the avalanche. This gas multiplication

process is typical of proportional counters and ensures a large pulse at the readout

electrode. BF3 counters have a very good neutron discrimination capability due to

good deposition of energy by the neutrons.

Figure 3.5.6 shows the energy spectra obtained from a very large and a typical

BF3 proportional counter. In a large counter, the electrons produced by the

α-particles deposit their full energy in the active volume of the detector, and thus

only two well-defined peaks corresponding to the two α energies are obtained.
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A typical counter, however, has smaller dimensions. In fact, the diameter of a pro-

portional counter is generally smaller than the range of energetic electrons.

A BF3 counter cannot be directly used to detect fast neutrons because of the low

interaction cross section of boron-10 for fast neutrons. Therefore, in order to detect

fast neutrons, some kind of moderator, such as paraffin, is used to first thermalize

the neutrons. Thermalization or moderation is the process through which the neu-

trons quickly transfer their energy to the medium.

C.2 Helium proportional counters

A proportional counter filled with helium gas can be used to detect thermal neu-

trons. When an incoming neutron interacts with the helium nucleus, a proton is

emitted. This proton creates secondary ionizations in the counter volume, which
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Figure 3.5.6 (A) Energy spectrum obtained from a very large volume BF3 counter. (B)

Response of a BF3 counter having typical dimensions.
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form the output pulse. The primary neutron interaction with a helium-3 nucleus can

be written as

n1He32 ! H3
1 1 p: ð3:5:12Þ

C.3 Multi-wire proportional counters

A multi-wire proportional counter (MWPC) consists of an array of closely spaced

wires in a gas-filled container. The wires are typically 1 mm apart and act as anodes

of individual proportional counters. Since each wire is read out through a separate

electronic channel, the counter is used as a position sensitive detector. We will

therefore defer the discussion on such detectors to the chapter on radiation imaging.

3.6 Geiger�Mueller counters

We mentioned earlier that, if the voltage is increased to very high values, the pro-

cess of avalanche multiplication can spread throughout the detector to produce the

so-called breakdown in the gas. The spread is mainly caused by the ultraviolet

photons emitted during the localized avalanches (Figure 3.6.1). These photons have

high enough energy to produce secondary electrons in the gas as well as in the elec-

trodes and windows of the detector. The electrons thus produced drift toward the

anode under the influence of the effective field inside the chamber. Since this field

is very high, the electrons attain high enough energy between the collisions to pro-

duce secondary avalanches. The secondary avalanche may produce more ultraviolet

photons, which may produce more avalanches, and so on. This spread of avalanches

throughout the detector volume is generally known as Geiger breakdown, and the

detector that behaves in this way is called a Geiger�Mueller or GM counter. In

such a counter, whenever a single ionization takes place, it initiates an avalanche

process, which spreads very quickly and causes breakdown. The current flowing

through the detector in this situation is fairly high and is limited only by the exter-

nal circuitry. The voltage pulse is also quite high, generally on the order of several
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Figure 3.6.1 Spread of Geiger avalanche due to the ultraviolet photons in a GM counter.
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volts. This is a big advantage since it eliminates the need for amplification, some-

thing that is required in almost all the other types of detectors.

It is evident that the GM tubes cannot provide any information about particle

energy since every particle causing ionization in the gas produces the same pulse

amplitude irrespective of its energy. Hence these tubes are absolutely useless for

spectroscopic purposes or for making any measurement to reveal properties of the

incident radiation. This implies that the GM detectors can be used for particle-

counting purposes only.

3.6.A Current�voltage characteristics

Let us go back to Figure 3.3.1 and have a closer look at the Geiger�Mueller region. A

zoomed-in view of this region is shown in Figure 3.6.2. It is evident that the pulse

height at a certain bias voltage is independent of the energy delivered by the incident

radiation. However, the pulse height is not really independent of the applied voltage,

and a small positive slope is clearly visible. This occurs because at higher voltages it

takes more time for the space charge to build up and decrease the effective electric

field below the threshold for avalanche.

This slope, however, is of no significance as far as the operation of GM tubes is

concerned. The reason is that these detectors are generally connected with a dis-

criminator circuitry that increments an internal counter as soon as the pulse crosses

its preset threshold, which is chosen according to the operational voltage.

3.6.B Dead time

The physical process of a Geiger breakdown takes some time to subside in a GM

counter. The output pulse, therefore, is not only large but also fairly long. The prob-

lem is that from the initiation of the breakdown until it has died and the pulse has

been recorded, the counter remains dead for subsequent ionization events. This time

is called the dead time of the GM counter. Since it is not possible to eliminate dead
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Figure 3.6.2 Pulse height variation with respect to applied voltage in and around the

Geiger�Mueller region of a gas-filled detector.
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time, one must make corrections in the recorded count rate to account for the

missed events. If Nc and Nt are the recorded and true count rates then, for a GM

counter, they are related by

Nc 5 ηNt; ð3:6:1Þ

where η can be thought to represent the efficiency of the counter. Efficiency depends

on many factors, such as dead time due to the discharge process, dead time due to elec-

tronics, efficiency in discriminating the good events from noise, etc. Let us now see if

we can derive a simple relation for efficiency using intuitive arguments. Suppose there

is an average dead time τ during which the detector becomes unable to record any

new ionizing event. We can assume this since under constant operating conditions the

time it will take the avalanche to spread throughout the detector, cause breakdown,

and then subside should not vary from pulse to pulse. Now, if C is the total number of

counts recorded by the detector in a time t, then the recorded count rate will be

Nc 5
C

t
: ð3:6:2Þ

Since τ is the dead time of the detector, the rate Nlost at which the true events

are not recorded is given by

Nlost 5 τNcNt; ð3:6:3Þ

where Nt is the true count rate, or the rate at which the detector would record pulses

if it had no dead time. It is simply the sum of the recorded count rate and the lost

count rate:

Nt 5Nc 1Nlost: ð3:6:4Þ

Using the above two equations, we can write

Nt 5Nc 1 τNcNt

.Nt 5
Nc

12 τNc

: ð3:6:5Þ

Hence the efficiency of a GM tube can be written as

η5 12 τNc: ð3:6:6Þ

Typical GM tubes have a dead time of the order of 100 μs. It is obvious from

the above relation that such a detector will have an efficiency of 50% if operated in

a radiation field of 10 kHz. In other words, on average, it will detect one particle

out of two incident particles.
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Example:

A GM detector having an efficiency of 67% is placed in a radiation field. On

average, it reads a count rate of 1.533 104 per second. Find the true rate of

incident radiation and the dead time of the detector.

Solution:

The rate of incident radiation is the true count rate of Eq. (3.6.5). Hence we have

Nt 5
Nc

η

5
1:533 104

0:67
5 2:833 104 s21:

For the dead time we use Eq. (3.6.6) as follows:

η5 12 τNc

.τ5
12 η
Nc

5
12 0:67

1:533 104

5 2:153 1025 s5 21:5 μs:

Dead time for GM tubes is generally determined experimentally in laborato-

ries by using the so-called two-source method. This involves recording the

count rates from two sources independently and then combining them

together. According to Eq. (3.6.5), the true count rates Nt,1, Nt,2, and Nt,12 of

the two sources independently and combined are given by

Nt;1 5
Nc;1

12 τNc;1

Nt;2 5
Nc;2

12 τNc;2

Nt;12 5
Nc;12

12 τNc;12
;

where Nc,x with x5 1, 2, 12 represent the recorded count rates in the three

respective configurations. Now, since the atoms in the two sources decay inde-

pendently of each other, their true rates should add up; that is,

Nt;12 5Nt;1 1Nt;2U ð3:6:7Þ
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Substituting the true count rate expressions in this equation gives

Nc;12

12 τNc;12
5

Nc;1

12 τNc;1
1

Nc;2

12 τNc;2

.τ � Nc;1 1Nc;22Nc;12

2Nc;1Nc;2
:

ð3:6:8Þ

Note that, in order to determine the dead time using this method, one does

not require knowledge of the true count rates of either of the two sources.

Hence any source with arbitrary strength can be chosen for the purpose.

However, one must make certain that the decay rate is neither very low nor

very high to ensure that the efficiency of the detector does not fall too low.

Example:

In an attempt to find the dead time of a GM counter, three measurements are

taken. The first two with separate radiation sources give average count rates

of 124 and 78 s21. With both the sources in front of the detector, the count

rate is found to be 197 s21 Estimate the dead time of the counter.

Solution:

We can use Eq. (3.6.8) to estimate the dead time as follows:

τ � Nc;11Nc;2 2Nc;12

2Nc;1Nc;2

5
1241 782 197

2ð124Þð78Þ
5 2:63 1024 s:

3.6.C Choice of gas

As with proportional counters, the basic design criterion for GM counters is that the

filling gas should have a low avalanche multiplication threshold. All inert gases

fulfill this requirement and therefore can be used in GM counters. There is,

however, an additional condition for the detector to operate in GM region: It should

allow the process of avalanche multiplication to cause breakdown in the gas.

We discussed the process of breakdown earlier and noted that the condition for

breakdown is governed by the so-called Paschen’s law, Eq. (3.3.12),

Vbreak 5
BPd

ln½APd=lnð11 1=γÞ� ;
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where A and B are experimentally determined constants, P is the gas pressure, and

d is the separation of electrodes. Using this equation we arrived at the expression

for the value of Pd at which the minimum Vbreak was possible:

ðPdÞmin 5
e

A
ln 11

1

γ

� �
:

This is a very useful relation as it can be used to determine the threshold value

of the product of gas pressure and electrode gap for Geiger breakdown. Generally,

the physical dimensions of the detector are fixed by engineering considerations.

This means that the type of gas and its appropriate pressure can be determined from

the above relation.

Apart from the above condition, another thing to note is that sometimes, due to

safety considerations, it is desired that the operating voltage be kept as low as pos-

sible. However, since at lower voltages avalanche multiplication cannot be achieved

unless the pressure is also lowered, in such situations the gas pressure is lowered

to less than atmospheric pressure. The drawback to this approach, as compared to

tubes that operate at atmospheric pressure, is that they require specially designed

containers and walls to be able to withstand the pressure gradients. In any case, it

must be ensured that the Paschen conditions remain satisfied.

We saw earlier that even a small amount of electronegative contaminant in the

filling gas can drastically decrease the electron population due to parasitic absorp-

tion. In proportional counters this results in a decrease in output signal strength. For

GM counters the problem is not of signal strength, but rather the spread and sustain-

ment of the avalanche. With too much absorption of the electrons, this process may

die out too soon and the resulting pulse may not be high enough to pass the dis-

criminator threshold. Therefore, a necessary condition for proper operation of a GM

counter is that its filling gas should be as free from electronegative impurities as

possible.

3.6.D Quenching

The positive ions moving toward the cathode attract electrons from the cathode

wall. As these electrons impact the ions, more electrons may be emitted. These new

electrons can initiate more breakdowns. The result is a pulsating response of the

detector after the main signal pulse has died. The two most commonly used quench-

ing methods to reduce the dead time of a GM counter can be classified as internal

and external quenching methods.

D.1 Internal quenching

In this type of quenching a small amount of a polyatomic gas is added to the main

fill gas in a concentration of around 5�10%. The main idea is to transfer the posi-

tive charge of an ion produced in the avalanche process to a molecule that, unlike

the original ion, does not subsequently emit an electron. This decreases the
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probability of another avalanche. There are two conditions that must be met by the

added gas:

1. It should have low enough ionization potential to ensure that the charge is efficiently

transferred.

2. It should not de-excite by emitting an electron.

These two conditions are fulfilled by many polyatomic molecules. They have

low ionization potentials and a number of closely spaced vibrational energy levels.

Furthermore, they generally de-excite by dissociating into simpler molecules.

D.2 External quenching

The externally applied electric field helps the detector in multiple pulsing and is

therefore the main cause of dead time. An obvious method to solve this problem is

then to decrease the high voltage rapidly so that subsequent avalanches do not occur.

A good example of an external quenching circuit is one that rapidly drops the

anode voltage right after the beginning of a discharge. This is essentially equivalent to

delivering a large-amplitude negative pulse to the detector, thus rapidly removing the

space charge. The rise time of such a pulse is kept very small (on the order of several

tens of nanoseconds) to ensure high efficiency in decreasing the dead time [8].

3.6.E Advantages and disadvantages of GM counters

The advantages of GM counters are:

� Simplicity in design: GM counters are perhaps the easiest to build and operate in terms

of readout electronics.
� Invulnerability to environmental changes: Since the magnitude of the output pulse in GM

detectors is very high, they work almost independent of changes in temperature and pressure.

Following are some of the disadvantages of GM counters:

� Energy/particle discrimination: The pulse height of GM counters is not proportional to

the energy deposited by the radiation, and therefore they cannot be used to measure dose

or discriminate between types of radiations or their energies.
� Low dynamic range: The dead time losses in GM counters increase with radiation strength.

The effect can be reduced by decreasing the size of the chamber, though at the expense of

reduced sensitivity. Because to this, the dynamic range of GM counters is very limited.

3.7 Sources of error in gaseous detectors

3.7.A Recombination losses

Ideally, the measured ionization current in an ionization chamber should consist of

all the electron�ion pairs generated in the active volume. However, due to different

losses, the electrons and ions are not fully collected. For precision measurements,
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these losses must be taken into account. The recombination of electrons and ions is

one of the major sources of uncertainty in measurements, especially at high incident

photon fluxes. Intuitively, one can think that the recombination rate should depend

directly on the concentration of charges. This suggests that the rate of change in the

number of positive and negative charges should be proportional to the number of

charges themselves; that is,

dn1

dt
5 S2αn1n2 ð3:7:1Þ

dn2

dt
5 S2αn1n2: ð3:7:2Þ

Here α is called the recombination coefficient and S represents the source of

charges. The above two equations can be combined to give

dðn22 n1Þ
dt

5 0

.n25 n11C1;

ð3:7:3Þ

where C1 is the constant of integration and depends on the initial difference

between the number of positive and negative charges. Substituting Eq. (3.7.3) into

Eq. (3.7.2) gives

dn2

dt
5 S2αðn2Þ21αC1n

2: ð3:7:4Þ

This is a first-order linear differential equation with a solution

n25
r1 2 r2C2exp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 1 rS=αt

p� �
12C2exp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 1 rS=αt

p� � : ð3:7:5Þ

Here r1 and r2 are the roots of the quadratic equation on the right side of

Eq. (3.7.4), given by

r1; r2 5
1

2
C1 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 1 4S=α

q� �
: ð3:7:6Þ

Similarly, the solution for positive charges can be obtained from Eq. (3.7.1). The

roots in this case are given by

r1; r2 5
1

2
2C1 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 1 4S=α

q� �
: ð3:7:7Þ
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The constants C1 and C2 can be determined by using the boundary conditions:

n5 n0 at t5 0 and n5 n at t5 t. Instead of solving this equation for a particular

case, we note that these solutions represent complex transcendental behavior, which

eventually reaches the steady-state value of r2; that is,

nN ! r2 as t ! N:

For the special case when the initial concentrations of positive and negative

charges are equal, the constant C1 assumes the value of zero and consequently the

steady-state charge concentration becomes

nN 5

ffiffiffiffi
S

α

r
: ð3:7:8Þ

This shows that the equilibrium or steady-state charge concentration is

completely determined by the source producing electron�ion pairs and the recom-

bination coefficient.

Example:

Estimate the steady-state density of ions in a 0.5 atm helium-filled ionization

chamber if the ionization rate is 1.53 1011/cm3/s. The recombination coeffi-

cient for helium at 0.5 atm is approximately 1.73 1027/cm3/s1.

Solution:

Assuming that the initial concentrations of electrons and ions are equal, we

can estimate the required quantity using Eq. (3.7.8):

nN 5

ffiffiffiffi
S

α

s

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:53 1011

1:73 1027

vuut
5 9:43 108 cm23:

3.7.B Effects of contaminants

The gases used in radiation detectors are generally not free from contaminants. The

most problematic of these contaminants are electronegative molecules, which para-

sitically absorb electrons and form stable or metastable negative ions. Some of

these impurity atoms are listed in Table 3.7.1. The contaminants most commonly

found in gaseous detectors are oxygen and water vapor. It is almost impossible to
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purify a filling gas completely of oxygen. In fact, a few parts per million of oxygen

is generally present in any gaseous detector. This concentration increases with time

due to degassing of the chamber and, if the detector windows are very thin, due to

diffusion from outside.

The capture of electrons by these contaminants is a problem not only for propor-

tional counters but also for high-precision ionization chambers. On the other hand,

for general-purpose ionization chambers, capture of a few electrons by the contami-

nants is not of much concern, as the nonlinearity caused by this generally falls

within the tolerable uncertainty in detector response.

Often one is interested in comparing the probability of electron attachment for

different gases. We can define this quantity with the help of two factors that have

been measured for different gases: the mean lifetime τe for the electrons and their

collision frequency νe. In terms of τe and νe, the probability of capture in a single

collision can be written as [37]

p5
1

τeve
: ð3:7:9Þ

The values of these parameters for some common gases are shown in

Table 3.7.2. It is apparent that the extremely small capture lifetimes of these gases

can be a serious problem, at least for high-precision systems. Even small quantities

of contaminants such as oxygen and water can produce undesirable nonlinearity in

detector response.

Let us now have a look at different mechanisms by which the contaminants

capture electrons.

Table 3.7.1 Electron affinities of different molecules and ions [18]

Molecule Electron Affinity (eV) Negative Ion Electron Affinity (eV)

O2 0.44 O2 1.47

C2 3.54 C2 1.27

Cl2 2.38 Cl2 3.61

OH 1.83 H2 0.75

Table 3.7.2 Mean capture time τ e, collision frequency νe, and
probability of electron capture in a single collision p for some
common contaminants and filling gases for radiation detectors
[37]. All the values correspond to electrons at thermal energies
and gases under standard atmospheric conditions

Gas τe (s) νe (s
21) P

O2 7.13 1024 2.23 1011 6.43 1029

CO2 1.93 1027 2.13 1011 2.53 1025

H2O 1.43 1027 2.83 1011 2.53 1025

Cl2 4.73 1029 4.53 1011 4.73 1024
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B.1 Radiative capture

Here, the capture of an electron leaves the molecule in an excited state that leads to

the emission of a photon. Radiative capture can be symbolically represented as

e1X ! X2�

X2� ! X21 γ;
ð3:7:10Þ

where (�) represents the excited state of molecule X. Radiative capture occurs in mole-

cules that have positive electron affinity. Fortunately enough, for the contaminants

generally found in filling gases of radiation detectors, the cross section for this reac-

tion is not significantly high [39].

B.2 Dissociative capture

In this process the molecule that has captured an electron dissociates into simpler

molecules. The dissociation can simply be the emission of an electron with energy

smaller than the energy of the original electron:

e1 ðXY ::VZÞ ! ðXY ::VZÞ2�

ðXY ::VZÞ2� ! ðXY ::VZÞ� 1 e0 with Ee0 ,Ee

ð3:7:11Þ

Here (XY..VZ) represents a polyatomic molecule. In a proportional counter, the

energy and the point of generation of the second electron may or may not be

suitable to cause an avalanche. This uncertainty can therefore become a significant

source of nonlinearity in the detector’s response if the concentration of such molec-

ular contaminants in the filling gas is not insignificant.

Not all polyatomic molecules emit secondary electrons during the process of de-

excitation. Some molecules dissociate into smaller molecules such that each of the

fragments is stable. Such a reaction can be written as

e1 ðXY ::VZÞ ! ðXY ::VZÞ2�

ðXY ::VZÞ2� ! ðXYÞ� 1 ðVZÞ2ðstableÞ or ð3:7:12Þ

ðXY ::VZÞ2� ! ðXY ::VÞ� 1 Z2ðstableÞ: ð3:7:13Þ

It is also possible for a fragmented part of the molecule to go into a

metastable state and then decay to ground state by emitting an electron or by further

dissociating according to

e1 ðXY ::VZÞ ! ðXY ::VZÞ2�

ðXY ::VZÞ2� ! ðXYÞ�1 ðVZÞ�
ðXYÞ� 1 ðVZÞ2� ! ðXYÞ�1 ðVZÞ� 1 e or

ð3:7:14Þ

ðXYÞ� 1 ðVZÞ2� ! ðXYÞ� 1V� 1 Z2: ð3:7:15Þ
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B.3 Capture without dissociation

In this process the polyatomic molecule captures an electron and, instead of dissoci-

ating into simpler molecules, transfers its excess energy to another molecule. This

reaction can be written as

e1 ðXYÞ ! ðXYÞ2�

ðXYÞ2� 1 Z ! ðXYÞ21 Z�

Z� ! Z1 γ:
ð3:7:16Þ

3.7.C Effects of space charge buildup

We noted earlier that the slow mobility of the positive charges toward the cathode

produces a sheath of positive charge cloud between the electrodes. This sheath

moves slowly toward the cathode under the influence of the applied electric field.

The most important effect of this charge cloud is that it decreases the effective elec-

tric field intensity and thereby affects the drift of electrons. To quantitatively under-

stand this effect, let us suppose that we have a parallel plate chamber in which a

cloud of positive ions is moving toward the cathode (Figure 3.7.1).

Assuming that the positive charge density ρ1 is constant throughout the sheath

of charges having a width of δx, the equation of motion of this cloud of charges can

be written as

r � E! 5
ρ1
A

ð3:7:17Þ

+

Incident
radiation

x

Anode Cathode

δx

d

Figure 3.7.1 Schematic showing the drift of positive charge cloud toward the cathode in a

parallel plate chamber.
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J
!
15 ρ1 v

!
1 ð3:7:18Þ

r � J!15 0 ð3:7:19Þ

v
!
1 5μ1 E

!
: ð3:7:20Þ

Here J
!
1 represents the current density of the charge flow, v

!
1 is the drift velocity

of the charges, and μ1 is their mobility. These equations can be shown to yield

r � ½E!ðr � E!Þ�5 0: ð3:7:21Þ

For our case of parallel plate geometry, this equation can be written in one

dimension as

d

dx
E

dE

dx

� �� �
5 0: ð3:7:22Þ

This is justified if we assume that the distance between the electrodes is far less

than the length and width of the electrodes. The correct way to say this is that we have

assumed the electrodes to be infinitely long and wide, thus eliminating any need to

consider the non-uniformity of electric field intensity at the ends of the chamber. In

real detectors, electrodes are not that big but with proper design (e.g., using end rings)

can ensure that the edge effects are minimal. The solution to the above equation is

E5 ½2ðC1x1C2Þ�1=2; ð3:7:23Þ

where C1 and C2 are constants of integration. To determine these constants we use

the following initial conditions:

E52
V0

d
2E1 at x5 0 ð3:7:24Þ

E5
V0

d
2E1 at x5 d: ð3:7:25Þ

Here V0 is the applied electric potential and E1 is the electric field intensity due

to the sheath of positive charges. Using these conditions in Eq. (3.7.23), the integra-

tion constants can be found to be

C1 52 2
V0E1

d2
and ð3:7:26Þ

C2 5
1

2

V0

d
1E1

� �2
: ð3:7:27Þ
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Hence Eq. (3.7.23) becomes

E5 24
V0E1

d2
x1

V0

d
1E1

� �2" #1=2
: ð3:7:28Þ

The dependence of the space-charge-induced electric field strength E1 on the

effective electric field intensity E for a parallel plate chamber of d5 2 cm at

2.5 cm, 3.5 cm, and 4.99 cm from the cathode has been plotted in Figure 3.7.2. The

applied potential is 500 V. It is apparent that even a space-charge-induced electric

field equal to 10% of the applied electric field can decrease the effective field inten-

sity to unacceptable levels. Of course, the value of E1 depends on the number of

positive charges in the space charge sheath and the effect will therefore depend on

the number of charge pairs being created by the incident radiation. Now, since we

know that the number of charge pairs created depends on the energy deposited by

the radiation, we can intuitively conclude that the effect of space charge will

become more and more prominent as the energy and/or the intensity of the incident

radiation increase. Since, due to very slow mobility of the positive ions, it is practi-

cally impossible to completely eliminate this effect, one concentrates on how much

space charge can be tolerated. This depends on the application and the type of

detector. In ionization chambers, where we have a plateau over a large range of

applied potentials, a small space charge effect is not of much significance. On the

other hand, in a proportional chamber one must be careful to keep the space charge

at a minimum since it could lead to a decrease in the electric field intensity to lower

than the avalanche threshold.

Since the effect of space-charge-induced electric field intensity is not negligible,

we will now try to derive a relation for a simple case of mono-energetic photons

E_+ (volts)
0 5 10 15 20 25 30

E
 (

vo
lts

)

50

100

150

200

250

Figure 3.7.2 Dependence of space-charge-induced electric field E1 inside a 2 cm long parallel

plate chamber on the effective electric field intensity at three distances from the anode: 2.5 cm

(dotted line), 3.5 cm (dashed line), 4.99 cm (solid line). Applied voltage is 500 V.
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incident uniformly over the whole detector. From the uniformity of the flux we see

that the incident flux can be factorized into two parts φ0(y, z, t) and φ(x, t), such
that only the second factor varies as the photons get absorbed in the detector. Let us

now suppose that we want to find the number of photons absorbed in an element of

thickness δx at a distance x (cf. Figure 3.7.1). If x0 is a distance in this element,

then according to the exponential law of photon absorption in matter, the number of

photons being absorbed per unit time in x0 from x is given by

φabs 5φ0ðy; z; tÞφðx; tÞ
5φ0ðy; z; tÞe2μρxð12 e2μρx0 Þ:

ð3:7:29Þ

Here μ and ρ are the mass absorption coefficient and density of the filling gas.

The first exponential term in the above equation represents the number of photons

surviving the absorption after traveling a distance x. φ0 is simply the incident pho-

ton flux. The term in parentheses represents the number of photons being absorbed

per unit time in a thickness x0 from x.

Let us now suppose that the photon flux is constant in time. In this case the rate

of creation of charge pairs will also be constant. The charge pairs thus created will

move in opposite directions and constitute a current. The current can be integrated

over time to determine the total charge. A good approximation of the total charge

Q produced by the movement of charges by a distance Δx is

Q5
eN

v
Δx; ð3:7:30Þ

where N represents the number of charges each having a unit charge e and moving

with a drift velocity v. Using this relation, we can estimate the amount of space

charge in the volume element δx to be

Q5
eEγ

Wv1
e2μρx

ðh
y50

ðb
z50

φ0ðy; z; tÞdy dz
ðx1δx

x05x

ð12 e2μρx0 Þdx0: ð3:7:31Þ

Here

e is the electronic charge,

Eγ is the photon energy,

W is the energy needed to create an electron�ion pair,

v1 is the drift velocity of the ions,

h is the height of the space charge sheath, and

b is the width of the space charge sheath.

After integration, the above equation yields

Q5
eEγN0

Wv1
e2μρx δx2

e2μρx

μρ
ð12 e2μρδxÞ

� �
; ð3:7:32Þ
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where

N0 5

ðh
y50

ðb
z50

φ0ðy; z; tÞdy dz:

To simplify this relation we make the very valid assumption that the mean free

path of the photons is much larger than the elemental length δx; that is,

λγ 5
1

μρ
cδx:

In this case the above relation for the space charge becomes

Q5
eEγN0

Wv1
e2μρxδxð12 e2μρxÞ: ð3:7:33Þ

Now that we know the amount of charge in the sheath of space charge, we can

compute the electric field intensity due to the whole space charge by using Gauss’s

law. This law states that the net electric field intensity from a closed surface is

derivable from the amount of charge Q enclosed by that surface; that is,

I
E
!
U n

!
ds5

Q

ε
; ð3:7:34Þ

where ε is the permeability of the medium. From the beginning we have assumed

that the number of charges varies only in the x direction. We can now extend this

assumption to include the components of the electric field intensity in the y and z

directions. Hence application of Gauss’s law in our case with Q given by

Eq. (3.7.33) yields

Eδx 2

ðh
y50

ðb
z50

dy dz

� �
5

eEγN0

Wεv1
e2μρxδxð12 e2μρxÞ: ð3:7:35Þ

The factor 2 on the left-hand side of this equation has been introduced to account

for the fact that we have to integrate over both the left and right surfaces out of

which the electric lines of force are passing. Hence the electric field intensity due

to a sheath of charges is given by

Eδx 5
eEγN0

2Wεv1hb
e2μρx δxð12 e2μρxÞ: ð3:7:36Þ
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Now, to obtain the space-charge-induced electric field at the edges of the volume

enclosed by the electrodes, we integrate the above relation over all x.

E1 5
eEγN0

2Wεv1hb

ðd
x50

e2μρxð12 e2μρxÞdx

5
eEγN0

4Wεv1μρhb
11 e22μρd 2 2e2μρd� �

:

ð3:7:37Þ

Equations (3.7.37) and (3.7.28) can be used to determine the effective electric

field inside a gaseous detector illuminated by a photon beam. The factors h and b

in Eq. (3.7.37) can be determined from the cross-sectional area of the photon beam,

the diffusion coefficient D of the filling gas for positive ions, and the charge inte-

gration time τ of the readout circuitry through the relations

h5 h� 1 2
ffiffiffiffiffiffiffiffiffi
6Dτ

p
and ð3:7:38Þ

b5 b� 1 2
ffiffiffiffiffiffiffiffiffi
6Dτ

p
; ð3:7:39Þ

where h�and b� are the height and width of the incident photon beam.

3.8 Detector efficiency

Now that we know about the different sources of error and their impact on detector

performance, we can appreciate the fact that it is not practically possible to build a

detector that is 100% efficient. If we could, such a detector would detect and mea-

sure the radiation as it is and not as it sees it. We can intuitively think that the

detection efficiency of a gas-filled detector would depend on many factors, such as

detector geometry, type of filling gas, gas pressure and temperature, type of inci-

dent radiation, type of electronic circuitry, etc. The intuition is correct and leads to

the problem that with so many parameters, it is fairly difficult, if not impossible, to

analytically calculate the absolute efficiency of the system. However, if we are

really hard pressed to do that, the easier way to proceed would be to decompose the

overall efficiency into components related to different parameters or sets of para-

meters. The individual efficiencies would then be easier to handle analytically. To

make this strategy clearer, let us follow the path of a radiation beam through a par-

allel plate ionization chamber. As the beam passes through the entrance window of

the chamber, a part of it gets parasitically absorbed in the window material. This

implies that we can assign an efficiency to the system that tells us how effective the

window is in not absorbing the radiation. Let us call it ηw. The beam of particles

then passes through the filling gas of the chamber and deposits some of its energy.
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Now, a number of factors affect this absorption of energy by the gas molecules. Let

us lump them together in an absorption efficiency and represent it by ηg. The

absorbed energy can produce electron�ion pairs through processes that we know

are not 100% efficient (see Chapter 2). Let us represent this efficiency by ηp. The
electrons and ions thus produced drift toward opposite electrodes under the influ-

ence of the applied electric potential. If the signal is measured at the anode, then

we are mainly concerned with the drift of electrons (which, of course, also depends

on the distortion of the field due to the slow movement of heavy ions). We will call

the efficiency of these electrons in reaching the anode without being parasitically

absorbed or escaping from the active volume by ηa. Finally, we will lump together

the efficiencies of the electronic circuitry into a single parameter, ηe. The total effi-

ciency will then be given by

η5 ηwηgηpηaηe: ð3:8:1Þ

The efficiency associated with absorption in the window can be easily calculated

for photons by recalling that a photon beam in matter follows exponential attenua-

tion; that is,

I5 I0 e
2μwxw ; ð3:8:2Þ

where I0 and I are the incident and transmitted photon intensities, μw is the attenua-

tion coefficient of photons for the material of the window, and xw is the thickness

of the window. The efficiency is then given by

ηw 5
I

I0

5 e2μwxw :

ð3:8:3Þ

To calculate the absorption efficiency ηg, we again use the exponential attenua-

tion term, but since this time it is the absorption we are interested in, the efficiency

is given by

ηg 5
I0 2 I

I0

5 12 e2μgxg ;

ð3:8:4Þ

where μg is the attenuation coefficient of the filling gas and xg is the thickness of

the active volume of the detector. The value is also referred to as the quantum effi-

ciency of the detector. It depends on the attenuation coefficient, which is a function

of the energy of the incident radiation and the type of the material. Therefore, quan-

tum efficiency has implicit energy and material dependence.

Let us now move on to the next efficiency factor, which is the efficiency of cre-

ating electron�ion pairs by absorbed radiation. This process, though not 100%
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efficient, can still be considered so for the gases typically used in radiation detec-

tors. The reason is that in these gases the possibility of loss of energy in the form of

phonons (heat-carrying particles) is fairly small. Also, the low levels of contami-

nants in these gases ensure that energy does not get parasitically absorbed. Hence

for most practical purposes we can safely assume that

ηp � 1: ð3:8:5Þ

The efficiency of the electronic circuitry depends heavily on its design and con-

struction and therefore can vary significantly, from values very close to unity for

well-designed systems to very low for poorly designed systems. Therefore, there is

no general function or value that can be assigned to every type of electronic signal

analysis and data acquisition chain. It should be mentioned that by electronic effi-

ciency of pulse-counting systems, we essentially mean that the system does not

miss any real pulse and does not count any false pulse. This is a very stringent

requirement and is rarely met even by the most sophisticated systems. One can,

however, safely say that a well-designed modern system has an efficiency that

approaches unity. If we assume that the efficiency of the electronic system is 1, the

total efficiency of the system is given by

η5 ηwηgηpηaηe
5 ðe2μwxw Þð12 e2μgxgÞð1Þð1Þ
5 e2μwxwð12 e2μgxg Þ:

ð3:8:6Þ

It should be stressed here that this is a somewhat simplified picture of the actual

situation. We assigned perfect efficiencies to two factors. This might not be the

case in a real system. But then the question is: How accurately do we actually want

to know the overall efficiency? There is no general answer to this question, since it

is the application that dictates the answer.

The efficiency factor related to absorption in the detector window can also, for

most practical purposes, be assumed to be very close to unity. The reason is that

the windows are generally made of very thin materials having low absorption cross

sections in the energy range of interest. In such a case, the overall efficiency is sim-

ply given by the quantum efficiency of the system; that is,

η � QE5 ηg
5 12 e2μgxg :

ð3:8:7Þ

That is why most experimenters generally concern themselves with the quantum

efficiency of the system. Quantum efficiency actually sets a physical limit on

the efficiency of the system. A system’s efficiency cannot be better than its

quantum efficiency no matter how well the system has been designed.

Quantum efficiency, though very useful, does not tell us how efficiently the

detector detects the incident particles. The reason is that it is only concerned
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with the efficiency of absorption of particles in the detection medium. A much

more useful quantity is the so-called detective quantum efficiency or DQE,

which actually tells us how well the system works in terms of detecting and

measuring radiation. Earlier in the chapter we looked at two types of gas-filled

detectors—integrating and quantum—though we did not assign them these

names. An ionization chamber is an integrating detector since it integrates the

charges on an external capacitor for a predefined period of time, and the result-

ing voltage is then measured by the readout circuitry. The voltage measured is

proportional to the charge accumulated on the capacitor, which in turn is pro-

portional to the energy deposited by the incident radiation. A quantum detector,

such as a GM tube, on the other hand, counts individual pulses created by inci-

dent particles. Due to the difference in their modes of operation, these two types

of detectors have different detective quantum efficiency profiles. For an inte-

grating system, DQE is given by [43]

DQEint 5
QE

11 ðσ2
m=ðQEÞðNinÞÞ

; ð3:8:8Þ

where Nin is the number of incident photons and σ2
m represents the standard devia-

tion of measurements. Note that this is not the standard deviation of the number of

incident particles, which is given by σin 5
ffiffiffiffiffiffiffi
Nin

p
:

For a quantum detector, where the charges are not integrated and individual

pulses are counted, this equation is not valid. For such detectors, the detective quan-

tum efficiency is given by [43]

DQEquant 5QE 12
ðQEÞðτÞðNinÞ

Δt

� �2
exp 2

ðQEÞðτÞðNinÞ
Δt

� �
; ð3:8:9Þ

where, as before, Nin is the number of incident photons, τ is detector’s dead time,

and Δt is the measurement time.

Looking at Eqs. (3.8.8) and (3.8.9), it becomes apparent that the two types of

detectors have fairly different behaviors. The detective quantum efficiency of an

integrating detector increases with incident photon intensity, while a quantum

detector shows a completely different behavior (Figure 3.8.1). This can also be

understood by an intuitive argument: As the photon intensity increases, more and

more photon pulses arrive within the dead time of a quantum detector, thus

decreasing its detection efficiency. On the contrary, an integrating detector sees

more pulses within the integration (measurement) time, and hence its DQE

increases.

The reader should again be reminded that quantum efficiency sets the physical

limit of any detector. That is why the maximum DQE possible for integrating and

quantum detectors, according to Eqs. (3.8.8) and (3.8.9), is actually given by QE

(cf. Figure 3.8.1).
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Example:

A parallel plate ionization chamber is used to measure the intensity of a 5 keV

photon beam. The detector, having an active length of 5 cm, is filled with dry

air under standard conditions of temperature and pressure. For an input number

of photons of 105, arriving at the detector within a specific integration time, the

standard deviation of the measurements turns out to be 150 photons. Assuming

that the absorption in the entrance window can be safely ignored, compute the

quantum efficiency and detective quantum efficiency of the detector.

Solution:

The quantum efficiency of the detector can be calculated from Eq. (3.8.7).

However, to use that equation, we need the value of the attenuation coefficient

μg for dry air. For that we turn to the physical reference data made available

by the National Institute of Standards and Technology [12]. We find

μm;air5 40:27 cm2 g21

and ρair5 1:2053 1023 g cm23;

where ρm,air is the mass attenuation coefficient of dry air for 10 keV photons

and ρair is the density of dry air under standard conditions. The attenuation

coefficient is then given by

μair 5μm;airρair
5 ð40:27Þð1:2053 1023Þ
5 4:853 1022 cm21:

Integrating
detector

Quantum
detector

log(Nin)

D
Q

E

QE

Figure 3.8.1 Variation of detective quantum efficiencies with respect to incident number of

photons for integrating and quantum detectors.
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We now substitute this and the length of the chamber into Eq. (3.8.7) to get

the quantum efficiency:

QE5 12 e2μairxair :

5 12 exp½2ð4:853 1022Þð5Þ�:
5 0:21:

To compute the detective quantum efficiency, we make use of Eq. (3.8.8):

DQEint 5
QE

11 ðσ2
mÞ=ððQEÞðNinÞÞ

5
0:21

11 ð150Þ2=ðð0:21Þð105ÞÞ
5 0:10:

This shows that the detective quantum efficiency of the detector is only 10%,

which may not be acceptable for most applications. However, at higher incident pho-

ton fluxes, theDQEwill be higher and will eventually reach the quantum efficiency.

The detector in the previous example did not have good quantum efficiency.

But the good thing is that there are ways to increase efficiency. One can custom-

ize a detector according to the application to yield the maximum possible detec-

tive quantum efficiency. Perhaps the best way to increase the DQE is to increase

the quantum efficiency. This can be done in many ways, such as by increasing

the density of the gas, using a different gas, or increasing the size of the detector.

Example:

A GM detector having a quantum efficiency of 0.34 and dead time of 50 μs is
used in a low-radiation environment. If within a measurement time of 1 s,

1000 photons enter the detector’s active volume, compute its detective quan-

tum efficiency. What will be the DQE if the number of photons increases to

105 within the same measurement time?

Solution:

Since a GM detector is a quantum detector, we can use Eq. (3.8.9) to compute

the DQE.

DQEquant 5QE

�
1
ðQEÞðτÞðNinÞ

Δt

�2
exp

�
2
ðQEÞðτÞðNinÞ

Δt

�

5 0:34

�
12

ð0:34Þð503 1026Þð1000Þ
1

�2
3 exp

�
2
ð0:34Þð503 1026Þð1000Þ

1

�

5 0:32:
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Next we have to determine the detective quantum efficiency for the case

when the same detector is used in a much more hostile radiation environment.

Since all other parameters remain the same, we substitute Nin5 105 in the

above equation to get

EQEquant 5 0:2:

3.8.A Signal-to-noise ratio

Signal-to-noise ratio, generally represented by SNR or S/R, is one of the most

widely used parameters for characterization of detector response and is given by

SNR5
S

N
; ð3:8:10Þ

where S and N represent signal and noise, respectively. There are generally two

types of SNRs that are associated with detectors: input SNR and output SNR. The

input SNR tells us what we should expect to see from the detector, while the output

SNR represents the actual situation. Let us take the example of a photon detector. If

we know the flux of photons incident on the detector window, we can calculate the

number of photons expected inside the detector. This will be our input signal Sin.

The noise of this signal is given by the statistical fluctuations in the number of

photons, which can be calculated from

Nin 5
ffiffiffiffiffiffi
Sin

p
: ð3:8:11Þ

The signal-to-noise ratio will then be given by

SNRin 5
Sinffiffiffiffiffiffi
Sin

p

5
ffiffiffiffiffiffiffi
Sin:

p ð3:8:12Þ

Example:

A detector is exposed to a photon fluence of 105 cm22: If the detector’s

window has a radius of 3 cm, calculate the input signal-to-noise ratio.

Solution:

The number of photons seen by the detector can be calculated from

Sin 5 ðΦÞðπr2Þ
5 ð105Þðπ32Þ
5 2:833 106 photons:
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The expected noise from this signal is given by

Nin 5
ffiffiffiffiffiffi
Sin

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:833 108

p
5 1:683 103:

Hence the input signal-to-noise ratio is

SNRin 5
Sin

Nin

5
2:833 106

1:683 103

5 1683:

The output signal-to-noise ratio is defined in a similar fashion, but now the

signal represents the actual particles seen by the detector and the noise

includes all the sources of noise in the detector. If the detector’s quantum effi-

ciency is QE, the output signal is given by

Sout 5 ðQEÞðSinÞ: ð3:8:13Þ

The output noise includes statistical noise in Sout as well as the readout

noise of the system; that is,

Nout 5 ½σ2
stat1σ2

rout�1=2

5 ½Sout1σ2
rout�1=2

ð3:8:14Þ

5 ½ðQEÞðSinÞ1σ2
rout�1=2: ð3:8:15Þ

Note that here readout noise includes all the noise sources in the detector

and not just the electronics noise.
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Example:

If the detector of the previous example has a readout noise of 200 photons and

a quantum efficiency of 0.54, compute its output signal-to-noise ratio.

Solution:

The output signal is given by

Sout 5 ðQEÞðSinÞ
5 ð0:54Þð2:833 106Þ
5 1:533 106 photons:

The output noise can be computed from Eq. (3.8.15):

Nout 5 Sout1σ2
rout

� �1=2
5 ð1:533 106Þ1ð200Þ2� �1=2
5 1:253 103:

The output signal-to-noise ratio is then given by

SNRout 5
Sout

Nout

5
1:533 106

1:253 103

5 1224:

ð3:8:16Þ

In the previous section we learned about detective quantum efficiency. The

DQE can be calculated from the square of the ratio of the output to input

signal-to-noise ratios; that is,

DQE5
SNRout

SNRin

� �2
: ð3:8:17Þ
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Example:

Compute the detective quantum efficiency of the detector described in the pre-

vious two examples.

Solution:

We use Eq. (3.8.17) to compute the detective quantum efficiency:

DQE5

�
SNRout

SNRin

�2

5

�
1224

1683

�2

5 0:53:

ð3:8:18Þ

Problems

1. Compute the total and primary charge pairs created per cm in a mixture of 90% argon

and 10% carbon dioxide.

2. If the concentrations of argon and carbon dioxide as given in the previous problem are

reversed, how many charge pairs will be created per cm?

3. A gaseous detector is filled with 99% helium and 1% air (contaminant) at standard tem-

perature and pressure. Assume that incident radiation produces 6 eV electrons at a dis-

tance of 10 mm from the collecting electrode. Compute the percent loss of these

electrons at the electrode if their total scattering cross section is 53 10214 cm2.

4. Determine the breakdown voltage of an argon-filled chamber having electrode separation

of 0.3 cm and a first Townsend coefficient of 100 cm21 at standard pressure. What will

be the breakdown voltage if the filling gas is replaced by helium?

5. The first Townsend coefficient for an argon-filled chamber is desired to be around

300 cm21 at a distance of 0.5 mm from the anode. If the gas must be kept at a pressure

of 826 Torr, estimate the electric field.

6. Determine the first Townsend coefficient for a gas at 0.01 cm from the electrode to

achieve a multiplication factor in excess of 105. Also determine the second Townsend

coefficient at the same location.

7. Derive the expression for Paschen minimum as a function of the Townsend coefficient.

8. Compare the Paschen minimum for a helium-filled chamber with that of an argon-filled

chamber at 0.02 cm from the positive electrode. Assume that the gases in both chambers

are kept at 1.6 atm and the electric field intensity is 33 104 V/cm.

9. A collimated source of 6.5 MeV β-particles is placed in a vacuumed enclosure in front

of an argon-filled ionization chamber having a depth of 1.7 cm. The window of the

detector is made of 12 μm thick Mylar sheet. If the filling gas pressure is 1.5 atm, calcu-

late the energy deposited by β-particles in the detector.

10. A helium-filled cylindrical chamber is operated under standard conditions of temperature

and pressure. The radii of the chamber and its anode wire are 3.5 cm and 12 μm,
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respectively. At what applied voltage you would expect this chamber to work as a pro-

portional counter having a multiplication factor of at least 100?

11. A GM detector having a dead time of 85 μs measures count rates of 225 and 133 s21

from two separate sources. If both the sources are placed in front of the detector at the

same time, what count rate you would expect the GM counter to measure?

12. A GM counter records counts at a rate of 23 103 per second when placed in a radiation

field. Compute the efficiency of the detector if its dead time is 90 μs. Also compute the

GM count rate you would expect if the detector was 100% efficient.

13. A gas-filled ionization chamber is bombarded with a steady beam of photons having

intensity of 1010/cm3/s. The photons produce electron�ion pairs in the active volume of

the detector. If the number density of electrons (or ions) is found to be in a steady state

with a value of approximately 109/cm3, estimate the recombination coefficient of the

filling gas.

14. Estimate the decrease in quantum efficiency of a photon detector if the entrance window

absorbs 10% of incident photons instead of 1%. Assume that the absorption in the active

volume remains 60% of the available photons in both cases.

15. An ionization chamber having an active depth of 5 cm is exposed to a photon flux of

1.53 105/cm2/s1. The entrance window of the detector has an area of 6 cm2 and the

detector is filled with CO2 under standard conditions of temperature and pressure.

Compute the quantum efficiency of the detector. You can assume that the absorption in

the window material is negligible.

16. For the detector in the previous problem, calculate the detective quantum efficiency if

the standard deviation of the measurements turns out to be 400 photons within the inte-

gration time of 1 s. What should be the standard deviation of the measurement if the

detective quantum efficiency is to increase by 10%?

17. Derive an expression for the detective quantum efficiency of an integrating detector

(Eq. (3.8.8)).

18. A quantum detector is exposed to a photon beam delivering 104 photons per second.

Assume that the quantum efficiency of the detector is 0.6 and its dead time is 100 μs.
Compute the detective quantum efficiency for a measurement time of 1 s. What will be

the detective quantum efficiency if the measurement time is decreased by half?

19. A detector having a quantum efficiency of 0.4 sees a photon flux of 106 s21. The detec-

tor’s window has an area of 5 cm2. Assuming that the readout noise for the integration

time of 100 ms is 350, compute the detective quantum efficiency of the system.

Bibliography

[1] Ahmed, S.N. et al., High-Precision Ionization Chamber for Relative Intensity

Monitoring of Synchrotron Radiation, Nucl. Inst. Meth. Phys. Res. A, 449, 2000.

[2] Almond, P.R. et al., The Calibration and Use of Plane-Parallel Ionization Chambers

for Dosimetry of Electron Beams: An Extension of the 1983 AAPM Protocol,

Report of AAPM Radiation Therapy Committee Task Group 39, Med. Phys., 21,

1251�1260, 1994.

[3] Assmann, W., Ionization Chambers for Materials Analysis with Heavy Ion Beams,

Nucl. Inst. Meth. B, 64(1�4), 267�271, 1992.

229Gas-filled detectors

http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref1
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref1
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref2
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref2
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref2
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref2
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref2
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref3
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref3
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref3
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref3


[4] Calhoun, J.M., Radioactivity Calibrations with the 4π Gamma Ionization Chamber

and Other Radioactivity Calibration Capabilities, US Department of Commerce,

National Bureau of Standards, 1987.

[5] Constantinou, C., Ionization Chambers Versus Silicon Diodes and the Effective

Measuring Position in Cylindrical Chambers Used for Proton Dosimetry, Midwest

Center for Radiological Physics, Medical Physics Division, University of Wisconsin,

1981.

[6] Cooper, P.N., Introduction to Nuclear Radiation Detectors, Cambridge University

Press, 1986.

[7] Delaney, C.F.G., Finch, E.C., Radiation Detectors: Physical Principles and

Applications, Oxford University Press, 1992.

[8] Eckey, H., A Quenching Circuit of Very Short Rise Time for Geiger�Mueller

Counters, J. Sci. Inst. (Journal of Physics E), V.2, 1969 S.2.

[9] Eichholz, G.G., Principles of Nuclear Radiation Detection, Ann Arbor Science

Publishers, 1979.

[10] English, W.N., Hanna, G.C., Can. J. Phys., 31, 768, 1953.

[11] Hubbell, J.H., Photon Mass Attenuation and Energy-absorption Coefficients from

1 keV to 20 MeV, Int. J. Appl. Radiat. Isot., 33, 1269�1290, 1982.

[12] Hubbell, J.H., Seltzer, S.M., Tables of X-Ray Mass Attenuation Coefficients and

Mass Energy-Absorption Coefficients 1 keV to 20 MeV for Elements Z5 1 to 92

and 48 Additional Substances of Dosimetric Interest, Technical Report NISTIR

5632, NIST, Gaithersburg, MD 20899, 1995.

[13] IAEA, The Use of Plane Parallel Ionization Chambers in High Energy Electron

and Photon Beams: An International Code of Practice for Dosimetry (Technical

Reports Series), International Atomic Energy Agency, 1997.

[14] Jean-Marie, B., Lepeltier, V., L’Hote, D., Nucl. Instrum. Methods, 159, 213, 1979.

[15] Kapoor, Nuclear Radiation Detectors, John Wiley and Sons Ltd., 1986.

[16] Kleinknecht, K., Detectors for Particle Radiation, Cambridge University Press, 2001.

[17] Knoll, G.F., Radiation Detection and Measurement, John Wiley and Sons, 2000.

[18] Kondratev, V.N., Energies of Chemical Bonds, Ionization Potentials, Electron

Affinities, Moscow, 1974.

[19] Korff, S.A., Electrons and Nuclear Counters, Van Nostrand, New York, NY, 1946.

[20] Krithivas, G., Rao, S.N., 0.7 cm determination for a parallel-plate ion chamber, Med.

Phys., 13, 674�677, 1986.

[21] McEwan, A.C., Mathews, K.M., The Effect of Scattered Radiation in 60Co Beams on

Wall Correction Factors for Ionization Chambers, Med. Phys., 13(1), 17�118, 1986.

[22] Leroy, C., Rancoita, P.G., Principles of Radiation in Matter and Detection, World

Scientific Publication Company, 2004.

[23] Ma, C.M. et al., MIT Technical Reports 129 and 130, 1982.

[24] Ma, C.-M., Nahum, A.E., Effect of Size and Composition of Central Electrode on

the Response of Cylindrical Ionization Chambers in High-Energy Photon and

Electron Beams, Phys. Med. Biol., 38, 267�290, 1993.

[25] Mattsson, L.O., Johansson, K.A., Svensson, H., Calibration and Use of Plane-Parallel

Ionization Chambers for the Determination of Absorbed Dose in Electron Beams,

Acta Radiol. Ther. Phys. Biol., 20, 385�399, 1981.

[26] Miller, D.G., Radioactivity and Radiation Detection, Gordon & Breach, 1972.

[27] Nasser, E., Fundamentals of Gaseous Ionization and Plasma Electronics, Wiley-

Interscience, 1971.

230 Physics and Engineering of Radiation Detection

http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref4
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref4
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref4
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref4
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref5
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref5
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref5
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref5
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref6
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref6
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref7
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref7
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref8
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref8
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref8
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref9
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref9
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref10
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref11
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref11
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref11
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref11
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref11
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref12
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref12
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref12
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref13
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref14
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref15
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref16
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref17
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref18
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref18
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref18
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref19
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref19
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref19
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref19
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref20
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref20
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref21
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref21
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref21
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref21
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref22
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref22
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref22
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref22
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref23
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref24
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref24


[28] Ouseph, P., Introduction to Nuclear Radiation Detectors (Laboratory

Instrumentation and Techniques), V.2, Springer, 1975.

[29] Price, W.J., Nuclear Radiation Detection, McGraw Hill, 1964.

[30] Pruitt, J.S., Absorbed-Dose Calibration of Ionization Chambers in a 60Co Gamma-Ray

Beam, US Department of Commerce, National Institute of Standards and Technology,

1990.

[31] Ramanantsizehena, P., Thesis, Universite de Strasbourg, CRN-HE 79�13, 1979.

[32] Reich, A.R. et al., Flow Through Radioactivity Detection in HPLC, VSP

International Science Publishers, 1988.

[33] Rice-Evans, P., Spark, Streamer, Proportional and Drift Chambers, Richelieu,

London, 1974.

[34] Rogers, D.W.O., Calibration of Parallel-Plate Ion Chambers: Resolution of Several

Problems by Using Monte Carlo Calculations, Med. Phys., 19, 889�899, 1992.

[35] Rogers, D.W.O., Bielajew, A.F., Wall Attenuation and Scatter Corrections for Ion

Chambers: Measurements Versus Calculations, Phys. Med. Biol., 35, 1065�1078,

1990.

[36] Rubin, K.A., Zapper: An ionization chamber for use on a time-of-flight system,

Thesis, Massachusetts Institute of Technology, Department of Physics, 1978.

[37] Sauli, F., Principles of Operation of Multiwire Proportional and Drift Chambers,

CERN 77�09, May 1977.

[38] Sharpe, J., Nuclear Radiation Detectors, Wiley, 1964.

[39] Sitar, B. et al., Ionization Measurements in High Energy Physics, Springer-Verlag,

1993.

[40] Tait, W.H., Radiation Detection, Butterworth-Heinemann, 1980.

[41] Toivola, A., A Comparative Study of the Saturation Characteristics of Air-and

Hydrogen-Filled Ionization Chambers, Annales Academiae Scientiarum Fennicae,

Suomalainen Tiedeakatemia, 1966.

[42] Tsoulfanidis, N., Measurement and Detection of Radiation, Hemisphere Publishing

Corp., 1983.

[43] Walenta, A.H., Besch, H.-J., Gas-Filled Detectors in Medical and Industrial

Imaging, Proc. SPIE, X-ray and UV Detectors, Vol. 2278, California, 1994.

[44] Wilkinson, D.H., Ionization Chambers and Counters, Cambridge University Press,

1950.

[45] Widdkaemper, F.W., Aalbers, A.H.L., Mijnheer, B.J., Experimental Determination of

Wall Correction Factors. Part II: NACP and Markus Plane-Parallel Ionization

Chambers, Phys. Med. Biol., 37, 995�1004, 1992.

231Gas-filled detectors

http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref25
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref25
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref26
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref27
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref27
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref27
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref27
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref28
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref28
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref29
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref29
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref30
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref30
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref30
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref31
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref31
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref31
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref31
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref32
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref33
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref33
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref34
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref35
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref35
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref35
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref36
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref36
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref37
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref37
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref38
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref38
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref38
http://refhub.elsevier.com/B978-0-12-801363-2.00003-6/sbref38


This page intentionally left blank



4Liquid-filled detectors

There is no reason why a liquid cannot be used as an ionizing medium for detection

of radiation. When radiation passes through a liquid, it produces charge pairs, which

can be directed toward electrodes for generation of a pulse. If the liquid offers good

proportionality between the deposited energy and the number of charge pairs gener-

ated, it can be used as an active medium for radiation measurements. As it turns

out, there are a number of liquids that have fairly good proportionality and therefore

can be used as detection media. Now, one would expect the charge recombination

probability in a liquid to be much higher than in a typical gas. This is certainly

true, but we should also remember that the higher density ensures production of

larger numbers of charge pairs as well. We will discuss these two competing factors

later in the chapter.

Apart from a section on bubble chambers, in this chapter we will concentrate on

different types of electronic detectors that use liquids as detection media. The bub-

ble chambers, as we will see later, do not work like conventional electronic detec-

tors, in which the voltage or current is measured at the readout electrode. Instead,

the particles passing though liquid detectors produce bubbles that are photographed

and then visually inspected. There is also a class of detectors, called liquid scintilla-

tion detectors, in which the liquids produce light when their molecules are excited

by incident radiation. Such devices will be discussed in the chapter on scintillation

detectors.

The reason for devoting a whole chapter to this topic is that the use of liquids as

active detection media is now gaining momentum in different fields, including med-

ical imaging and high-energy physics, which have traditionally relied on gas-filled

and solid-state detectors.

4.1 Properties of liquids

Before we go on to specific types of detectors, let us first discuss some properties

of liquids that are important with respect to their use in detectors.

4.1.A Charge pair generation and recombination

The principal mechanism of a liquid-filled detector is the same as for a gas-filled

detector: A charge pair is created by the incident radiation and the resulting change

in current or voltage across the electrodes is measured. Therefore, the first thing to

investigate is whether the generations of charge pairs in liquids and gases are
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analogous or not. Unfortunately, unlike gases, in liquids the energy needed to create

a charge pair depends on the type of liquid. In the chapter on gaseous detectors we

introduced the term W-value to signify the energy needed to create an electron�ion

pair. The same terminology is used for liquids as well, though the values in the liq-

uid state are quite different from the ones in the gaseous state. For liquids, another

term that is extensively used is the G-value, which is defined as the yield of elec-

trons for 100 eV of deposited energy, that is, the number of electrons (or charge

pairs) generated when the incident radiation deposits energy of 100 eV. The reader

should note that this is simply a conventional terminology and has nothing to do

with the physics of pair generation in liquids. Certainly, the W- and the G-values

can be derived from one another through the relation

W 5
100

G
; ð4:1:1Þ

where W will be in eV.

Table 4.1.1 gives the W- and G-values for various liquids that have been found

to be suitable for use in radiation detectors. The reader will readily note that the

energy needed to produce a charge pair in the liquefied noble gases is lower than

the usual 30 eV for gases. This is encouraging for their use in radiation detectors,

since it would imply that more charge pairs are produced in liquids as compared to

gases with the deposition of the same amount of energy. Another positive factor for

liquids is their higher molecular density, because of which the total deposited

energy per unit path length traversed by the radiation is also higher. On the other

hand, the higher density in liquids implies spatial proximity of molecules, which

increases the recombination probability of charges. This is a negative effect as far

as radiation detectors are concerned, since it introduces some uncertainty in the pro-

portionality of measured pulse height with the deposited energy.

Liquefied argon is the most commonly used detection medium in large area

detectors, such as liquid calorimeters for high-energy physics experiments. Liquid

xenon is generally used as a scintillation medium, which produces light when its

molecules are excited by the incident radiation. Liquid xenon�filled detectors will

be discussed in the chapter on scintillators.

Table 4.1.1 W- and G-values of several liquids used in radiation
detectors [9,25]

Liquid W (eV) G

Liquid argon 23.7 4.2

Liquid krypton 20.5 4.9

Liquid xenon 16.4 6.1

Tetramethylsilane (TMS) 33.3 3.0

Tetramethylgermanium (TMG) 33.3 3.0

Tetramethyltin (TMT) 25.6 3.9

Hexamethyldisilane (HMDS) 50 2.0
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The basic principle of creation of a charge pair in a liquid is the same as in a

gas. However, since the energy states in the liquid phase are quite different from

those in the gaseous phase, the process is a bit more complicated for the case of

liquids. To understand this, the reader is referred to Figure 4.1.1, which shows ide-

alized energy level sketches of an element in gaseous and liquid states. The first

point to note here is that the energy levels in a gas are discrete, while in a liquid

they are so closely spaced that they are said to form valence and conduction bands.

In a liquid, the difference between the bottom of the conduction band and the top

of the valence band is the band gap, which determines the energy required by an

electron in the valence band to jump to the conduction band and become free to

move around. In a gas this gap is much larger, and therefore more energy is needed

to force an electron in one of the valence energy levels to become free.

Up until now we have deliberately avoided using the term electron�ion pairs

for liquids. The reason can be inferred from the energy level structure of liquids

as shown in Figure 4.1.1. In a gaseous state, at least to a good approximation,

each molecule can be regarded as an individual entity with its own discrete energy

levels. In liquids the situation is not that simple, since the spatial proximity of

molecules makes them susceptible to each other’s electromagnetic fields. The exis-

tence of energy bands is actually the result of this physical nearness. Hence, to

understand the creation of a charge pair in a liquid, we must consider the whole

liquid as an entity and not its individual molecules. Now, let us suppose that we

supply the liquid enough energy that it elevates one of its electrons from the

valence band to the conduction band (Figure 4.1.2). This process creates a vacancy

in the valence band, which effectively produces a positive charge. This effective

charge is generally referred to as a hole to signify the fact that it represents a

vacancy in the valence band. Quantum mechanical treatment of this hole has

shown that it can be regarded as a particle having an effective mass and unit posi-

tive charge. It is also able to move from one site to another as a result of a recip-

rocal movement of an electron.

The concept of the hole is mostly used when treating movement of charges in

solids, in which case the molecules share the electrons through bonding with

V0

Iliquid
Igas

Forbidden gap
Forbidden gap

Conduction band

Valence band
Valence
levels

Conduction level

Gaseous state Liquid state

Figure 4.1.1 Comparison of energy levels in a gas and a liquid. Here I represents the

ionization potential.
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neighboring molecules. The importance of such a treatment will become clear when

we discuss the semiconductor detectors later in this book. The case of liquids in a

radiation detector is a bit complicated compared to gases and solids, since we must

consider holes as well as ions. The reason is that, apart from the main liquid mole-

cules, there are other molecules as well, with their own energy level structures.

These molecules, having lower density, can in fact be ionized. Let us suppose there

is another molecule X in the filling liquid composed of molecules M. As the inci-

dent radiation passes through the liquid, it creates electron�hole pairs as described

earlier. These pairs can become involved in the following reactions:

� Recombination: The electron can fall back into the valence band and recombine with the

hole, either at the site of origination or at a spatially separated site. This would neutralize

the molecule M but would leave it in an excited state. The excess energy contained by M�

will be equal to at least the difference of energy between the conduction band’s lower

edge and the valence band’s upper edge. M� will eventually de-excite by emitting a pho-

ton, which can either escape from the detector or create another electron�ion pair at

another site. This process is graphically depicted in Figure 4.1.3.
� Charge transfer: As stated earlier, the hole produced by the incoming radiation can also

transfer its charge to a free molecule (Figure 4.1.4).
� Recombination of X1: The ion X1 can also recombine with an electron to form a neutral

molecule (Figure 4.1.5). A photon may be emitted during the process as well.

Iliquid

Conduction band

Valence band

Forbidden gap

Electron

Hole

Figure 4.1.2 Creation of an electron�hole pair. The hole represents a vacancy created in the

valence band by migration of an electron to the conduction band. It has an effective positive

charge.

Electron

Incident
radiation

Emitted
photon

Hole

+

++

+

Charge pair creation Recombination and De-excitation

Figure 4.1.3 Creation of an electron�hole pair and its subsequent recombination.
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The recombination rate of electron�hole pairs in a liquid is generally higher

than the electron�ion recombination rate in gases, due mainly to the spatial prox-

imity of molecules. Also, as we saw earlier, the number of charge pairs created in

liquids is lower than in gases for the same amount of deposited energy. Hence, one

should expect that the number of charges available in a liquid to create a measur-

able output pulse is lower than in gases. This makes the use of liquefied gases to

detect and measure very low-level fluxes somewhat impractical. Therefore, apart

from the liquid scintillators, liquid-filled detectors are generally used in moderate to

high radiation fields.

Let us now turn our attention to the liquids that can be used as active detection

media in detectors at room temperature. In Table 4.1.1 we mentioned four such

compounds: tetramethylsilane, tetramethylgermanium, tetramethyltin, and hexam-

ethyldisilane. One thing that can be readily observed is that the number of charge

pairs created in these liquids is less than the liquefied noble gases. This implies that

X+

Incident
radiation

Hole

++

+

Charge pair creation Charge transfer

+

+

+
X

M

M

Electron

Figure 4.1.4 Creation of an electron�hole pair in a molecule M with a subsequent transfer

of positive charge to another molecule X.

+ M

X+
+ +

+

+Hole

++

X

Electron

Charge transfer

X

Emitted
photon

Recombination

Figure 4.1.5 Recombination of X1 with a free electron. During the process a photon may or

may not be emitted depending on the type of molecule X. A multi-atomic molecule having

many vibrational and rotational energy states can also dissociate through a radiationless

transition.
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the signal obtained by such detectors will be weaker compared to conventional

liquid-filled detectors used in the same radiation field. Another problem that may

be of concern is the creation of charge pairs through thermal agitation. However,

since the difference between the valence and the conduction bands of liquids is

higher than the thermal energy of molecules at room temperature, this effect can be

safely ignored. In solid-state detectors, such as silicon-based detectors, the band gap

is shorter and therefore creation of thermally agitated electron�hole pairs cannot be

ignored. We will discuss this in detail in the chapter on solid-state detectors.

4.1.B Drift of charges

B.1 Drift of electrons

When discussing the drift of charges in gases, we noted that the drift velocity of

electrons, to a very good approximation, is proportional to the applied electric field.

In liquids the situation is not that simple, as can be deduced from Figure 4.1.6,

which shows the variation of drift velocity with respect to the electric field strength

for liquefied noble gases as well as their mixtures with nitrogen. It has been

observed that at low electric field strengths the drift velocity can be fairly accu-

rately described by the relation

vd 5μeE; ð4:1:2Þ

where μe is the mobility of electrons. However, at higher field strengths, the elec-

tron drift velocity becomes less and less proportional to the field strength, and at

very high fields it becomes essentially independent of the field strength. The drift

velocity of electrons at this stage is generally referred to as the saturation velocity.

This nonlinear behavior of drift velocity is mainly due to the underlying nonlinear-

ity in the energy gained by electrons through multiple collisions with increasing

electric field strength.
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Figure 4.1.6 Variation of electron drift velocity with electric field strength for liquefied

noble gases (in pure state and with addition of nitrogen). Liquid temperatures for argon,

krypton, and xenon are 87, 12, and 165 K, respectively [32].
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An important thing that can be observed in Figure 4.1.6 is that drift velocity is

independent of small amounts of nitrogen in the main liquid at low to moderate

electric field strengths. The effect in high fields is an increase in the saturation

velocity. However, this behavior is not typical of all impurities or contaminants. In

fact, some impurities have been seen to change the drift velocity even at very low

electric field strengths (cf. Figure 4.1.7). In most cases, the impurities change the

drift properties of electrons significantly, since their molecules act as scattering cen-

ters for the electrons. The electrons lose their energy through inelastic collisions,

and consequently their velocity distribution gets modified. In most cases, this effect

is more pronounced at high field strengths when the energy gained by an electron

becomes equal to or greater than the excitation energy of the impurity molecule.

Let us now turn our attention to the mobility of electrons in liquefied gases.

Table 4.1.2 shows the mobilities and saturation velocities of commonly used lique-

fied noble gases at different temperatures. The values shown clearly demonstrate

the sensitivity of electron transport on the temperature of the liquid. The drift veloc-

ity plots we saw earlier correspond to values obtained at specific temperatures.

Small fluctuations in temperature change the mobility, which changes the drift
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Figure 4.1.7 Variation of electron drift velocity with electric field strength for liquefied

argon (T5 87 K) with addition of ethane in concentrations of 5.53 1019 cm23 (circles),

8.73 1019 cm23 (filled squares), and 53 1020 cm23 (empty squares). Solid line represents

pure argon [32].

Table 4.1.2 Electron mobilities μe and saturation velocities vs
of the three liquefied noble gases that are commonly used in
radiation detectors at different absolute temperatures [32]

Liquid T (K) μe (cm
2/V/s) vs (cm/s)

Liquid argon 87

85

4006 50

475

6.43 105

7.53 105

Liquid krypton 120

117

12006 150

1800

4.53 105

3.83 105

Liquid xenon 165

163

20006 200

1900

2.63 105

2.93 105
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properties of electrons. This is a serious drawback of using liquefied noble gases in

radiation detectors, as it requires very careful monitoring and control of the temper-

ature. Keeping the liquid at such low temperatures is generally accomplished by a

liquid nitrogen flow system, which is costly as well as maintenance intensive. Even

with these difficulties, the liquefied noble gases are still the choice for most radia-

tion detector developers. A number of room-temperature liquids are now gaining

exposure, and although they have not yet been very successful it looks like a matter

of time for them to succeed their low-temperature counterparts.

B.2 Drift of ions

Unfortunately, the transport of ions in liquids commonly used in radiation detectors

has not been studied as rigorously as the transport of electrons. Since such studies

are mostly need-related, we might be tempted to assume that the behavior of ions in

liquids is not as important as in gases. This, however, is not true because the output

signal of a detector depends on the movement of both negative and positive

charges. The reader may recall our argument in the chapter on gaseous detectors

that the output pulse is actually generated due to the change in the effective poten-

tial inside the chamber, which depends on how the positive and negative charges

move under the influence of the applied electric field. The situation is no different

for the liquid-filled detectors, even though here the output is almost always mea-

sured from the anode.

As in the case of gases, in liquids too the drift velocity is proportional to the

applied electric field; that is,

vd 5μionE; ð4:1:3Þ

where μion represents the mobility of ions. Figure 4.1.8 shows an experimental

curve of drift velocity of ions in liquid argon versus applied electric field intensity.

It is apparent that the above equation holds up to a good approximation. The mobil-

ity in this case will be almost constant, which can be seen in Figure 4.1.9.

4.2 Liquid ionization chamber

Among the liquid-filled detectors, ionization chambers are the most widely used.

Most of these detectors are filled with liquid noble gases such as liquid argon, but

other liquids are also now being investigated and used. Liquid-filled ionization

chambers have some very favorable characteristics that make them suitable for use

in a variety of applications, some of which are listed below:

� Stability: Ionization chambers are stable over a longer period of time compared to, for

example, liquid proportional counters. The main reason for this is their lower vulnerability

to small degradations of the liquid over time.
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� Proportionality: In the chapter on gas-filled detectors we saw that one of the strongest

points of ionization chambers is their excellent proportionality to the deposited energy.

This is also true for liquid-filled ion chambers.
� Dynamic range: Liquid-filled ionization chambers are not very well suited for low radia-

tion fields due to reasons that will become clear later in this section. However, from mod-

erate to high fluxes, they do cover a wide dynamic range.

The basic principle of operation of a liquid-filled ionization chamber is the same

as for a gas-filled ionization chamber. In its simplest form, a sealed container hav-

ing two electrodes is filled with a suitable liquid. The incident radiation produces

charge pairs, which move in opposite directions under the influence of the applied

electric field between the electrodes. The resulting current or voltage pulse is mea-

sured at the anode.
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Figure 4.1.8 Variation of drift velocity of ions in liquid argon with respect to applied

electric field. The parameters F and G are related to the experiment and are irrelevant to our

discussion [15].
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Figure 4.1.9 Variation of mobility of ions in liquid argon with respect to applied electric

field. The parameters F and G are related to the experiment and are irrelevant to our

discussion [15].
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4.2.A Applications of liquid-filled ion chambers

Dosimetry is one application where liquid-filled ionization chambers are now

beginning to be used. In particle accelerators used for radiation therapy, where the

flux of particles is quite high, such detectors have been successfully used. Liquid-

filled detectors have two characteristics that make them suitable for such applica-

tions: higher radiation tolerance than semiconductor detectors and smaller size than

gas-filled detectors. For high radiation fields they offer good precision and can

even be designed to provide a good degree of spatial resolution [29].

4.3 Liquid proportional counters

Let us now see if it is possible to develop a liquid-filled proportional counter. We

know from our discussions in the chapter on gas-filled detectors that charge multi-

plication is a prerequisite for a detector to operate in the proportional region. This

process can be achieved fairly easily in gases, but in liquids it is neither easy to

initiate nor to maintain, for reasons that will become clear shortly. Nevertheless,

several researchers have shown that such detectors can in fact be built.

4.3.A Charge multiplication

As we saw earlier, in a liquid-filled detector, the number of charge pairs produced

is generally higher than in a typical gas-filled detector. The main reason is the higher

density of molecules and, in the case of liquefied noble gases, the lower W-value.

Though the large number of charges produced and lower diffusion of electrons

are desirable factors, especially for position-sensitive detectors, in certain situations

it is desirable that the charge pair population is increased even further. This can

be accomplished by allowing the process of charge multiplication, in much the

same way as in the gas-filled proportional counters. That is, a very high potential

is applied in a chamber having suitable geometry such that the electrons gain

enough energy between collisions to create additional charge pairs. The most

suitable geometry, as in the case of gaseous proportional counters, is of course a

cylinder with an anode wire stretched across its axis. Such a structure establishes

very high electric field intensity near the anode wire for charge multiplication as

well as facilitation of efficient charge collection.

The basic underlying processes of charge multiplication in a liquid are the same

as in the case of a gas. These processes were discussed at length in the chapter on

gas-filled detectors and therefore will not be repeated here. However, we will make

reference to the equations derived there and modify those accordingly.

The three most important parameters related to charge multiplication are its

threshold voltage (or the electric field intensity), the first Townsend coefficient, and

the gain. We referred to these quantities in the chapter on gas-filled detectors with

the terms Vt, α, and M, respectively. In gases, a gain of 104 can easily be achieved,

but in liquids it has been found that going beyond a gain of a few hundred is

extremely difficult even with single-wire chambers having very thin anodes.
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This, at first sight, may seem counterintuitive since one would expect the higher

density of molecules in a liquid to favor charge multiplication. However, we should

keep in mind that at each interaction not only electrons but also positive charges

are produced. The ions thus produced move much more slowly than the electrons

and create a sheath of charges between the anode and the cathode. This cloud of

charges decreases the effective electric field experienced by the electrons, thus sup-

pressing the charge multiplication process.

It should be noted that even though the charge multiplication in liquids is not as

large as in gases, since the initial number of charge pairs in liquids is much larger,

the net effect is to increase the output signal height considerably.

Since the threshold for avalanche in liquids is higher than in gases, cylindrical

chambers are generally used to build liquid-filled proportional counters. The first

Townsend coefficient, in such a case, is a function of the position because the elec-

tric field intensity has a radial dependence inside the chamber. The growth of the

electron population is still exponential; that is,

N5N2exp

ð
αðrÞdr

� �
; ð4:3:1Þ

where N2 is the number of electrons initiating the avalanche and α(r) is the

position-dependent (or more specifically, electric field�dependent) avalanche con-

stant or, as it is generally known, the first Townsend coefficient. The reader can

compare this equation with Eq. (3.3.3), which represents the avalanche multiplica-

tion in a uniform electric field environment. Here we have deliberately avoided the

use of N0 to represent the initial number of electrons, which we used in the case of

gases. The reason lies in the fact that in liquids the recombination and parasitic

absorption of electrons are non-negligible. We will therefore represent the initial

number of electrons produced by the incident radiation by N0 and the number of

electrons that have survived the recombination by N1. N1 can be computed approxi-

mately from [see, for example, [6]]

N1 5
N0

11K=EðrÞ ; ð4:3:2Þ

where K is the recombination coefficient and E(r) is the radial electric field inten-

sity. We will discuss the process of recombination in the next section.

Now, the electrons that survive local recombination encounter impurity mole-

cules as they move toward the anode. This could result in parasitic capture of these

electrons by the impurities. If μc is the capture coefficient of the liquid, then after

moving a distance r, the number of electrons that survive the capture is given by

N2 5N1 e
2μcr: ð4:3:3Þ

This, however, is an oversimplification of the actual situation, since in reality the

capture coefficient is itself a function of the electron energy, which in turn is a func-

tion of the electric field intensity. The above equation should then be replaced by
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N2 5N1 exp 2

ðr
a

μcðrÞdr
� �

; ð4:3:4Þ

where a is the anode wire radius. Note that we have written the capture coefficient

as a function of position since it depends on the electric field intensity, which is a

function of position. It has been found that the capture coefficient varies approxi-

mately inversely with the electric field and can be written in a general form as [6]

μc 5A1
B

EðrÞ ; ð4:3:5Þ

where the constants A and B depend on the characteristics of the liquid and are

determined experimentally.

The expression for the electric field intensity in the above equations depends on the

geometry of the chamber. For parallel plate geometry the field is uniform throughout

the active volume except at the edges. But such a geometry is not suitable for operation

in proportional region (see also the chapter on gas-filled detectors). The reason is that

the high field intensity needed to initiate the avalanche in a parallel plate chamber

requires application of extremely high potentials at the electrodes. In liquid-filled

detectors the situation is even more demanding due to higher probabilities of electron

recombination and capture as compared to gases. Therefore, to ensure avalanche multi-

plication, cylindrical geometry is preferred. For a cylindrical chamber having radius b

and anode wire radius a, the electric field intensity is given by

EðrÞ5 V

r lnðb=aÞ ; ð4:3:6Þ

where V is the applied potential. Hence for a cylindrical proportional counter the

capture coefficient can be written as

μc 5A1
B

V
r ln

b

a

� �
: ð4:3:7Þ

Substitution of this expression into Eq. (4.3.4) yields

N2 5N1 exp 2

ðr
a

A1
B

V
r ln

b

a

0
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where we have used the approximation r2 a� r1 a� r since rca. Substitution of

N1 from Eq. (4.3.2) into the above equation gives

N2 5
N0

11K=EðrÞ exp 2r A1
rB

2V
ln

b

a

� � �� �
: ð4:3:9Þ

As a reminder, N2 represents the number of electrons that have survived the

recombination and parasitic capture after traveling a distance r in the chamber.

These electrons can cause avalanche multiplication provided they have gained

enough energy between collisions. The number of electrons produced in the ava-

lanche can be estimated by substituting N2 in Eq. (4.3.1):

N5
N0

11K=EðrÞ exp 2r A1
rB

2V
ln

b

a

� � �
1

ðr
a

αðrÞdr
� �

: ð4:3:10Þ

The multiplication factor M, which represents the ratio of the number of elec-

trons produced in the avalanche to the initial number of electrons, is then given by

M5
N

N0

5
1

11K=EðrÞ exp 2r A1
rB

2V
ln

b

a

0
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2
4

3
5:

ð4:3:11Þ

The first and second terms in the brackets on the right-hand side of the above equa-

tion represent the decay and growth of electron population, respectively. The decay is

due to the absorption of electrons by impurities and has a significant effect on the over-

all amplification. Therefore, in order to predict the multiplication constant correctly,

one needs to evaluate this whole expression. However, this requires the hard-to-find

constants A, B, and K for the particular case under study. Although a number of experi-

mental studies have been performed to determine these parameters, the values obtained

can only be used for cases that closely resemble the experimental setup. For example,

the constant B, which is sometimes referred to as the field-dependent capture coeffi-

cient, is so sensitive to the amount of impurity in the gas that it can range from almost

zero for very low impurity levels up to several thousand V/cm2 for impurity level of a

few parts per million in liquefied noble gases. In gases, the variation is not that dra-

matic and therefore small changes in impurity levels can be tolerated.

4.4 Commonly used liquid detection media

For liquid-filled ionizing detectors, liquid argon is perhaps the most widely used

detection medium. However, this does not mean that other liquefied gases do not

245Liquid-filled detectors



possess favorable properties. In fact, there are a number of liquefied gases that have

been successfully used to build ionizing and scintillating detectors. When it comes

to scintillation detectors, liquid xenon is generally the choice due to its favorable

scintillation light wavelength, refractive index, and Fano factor. In Table 4.4.1 we

list some useful properties of the liquefied noble gases. It is interesting to note that

all three gases listed in the table can act as scintillators; that is, they emit light after

absorbing energy. Hence, in principle, all of them can be used to build scintillation

detectors. However, as mentioned above, liquid xenon is generally used in scintilla-

tion detectors, while liquid argon is used in ionizing detectors.

The reader might be wondering why one does not use regular liquids instead of

the liquefied gases. There are several reasons why liquefied noble gases are pre-

ferred over regular liquids. For example, the liquefied noble gases are dielectrics,

which makes them suitable for free charge transport. Also, the large drift lengths of

electrons make these liquids suitable for building large area detectors. As we will

shortly see, the larger drift length is a consequence of lower recombination proba-

bility in liquefied noble gases as compared to molecular liquids.

Looking at Table 4.4.1, it becomes clear that xenon is the best choice for scintil-

lating and ionizing detectors. Its stopping power is higher than those of argon and

krypton due to its higher density. Higher stopping power allows quicker and higher

deposition of energy, which means better timing and energy resolutions. Although

liquid xenon is mostly used as a scintillating medium, it can, in principle, be used

to build ionizing detectors as well. The biggest disadvantage of liquid xenon is its

cost, which is much greater than those of liquid argon and krypton.

4.5 Sources of error in liquid-filled ionizing detectors

4.5.A Recombination

Recombination of electrons with the positive ions (or holes) degrades the initial

electron population and therefore has the detrimental effect of weakening the signal.

Table 4.4.1 Properties of liquefied noble gases

Property Argon Krypton Xenon

Z 18 36 58

A 40 84 131

Radiation length (cm) 14.2 4.7 2.8

Critical energy (MeV) 41.7 21.5 14.5

Fano factor 0.107 0.057 0.041

Normal boiling point (K) 87.27 119.8 164.9

Liquid density at boiling point (g/cm3) 1.4 2.4 3.0

Dielectric constant 1.51 1.66 1.95

Scintillation light wavelength (nm) 130 150 175
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This can also introduce nonlinearity in the detector’s response with respect to vary-

ing radiation levels. However, with the introduction of high electric field across the

electrodes, the recombination probability can be significantly decreased.

Most of the recombination occurs near the radiation track in the detector, where

the charge pairs are produced. The electrons in a liquid quickly thermalize near their

production point and in the absence of an electric field fall back to the valence band.

This type of recombination is generally known as geminate recombination and is the

major source of error in liquid-filled detectors. The high rate of thermalization is due

to the inelastic scattering of electrons near their point of generation. In the absence of

an external electric field, thermalization time can be as short as a fraction of a pico-

second for molecular liquids at room temperature. This is a serious problem since it

can lead to loss of information and has the potential of introducing nonlinearity in the

detector’s response. Liquids having such short recombination times are therefore not

suitable for use as detection media. Fortunately, liquefied noble gases have recombi-

nation times on the order of a few hundred picoseconds, which make them

suitable for use in radiation detectors. Table 4.5.1 lists the electron thermalization

times for some liquefied gases commonly used in radiation detectors.

The geminate recombination just described is not the only type of recombination

that occurs in liquids. Apart from this localized recombination, there is also a vol-

ume recombination effect that can happen anywhere in the liquid volume.

Fortunately, the probability of volume recombination is much lower than the gemi-

nate recombination simply because of the low concentration of ions away from the

particle track. Also, under the influence of the applied electric field, the electrons

move toward the anode and the ions move toward the cathode, which does not

leave many ions or recombination centers for electrons to recombine with.

It was mentioned earlier that the number of electrons that survive the recombina-

tion can be calculated from (see Eq. (4.3.2))

N5
N0

11K=EðxÞ ;

where N0 is the number of electrons produced by the incident radiation, E(x) is the

electric field intensity at position x in the detector, and K is a constant known as the

recombination coefficient. Certainly, for parallel plate geometry, the electric field

intensity is constant at each point and therefore independent of x. For cylindrical

Table 4.5.1 Electron thermalization times in liquefied
noble gases [3,24,26]

Liquid Temperature (K) Thermalization time (ns)

Helium-4 4.2 0.43 1023

Argon 85 0.96 0.2

Krypton 117 4.46 0.2

Xenon 163 6.56 0.5
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geometry it generally suffices to use the radial component of the electric field inten-

sity in the above relation.

The recombination coefficient in the above equation is determined experimen-

tally. Unfortunately, not much data on recombination coefficient are available for

liquids that could potentially be used in radiation detectors. Also, one finds differ-

ences in reported values. Nevertheless, one can get an approximate idea of the

recombination by using the reported values in the above equation (see example

below).

Example:

A parallel plate liquid xenon�filled ionization chamber is exposed to a flux of

γ-rays, which is producing 53 103 charge pairs per second midway between

the two electrodes. Compute the number of electrons that survive the recombi-

nation if the applied electric field is 1 kV/cm. Assume the recombination coef-

ficient to be 100 V/cm.

Solution:

Since it is a parallel plate chamber, we can assume that the electric field inten-

sity is constant throughout its active volume. We can then simply substitute

the given values in Eq. (4.3.2) to get the desired result:

N5
N0

11K=EðxÞ

5
53 103

11 100=1000

5 4:53 103 charge pairs:

4.5.B Parasitic electron capture and trapping

One of the major problems associated with using a liquid as the ionizing medium is

the capture of electrons by the impurity molecules. It is important to note that the

capture process is separate from the recombination effect we just studied. The

recombination process involves the fall of an electron back into the conduction

band of the liquid, while in the capture process the electron is captured by an impu-

rity molecule. Another difference is that the recombination process generally occurs

near the site of the charge pair production, whereas the capture process occurs

throughout the detector’s active volume.

The impurity in a liquid-filled detector can be of two types. One is the parasitic

capture and trapping impurity and the other is the so-called reversible attachment
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impurity. Most of the signal-deteriorating effects in a detector are caused by impuri-

ties of the first kind, in which once the electron gets captured, it does not get re-

emitted and hence is said to have been trapped. The process of electron attachment

to a trapping impurity molecule (XY) can be written as

e1 ðXYÞ ! ðXYÞ2�: ð4:5:1Þ

The (�) sign above represents the excited state of the molecule. The de-

excitation could be by emission of a photon or, in case of multi-atomic complex

molecules, by molecular dissociation into smaller fragments. The latter is a radia-

tionless process. A good example of such an impurity is the oxygen molecule,

which is very commonly found even in highly purified liquids.

There are also some molecular species that emit the electron after capturing it.

Such a reaction is written as

e1 ðXYÞ"ðXYÞ2: ð4:5:2Þ

where the (2) sign represents the fact that the process of electron capture is

reversible. A common example of such an impurity is the carbon dioxide molecule.

To understand the deteriorating effect of electron capture by an impurity molecule

on the detector response, we first note that the capture introduces an effective nega-

tive charge on the molecule. The reader should recall that the output signal of an ioni-

zation chamber has two edges: a fast rising edge and a slow falling edge. The fast

rising edge is almost exclusively described by the movement of negative charges

toward the anode. The introduction of heavy and slow-moving negative ions in the

electron population produces a larger slope in the rising edge and can even reduce the

signal height (the signal height depends on the movement of both positive and nega-

tive charges). Hence for liquids, having higher molecular density, the electron capture

process can be a source of nonlinearity in the detector response.

Let us now see how we can numerically describe this parasitic capture process.

The reader may recall that earlier in the chapter we described the survival of elec-

trons in a liquid by an exponential function of the form (cf. Eq. (4.3.4))

N5N0 e
2μcx; ð4:5:3Þ

where N0 represents the initial number of electrons, N is the number of electrons

that have survived after traversing a distance x, and μc is the capture coefficient for

electrons in the liquid. The capture coefficient depends not only on the type of

medium but also on the energy of the electrons. In most situations the electrons are

in thermal equilibrium with the liquid molecules, and therefore we can use the cap-

ture coefficient at the mean thermal energy for the liquid under consideration.

Using Eq. (4.5.3), we can define the probability of capture Pc and probability of

survival Ps through the relations
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Pc 5
N0 2N

N0

5 12 e2μcx

ð4:5:4Þ

Ps 5
N

N0

5 e2μcx:

ð4:5:5Þ

Since μc in the above relations has units of inverse distance, we can define a

term capture mean free path λc through the relation

λc 5
1

μc

: ð4:5:6Þ

Substitution of λc5 x in Eqs. (4.5.4) and (4.5.5) gives us the definition of the

capture mean free path as

Pc 5 12 e21 � 0:63

Ps 5 e21 � 0:37:

These represent the distance at which the electron capture and survival probabili-

ties are about 63% and 37%, respectively. In other words, if a population of elec-

trons travels a distance λc; only about 37% of the electrons will survive being

captured by molecules.

Up until now we have looked at the spatial variation of the electron flux due to

the capture process. We can also describe the change in electron concentration with

respect to time. For this, we argue that the rate of electron capture should be pro-

portional not only to the impurity concentration but also to the electron concentra-

tion in the liquid. In fact, this has been observed by various experimenters. We can

therefore write the rate equation as

dCe

dt
52kCeCimp; ð4:5:7Þ

where C stands for concentration (generally described in number of particles per

mole of liquid), with subscripts e and imp representing electrons and impurity mole-

cules, respectively, and k is the constant of proportionality, which depends on the

type of impurity. This so-called reaction rate constant can generally be found in

the literature in units of per mole per second (M21 s21). The negative sign in the

above expression describes the decrease in the electron population over time.

If we now assume that the concentration of impurity in the liquid does not

change with time, then Eq. (4.5.7) can be solved to give
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Ce 5Ce0 e
2kCimpt; ð4:5:8Þ

where we have used the initial condition Ce5Ce0 at t5 0. It should be noted that

the constancy of Cimp over time is not a strictly valid assumption, especially for

trapping impurities, since the loss of electrons also means loss of impurity mole-

cules. The reason is that most molecular ions thus formed lose their ability to cap-

ture more electrons. However, since in liquid-filled detectors that use high-purity

liquids, the capture rate is generally quite low, we can safely ignore the time depen-

dence of impurity concentration. For the reversible attachment impurity molecules,

this assumption holds up to a good approximation. Such impurities release the cap-

tured electron after a small time delay, which at most results in longer transit time

for the electrons and increases the slope of the rising edge of the output pulse by a

small amount. The signal height, however, is not affected.

Using Eq. (4.5.8), we can define the mean electron lifetime τ as

τ5
1

kCimp

: ð4:5:9Þ

Here τ represents the time it takes an electron population to decrease by about

63% (see example below).

Example:

Define the mean electron lifetime τ in terms of capture rate of electrons.

Solution:

We just saw that the electron concentration at any time t can be computed

from Eq. (4.5.8), provided the impurity concentration does not change with

time. Let us substitute t5 τ from Eq. (4.5.9) into this equation to determine

the electron concentration after passage of one lifetime. This gives

Ce 5Ce0 e
21

.
Ce

Ce0

� 0:37
:

This implies that after time τ the surviving electron population is about

37% of the initial population. In other words, τ is the time taken by the impu-

rity molecules to capture about 63% of electrons.

The reaction rate constant k is an important and widely used parameter to

assess the effect of impurities in detectors. It tells us how quickly or violently

an impurity captures the free electrons in the liquid and therefore gives us a

measure to determine which impurities can be tolerated in a certain environ-

ment. Another advantage of using k is that it can be used to determine the life-

time of electrons.
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The reaction rate constant can be determined from the following relation:

k �
ðN
0

σðEÞf ðEÞdE; ð4:5:10Þ

where σ(E) is the energy-dependent attachment cross section for electrons in

the liquid and f(E) is the distribution of electrons in the liquid. For most prac-

tical purposes, we can safely assume that the electrons in a liquid can be

described by a Maxwellian distribution, even in the presence of high electric

field. This is in contrast to the case of gases, where, as we saw in the previous

chapter, the electrons do not retain their Maxwellian distribution in the

presence of high electric field. As a reminder, the Maxwellian distribution is

given by

f ðEÞ5 2ffiffiffi
π

p
kBT

E

kBT

� �1=2
e2E=kBT ; ð4:5:11Þ

where kB is the familiar Boltzmann’s constant and T is the absolute tempera-

ture. The distribution assumes that the particles are in thermal equilibrium

with the surroundings. The average energy of the electrons in such a case is

given by

,E. 5
3

2
kBT : ð4:5:12Þ

This energy can be increased by the application of an electric field

across the electrodes, something that is always done in liquid ionization

and proportional chambers. As stated earlier, this increase in the average

energy does not significantly affect the distribution of electrons, and there-

fore the Maxwellian distribution can still be used to determine the reaction

rate constant.

The reaction rate constants have also been determined for different impuri-

ties by several researchers. The values vary considerably from one impurity to

the next. For example, for oxygen the value has been found to be

63 1011 M21 s21, while for sulfur hexafluoride and carbon tetrachloride the

constant assumes a value about three orders of magnitude higher than that for

oxygen [see, for example, [9]].

Because of the inverse relationship between the electron lifetime and the

rate constant, a low value of the rate constant is advantageous for a detector,

since it would imply survival and availability of more electrons to produce

output signal.
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Example:

Determine the lifetime of electrons in a liquid argon�filled detector having

2 ppm of oxygen as impurity.

Solution:

2 parts per million (ppm) of oxygen is equivalent to a molar concentration of

Coxy 5 23 1026 M: ð4:5:13Þ

According to Eq. (4.5.9), the mean lifetime of electrons is then given by

τ5
1

kCoxy

5
1

ð63 1011Þð23 1026Þ
� 0:8 μs:

Such a short lifetime can be detrimental to the performance of the detector,

especially in low radiation environments.

4.6 Cherenkov detectors

In Chapter 2 we discussed the process of production of Cherenkov radiation in

transparent media. Detectors based on exploitation of this phenomenon to detect

particles are called Cherenkov detectors. Before we go on to the discussion of such

detectors, let us first summarize the basic points related to the emission process of

Cherenkov radiation.

� Whenever a charged particle in a medium moves faster than the speed of light in that

medium, it emits Cherenkov radiation.
� Cherenkov radiation is composed of photons with wavelengths mostly in the visible

region of the electromagnetic spectrum.
� The radiation is emitted in the shape of a cone with the path of the particle as its axis.

The angle θc of the cone is related to the velocity v of the particle and the refractive index

n of the medium through the relation

cos θc 5
c

vn

5
1

βn
;

ð4:6:1Þ

where β5 v/c is the ratio of the velocity of the particle in the medium to the velocity

of light in vacuum.
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� The threshold velocity of the particle to produce Cherenkov light as obtained from the

above relation is

vth 5
c

n
: ð4:6:2Þ

� The angle of the cone is proportional to the energy of the particle producing the radiation.

The last three points above are very important in terms of building a detector

based on Cherenkov emission. The unique conic geometry of the emitted radiation

can be used not only to tag events (i.e., to differentiate them from the background)

but also to estimate the energy of the particle producing the radiation.

A liquid-filled Cherenkov detector uses a liquid to produce Cherenkov light,

either directly by the particle itself or by a secondary particle. The light thus pro-

duced is detected by detectors surrounding the liquid. Though any type of detector

can be used to detect light photons, the general practice is to use photomultiplier

tubes due to their high photon detection efficiency. We will learn more about these

tubes in the chapter on photo detectors.

Example:

Calculate the critical angle of Cherenkov cone produced by the passage of

electrons through light water. Assume the average velocity of the electrons to

be 0.92c, where c is the velocity of light in vacuum.

Solution:

Substituting β5 0.92 and n5 1.33 (for light water) in Eq. (4.6.1), we get

cos θc 5
1

βn

5
1

ð0:92Þð1:33Þ 5 0:817

.θc 5 35:2�:

Figure 4.6.1 shows a Cherenkov detector consisting of a spherical ball contain-

ing a liquid and photomultiplier tubes surrounding it. Such a detector has been

built for detecting neutrinos at the Sudbury Neutrino Observatory (SNO) in

Canada. The neutrinos, as we saw in Chapter 1, have extremely low interaction

cross sections and therefore detecting them is quite a challenging task. The SNO

detector used heavy water to detect these elusive particles. There are three modes

of interaction of neutrinos that are exploited at this facility. Let us look at one of

those modes to understand the concept of indirect detection through Cherenkov

light. This process is based on the fact that a neutrino can elastically scatter off an

orbital electron in heavy water and set it free. Since the neutrinos coming from

the sun have high enough energy, they provide the electrons with so much energy
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that their velocity crosses the threshold of Eq. (4.6.2). As a result, the electron

produces Cherenkov light. The cone of light spreads and is ultimately detected by

the photomultiplier tubes (see Figure 4.6.1).

4.7 Bubble chamber

The bubble chamber is one of the earliest and extremely successful imaging detec-

tors. It was built for tracking particles in high-energy particle collisions.

A conventional bubble chamber consists of a sealed container filled with a liquefied

gas. The chamber is designed such that pressure inside can be quickly changed. The

idea is to momentarily superheat the fluid when the particles are expected to pass

through it. This is accomplished by suddenly lowering the pressure, which decreases

the boiling point of the liquefied gas, thus converting it into a superheated liquid. When

particles pass through this fluid they produce dense tracks of localized electron�ion

pairs. The energy delivered to the liquid during this process produces tiny bubbles

along the particle’s track. The whole chamber is then illuminated and photographed by

a high-definition camera. The photograph is then analyzed offline for particle identifi-

cation and measurements. Bubble chambers were very popular during the early days of

high-energy physics research where application of an external magnetic field allowed

measurements of particle momenta and thus facilitated particle identification.

Figure 4.7.1 shows a typical photograph obtained from a bubble chamber.

The obvious disadvantage of a bubble chamber is that it is extremely difficult to use

for online analysis and triggering. Bubble chambers have now been replaced by other

+e

ν

ν

Detection
medium

Transparent
container

Photodetector
array

Cherenkov
cone

Figure 4.6.1 Sketch of the working principle of a neutrino detector. The neutrino is

shown to scatter off an electron from the medium. If the scattered electron moves with a

velocity greater than the velocity of light in that medium, it produces Cherenkov light in

the form of a cone. The light photons thus produced are detected by an array of

photomultiplier tubes installed around the spherical container of the detection medium.

Such a detector has been built at the Sudbury Neutrino Observatory in Canada.
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types of electronic trackers, most of which are based on silicon multistrip detectors.

However, some experimenters have recently proposed that specially designed bubble

chambers can still be useful in detecting low-energy and weakly interacting particles [2].

4.8 Liquid scintillator detectors

Liquid scintillators are another class of detectors that are now being extensively

used in a variety of applications. They operate on the principle of light emission by

scintillation media when exposed to radiation. Since a whole chapter of this book is

devoted to scintillators, we will not discuss such detectors here.

Problems

1. Loss of electrons through recombination is a serious problem in detectors that use liquids

as ionizing media. One way to reduce the probability of recombination is to increase the

Aachen-Bonn-Cern-Munich-Oxford collaboration
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Event 294/0995
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ν p D*p μ–
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Figure 4.7.1 Typical particle tracks seen from a bubble chamber (left) and their

interpretations (right). Courtesy of CERN.
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electric field intensity. Derive the expression for the change in recombination rate with

respect to the change in electric field intensity.

2. Determine the electric field intensity needed to keep the recombination rate of electrons

below 1% in a parallel plate liquid xenon�filled ionization chamber.

3. Compare the lifetimes of electrons in liquid argon and liquid xenon if these liquids con-

tain 5 ppm of oxygen as impurity.

4. Calculate the threshold velocity of electrons to produce Cherenkov light in heavy water.

5. Compare the threshold energy of an electron to that of a proton for producing Cherenkov

light in light water.
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5Solid-state detectors

Although gas-filled detectors have proven to be extremely useful in many applications,

their usage is somewhat limited due to a number of factors. For example, the small

number of electron�ion pairs that can be generated in a gas is a serious problem for

high-resolution systems in low radiation environments. One reason for this ineffi-

ciency lies in the number of target atoms per unit volume in the gas that the incident

radiation encounters. This implies that if we use liquids or solids instead of gases, the

probability of production of charge pairs would increase. However, as it turns out, the

mechanism of charge pair production depends on many factors besides the density.

Nevertheless, there is one type of solid that has been found to have far superior charge

pair production capabilities compared to gases. These so-called semiconductors have

electrical conduction properties between those of conductors and insulators. Diamond

is another solid that has been found to have very good charge pair production capabili-

ties. All of the detectors that use solids as active detection media are collectively

called solid-state detectors, a term that is sometimes exclusively used for semiconduc-

tor detectors. In this chapter, we will discuss the mechanism of radiation detection and

measurement using solids as active detection media. We will also survey some of the

most widely used solid-state detectors.

5.1 Semiconductor detectors

Semiconductors are basically crystalline solids in which atoms are held together by

covalent bonds. They are called semiconductors because their electrical conduction

properties lie between those of insulators and conductors. Germanium (Ge) and sili-

con (Si) are two of the most commonly used semiconductor materials. Up to now

the majority of semiconductor detectors have been made with silicon, a trend that

may change in future as the search for more radiation-tolerant semiconductors con-

tinues. GaAs is one material that has shown to be very promising as detection

media. In the following sections, we will discuss the important characteristics of

semiconductors and look at how they are employed as active media for detection of

ionizing radiation.

5.1.A Structure of semiconductors

We know from quantum physics that electrons in an atom can occupy only discrete

energy levels. In fact, this discreteness, or quantization, is not in any way limited to

isolated atoms. For example, the covalent bonding between atoms in semiconductors
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creates discrete energy levels. However, these energy levels are lumped together in

the so-called bands: valence band and conduction band. The valence band represents

a large number of very closely spaced energy levels at lower energies, in contrast to

the conduction band, which contains levels at higher energies. Ideally, these two

bands are separated by a forbidden gap: a region in the energy level diagram con-

taining no energy levels. This essentially means that electrons cannot assume any

energy that lies in this band gap. We’ll see later that this holds only for ideal semi-

conductors with no impurities, and almost all semiconductors have at least one

energy level within the band gap.

The electrons in the valence band are tightly bound to the atoms and need energy

equal to or greater than the band gap to move to the conduction band. Conduction

band electrons, on the other hand, are very loosely bound and are almost free to

move around. These electrons take part in the electrical conduction process. In an

ideal pure semiconductor in the ground state, all of the electrons would populate

the valence band, while the conduction band would be empty.

Actually, this band structure is not typical of just semiconductors. Insulators and

conductors also have similar structures. The distinguishing feature between them is

the band gap, since it represents the energy barrier that must be overcome by bound

electrons to become free and take part in the electrical conduction process.

Figure 5.1.1 compares the three types of solids in terms of energy level diagrams. The

band gaps in insulators and conductors are exactly opposite to each other, being very

large for insulators and nonexistent for conductors. Semiconductors, on the other

hand, have a small band gap, so small that even a small thermal excitation can provide

enough energy to electrons in the valence band to jump up to the conduction band.

When an electron from the valence band jumps to the conduction band, it leaves

a net positive charge behind. This effective positive charge, called a hole, behaves

like a real particle and takes part in the electrical conduction process. However, it

should be noted that by movement of a hole we mean the shift of a net positive

Valence band

Conduction band

E

Band gap ~ 1 eVBand gap ~ 6 eV

ConductorInsulator Semiconductor

Figure 5.1.1 Simplified energy band structure diagrams for insulators, semiconductors, and

conductors.
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charge from one site to another due to the movement of an electron. A hole should

not be considered a localized positive charge having defined mass.

5.1.B Charge carrier distribution

The free charges in the bulk of a semiconductor crystal can occupy different energy

levels such that they can be described by the so-called Boltzmann distribution:

f ðEÞ5 1

11 eðE2EFÞ=kBT ; ð5:1:1Þ

where E is the energy of the electron, kB is the familiar Boltzmann constant, T is

the absolute temperature, and EF is the Fermi level.

The Fermi function f(E) actually gives the probability at which an available

energy state E can be occupied by an electron. For intrinsic semiconductors, which

have equal numbers of positive and negative charge carriers, the Fermi level lies

exactly in the middle of the band gap. This is the level at which the probability of

electron occupancy is exactly 1/2; in other words, half of the states are filled by

electrons (see example below).

As can be inferred from the relation 5.1.1, the occupancy of charge carriers is a

function of the absolute temperature. Of course, the reason for this can be traced

back to the small band gaps of semiconductors, which are comparable to the energy

of thermal agitations at room temperature. The temperature dependence is so strong

that even small fluctuations in temperature can produce significant changes in the

number of free charge carriers. We will see later that this effect is a serious problem

in semiconductor detectors since it may cause nonlinear changes in the response of

the detector.

Example:

Compute the probability for an electron to occupy the Fermi level in an intrin-

sic semiconductor.

Solution:

The required probability can be computed from the Fermi function 5.1.1:

f ðEÞ5 ½11eðE2EFÞ=kBT �21:

Since we have to find the probability at the Fermi level, we substitute

E5EF in the above equation to get

f ðEÞ5 ½11eðE2EFÞ=kBT �21

5
1

2
:
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5.1.C Intrinsic, compensated, and extrinsic semiconductors

The energy band structure shown in Figure 5.1.1 represents an ideal semiconductor. A

crystal in which the impurities are either nonexistent or do not affect its conduction

properties significantly is said to be ideal or intrinsic. The electrons and holes in such

a material are in equilibrium with each other. This state of equilibrium is actually a

consequence of the similar temperature dependences of the density of states of con-

duction and valence bands. It has been found that the density of states of conduction

band Nc and valence band Nv varies with absolute temperature according to

Nc~T
3=2 ð5:1:2Þ

and

Nv~T
3=2: ð5:1:3Þ

The intrinsic charge concentration, however, has a much stronger temperature

dependence. The intrinsic charge concentration is given by

ni 5 ½ncnv�1=2exp 2
Eg

2kBT

� �
; ð5:1:4Þ

where nc and nv represent the charge concentrations in conduction and valence

bands, respectively. This expression shows that the intrinsic charge concentration

asymptotically reaches a saturation value that is characterized by the density of

states of conduction and valence bands only.

As stated above, an intrinsic material is called an ideal semiconductor, which

essentially means that it simply does not exist in nature. This is a true statement

since, in reality, due to crystal defects and impurities, there are also other energy

states within the forbidden gap that significantly change the electrical conduction

properties of the material. These crystal imperfections lower the energy threshold

needed for transitions, and consequently the electron and hole densities deviate sig-

nificantly from an ideal semiconductor that has equal numbers of free electro-

n�hole pairs. Hence a naturally found or grown semiconductor does not possess

intrinsic properties. However, through the process of impurity addition, one can

turn any semiconductor into an intrinsic or compensated material.

Whenever impurity is added to a semiconductor, its electrical conduction proper-

ties change. The material is then referred to as an extrinsic semiconductor. The

impurity addition, called doping, is an extremely useful process that dramatically

improves the performance of semiconductors.

5.1.D Doping

The electrical conduction properties of semiconductors can be drastically changed

by adding very small amounts of impurities. In this doping process, another
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element, with a different number of electrons in its outer atomic shell than the semi-

conductor atom, is added in very small quantities to the bulk of the material. The

net effect of this process is the creation of additional energy levels between the

valence and conduction bands of the crystal. The locations of these levels in

the energy band diagram depend on the type of impurity added. An impurity that

creates an abundance of positive charges in the material is known as an acceptor

impurity; it creates energy levels near the valence band. The resulting material is

known as a p-type semiconductor. On the other hand, a donor impurity makes the

material abundant in negative charges and creates additional energy levels near the

conduction band. Such a material is referred to as an n-type semiconductor.

To use semiconductors as radiation detectors, very small quantities of impurities

are generally added to the bulk of material. For example, the typical ratio of the den-

sity of impurity atoms to that of the semiconductor atoms is on the order of

10210 cm23. This means that for each impurity atom there are around 1010 semicon-

ductor atoms. Although most semiconductor detectors are made with small impurity

additions, there is also a special class of detectors that are made with heavily doped

semiconductors. Typical impurity atomic concentration in such materials is

1020 cm23 in the bulk semiconductor with a density on the order of 1022 cm23.

An interesting aspect of doping agents is that their ionization energies depend on

where their energy levels lie within the energy band structure of the semiconductor

material. This implies, for example, that the ionization energy of boron impurity in

silicon will be different from that in germanium. Typical ionization energies for the

doping agents used in semiconductor detector materials range between 0.01 and

0.1 eV. If we compare this with the typical ionization energies of several electron

volts for the semiconductors, we can conclude that the doping agents should ionize

very quickly after their introduction into the material. If the material did not have

significant impurities beforehand, then it can be said that the free charge carrier

density in the bulk of the material is, to a large extent, characterized by the acceptor

and donor impurity concentrations. If na and nd are the acceptor and donor impurity

concentrations, then the acceptor and donor charge concentrations can be written as

Na;2 � na ð5:1:5Þ

Nd;1 � nd; ð5:1:6Þ

where the (2) and (1) signs represent the ionization states of the impurity atoms.

Note that N does not represent the free charge density, but rather the number of ion-

ized atoms. A donor gives off its electron and becomes positively ionized, while an

acceptor becomes negatively charged after accepting an electron.

Since there are always donor and acceptor impurities present in a material, the

characterization of a material as n- or p-type depends on the difference of charges,

which, as we just saw, depends on the difference of number density of ionized

atoms. Hence we can say that a material is of type n if

nn 5Nd;12Na;2cni; ð5:1:7Þ
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where nn is the charge carrier density of the n-type material and ni represents the

charge carrier density of the pure material. This is the carrier density of the material

before being doped. Similarly, a p-type material is defined as one that satisfies the

condition

np 5Na;22Nd;1cni: ð5:1:8Þ

Here np is the charge carrier density of p-type material.

It should be noted that, since the amount of impurity needed to modify the semi-

conductor into n- or p-type is very small, all semiconductor crystals are naturally of

either n- or p-type; an absolutely pure semiconductor material does not exist.

However, it is possible to dope the material such that its positive and negative

charge carrier densities become nearly equal, i.e.,

nn � np: ð5:1:9Þ

Such compensated materials show bulk properties similar to an ideally pure

semiconductor. To develop semiconductor detectors, shallow doping is generally

done. That is, the whole intrinsic material is not doped; rather, the doping is done

only up to a certain depth. The rest of the material remains intrinsic. We will learn

more about this technique and its advantages later in the chapter. Let us first have a

closer look at the physical process involved in acceptor and donor doping.

D.1 Doping with acceptor impurity

If the element added has an electron less than the one in the semiconductor, it can

either form one less bond than the semiconductor atoms or it can capture an electron

from the semiconductor lattice to fit into the structure. In either case, a net positive

vacancy or hole is created. If a large number of such impurity atoms are added, the

created holes outnumber the free electrons in the valence band. Interestingly enough,

if an external electric field is now applied to the material, these holes start drifting

and constitute an electric current. Such a semiconductor material with an acceptor

impurity is called a p-type semiconductor.

The net effect of acceptor impurity addition is the shifting of Fermi level toward

the valence band, which essentially means that the occupancy of free positive

charges in the bulk of the material is larger than that of the negative charges.

Boron is a common example of an acceptor impurity that can turn silicon into a

p-type semiconductor. Figure 5.1.2 depicts the effect of this doping on a regular sil-

icon lattice. A silicon atom in the semiconductor lattice has four electrons making

covalent bonds with four other neighboring silicon atoms. If a boron atom having

three outer-shell electrons is added to this lattice, it tries to fit into the structure, but

since it has one electron less, it can form only three covalent bonds with silicon

atoms. The fourth location can then be thought to have a positive hole since it has

strong affinity to attract a free electron. In fact, if this hole is filled by a free elec-

tron in the lattice, it would essentially move the hole to the original site of that
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electron. Since in an intrinsic silicon lattice there are very few free electrons, even

a small number of boron atoms in the bulk of the lattice can make it abundant in

positive charges and turn the material into a p-type semiconductor.

The distribution function of acceptors in a semiconductor is given by

fAðEAÞ5
1

11 4 eðEA2EFÞ=kBT ; ð5:1:10Þ

where EA represents the acceptor energy level. Note that this distribution is some-

what different from the Boltzmann distribution we saw earlier for free charge car-

riers (cf. Eq. (5.1.1)).

D.2 Doping with donor impurity

If the impurity has more electrons than the semiconductor atoms in the outermost

shell, the excess electrons are not able to make covalent bonds with the lattice atoms

and are thus free to move around. Such an impurity is called donor impurity since it

donates free charge carriers to the bulk of the material. In the energy band structure

the net effect is a lowering of the conduction band (Figure 5.1.3). Since the energy

gap is reduced with more free electrons in the conduction band, the electrical con-

duction properties of the semiconductor are greatly enhanced. Such a material is

known as an n-type semiconductor due to the abundance of free negative charges.

As with acceptors, the distribution function of donors also differs from the

Boltzmann distribution given in Eq. (5.1.1). In this case it is given by

fAðEDÞ5
1

11 0:5 eðED2EFÞ=kBT ; ð5:1:11Þ

where ED represents the donor energy level.

Energy

(b)

Acceptor levels

Valence band

Conduction band

Si Si Si Si

SiSiSi

Si Si Si Si

SiSiSiSi

Hole Electron

Covalent bond

(a)

B

Figure 5.1.2 (a) Addition of boron in silicon lattice. Boron has three available electrons for

bonding, which leaves a hole that can be filled by a free electron in the lattice. (b) Addition

of an acceptor impurity in a semiconductor shifts the Fermi level toward the valence band.
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5.1.E Mechanism and statistics of electron�hole pair production

Radiation passing through a semiconductor material is capable of causing the fol-

lowing three distinct phenomena to occur in the bulk of the material.

� Lattice excitation: This occurs when the incident radiation deposits energy to the lattice,

increasing lattice vibrations.
� Ionization: In semiconductors, ionization means production of an electron�hole pair.
� Atomic displacement: This nonionizing phenomenon is the major contributor to the bulk

of the damage caused by radiation. We’ll discuss this in detail later in the chapter.

Although in semiconductor detectors we are mainly interested in the ionization

process, the process of lattice excitation also has a significant impact on the statis-

tics of electron�hole pair production. Before we look at the statistics of charge

pair production, let us first have a closer look at the ionization mechanism in

semiconductors.

In a perfect semiconductor material at a temperature below the band gap energy,

all electrons are in the valence band and the conduction band is completely empty.

The outer-shell electrons, taking part in the covalent bonding between lattice atoms,

are not free to move around in the material. However, as the temperature is raised,

some of the electrons may get enough thermal excitation to leave the valence band

and jump to the conduction band. This creates an electron deficiency, or a net posi-

tive charge in the valence band. This process can also occur, albeit at a much higher

rate, when radiation passes through the material. Any radiation capable of deliver-

ing energy above a material-specific threshold is capable of creating electron�hole

pairs along its track in the material. This threshold is higher than the band gap

energy of the material, as some of the energy also goes into crystal excitations.

(b)Si Si Si Si

SiSiSi

Si Si Si Si

SiSiSiSi

Covalent bond

(a) Electron

P

Energy

Valence band

Conduction band

Donor levels

Figure 5.1.3 (a) Addition of phosphorus to the silicon lattice. Phosphorus has five available

electrons for bonding, which leaves an extra electron that can move freely in the lattice. (b)

Addition of a donor impurity in a semiconductor creates new energy levels near the

conduction band, which effectively extends the valence band to lower energy. As a result,

the band gap is decreased with electrons as major charge carriers.
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For silicon, the threshold is very low (3.62 eV), which makes it highly desirable for

use in radiation detectors (see Table 5.1.1).

The underlying physical processes involved in the creation of electron�hole pairs

in semiconductors are the same as in other solids, which we have already discussed in

Chapter 2 and therefore will not repeat here. It has been observed that the average

energy needed to create an electron�hole pair is independent of the type of radiation

and depends on the semiconductor material and its temperature. The process is similar

to the ionization process in gases except that the energy needed in semiconductors is

approximately 4 to 8 times less than in gases. This implies that the number of charge

carriers produced by radiation in a semiconductor is much higher than in gases.

Although one would expect that the noise equivalent charge in semiconductors would

also be higher by approximately the same amount, as we will see later, this is not nec-

essarily the case. Because of this property, semiconductor detectors are considered to

be far superior to gaseous detectors in terms of resolution and sensitivity.

Figure 5.1.4 shows the mechanism of production of charge pairs by incident

photons and thermal agitation. Note that the energy levels in the forbidden gap pro-

duced by crystal imperfections and impurities enhance the production of charge

pairs. This is certainly not a very desirable channel, since it can produce nonlinearity

in the detector response through an effect called charge trapping. What happens is

Table 5.1.1 Densities and average ionization energies of common
semiconductor materials

Material Density (g/cm3) Ionization Energy (eV)

Silicon 2.328 3.62

Germanium 5.33 2.8

Silicon dioxide 2.27 18

Gallium arsenide 5.32 4.8

Eimp Eg

Incident
radiation

Valence band

E

Conduction band

HoleElectron

Figure 5.1.4 Production mechanisms of electron�hole pairs by incident radiation in a

semiconductor.
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that an electron jumping to an impurity level may get trapped there for some time.

This electron can then do two things: jump up to the conduction band and complete

the process of electron�hole pair generation or fall back into the valence band and

recombine with the hole. The former introduces a time delay in the charge pair pro-

duction, while in the latter no charge pair is produced. The excess energy in this

case is not enough to create an electron�hole pair (since it will be equal to Eimp and

not Eg) and is absorbed by the lattice.

To understand the statistics of electron�hole pair production, let us assume that

the energy deposited by the incident radiation goes into causing lattice excitations

and ionization. If εi and εx represent the average energies needed to produce ioniza-

tion and excitation, respectively, then the total deposited energy can be written as

Edep 5 εini 1 εxnx; ð5:1:12Þ

where ni and nx represent the total number of ionizations and excitations produced

by the radiation. If we now assume that these processes follow Gaussian statistics,

it would mean that the variance in the number of ionization and excitations can be

written as

σi 5
ffiffiffiffi
ni

p
and

σx 5
ffiffiffiffiffi
nx

p
:

These two variances are normally not equal because of differences in the thresh-

olds for excitation and ionization processes. However, if we weigh them with their

corresponding thresholds, they should be equal for a large number of collisions, i.e.,

εiσi 5 εxσx or

εi
ffiffiffiffi
ni

p
5 εx

ffiffiffiffiffi
nx

p
:

Combining this with Eq. (5.1.12) gives

σi 5
εx
εi

Edep

εx
2

εi
εx

ni

� �1=2
ð5:1:13Þ

Let us now denote the average energy needed to create an electron�hole pair by

wi. Note that this energy includes the contribution from all other nonionizing pro-

cesses as well. This means that it can be obtained simply by dividing the total depos-

ited energy by the number of electron�hole pairs detected or ns. Hence we can write

wi 5
Edep

ns
or

ns 5
Edep

wi

:
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If we have a perfect detection system that is able to count all the charge pairs

generated, then we can safely substitute ns for ni. In this case, the above expression

for σi yields

σi 5
εx
εi

wi

εi
21

� �
Edep

wi

� �� �1=2
: ð5:1:14Þ

This can also be written as

σi 5
ffiffiffiffiffiffiffi
Fns

p
; ð5:1:15Þ

where

F5
εx
εi

wi

εi
2 1

� �

is called the Fano factor. It is interesting to note here that even though we assumed

that the individual processes of ionization and excitations are Gaussian in nature,

the spread in the output signal can be described by the Poisson process only if it is

multiplied by the Fano factor. The reason, of course, is that these processes are not

uncorrelated, as required by a strictly Gaussian process. The Fano factor was first

introduced to explain the anomaly between the observed and expected variance in

the signal [14]. It should be noted that the expression for the Fano factor derived

above is only an approximation. For detailed calculations, the interested reader is

referred to [2] or [43]. The value of the Fano factor lies between 0 and 1: 0 for no

fluctuations and 1 for perfect Poisson process. It has been found that for germanium

and silicon F5 0.1 gives satisfactory results.

Example:

Determine the relative statistical fluctuations in the number of charge pairs pro-

duced in silicon if 2.5 MeV of energy is deposited by the incident radiation.

Solution:

For silicon we have wi5 3.62 eV/charge pair and F5 0.1. The absolute statis-

tical fluctuations can be computed by substituting these values and the depos-

ited energy in Eq. (5.1.15). Hence we get

σi 5
ffiffiffiffiffiffiffi
Fns

p
5

ffiffiffiffiffiffiffiffiffiffiffiffi
F
Edep

wi

s

5

�
ð0:1Þ2:53 106

3:62

�1=2

5 262:8 charge pairs
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If N5Edep/wi represents the mean number of charge pairs produced, the

corresponding relative fluctuations are

σi

N
5

σwi

Edep

3 100

5
ð262:8Þð3:62Þ
2:53 106

3 100

� 0:04%:

The amount of relative statistical fluctuation as computed above is a mea-

sure of the physical limit of the system resolution. Of course, in a semiconduc-

tor detector there are a number of other sources of error that contribute to the

measurement error, and therefore the actual uncertainty is much larger.

E.1 Intrinsic energy resolution

Equation (5.1.15) gives the observed spread in the number of electron�hole pairs

produced by the incident radiation. Since the number of charges produced is related

to the energy delivered, this equation can also be used to determine the intrinsic

spread in the energy deposited by the incident radiation. The term intrinsic refers to

the fact that here we are dealing with the uncertainty associated with the physical

process of charge pair production. The energy resolution thus obtained characterizes

the best possible resolution that the system can be expected to possess. In reality,

there are other factors, such as noise and the resolving power of the associated elec-

tronics, that may degrade the resolution significantly. The good thing about comput-

ing the intrinsic resolution is that it gives us the physical limits of the system.

Since Edep5wins, the intrinsic uncertainty in energy can be written as

σE 5σðwinsÞ5wiσi; ð5:1:16Þ
where we have made use of the constancy of wi under nonvarying working condi-

tions. Hence, according to Eq. (5.1.15), the spread in the energy is given by

σE 5 ξwiσi

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FEdepwi

p
;

ð5:1:17Þ

where we have used ns5Edep/wi.

Now we can compute the intrinsic energy resolution of a semiconductor material

as follows:

R5 ξ
σE

Edep

5 ξ

ffiffiffiffiffiffiffiffiffi
Fwi

Edep

s : ð5:1:18Þ
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Here we have introduced a factor ξ, which can be thought of as a yardstick to

decide whether two peaks can be resolved or not. Its value depends mostly on what

the peak looks like, or in other words which distribution it seems to follow. For

example, for a perfectly Gaussian peak, ξ5 2
ffiffiffiffiffiffiffiffiffiffiffiffi
2lnð2Þ

p
5 2:355: This value corre-

sponds to the full width at half maximum (or FWHM) of a Gaussian peak. We will

discuss this in more detail in the chapter on data analysis.

Energy resolution is the most important factor for a radiation detector used for

spectroscopic purposes, since it characterizes the detector in terms of how well it

can differentiate between closely spaced energy peaks in the spectrum. For exam-

ple, if a source emits two photons having an energy difference of 2 keV, then the

spread in the measured energy must be better than 2 keV to detect the two peaks

separately. Otherwise, the peaks will get superimposed on one another and become

indistinguishable.

An important point to note is that since the energy resolution varies inversely

with
ffiffiffiffiffiffiffiffiffi
Edep

p
; a material that does not have good energy resolution at a certain

energy might be more efficiently utilized at a higher energy.

Example:

Determine the energy resolution of a silicon detector for 520 keV photons

using the Fano factor and also by assuming a perfectly Poisson process.

Solution:

Assuming that the photons deposit their full energy in the active volume of

the detector, we have Edep5 520 keV. For silicon we have wi5 3.62 eV and

F5 0.1. For ξ we will use the generally used value of 2.355. Substituting these

values in Eq. (5.1.18) we get

R5 ξ
ffiffiffiffiffiffiffiffiffi
Fwi

Edep

s

5 2:355

�ð0:1Þð3:623 1023Þ
520

�1=2

5 1:93 1023:

If we assume the process to be perfectly Poisson, then the energy resolution

is given by

R5 ξ
ffiffiffiffiffiffiffiffiffi
wi

Edep

s

5 2:355

�
3:623 1023

520

�1=2

5 6:23 1023:
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E.2 Recombination

We saw earlier that electrons and holes can recombine through an intermediate

energy state created by crystal imperfection or impurity. This is not the only recom-

bination mechanism. In fact, an electron in the conduction band can also directly

recombine with a hole in the valence band. This process is similar to the process of

electron�ion recombination we studied in the chapter on gas-filled detectors,

except that in this case the positive charge is a hole and not an ion. The end result

of the process is the removal of an electron from the conduction band and a hole

from the valence band. A point to remember here is that the electron, having a

defined mass, does not annihilate in this process, as is sometimes wrongly con-

cluded. Recombination is not an annihilation process. The free electron simply gets

trapped in the valence band but retains its identity and properties.

The process of recombination can occur in two distinct ways, as described below.

� Band recombination: An electron in the conduction band can fall into the valence band

to recombine with a hole. This is the simplest and most prevalent form of recombination

that occurs in semiconductors. The difference in the energy of the electron in the two

states is then emitted as shown in Figure 5.1.5. If this energy is absorbed by another elec-

tron in the conduction band, it may escape from the detector. This emitted electron is

called an Auger electron, and the process is sometimes referred to as Auger recombina-

tion. The excess energy can also go into increasing the lattice vibrations of the crystal.

These vibrations can travel through the crystal in the form of heat-carrying particles gen-

erally known as phonons.
� Trap recombination: As we saw earlier, there are always crystal defects and impurities

in semiconductors. These defects and impurities produce energy levels inside the for-

bidden gap, which act as metastable electron traps. If an electron falls into such a level, it

may remain there for some time before eventually falling into the valence band. The net

effect is still recombination, but the process is somewhat delayed as compared to the

electron
Auger

Eg
Photon

Hole

Electron

Conduction band

Valence band

E

Figure 5.1.5 Band recombination with subsequent emission of an Auger electron.
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normal band recombination. As shown in Figure 5.1.6, two photons can be produced dur-

ing this process, with the combined energy equal to the energy released during the band

recombination process. Also, as with band recombination, the process may be radiation-

less, such that the excess energy goes into increasing lattice vibrations. The trap recombi-

nation process is generally known as Shockley�Hall�Read (SHR) recombination.

The net effect of this recombination process is the removal of a charge pair from

the free charge population. Crystal imperfections and impurities produce intermedi-

ate energy levels that greatly enhance the recombination process. Radiation damage

to semiconductors, which we will discuss later in the chapter, also increases the

recombination probability. To minimize the deteriorating effects of this process, it

must therefore be ascertained that the material has very few imperfections and high

radiation tolerance.

As described above, recombination of electrons and holes has different channels

and is therefore a fairly complicated process. However, its overall effect can be char-

acterized by simple considerations of a Poisson process. By overall effect we specifi-

cally mean the recombination rate, which has been seen to follow Poisson statistics.

This implies that the rate of change of numbers of charge pairs is proportional to the

number of charge pairs present at the time. Mathematically, we can write

dN

dt
~2N

52krN;

ð5:1:19Þ

where kr is the proportionality constant, generally known as the recombination rate

constant. The integration of this equation yields

N5N0 e
2krt; ð5:1:20Þ

Eg
Eimp

Hole

Electron

Conduction band

Valence band

E

Photons

Figure 5.1.6 Trap recombination with subsequent emission of two photons.
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where we have used the initial condition N5N0 at t5 0. The factor kr in the above

equation can be used to define carrier lifetime τ through the relation

τ5
1

kr
: ð5:1:21Þ

To understand the meaning of τ, we substitute t5 1/kr in Eq. (5.1.20) and get

N

N0

5 e21 � 0:37: ð5:1:22Þ

This implies that the carrier lifetime τ represents the time it takes the carrier

population to decrease by approximately 63%.

The values of kr and τ for a particular charge carrier (electron or hole) depend

on the type of material, the donor and acceptor impurities, and the temperature. For

example, at 300 K in a p-type silicon having acceptor density of 1019 cm3, the life-

time of an electron is approximately 0.1 μs, but if the acceptor density is reduced

by two orders of magnitude, the lifetime increases to about 10 μs. This trend is typi-

cal of all semiconductors.

Example:

Compute the percentage of holes lost within 4 μs of their generation in an n-

type silicon kept at 300 K. The number density of the dopant impurity in the

material is 1017 cm3, and the lifetime of holes at this dopant level is 10 μs.

Solution:

The recombination rate constant of the holes having lifetime τ5 0.1 μs is

given by

kr 5
1

τ

5
1

103 1026
5 105 s21:

The percentage of holes absorbed after 4 μs can be computed from

Eq. (5.1.20) as follows:

δN5
N02N

N
3 1005 ð12 e2krtÞ3 100

5 ½12 expf2ð105Þð43 1026Þg�3 100

� 33%
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5.1.F Charge conductivity

The free charges in a semiconductor can drift under the influence of an externally

applied field. Just as with metallic conductors, their movement can also be charac-

terized by the parameter called conductivity, which quantifies the ability of a mate-

rial to conduct electric current. However, as opposed to metallic conductors, there

are a number of mechanisms that can contribute to or suppress the conductivity of a

semiconductor. Some of these factors are described below.

� Electron�hole recombination: An electron in the conduction band can fall into the inter-

mediate energy state and then recombine with a hole in the valence band. The overall

effect of this process is the removal of an electron�hole pair from the free charge density

and a subsequent decrease in the current.
� Hole emission: An electron from the valence band can jump to the intermediate level.

Since this removes the electron from the valence band and leaves behind a hole, it can

also be viewed as the emission of a hole from the intermediate energy level to the valence

band.
� Electron emission: An electron in the intermediate energy level can proceed to the con-

duction band and become part of the free charge density, thus increasing the current.
� Electron trapping: An electron can fall into a slightly lower energy level from the con-

duction band and get trapped there for some finite amount of time. This trapping mecha-

nism has the potential of introducing nonlinearity in the response due to the time lag

involved in electron trapping and release.

F.1 Drift of electrons and holes

Semiconductor detectors are almost always operated in the so-called photoconduc-

tive mode. Such an operation involves establishment of an electric field across the

material. When the incident radiation produces electron�hole pairs along its track

in the detector, the charges start moving in opposite directions under the influence

of the applied electric field. The velocity with which the charges move depends on

the electric field. It has been found that for low fields the velocity increases almost

linearly with the field strength, i.e.,

v5μE; ð5:1:23Þ

where μ is a proportionality constant called mobility. Its value depends on the type

of the material. For example, in silicon the mobility is 1350 cm/V/s for electrons

and 480 cm/V/s for holes.

As the field is further increased, the velocity of the carriers starts showing devia-

tion from the above relation and eventually saturates (Figure 5.1.7). Most detectors

are built such that the charges attain the saturation velocity very quickly (within a

few picoseconds).

Considering the drift of electrons and holes, let us now discuss a simple

scheme that could assure us the proportionality of a measurable quantity with

the energy deposited by the incident radiation. As the charges move in opposite
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directions, they constitute an electric current with a current density J, which fol-

lows Ohm’s law,

J5σE; ð5:1:24Þ

where E is σ is a proportionality constant known as conductivity. Since current den-

sity can also be written as

J5 ρv; ð5:1:25Þ

with ρ being the charge density, the above three equations can be combined to give

σ5μρ: ð5:1:26Þ

We saw earlier that the mobility of electrons μe differs significantly from that of

holes μh: Hence the effective conductivity of the material has two separate compo-

nents for each type of charge, and we can write the above equation as

σ5 eðμene 1μhnhÞ; ð5:1:27Þ

where we have used the relations ρe5 ene and ρh5 enh, with ne and nh being the

number densities of electrons and holes, respectively.

If this material is now placed in an ionizing radiation field, electron�hole pairs

will be created, and consequently the number of free charge pairs in the bulk of the

material will increase. This will change the conductivity of the material. If n0 repre-
sents the number of charge pairs created by the incident radiation, the change in

conductivity will be given by

δσ5 eðμe 1μhÞn0: ð5:1:28Þ
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Figure 5.1.7 Typical variation of drift velocity with respect to the applied electric field

intensity.
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This change in conductivity is proportional to the energy delivered by the inci-

dent radiation, provided all other conditions remain constant. Hence measuring the

change in conductivity is equivalent to measuring the delivered energy if the detec-

tor has been properly calibrated. Such a measurement can be made by attaching the

detector output to an external circuit capable of measuring the change in current

caused by the change in conductivity.

It should be mentioned here that both electrons and holes take a finite amount of

time to recombine, and hence the change in conductivity has a time profile that

extends up to the lifetime of the slowest charge carrier. Therefore, even for a local-

ized radiation interaction that could be represented by a delta function, the output

signal actually has a shape with finite rise and decay times.

5.1.G Materials suitable for radiation detection

Not all semiconductors can be used in radiation detectors. The choice depends on

many factors such as resistivity, mobility of charges, drift velocity, purity, operating

temperature, and cost. Silicon has traditionally been the most commonly used mate-

rial in particle detectors, a trend that is now changing. Other commonly used mate-

rials are germanium (Ge), gallium arsenide (GaAs), and cadmium�zinc�tellurium

(CdZnTe). The need for a new generation of radiation-hard silicon detectors is now

pushing researchers to develop more complex semiconductor structures. In the fol-

lowing, we will look at some of the commonly used semiconductor materials and

study their properties relevant to their use as radiation detectors.

A quick comparison of basic properties of common semiconductor devices can

be made from Table 5.1.2. However, the reader is encouraged to go through the

details of each material as given in the following sections to develop a working

knowledge of the advantages and disadvantages associated with each device type.

One should also note that there are other novel semiconductor devices besides the

ones discussed here, and more are constantly being designed and developed. It is

not the intention here to give the reader a comprehensive list of materials available,

Table 5.1.2 Comparison of basic properties of some commonly
used semiconductor materials at room temperature (note that
the actual values may differ slightly from these nominal values
due to manufacturing and structural differences) [47]

Property Si Ge GaAs CdZnTe

Weight density (g/cm3) 2.329 5.323 5.32 5.78

Dielectric constant 11.7 16 12.8 10.9

Energy Gap (eV) 1.12 0.661 1.424 1.56

Intrinsic carrier concentration (cm23) 13 1010 23 1013 2.13 106 2.03 105

W-value (eV) 3.62 2.95 4.2 4.64

Intrinsic resistivity (Ω cm) 3.23 105 46 3.33 108 3.03 1010
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but rather to provide a broader perspective of the basic properties that are essential

for devices to be used as efficient semiconductor detectors.

A very important property of semiconductor materials is their intrinsic carrier

concentration, since it can be used to estimate the signal-to-noise ratio at room tem-

perature. It is evident from Table 5.1.2 that GaAs and CdZnTe have intrinsic carrier

concentrations that are several orders of magnitude lower than those of silicon and

germanium. This property makes them suitable for operation at room temperature,

which completely eliminates the need for cooling systems and is a big advantage in

terms of design, development, and operating costs. GaAs- and CdZnTe-based detec-

tors have therefore gained much popularity in recent years.

G.1 Silicon

For radiation detection, silicon is by far the most commonly used material. It is

relatively cheaper than other semiconductor materials and is easily available in

purified form. These factors, and the fact that silicon has moderate values of intrin-

sic charge concentration and resistivity, make it suitable for use as a detection

medium.

In Figure 5.1.1, we saw a simplified sketch of the band structure of a semicon-

ductor material. In reality, energy levels are not so well behaved. Figure 5.1.8

shows the actual energy level diagram for silicon.

A good thing about silicon is that its forbidden energy gap is neither very low

(as with germanium) nor very high (as with gallium arsenide). This makes it a good

Γ2E = 4.2 eV

E
L= 2.0 eV

Γ1E = 3.4 eV

Eg = 1.12 eV

EX= 1.2 eV

Wavevector
<111>

Holes

Energy

<100>

Figure 5.1.8 Band structure diagram of silicon showing energy versus wave number

(reproduced from Ref. [47]). The subscripts of E represent different energy levels. The

numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the

orientation of an atomic plane in a crystal lattice.

278 Physics and Engineering of Radiation Detection



candidate for manipulation by adding impurities so that desired properties, such as

high resistivity, are achieved. As with all semiconductor materials, the energy gap

for silicon has a moderate temperature dependence, which can be described by [47]

Eg 5 1:172 4:733 1024 T2

T 1 636
; ð5:1:29Þ

where temperature T is in absolute units and Eg is in eV. This equation has been

plotted in Figure 5.1.9. It is apparent that small changes in temperature can cause

the band gap to shorten or widen. This is certainly not a desirable feature, since it

could induce nonlinearity in detector response. Shortening of the band gap means

more electron�hole pairs will be generated with the same deposited energy, while

a wider band gap would make it harder for the electrons in the valence band to

jump to the conduction band.

Silicon detectors are generally operated at low temperatures of around 23�C
to 210�C1 in order to suppress thermal agitation, which can produce electron2 hole

pairs even at room temperature. Lowering of the temperature has two effects:

widening of the band gap and a decrease in thermal agitation. These effects comple-

ment each other to suppress noise in the detector. It should, however, be noted that,

even though operating silicon detectors at low temperatures is a general practice,

still in principle one can operate a detector at room temperature at the expense of

some added noise in the detector output.

Another parameter of interest for silicon is the intrinsic carrier concentration,

given by

ni 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NcNv e

p 2Eg=2kBT
; ð5:1:30Þ
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Figure 5.1.9 Variation of silicon band gap energy with absolute temperature.

1The choice of operating temperature is mainly based on noise considerations. Some silicon detectors are

even operated at temperatures as low as 240�C.
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where Nc and Nv are the density of states in the conduction and valence bands,

respectively, and kB is Boltzmann’s constant. The density of states for silicon can

be evaluated from [47]:

Nc 5 6:23 1015T3=2cm23 ð5:1:31Þ

Nv 5 3:53 1015T3=2cm23: ð5:1:32Þ
Except for compensated materials, the intrinsic carrier concentration is the major

source of noise in the detector. Further complication arises from its strong tempera-

ture dependence due to the low band gap energy of silicon. Substituting the expres-

sions for Nc and Nv in Eq. (5.1.30), we get

ni 5 4:663 1015T3=2 e2Eg=2kBT : ð5:1:33Þ

This equation, with Eg given by Eq. (5.1.29), has been plotted in Figure 5.1.10.

Up to now we have assumed that the band gap in silicon is completely empty. In

reality, the situation is not that simple because of the presence of impurities in the

bulk of the material. These impurities can act as donors or acceptors, depending on

where their energy levels lie in the forbidden gap. These energy levels can trap

electrons and holes, with consequent output signal deterioration. Table 5.1.3 lists

some of the commonly encountered impurities in silicon with their position in the

band gap. The reader should note that this list is in no way exhaustive, and other

impurities can also be present in the material, though in lower concentrations. The

fact that no two silicon wafers (thin slices of the bulk silicon that are used to pro-

duce detector modules) are exactly same is well known among detector technolo-

gists and researchers. Even two detector modules cut from the same wafer may

show different behaviors. However, this is not much of a problem since the general

practice is to calibrate each detector module separately to account for the small dif-

ferences in impurity levels and other factors.

T (K)
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Figure 5.1.10 Dependence of intrinsic charge concentration in silicon on absolute

temperature.
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Let us now turn our attention to the process of doping in silicon. Table 5.1.4

gives the commonly used dopers with their ionization energies. Other doping agents

such as oxygen and copper are also sometimes used in detectors, though boron and

phosphorus are perhaps the most common choices. For detector fabrication, doping

levels are kept very small so that the resistivity of the material remains high. High

resistivity is important to suppress noise and can be afforded in silicon since its

breakdown voltage is on the order of 105 V/cm.

Signal generation in a semiconductor depends on how charges move in the bulk of

the material. We saw earlier that diffusion coefficient and mobility are the two para-

meters than can be used to characterize the motion of electrons and holes in semiconduc-

tors. Extensive research has gone into understanding these parameters and determining

the related quantities required for detector design and operation (see Table 5.1.5).

The reader might be wondering why in Table 5.1.5 only the upper bounds on the

diffusion coefficient and mobility values have been given. The reason is that these

parameters depend on various factors, such as temperature, impurity type and

Table 5.1.3 Common impurities found in silicon with their positions
in the band gap [47]

Impurity Symbol Type Position (eV)

Gold Au Donor Acceptor Ev1 0.35

Ec � 0.55

Copper Cu Donor Acceptor Acceptor Ev1 0.24

Ev1 0.37

Ev1 0.52

Iron Fe Donor Ev1 0.39

Nickel Ni Acceptor Acceptor Ec � 0.35

Ev1 0.23

Platinum Pt Donor Acceptor Acceptor Ev1 0.32

Ev1 0.36

Ec � 0.25

Zinc Zn Acceptor Acceptor Ev1 0.32

Ec � 0.5

Here Ev and Ec represent the highest valence band level and lowest conduction band level, respectively.

Table 5.1.4 Common donor and acceptor elements used to dope silicon

Doping Agent Symbol Type Ionization energy (eV)

Arsenic As Donor 0.054

Phosphorus P Donor 0.045

Antimony Sb Donor 0.043

Aluminum Al Acceptor 0.072

Boron B Acceptor 0.045

Gallium Ga Acceptor 0.074

Indium In Acceptor 0.157

Also given are their ionization energies [47].
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concentration, and doping. This can be appreciated by looking at Figures 5.1.11

and 5.1.12, which show the variations of electron and ion mobilities versus donor

densities. These plots have two interesting features. One is their nonlinearity and

the second is a range of donor densities where the effects are most profound. It is

apparent that increasing the donor density by three orders of magnitude decreases

electron and hole mobilities by a factor of approximately 10. Any change in donor

density over time can therefore have serious effects on detector performance.

We will see later in the chapter that the physical damage to silicon caused by radia-

tion has the potential to change the intrinsic charge density. This is one of the reasons

why prolonged deployment of silicon detectors in high radiation environments is asso-

ciated with slow nonlinearity in detector response. This nonlinearity can be somewhat

compensated by lowering temperature or increasing the bias voltage.

Let us now examine how the mobilities of electrons and holes depend on tem-

perature. It has been found that in silicon both types of charge carriers respond in

approximately the same manner to temperature changes. The temperature depen-

dence of electron and hole mobilities for silicon can be written as [44]

μe~ T22:5 ð5:1:34Þ
μh~ T22:7: ð5:1:35Þ

Table 5.1.5 Mobilities, velocities, and diffusion coefficients of
electrons and holes in silicon [47]

Property Symbol Value

Electron mobility μe # 1400 cm2/V/s

Hole mobility μh # 450 cm2/V/s

Electron thermal velocity ve 2.33 105 m/s

Hole thermal velocity vh 1.653 105 m/s

Electron diffusion coefficient De # 36 cm2/s

Hole diffusion coefficient Dh # 12 cm2/s
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Figure 5.1.11 Dependence of electron mobility on donor density in silicon at 300 K [19].
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Typical curves showing the dependence of temperature on electron and hole

mobilities are shown in Figures 5.1.13 and 5.1.14. This behavior is not typical of

just silicon. In fact, for almost all semiconductors the temperature dependence of

mobility can be approximated by

μ ~ T2n; ð5:1:36Þ

where n is a real number that depends on the type of semiconductor material and

the particle (electron or hole). Of course, the value of n can be significantly differ-

ent from one material to the next. Even for the same material, the value may differ

for electrons and holes, as we will see later for germanium.
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Figure 5.1.12 Dependence of hole mobility on donor density in silicon at 300 K [19].
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Figure 5.1.13 Dependence of hole mobility on absolute temperature [9]. Solid line

represents the theoretical prediction, while the points represent the experimental data.
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Example:

Determine the percentage change in intrinsic charge concentration in silicon if

the temperature is decreased from 27�C to 210�C.

Solution:

Let us first determine the band gap energies Eg1 and Eg2 at the two tempera-

tures T15 300 K and T25 263 K using Eq. (5.1.29). The energy at 300 K is

given by

Eg 5 1:172 4:733 1024 T2

T 1 636

.Eg1 5 1:172 4:733 1024 3002

3001 636

5 1:12 eV

5 1:123 1:6023 10219 5 1:7943 10219 J:

Si holes106
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Figure 5.1.14 Dependence of hole mobility on donor density in silicon at 300 K [33]. Solid

line represents the theoretical prediction, while the points represent the experimental data.
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Similarly, the band gap energy at 273 K is

Eg2 5 1:172 4:733 1024 2632

2631 636

5 1:13 eV:

5 1:133 1:6023 10219 5 1:8103 10219 J:

Now, according to Eq. (5.1.33), the percentage decrease in intrinsic charge

concentration is given by

Δn5
T
3=2
1 e2Eg1=2kBT1 2 T

3=2
2 e2Eg2=2kBT2

T
3=2
1 e2Eg1=2kBT1

3 100

5
6:5363 1027 2 6:403 1028

6:5363 1027
3 100

5 90:2%

ð5:1:37Þ

This example clearly demonstrates the advantage of operating a silicon

detector at low temperatures.

G.2 Germanium

Germanium detectors are commonly used in γ-ray spectroscopy. Their high resolu-

tion and wide dynamic range make them highly suitable for spectroscopic purposes.

However, in other applications, such as particle tracking, they are not preferred

over silicon-based detectors. In this section, we will look at some of the important

properties of germanium and compare them with those of silicon.

The crystal structure of germanium is the same as silicon, but its atomic density

is slightly lower. The most distinguishing feature of germanium is its low band gap

energy (0.661 eV), which is almost half that of silicon. The energy band structure

of germanium is shown in Figure 5.1.15.

Because of the low band gap energy, the intrinsic charge carrier concentration of

germanium is about three orders of magnitude greater than that of silicon. Certainly

this is not a very desirable feature as far as radiation detection is concerned, since it

would imply larger intrinsic noise and the need for more aggressive cooling. The

resistivity of germanium is about four orders of magnitude lower than that of sili-

con. The temperature dependence of germanium’s energy gap is given by [47]

Eg 5 0:7422 4:83 1024 T2

T 1 235
; ð5:1:38Þ
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where T is the absolute temperature and Eg is in eV. This equation has been plotted

in Figure 5.1.16. This figure, when compared with that for silicon (Figure 5.1.9),

does not reveal any dramatic difference between the temperature dependence of the

band gap energies of the two materials. The only important thing here is that the

band gap for germanium also increases with decrease in temperature.

Just like silicon, the intrinsic carrier concentration of germanium is governed by

Eq. (5.1.30). The temperature dependences of density of states in the conduction

and valence bands of germanium are given by [47]

Nc 5 1:983 1015T3=2 ð5:1:39Þ

Nv 5 9:63 1014T3=2; ð5:1:40Þ
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Eg= 0.66 eVEΓ1= 0.8 eV

EL = 0.85 eVEX= 1.2 eV
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Figure 5.1.15 Band structure diagram of germanium, showing energy versus wave number

(reproduced from Ref. [47]). The subscripts of E represent different energy levels. The

numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the

orientation of an atomic plane in a crystal lattice.
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Figure 5.1.16 Variation of germanium band gap energy with absolute temperature.
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where T is the absolute temperature and the density of states are in cm23. Substituting

these in Eq. (5.1.30) gives the expression for the intrinsic carrier concentration:

ni 5 1:383 1015T3=2 e2Eg=2kBT : ð5:1:41Þ

Here, as before, ni is in cm23, T is the absolute temperature, and kB is

Boltzmann’s constant. The plot of this equation (Figure 5.1.17), when compared

with that for silicon (Figure 5.1.17), reveals that quantitatively there is a difference

of several orders of magnitude between the intrinsic charge carrier densities of the

two materials in the same temperature range. Of course, this can be attributed to the

lower band gap energy in germanium, which allows more electrons in the valence

band to jump to the conduction band due to thermal agitation.

Fortunately, germanium can be obtained in highly pure form.2 The lower resis-

tivity is therefore mainly due to low band gap energy. There are a number of ele-

ments that can be used to dope germanium to make it suitable for use as a detection

medium. The most common such doping agents are listed in Table 5.1.6.

Some of the important electrical properties of germanium are listed in

Table 5.1.7. Comparison of these values with those of silicon (see Table 5.1.5)

clearly shows that the overall charge collection efficiency in a germanium detector

is higher than in a silicon detector. However, charge collection efficiency is not the

only criterion for selecting a material as a detection medium. Other factors include

intrinsic charge carrier density, crystal defects and imperfections, impurities, avail-

ability, and cost.

Let us now turn our attention to the dependence of the electrical conduction

properties of germanium on temperature and electric field. Figure 5.1.18 shows the

dependence of drift velocity on electric field intensity at two different temperatures.

T (K)
250 260 270 280 290 300 310

n i
 (

cm
–3

) 1013

1012

Figure 5.1.17 Dependence of intrinsic charge concentration in germanium on absolute

temperature.

2High-purity germanium or HPGe detectors are widely used in γ-ray spectroscopy.
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The important thing to note here is the proportionality of the drift velocity to the

electric field intensity, at least up to moderate electric fields. Hence the relation

vd 5μeE ð5:1:42Þ

holds well up to about an electric field of 1000 V/cm. Here vd is the drift velocity

of electrons, E is the applied electric field, and μe is the mobility of electrons in

germanium.

As in case of silicon, in germanium as well the electron mobility has temperature

dependence, which can be approximately written as [44]

μe~ T21:66: ð5:1:43Þ

Figure 5.1.19 shows mobility of electrons in germanium as a function of absolute

temperature.

So far we are happy that the electrons in germanium behave in an orderly fash-

ion, with a drift velocity that is proportional to the applied electric field. But the

output signal depends not only on electrons but also on how holes behave. Since

Table 5.1.6 Common donor and acceptor elements used to dope silicon

Doping Agent Symbol Type Ionization energy (eV)

Arsenic As Donor 0.014

Phosphorus P Donor 0.013

Antimony Sb Donor 0.010

Bismuth Bi Donor 0.013

Lithium Li Donor 0.093

Aluminum Al Acceptor 0.011

Boron B Acceptor 0.011

Gallium Ga Acceptor 0.011

Indium In Acceptor 0.012

Thallium Tl Acceptor 0.013

Also given are their ionization energies [47].

Table 5.1.7 Mobilities, velocities, and diffusion coefficients of
electrons and holes in germanium [47]

Property Symbol Value

Electron mobility μe # 3900 cm2/V/s

Hole mobility μh # 1900 cm2/V/s

Electron thermal velocity ve 3.13 105 m/s

Hole thermal velocity vh 1.93 105 m/s

Electron diffusion coefficient De # 100 cm2/s

Hole diffusion coefficient Dh # 50 cm2/s
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Figure 5.1.18 Dependence of electron drift velocity on electric field intensity in germanium

at two different temperatures [20]. Solid and dashed lines represent theoretical predictions

while the points represent experimental data. 100 and 111 are the two crystallographic

directions in which the electric field was applied.

106

105

M
ob

ili
ty

 (
cm

2 /V
s)

104

Ge electrons

10 100

Temperature (K)

Figure 5.1.19 Dependence of electron mobility on absolute temperature in germanium [20].

Solid line represents theoretical prediction, while the points represent experimental data.



the movement of holes is coupled with the movement of electrons, we would expect

that their drift velocity would also be proportional to the applied electric field. This

is true to a certain extent, but in fact the behavior of hole mobility differs from the

behavior of electron mobility in germanium. Though it decreases with increase in

temperature, the variation is not as linear on a double logarithmic scale as it is for

electron mobility. The hole mobility for germanium shows a temperature depen-

dence given by [44]

μh~T
22:33: ð5:1:44Þ

G.3 Gallium arsenide

Gallium arsenide is another semiconductor material that is extensively used as a

detection medium. The distinguishing feature of GaAs is its higher photon absorp-

tion efficiency as compared to silicon, which has allowed the development of

extremely thin (100�200 μm) X-ray detectors. Another advantage of GaAs is that it

can be operated at room temperature, which simplifies detector design considerably

and also cuts down the cost of development and operation.

The band structure diagram of gallium arsenide is shown in Figure 5.1.20, and

its basic properties are listed in Table 5.1.2. It can be seen that, as far as atomic and

weight densities are concerned, there is no significant difference between germa-

nium and gallium arsenide. However, since the band gap of GaAs is more than

twice that of germanium and significantly higher than silicon, its intrinsic carrier

concentration is several orders of magnitude lower than those two materials. The

most dramatic difference is the intrinsic resistivity of gallium arsenide, which is

about eight orders of magnitude greater than that of germanium and three orders of

Eg = 1.42 eV

EX = 1.90 eV

EL = 1.71 eV

Wavevector
Holes

Energy

<100> <111>

Figure 5.1.20 Band structure diagram of gallium arsenide showing energy versus wave

number (reproduced from Ref. [47]). The subscripts of E represent different energy levels.

The numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the

orientation of an atomic plane in a crystal lattice.
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magnitude greater than that of silicon. This, of course, is a very desirable feature as

far as its use as a detection medium is concerned.

The temperature dependence of the band gap of gallium arsenide is given by [47]

Eg 5 1:5192 5:4053 1024 T2

T 1 204
; ð5:1:45Þ

where T is the absolute temperature and Eg is in eV. This equation has been plotted

in Figure 5.1.21. The reader would note that the variation in band gap energy with

temperature for gallium arsenide is not much different from that for silicon or ger-

manium. The distinguishing feature of GaAs is the width of the band gap itself,

which at each temperature is far higher than the other two materials.

The evaluation of the intrinsic carrier density of gallium arsenide is not as simple

as that of silicon or germanium. The reason can be understood by examining its

band structure diagram (see Figure 5.1.20). The conduction band of GaAs has two

additional valleys (X and L) whose contribution to the overall density of states of

the conduction band cannot be ignored. The valence band density of states has sim-

ple temperature dependence, though. The density of states of the conduction and

valence bands in GaAs can be written as [47]

Nc 5 8:633 1013T3=2

�
12 1:933 1024T 2 4:193 1028T2

1 21 exp

�
2

EL

2kBT

�
1 44 exp

�
2

EX

2kBT

�� ð5:1:46Þ

and

Nv 5 1:833 1015T3=2; ð5:1:47Þ
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Figure 5.1.21 Variation of gallium arsenide band gap energy with absolute temperature.
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where both Nc and Nv are in units of cm23. The energy gaps EL and EX correspond-

ing to L and X valleys, respectively, can be evaluated from [47]

EL 5 1:8152 6:053 1024 T2

T 1 204
ð5:1:48Þ

EX 5 1:9812 4:603 1024 T2

T 1 204
: ð5:1:49Þ

The intrinsic charge carrier density can now be calculated by substituting Nc and

Nv from Eqs. (5.1.46) and (5.1.47) into Eq. (5.1.30). Hence we get

ni 5 3:9743 1014T3=2

�
12 1:933 1024T 2 4:193 1028T2

121 exp

�
2

EL

2kBT

�
144 exp

�
2

EX

2kBT

��1=2
e2Eg=2kBT ;

ð5:1:50Þ

where Eg, EL, and EX are given by Eqs. (5.1.45), (5.1.48), and (5.1.49), respec-

tively. The plot of the above equation (Figure 5.1.22) can now be compared to the

similar plots for silicon and germanium (see Figures 5.1.10 and 5.1.17). It is clear

that, in terms of intrinsic charge carriers, gallium arsenide is much superior to both

silicon and germanium. Such low intrinsic carrier concentration even at room tem-

perature makes it possible to operate GaAs-based detectors with no or very minimal

cooling.

Let us now have a look at the electrical conduction properties of GaAs. It is

apparent from Table 5.1.8 that electron mobility in GaAs is more than 20 times

higher than hole mobility. This behavior is in contrast to germanium and silicon,

where the mobilities differ by only about a factor of 2 to 3. However, interestingly

T (K)
250 260 270 280 290 300 310

n i
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–3

)

103
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106

Figure 5.1.22 Dependence of intrinsic charge concentration in gallium arsenide on absolute

temperature.
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enough, the temperature dependence of hole mobility in GaAs is about the same as

in germanium, i.e., [44],

μh~T
22:3: ð5:1:51Þ

On the other hand, electron mobility in GaAs is given by [7]

μe~T
20:66: ð5:1:52Þ

G.4 Cadmium�zinc�tellurium

Also referred to in short as CZT, this material has gained a lot of popularity in

recent years. It has several properties that make it highly desirable for demanding

applications, such as spectroscopy. Its high detection efficiency, high resolution,

low cost, and good signal-to-noise ratio at room temperature make it a product of

choice for many applications. The band gap of CZT is more than twice that of ger-

manium at room temperature, which drastically decreases the number of intrinsic

charge carriers (see Table 5.1.2). This makes it highly suitable for room-

temperature operation.

CdZnTe is actually a ternary alloy of CdTe and Zn. Its properties therefore

depend on the concentration of zinc in the bulk as well as on the surface of the

material. For radiation detection purposes, the most important parameter is the band

gap. Fortunately, the band gap of CZT has been found to be very lightly dependent

on the concentration of zinc. Fluctuations of a few percent in zinc concentration

change the band gap by only a few MeV [46], which is insignificant for estimation

of most detector-related parameters. In general, the percentage of zinc in a typical

CZT bulk is less than 10%.

Another important property of CZT is that it can be formed into different shapes and

sizes. This allows fabrication of large area and complicated geometry CZT detectors.

CZT detectors have fairly high stopping power and absorption efficiency due to

high-Z elements. This, together with their high efficiency, makes them well suited

for use in imaging applications, such as medical Z-ray imaging.

Table 5.1.8 Mobilities, velocities, and diffusion coefficients of
electrons and holes in gallium arsenide [47]

Property Symbol Value

Electron mobility μe # 8500 cm2/V/s

Hole mobility μh # 400 cm2/V/s

Electron thermal velocity ve 4.43 105 m/s

Hole thermal velocity vh 1.83 105 m/s

Electron diffusion coefficient De # 200 cm2/s

Hole diffusion coefficient Dh # 10 cm2/s
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There are two main disadvantages associated with CZT materials: their low hole

mobility (and hence low lifetime) and crystal defects. The latter can be somewhat

controlled by using techniques that yield fewer crystal defects. The low hole mobil-

ity, on the other hand, is caused by the hole trapping mechanisms and is more or

less intrinsic to the material. The only way to increase hole lifetime is by increasing

the detector bias voltage. Note that crystal defects further deteriorate hole mobility

and should therefore be controlled as much as possible. As a reminder to the reader,

the direct consequence of low charge carrier lifetime is loss of signal. Since this

loss is not linearly dependent on the amount of deposited energy, it results in non-

linear response of the detector. Another important point to note here is that the

charge collection also depends on the depth of the material. For example, if the

charge is created near the collecting electrode of the detector, the loss of charge

will be minimal. On the other hand, if the same charge is produced away from the

collecting electrode, the signal loss will be higher.

Increasing the bias voltage may not always be practical or even desirable in cer-

tain applications. A novel method to compensate for the low hole mobility is to use

the so-called ohmic contacts at the electrodes. The advantage of this scheme is that

the holes get recombined with the electrons released into the material by the ohmic

contact. This hole recombination effectively stops the leakage current, while the

signal current is carried predominantly by the electrons. Ohmic contacts therefore

completely eliminate the need for operating the detector at high voltages or external

circuitry to compensate for low hole mobility.

5.1.H The pn-Junction

The n- and p-type semiconductors can be joined together to create the so-called pn-

junction (Figure 5.1.23). These junctions have been found to be extremely useful,

not only for building semiconductor electronics but also for radiation detectors.

When a p- and an n-type semiconductor are brought together, a flow of charges

automatically starts to compensate for the imbalance in charge concentrations

across the junction. The electrons that are the majority charge carriers in the n-type

semiconductors flow toward the p-type material. Similarly, the holes move toward

the n-type material. This process continues until the Fermi levels of the two materi-

als coincide with each other, as shown in Figure 5.1.23(b). As the electrons and

holes move in opposite directions and combine to neutralize each other, a central

region devoid of any electrical charge is created. This region, generally referred to

as the depletion region, plays a central role in semiconductor radiation detectors

since this is where the incident radiation creates electron�hole pairs. These charges

flow in opposite directions and constitute an electrical current that can be measured.

However, the junction in this configuration cannot be very effectively used for radi-

ation detection since it is not only too thin, but the potential difference across it is

very small. The trick then is to widen this gap somehow and establish a high

enough electric field to allow the charges created by the radiation to flow and con-

stitute a measurable current. This is done by applying a reverse bias across the
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junction. We will discuss the properties and characteristics of such a junction in the

next section.

Bringing an n-type material in contact with a p-type material produces an effec-

tive electrostatic potential across the depletion region. The thickness of this deple-

tion region can be calculated from

W 5 xpd 1 xnd

5

�
2εV0

q

�
1

NA

1
1

ND

��1=2
;

ð5:1:53Þ

where xpd and xnd are the widths of the depletion regions on the p- and n-sides,

respectively; NA and ND are the acceptor and donor doping densities; q is the unit

charge of electron; ε is the permittivity of the medium; and V0 is the potential

difference.

Before we go any further, an important point is worth mentioning. The characteri-

zation of the depletion region as devoid of any charges is not entirely correct. No

matter how good a semiconductor material is, there are always crystal imperfections

and impurities, which introduce energy levels inside the band gap. Such energy

levels can be exploited by electrons to jump out of the valence band and eventually

go up into the conduction band. The result is the creation of an electron�hole pair.

Even if we assume that the material does not have any crystal imperfections or

impurities, still some electrons can attain enough energy through thermal agitation

n−type p−type

+
+

+
+
+

−
−
−
−
−

n−type p−type

Ec

Ev

EF

EF

Depletion region

E

EF

Ec

Ev

(a)

(b)

Figure 5.1.23 Semiconductors and their energy levels. (a) Separate n- and p-type crystals.

(b) Formation of pn-junction. When n- and p-type crystals are brought into contact, flow of

charges starts, which continues until the Fermi levels of the two materials coincide.
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to jump to the conduction band. In summary, the depletion region is not really

completely devoid of free charges. However, the number of such charges is very

small and the corresponding current is extremely low. If reverse bias is applied

across a depletion region devoid of any free charges, then no current should flow

through the circuit. However, since some free charge pairs are always present, a

very small current is observed. This current is generally known as dark or reverse

current (Figure 5.1.24).

Let us now see what happens if we apply forward bias across the junction. In

such a case, as our intuition suggests, a large current starts flowing and increases

rapidly with increasing voltage. This property of the pn-junction or semiconductor

diode is extensively used to design electronic devices such as switches and solar

cells. For radiation detection purposes, the pn-junction is always reverse biased.

H.1 Characteristics of a reverse-biased pn-Diode

In a semiconductor detector, the depletion region is used as the active medium for

creating electron�hole pairs by incident radiation. This region is almost devoid of

free charge carriers at operating temperatures and therefore very small leakage cur-

rent flows through it in the absence of radiation. The charge pairs created by the

radiation move in opposite directions under the influence of the effective junction

electric field and constitute an electric current that can be measured. Under care-

fully maintained working conditions, this current is proportional to the energy

li

li

Depletion region

−

−
−−
−+

+
+
+
+

p n

i

V

(a)

(b)

Forward biasReverse  bias

− +

Figure 5.1.24 (a) Reverse biased pn-junction. (b) Current�voltage curve of a typical pn-

junction. If the junction is reverse biased, a small leakage current il flows through it, which

stays almost constant as the voltages is increased up to a point at which the potential is high

enough to overcome the potential barrier (not shown here). At forward bias, however, the

current increases with applied voltage.
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deposited by the radiation. In this respect, a semiconductor detector has the same

working principle as a gas-filled chamber, except that the number of charge pairs

created in the former is far more than the latter, and consequently the output signal

is of higher strength.

The output signal of a semiconductor detector and its dynamic range depends on

several factors, most notably the effective electric field strength, the capacitance,

and the depth of the depletion region. For the typical planar geometry, these para-

meters can be fairly easily estimated using Poisson’s equation

r2Φ52
ρ
ε
; ð5:1:54Þ

where Φ is the electric potential, ε is the permittivity of the semiconductor material,

and ρ is the charge density profile in the depletion region. The permittivity in this equa-

tion can be written as a product of the dielectric constant of the material εr (also some-

times referred to as the relative permittivity) and the permittivity of free space ε0; i.e.,

ε5 εrε0: ð5:1:55Þ

The dielectric constant or relative permittivity is a dimensionless constant and is

extensively quoted in the literature. Its value depends on the type of material and var-

ies considerably from material to material. For example, the dielectric constant for sili-

con is around 12, while that of germanium is about 16. For computations, this value

must be multiplied by the permittivity of free space ε05 8:8543 10�12 C2=N�1=m2:
Going back to our derivation, for the sake of simplicity, let us write Eq. (5.1.54)

in one dimension as

d2Φ
dx2

52
ρðxÞ
ε

; ð5:1:56Þ

Although the charge density has a continuous profile inside the region, to simplify

calculations, we can approximate this with a step profile given by (Figure 5.1.25)

ρðxÞ5 eND:0# x, xn n-side

2eNA:2 xp , x# 0 p-side:
ð5:1:57Þ

Here ND and NA are the donor and acceptor impurity concentrations, respectively;

e is the usual unit electrical charge; and xp and xn, respectively, are the depths of junc-

tion on the p- and n-sides. It should be noted that this charge density profile is not

always a good approximation, especially in the so-called fully depleted detectors or

when the applied bias is very small, the two extremes corresponding to very large and

very small depletion regions, respectively. On the p-side (2xp, x# 0), it becomes

d2Φ
dx2

5
eNA

ε
: ð5:1:58Þ
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Integrating the above equation once as follows gives us the electric field profile

on the p-side:

EðxÞ52
dΦ
dx

52

ð
d2Φ
dx2

dx

52
eNA

ε

ð
dx

52
eNA

ε
x1A:

ð5:1:59Þ

To determine the integration constant A, we note that the electric field E must

vanish at the edge of the depletion region, i.e., at E(2xp)5 0. This gives

EðxÞ52
dΦ
dx

5
eNA

ε
ðx1 xpÞ for 2xp, x# 0: ð5:1:60Þ

Similarly, for the n-side we get

EðxÞ52
dΦ
dx

5
eND

ε
ðx2 xnÞ for 0# x# xn: ð5:1:61Þ

Figure 5.1.26 shows these functions as well as the field profile in a realistic pn-

junction.

eND

xn

−xp x

Charge density

−eNA

Figure 5.1.25 Realistic (dotted line) and idealized (solid line) charge density distributions in

a pn-junction. xp and xn are the depths of depletion regions on p- and n-sides, respectively. In

the majority of semiconductor detectors only one side is heavily doped, making the depletion

region very large on the opposite side.
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To determine the profile of the electric potential and the depletion depth, we can

integrate the above two equations again to get

ΦðxÞ5
2

eND

ε

�
x2

2
2 xxn

�
1A1 ; 0# x, xn ðn-sideÞ

eNA

ε

�
x2

2
2 xxp

�
1A2 ; 2xp, x# 0 ðp-sideÞ:

ð5:1:62Þ

The integration constants A1 and A2 can be determined by noting that the applied

reverse bias appears as a potential difference across the junction, which can be

taken as 0 at x52xpandVoatx5 xn: In such a case the potential profile inside the

junction becomes

ΦðxÞ5
2

eND

2ε
ðx2xnÞ2 1V0 ; 0# x, xn ðn-sideÞ

eNA

2ε
ðx2xpÞ2 ; 2xp, x# 0 ðp-sideÞ:

ð5:1:63Þ

This potential has been plotted in Figure 5.1.27.

An interesting result can be obtained if we use the condition that the two poten-

tials at x5 0 must be equal. This gives

V0 5
e

2ε
NAx

2
p 1NDx

2
n

h i
: ð5:1:64Þ

This expression can be used to determine the individual depletion depths pro-

vided we make use of another equation containing xp and xn: For this we can use

the charge conservation relation

NDxn 5NAxp; ð5:1:65Þ

xn−xp
x

E

Figure 5.1.26 Electric field intensity profile of the idealized charge density shown in

Figure 5.1.25 (solid line) together with a more realistic profile (dotted line).
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which simply implies that the total charge remains constant no matter how much of

it gets transferred between the two regions. The above two relations give the fol-

lowing depletion depths on p- and n-sides:

xp 5

�
2εV0

eNAð11NA=NDÞ

�1=2

xn 5

�
2εV0

eNDð11ND=NAÞ

�1=2 ð5:1:66Þ

The total depletion depth d is then just the sum of these two depths, i.e.,

d5 xp 1 xn: ð5:1:67Þ

Usually in semiconductor detectors, the disparity in the dopant levels on the p-

and n-sides is so large that the depth on one side can be safely ignored. This greatly

simplifies the expression for total depletion depth. To see this, let us assume that

the acceptor impurity level is much higher than the donor impurity level (NAcND).

In such a case, the n-side depletion depth will be much greater than the p-side

depletion depth. This can also be seen from the charge conservation relation given

above, which for NAcND implies that xncxp. In such a case the depletion depth

on the p-side will be so small that it can be safely ignored. The total depletion depth

as deduced from the relation 5.1.66 becomes

dC
2εV0

eND

� �1=2
: ð5:1:68Þ

Similarly for the case NDcNA we get

dC
2εV0

eNA

� �1=2
: ð5:1:69Þ

−xp xn

x

φ

V0

Figure 5.1.27 Variation of electric potential with respect to distance from the center of a pn-

junction.

300 Physics and Engineering of Radiation Detection



These relations show that once the junction has been physically established with

fixed dopant levels, the applied voltage is the only parameter that can be varied to

change the depletion depth. We will see later in this chapter that the depletion width

in detectors exposed to high radiation environments decreases over time due to the

damage caused by the radiation. We can see from the above relation that at fixed

applied voltage, this would mean that the minority charge concentration has

increased and the only way to compensate for this increase would be to increase the

reverse bias. In fact, the leakage current is closely monitored to see if the charge

concentration has changed so that, if needed, the reverse bias can be increased to

increase the depletion width.

Sometimes it is more convenient to know the depletion depth in terms of resis-

tivity and mobility since these parameters are generally known. The resistivity of a

doped semiconductor is given by

ρC
1

eNμ
; ð5:1:70Þ

where μ is the mobility of majority charge carrier and N is the dopant concentra-

tion. For the case where NDcNA, the majority charge carriers are electrons and

therefore the depletion depth in terms of resistivity becomes

dC½2ερnμeV0�1=2 ð5:1:71Þ

A similar expression can be derived for the case where the acceptor impurity

level is much higher than the donor level. Of course, in such a situation the majority

charge carriers will be holes.

In the absence of radiation, except for a minute leakage current, the depletion

region of a pn-junction essentially acts as an insulator sandwiched between positive

and negative electrodes. The capacitance of this configuration can be easily esti-

mated if we assume the idealized charge density profile of Figure 5.1.25.

Essentially, we can assume that the junction has the configuration of a simple paral-

lel plate capacitor with a capacitance given by

C5 ε
A

d
; ð5:1:72Þ

where A is the surface area of the junction and d is the depletion width. A conve-

nient parameter generally used for comparison is the capacitance per unit area

CA5C/A, which we can compute if we substitute the values of d from

Eqs. (5.1.68) and (5.1.69) into the above expression. Hence we get

CA 5

�
eεND

2V0

�1=2
for NAcND

�
eεNA

2V0

�1=2
for NA{ND

:

8>>>><
>>>>:

ð5:1:73Þ
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It should be noted that, although the capacitance of a usual pn-junction is very

small (see example below), still, together with the load resistor of the signal readout

circuit, it can limit the frequency response of the detector. Therefore, in practical

detectors it must be ensured that the capacitance is kept at a minimum. This can be

done by simply increasing the reverse bias, as is apparent from the above expres-

sions for CA.

Example:

Compute the capacitances per unit area of a silicon pn-diode having donor

and acceptor impurities of 1017 cm23 and 1015 cm23, respectively, when a

bias of 150 V exists across its junction. Also compute the absolute capacitance

if the surface area of the diode is 0.01 cm2.

Solution:

Since we have NDcNA, according to Eq. (5.1.73) we can estimate the capaci-

tance per unit area using only the acceptor impurity concentration. Since the

material is silicon, we will assume that the dielectric constant is 12. Hence we

have

CA 5

�
eεNA

2V0

�1=2

5

�ð1:6023 10219Þð12Þð8:8543 10212Þð1015 3 106Þ
ð2Þð150Þ

�1=2

5 7:53 1026 Fm22

The absolute capacitance can be obtained by multiplying this value by the

surface area of the diode, i.e.,

C5CAA

5 ð7:53 1026Þð0:013 1024Þ
5 7:5 pF:

H.2 Signal generation

We saw earlier that radiation passing through the depletion region produces free

charge carriers that constitute a current under the influence of the externally applied

electric field. This current can be estimated using Ramo’s theorem, which for a planar

geometry states that the instantaneous current can be obtained through the relation

i5 qv
dVw

dx
; ð5:1:74Þ
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where q is the charge produced at position x and moving with a velocity v, and Vw

is the weighting potential, which for a certain electrode is obtained by setting its

potential to 1 and potentials on all other electrodes to 0. In terms of weighting elec-

tric field Ew 5 dVw=dx; the above equation can be written as

i5 qvEw: ð5:1:75Þ

To use this theorem we need to know the velocity of the charge carriers. We

saw earlier that the drift velocity of charges in a semiconductor is proportional to

the electric field. Hence we can write

v5μE or

v5μ
V0

d
;

ð5:1:76Þ

where μ is the mobility of the charge carrier, V0 is the applied reverse bias, and d is

the width of the depletion region. If we apply unit potential to the electrodes where

we are measuring the current, then the weighting field is given by

Ew 5
1

d
: ð5:1:77Þ

Hence, according to Ramo’s theorem, the induced current can be calculated from

i5 qμ
V0

d

1

d

5 qμ
V0

d2
:

ð5:1:78Þ

This expression can also be used to deduce the corresponding total charge

induced on the electrode provided we know the charge collection time. Because of

the linear dependence of the velocity of charge carriers on the electric field, we can

find the transit time te of an electron created at a distance x from the collection elec-

trode simply by using (Figure 5.1.28)

te 5
x

ve

5
x

μeE

5
xd

μeV0

:

ð5:1:79Þ
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The hole is also created at the same position but moves in opposite direction.

Since it travels a distance d2 x before being collected by the opposite electrode,

we can write its transit time as

th 5
d2 x

vh

5
d2 x

μhE

5
ðd2 xÞd
μhV0

:

ð5:1:80Þ

ie
ih

te th

np

+
−

+−

x

d

0

Q

t

(a)

(b)

2q/3

q

Figure 5.1.28 (a) An almost fully depleted pn-junction. The incident radiation produces a

charge pair in the middle of the junction. The electron and the hole move in opposite

directions, inducing charges on the electrodes. (b) Time profile of the charge induced by

movement of an electron and a hole produced in the middle of a fully depleted pn-junction.

The electron mobility is almost three times larger than that of the hole and therefore only

one-third of the initial charge of 2q/3 is due to the hole. The second part of the signal (te to

th) is exclusively due to the hole.
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The total charge induced by electrons Qe5 iete can now be calculated as follows:

Qe 5 iete

5 qμe

V0

d2
xd

μeV0

5 q
x

d
:

ð5:1:81Þ

Similarly, the charge induced by holes is given by

Qh 5 ihth

5 qμh

V0

d2
ðd2 xÞd
μhV0

5 q

�
12

x

d

�
:

ð5:1:82Þ

It is apparent from above expressions that the amount of charges induced on the

electrodes by electrons and holes depends on the position of the charge pair crea-

tion. Also, since the mobility of electrons is approximately three times higher than

that of holes, the output signal at the initial stages is almost exclusively due to elec-

trons. To see this quantitatively, let us assume that a charge pair is created in the

center of the depletion region, i.e., at x5 d=2: The collection times for electrons

and the holes in this case are

te 5
d2

2μeV0

and

th 5
d2

2μhV0

� 3d2

2μeV0

5 3te:

This shows that the holes take approximately three times longer than the elec-

trons to reach the opposite electrode. The charge induced by the electrons after time

te is given by

Qe 5
q

2
: ð5:1:83Þ
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The holes also keep moving during this time. The total charge induced by the

holes during the drift of electrons is given by

Qh 5 ihte

5 qμh

V0

d2
d2

2μeV0

5 q
μh
2μe

� q

6
;

ð5:1:84Þ

where we have used the relation μe � 3μh: The cumulative charge induced after

time te is then equal to

Qðt5 teÞ5
q

2
1

q

6
5

2q

3
:

The holes keep moving even after electrons have been collected, so that after

time th the total induced charge is equal to q:

Qðt5 thÞ5 q

2
1

q

6
5

q

3
5 q:

The time profile of the induced charge is shown in Figure 5.1.28(b).

H.3 Frequency response

The manner in which semiconductor detectors respond to different frequencies

depends not only on the particular geometry and construction of the detectors but

also on the associated electronics. The discussion of the effect of electronic compo-

nents on the frequency response will be deferred to the chapter on electronics.

The detector-related effects are mainly due to the transit time of charge pairs in the

depletion region. The response time of a detector depends on how quickly the

charges are collected by the readout electrodes after their generation by the radia-

tion. Most detectors are built and operated such that the charge carriers quickly

attain saturation velocity after generation.

5.1.I Modes of operation of a pn-Diode

The pn-diodes can be operated in essentially two different modes: photovoltaic

mode and photoconductive mode. Although semiconductor detectors are almost

always operated in the photoconductive mode, in principle it is theoretically possi-

ble and practically feasible to build a detector that operates in the photovoltaic
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mode. These two modes will be described in the next two sections. However, since

the photovoltaic mode does not have much practical significance as far as radiation

detectors are concerned, the discussion of it will be kept brief. For detailed discus-

sion, the interested reader is referred to the references given at the end of the

chapter.

I.1 Photovoltaic mode

In this mode a very large load resistance is applied across the junction such that

essentially no current flows through the circuit. This results in the creation of a

potential difference across the diode. The incident radiation produces electron�hole

pairs inside the depletion region, which move in opposite directions under the influ-

ence of the junction potential. Let us call this current the radiation-induced reverse

current ir. The consequence of this flow of charges is a reduction in the junction

barrier, due to which another current starts, but now in the direction opposite to that

of ir. Let us call this current the forward current if. Since the diode is connected to

essentially an open circuit (very large load resistance), almost no current flows

through the circuit. This implies that the forward current must be balanced by the

reverse current, i.e.,

if 5 ir: ð5:1:85Þ

The change in the energy barrier due to the flow of the reverse current changes

the potential difference across the diode. This potential difference can then be mea-

sured with a sensitive device. Note that this mode of operation does not require the

junction to be biased by an external source.

The good thing about this mode is that essentially no leakage current exists

across the junction and therefore the noise remains extremely small. However, noise

is not the only important consideration in building a detector. There are other fac-

tors, such as small thickness of the depletion region and nonlinearity in response,

which make this mode undesirable for radiation detection purposes. The most prob-

lematic aspect of this mode is that the output voltage is not a linear function of the

deposited energy, and therefore the detector cannot be easily used for spectroscopic

purposes. Because of these reasons, as noted earlier, this mode of operation is not

generally used to build radiation detectors. Photovoltaic mode is most exclusively

used to build solar cells.

I.2 Photoconductive mode

This is the mode in which radiation detectors are generally operated. A high reverse

bias is applied across the diode, creating a large depletion region in the middle of

the junction. The incident radiation passing through the depletion region produces

electron�hole pairs along its track. These charges move in opposite directions and

constitute an electrical current that can be measured. As the number of charge pairs

created by the incident radiation depends on the deposited energy, the measured
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current is proportional to the energy carried by the radiation. For radiation detection

purposes, there are three main advantages of reverse biasing the pn-junctions:

� It increases the size of the depletion region.
� It increases the signal-to-noise ratio.
� It decreases the capacitance.

Charge pairs are not exclusively produced in the depletion region by the incident

radiation. In fact, the electron�hole pair production probability is the same whether

the region is depleted or not. The advantage of the depletion region is that it has

very few free charge pairs and therefore the leakage current flowing through it in

the absence of radiation is minimal. When radiation traverses this region and pro-

duces a large number of charge pairs, the reverse current increases. The magnitude

of this current is proportional to the energy deposited by the incident radiation. This

proportionality is the most desirable factor for any detector since it enables one to

derive meaningful quantities from the measurements about the incident radiation.

The extremely low leakage current in a well-designed semiconductor detector

ensures that this proportionality remains a reality throughout the dynamic range of

the detector. To get an idea, the typical leakage current is on the order of a few

nanoamperes, while the radiation-induced current can be several orders of magni-

tude higher than this.

Figure 5.1.29 shows how the current increases with respect to increase in flux of

incident radiation (the higher the flux the higher the energy deposited). Since the

leakage current does not depend on the energy deposited by the radiation, its effect

can be easily subtracted from the detector response, provided all other conditions

including temperature remain constant.

We just saw that only the charge pairs produced in the depletion region contrib-

ute to the signal. Therefore, the depletion region is widened as much as possible to

make the active region large. This can be done in two ways: by increasing the

reverse bias and by introducing an intrinsic semiconductor between the p- and n-

materials. The former has already been discussed and the latter will be explored

later in this chapter.

Figure 5.1.30 shows a simple but realistic detector built by doping an n-type

semiconductor material, such as silicon, with p- and n-type impurities.

5.1.J Desirable properties

The desirable properties of semiconductor detectors are highly application depen-

dent, as some of these have conflicting requirements. Semiconductor detectors are

highly versatile devices that can be used in very high to very low radiation environ-

ments, provided they have been built specifically for that radiation field. For exam-

ple, an avalanche photodiode (APD) can be used to detect single photons, but it

will be completely useless for detecting high-intensity gamma rays. It is therefore

possible to divide semiconductor detectors into two categories: high radiation field

detectors and low radiation field detectors.
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Figure 5.1.30 A simple but realistic semiconductor detector. Central light shaded region

represents the sensitive volume that has been fully depleted by applying reverse bias. The

bulk of the material is n-type, on which p1 and n1 regions have been created through the
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Figure 5.1.29 (a) Production of electron�hole pairs in the depletion region of a reverse

biased pn-diode. (b) Typical current-voltage curve of a reverse biased pn-junction diode in

the presence of radiation. As the flux of incident radiation increases, the number of

electron�hole pairs in the depletion region increases, which increases the measured current.



J.1 High radiation fields

There are three main characteristics of detectors designed for high radiation

environments.

� Charge collection efficiency: At high incident radiation rate, a very large number of

charge carriers are produced, requiring efficient collection by electrodes. Any nonlinearity

in charge collection would be reflected as nonlinearity in the output signal. Inefficiency in

charge collection can be caused by electron�hole recombination and charge trapping.
� Fast response: The associated electronics should be fast enough to avoid pulse pileup.

Generally, the electronics should be able to distinguish between pulses that are only a few

tens of nanoseconds wide.
� Radiation hardness: The detector must have low susceptibility to radiation damage.

Radiation hardness is perhaps the most actively researched topic in semiconductor detec-

tor technology.

J.2 Low radiation fields

For low radiation environments the requirements are very different.

� Charge yield: The number of charge pairs created should be sufficient to yield a good

signal-to-noise ratio. For very low fields, the detector should allow charge multiplication

to enhance the output signal.
� Resolution: Energy resolution is of prime importance in low radiation fields.

5.1.K Specific semiconductor detectors

Semiconductor detectors can be built in different geometries with different struc-

tures and can be tuned according to applications. Their main disadvantage is that it

is not possible to build large area detectors since the process of crystal growth has

its size limitations. Nevertheless, large area position-sensitive detectors have been

built by integrating many smaller detectors together. Furthermore, it has been

shown that it is possible to use semiconductors to build detectors not only for very

high radiation fields but also for extremely low radiation environments at the single

photon level. Hence semiconductors have provided long-sought versatility, and

intense research has gone into building detectors with different operational charac-

teristics. State-of-the-art detectors have been built with qualities that far exceed

their gaseous counterparts. In this section, we will look at some specific types of

semiconductor detectors that have been built and are in extensive use.

K.1 PIN diode

Although a simple pn-junction diode can be used as a radiation detector, it suffers

from several disadvantages, some of which are described below.

� Small depletion region: Although the charge pairs are generated in the whole material,

the ones generated inside the depletion region constitute the measurable current. Hence it

is desired that the depletion region be as wide as possible to allow the radiation to deposit

most of its energy. Increasing the depletion region in a simple pn-diode requires an
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increase in the bias voltage, and therefore a large depletion width requires application of a

very high bias voltage. Increasing the voltage to very high values may not always be pos-

sible due to the possibility of breakdown in the crystal structure. Hence for a simple pn-

junction the depletion region cannot be widened more than the value determined by the

crystal structure’s breakdown voltage. The work-around to this problem is to use a very

thin material, which can be fully depleted at moderate voltages. This, in fact, is done in

some detectors that are built with 100�300 μm thick semiconductor wafers.
� Large capacitance: Since the capacitance is inversely proportional to the width of the

depletion region, simple pn-diodes operating at moderate voltages have high capacitances.
� Slow response: In general, pn detectors are operated in fully depleted mode. But this is

only possible for very thin detectors, since, as we saw earlier, increasing the depletion

width requires introduction of high potential across the junction. For thicker detectors,

which cannot be fully depleted, the creation of electron�hole pairs in the undepleted

region is a major problem. It not only produces nonlinearity in the detector’s response but

can also decrease the response time due to diffusion of charges across the regions.

A convenient method of increasing the depletion width is to introduce an intrinsic

layer of a semiconductor material between the p- and n-materials (Figure 5.1.31).

This so-called PIN (p-type, intrinsic-type, n-type) structure is perhaps the most

+−

Depletion region

p ni

(a)

V (b)

ip n n+

Radiation

(c)

Ohmic contacts

Figure 5.1.31 A simplified structure (a) of a reverse-biased PIN diode and its idealized

electric field profile (b). A realistic PIN structure is shown in (c).
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commonly used configuration for semiconductor detectors. The main advantage of

introducing an intrinsic material in the middle is that it essentially extends the deple-

tion width to the width of the intrinsic region. In this way a large depletion width

becomes available without the need for very high reverse bias.

K.2 Schottky diode

Up to now we have only discussed the utilization of a junction, produced by p- and n-

types of semiconductors, as a radiation detector. A similar junction can be produced

by bringing a semiconductor and a metal in contact with each other. Such a semicon-

ductor�metal junction can also be exploited for radiation detection purposes. This

kind of diode is generally referred to as the Schottky diode. It is created by bringing a

very thin metal layer into contact with a semiconductor material (Figure 5.1.32). The

process produces a junction near the surface of the semiconductor.

Detectors made from Schottky diodes are generally used to detect photons. In

order to ensure high transparency of the metal layer to the photons, the layer is kept

as thin as possible. Since the active detection medium essentially starts at the sur-

face, the signal loss is minimal and the charge collection efficiency is very high,

with reduced charge transit time. This type of detector works very well as a photo-

diode as it can operate at very high frequencies (in GHz) without causing the high-

frequency roll-off typical of pn-junction diodes.

Ohmic contactMetal

(a)

Forbidden gap

Valence band

EF

+

−

(b)

E

Conduction band

Semiconductor

Figure 5.1.32 Sketch of a Schottky diode (a) with its energy band structure (b). The metal

layer is made very thin to allow the photons to pass through it when used as a photodetector.

Typical metallic surface is gold on p-type silicon. The ohmic contact can be made by

depositing aluminum on the silicon surface.
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K.3 Heterojunction diode

It is sometimes desirable to build diodes that have multiple junctions of different

types to optimize the generation of output signal with respect to the parasitic

absorption of incident radiation. For example, in photon detection where incident

light levels may be very low, a considerable fraction of photons may get absorbed

in the material before reaching the depletion region. This problem can be solved by

using a material for the surface layer with a wide band gap. In this case, most of

the radiation would pass the surface layer without being parasitically absorbed.

Such devices, generally used for photon detection, are called heterojunction diodes.

K.4 Avalanche photodiode

APDs utilize the concept of multiplying the number of charge carriers to increase

the signal amplitude. These detectors are highly efficient in detecting low light

levels and in principle are capable of detecting single photons. We will have a look

at APDs in the next chapter when we discuss photodetectors.

K.5 Surface barrier detector

A surface barrier detector is usually made by evaporating a thin gold layer on a highly

pure n-type silicon crystal. The contact on the other side is generally made by evapo-

rating a thin layer of aluminum. The depletion region is created by applying reverse

bias across the aluminum and gold contacts, which produces a wide depletion region

near the gold side and a thin dead region near the aluminum side. Since the gold thick-

ness is very small, there is minimal parasitic absorption. The detector can therefore be

used in low radiation fields. The advantages of surface barrier detectors include high

stability and superior energy resolution.

K.6 Position-sensitive detectors

The onset of aggressive research and development in semiconductor detector tech-

nology can be traced back to the realization of the potential to develop position-

sensitive detectors of extremely high resolution and sensitivity. With today’s tech-

nology, detectors having position sensitivity of better than 10 μm can be built. The

main idea behind such detectors involves doping a wafer of semiconductor material

by selectively masking certain areas on the surface, thus developing an array of

detectors on the wafer. The details on how this is done and how this array is read

out depend on the particular design. Although we will discuss such detectors in the

chapter on position-sensitive detectors, it is worthwhile to briefly describe some of

the commonly used position-sensitive detectors here as well.

Microstrip detectors
Microstrip detectors are made by doping a large semiconductor wafer into very thin

(typically 10 μm) parallel segments. These segments generally have a pitch (center

to center distance between two consecutive segments) of around 50 μm. Each of
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these segments then behaves as a separate detector. The main advantage of this

geometry is high position sensitivity, which is not achievable with other conven-

tional position-sensitive detectors, such as wire proportional counters. This method

has made it possible to develop position-sensitive detectors with a resolution of

better than 10 μm. The main complication in building such detectors is the incorpo-

ration of readout electronics. In a typical few-centimeter-wide detector module,

there are several hundred strips acting as individual detectors. Each of these

detectors has to be read out through a unique analog electronics channel having its

own preamplifier. Fortunately, there is technology available now to build electronic

chips that can handle a large number of channels at the same time. These chips are

installed on boards that are densely populated with interconnects and other elec-

tronic components, and are hence called high-density interconnects (HDIs). The

detectors are connected to the pads available on HDIs through wire bonds. This is a

complicated process and is realized with the help of precision bonding machinery.

Pixel detectors
Pixel detectors are position-sensitive devices having a two-dimensional array of

small rectangular detector elements or pixels. Each of these pixels has a linear

dimension of less than a millimeter.3 As with multistrip detectors, the pixel array is

also developed by selectively doping a semiconductor wafer.

Other position-sensitive detectors
A number of variants of the simple microstrip and pixel detectors just discussed

exist, some of which are listed below.

� Monolithic pixel detectors
� Hybrid pixel detectors
� Charged couple devices (CCDs)
� MOS CCDs
� Deep depletion CCDs
� Drift detectors

5.1.L Radiation damage in semiconductors

A serious problem with semiconductors is their vulnerability to structural damage

caused by radiation. Both instantaneous and integrated doses contribute to the over-

all damage. Although some of these effects can be compensated for by increasing

the reverse bias, persistent radiation damage eventually renders the detector mate-

rial useless. Hence deployment of semiconductor detectors, especially in hostile

radiation environments such as particle accelerators, requires careful consideration

and regular monitoring.

3The choice of pixel dimension depends on resolution requirements and engineering details. Practical

systems with as small as 10 μm and as large as 200 μm pixels have been constructed.
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L.1 Damage mechanism and NIEL scaling

The most damaging defects caused by radiation are the result of atomic displace-

ments that destroy the lattice structure. These defects may be dispersed or clus-

tered around the incident radiation track. Dispersed atomic displacements away

from each other cause so-called point defects. A cluster of such displacements in

close proximity to each other is called a cluster defect. The distinguishing feature

of these clustered defects is that they render a large region of the bulk of the

material unusable. The main damage mechanism is the displacement of an atom

from its lattice site by an incident particle. This is called nonionizing energy loss

or NIEL. As opposed to ionizing energy loss, NIEL is not proportional to the

total energy absorbed in the semiconductor and is highly dependent on the type

of radiation and its energy. It should, however, be mentioned that the atoms dis-

placed by the incident radiation can also cause further damage. This damage is

not a part of NIEL scaling. However, since the energy spectrum of these recoil

atoms determines the type of damage, this effect is not very pronounced for all

types of incident radiation. For example, charged incident particles generally pro-

duce recoil atoms having a distribution with a long tail at the low-energy end,

making the secondary point defect production more probable than the cluster for-

mation. Hence, in this case, NIEL scaling will be a good approximation of the

overall damage. However, in the case of high-energy neutrons, the recoil spec-

trum is more skewed toward the high-energy end and therefore NIEL scaling

should be carefully interpreted.

Whatever the specific damage mechanism is, the end result is deterioration in

the performance of the detector. In the following sections, we will discuss the most

important of these deteriorating effects on detector performance.

L.2 Leakage current

A profound effect of radiation-induced damage is a change in reverse bias current,

the obvious cause of which is an increase or decrease in the number of free charge

pairs in the depletion region. The decrease in leakage current, which is generally

observed during initial irradiation, is primarily due to the production of charge traps

in the forbidden energy gap. The leakage current can show a significant increase

after prolonged irradiation, as the probability of charge pair production increases by

introduction of additional energy levels in the forbidden gap.

It has been found that damage-induced leakage current depends on the integrated

radiation dose, the exposed volume of the detector, and its temperature. The

integrated radiation dose, of course, depends on the particle fluence, which is sim-

ply the integrated radiation intensity. At a certain temperature, the dependence

of change in leakage current Δil on particle fluence Φ and volume V can be

written as [25]

Δil 5αVΦ; ð5:1:86Þ
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where α is the so-called damage coefficient and depends on the type of incident

particle and its fluence. This equation can also be written in terms of leakage cur-

rent before irradiation ði0Þ and after irradiation ðirÞ as
ir 5 i0 1αVΦ: ð5:1:87Þ

The temperature dependence of ir can be described by the Boltzmann function

irðTÞ~T2 e2E=2kT ; ð5:1:88Þ
where T is the absolute temperature, k is Boltzmann’s constant, and E is the activa-

tion energy of the material, which is generally higher for irradiated material.

The change in leakage current has unwanted consequences on detector perfor-

mance, most notably an increase in noise and consequent deterioration of signal-to-

noise ratio. Fortunately, the strong dependence on temperature can be easily exploited

to compensate for the deterioration by decreasing the operating temperature. This is a

common practice with detectors used in hostile radiation environments, such as in par-

ticle accelerators, where radiation-induced damage is generally very high.

Example:

A 300 μm thick silicon detector having a surface area of 83 1024 cm2 is

placed in a 1 MeV neutron field having intensity of 33 106/cm2/s. Compute

the change in leakage current relative to the initial value of 10 nA after one

year of constant irradiation. Take the damage coefficient to be 23 10217 A/cm

and assume that the detector was operated in fully depleted mode.

Solution:

In fully depleted mode, we can assume that the active region is equal to the vol-

ume of the detector. Hence V5 (3003 1024)(83 1024)5 2.43 1025 cm3. The

total fluence to which the detector remained exposed for one year is given by

Φ5 ð106Þð3653 243 3600Þ5 3:153 1013 cm22:

According to Eq. (5.1.87), the relative change in leakage current can be cal-

culated as follows:

δi5
ir 2 i0

i0

5α
ΦV
i0

5 23 10217 ð3:153 1013Þð2:43 1025Þ
1003 1029

5 0:15 or

δi5 15%:

ð5:1:89Þ
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Hence, after a year of irradiation, the current will change by 15%. Whether

this change is observed and attributed to the radiation damage or not depends

on how well the detector is being monitored and calibrated.

L.3 Type inversion

A special type of damage caused by high-intensity radiation is the inversion of the

material type, in which an n-type material may change into a p-type and vice versa

after prolonged irradiation. The effect can be easily understood by noting that radia-

tion damage has the overall effect of changing the effective dopant concentration in

the bulk of the material by increasing the charge carriers of the opposite sign. With

increase in integrated radiation dose, the original effective dopant concentration

may be overcome by the charges of the opposite sign. This effect has been observed

especially in silicon detectors in hostile radiation environments. What happens is

that the radiation creates acceptor sites, which capture electrons, resulting in a

decrease in effective doping level. This continues until the donor level becomes

equal to the acceptor level, changing the material into intrinsic type. Further irradia-

tion increases the acceptor level and consequently the types of material changes

(Figure 5.1.33).

L.4 Depletion voltage

Generally, radiation detectors are operated in fully depleted mode. The bias voltage

is kept at several tens of volts above the depletion voltage to ensure complete

depletion. However, with prolonged irradiation, the depletion voltage increases,

which mandates increasing bias voltage. The principal mechanism is a change in

effective dopant concentration due to radiation damage. To overcome this effect,

bias voltage is increased.
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Figure 5.1.33 Dependence of effective dopant concentration on particle fluence in a silicon

detector in a high radiation environment for two different initial donor concentration levels.
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L.5 Charge trapping and carrier lifetime

Charge collection efficiency of the electrodes is directly proportional to the number

of free charges available. Perhaps the worst effect that incident radiation can cause

in a semiconductor detector is the creation of energy levels that trap the charges for

a long period of time. These could be either electron or hole traps depending on

whether they are near the valence or conduction band, respectively.

If a charge gets trapped in a hole, it can no longer remain a part of the current

and therefore causes nonlinearity in the detector response. It should be noted that

this trapping mechanism results in a decrease in average carrier lifetime.

L.6 Annealing

Annealing is the healing process through which the radiation damage in a semicon-

ductor material diminishes over time. The underlying process responsible for this

reversal of damage is not fully understood. However, it has been found that anneal-

ing has strong temperature dependence. The defect concentration can be represented

by an exponential of the form

NðtÞ5N0 e
2t=τ ; ð5:1:90Þ

where No is the initial defect concentration and τ is a function of the activation

energy Ea and absolute temperature T. It is given by

τ5A eEa=kT ; ð5:1:91Þ

where k is Boltzmann’s constant. The constant A is determined experimentally.

5.2 Diamond detectors

As discussed earlier, the most problematic aspect of semiconductor detectors is

their vulnerability to radiation damage. Radiation-hard semiconductors, though

available, are expensive to fabricate and have their own engineering difficulties.

Another solid-state material that has been shown to perform better than semicon-

ductors in hostile radiation environments is diamond.

Table 5.2.1 lists some of the properties of diamond relevant for its use as an

active medium for radiation detection. For comparison, the properties of silicon are

also given in the same table. It can be seen that the energy needed to create an elec-

tron�hole pair in diamond is significantly larger than in silicon. This is due to its

higher band gap energy, which is almost five times higher than silicon. This implies

that the output signal from a diamond detector will be significantly less than from a

silicon detector. However, the higher band gap energy also has a positive side,

namely that the leakage or dark current is also lower than in semiconductors. This

implies less noise at the same bias voltage, and therefore it can be expected that the
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signal-to-noise ratio will still remain acceptable. Another positive point is dia-

mond’s lower dielectric constant, which means lower capacitance as compared to

silicon having similar dimensions.

The diamonds used as detector material are synthetically produced in the labora-

tory through the process of chemical vapor deposition (CVD). A diamond thus pro-

duced is referred to as a CVD diamond. Though details of this process are beyond

the scope of this book, a brief introduction is given below.

CVD involves decomposition of hydrocarbon molecules in a gaseous state and

then their activation in a high-temperature (or -energy) environment. Specifically,

what is done is that a gas mixture consisting of about 98% hydrogen and 2% meth-

ane is fed into the activation volume, which is either kept at a very high tempera-

ture or has the ability to cause activation through the microwave-plasma process.

The high energy imparted to the molecules decomposes them and activates the

chemical reactions necessary to fuse them into the diamond structure. The reactants

are then transported to the deposition surface, where processes of nucleation and

growth occur. This leads to development of carbon and diamond structures on the

substrate. Since the diamond structures in the substrate are mixed with the graphite

structures, they must be purified before use. This is accomplished through the pro-

cess of gasification of the graphite by atomic hydrogen. Since diamond is more

stable than graphite for this particular process, most of it survives.

Before we look at how a CVD diamond detector is built, let us study some of the

important properties of this kind of diamond relevant to the detector technology.

5.2.A Charge pair production

The process of charge pair production in diamond is essentially the same as in

semiconductors. The only difference is the higher W-value of diamond owing to

diamond’s wider band gap. In comparison to silicon, in a diamond detector the

same amount of deposited energy would produce about three times fewer charge

pairs. But if we compare this to gaseous detectors, the number of charge pairs

Table 5.2.1 Comparison of some important properties of diamond
with those of silicon [4]

Property Diamond Silicon

Mass density (gm/cm3) 3.52 2.33

Dielectric constant 5.7 11.9

Displacement energy (eV/atom) 43 13�20

W-value (eV) 13 3.6

Band gap (eV) 5.5 1.12

Breakdown field (V/cm) 107 33 105

Resistivity (Ω cm) .1011 2.33 105

Electron mobility (cm2/V/s) 1800 1350

Hole mobility (cm2/V/s) 1200 480
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would still be about three times higher. The good thing about diamond is that the

larger band gap also means lower leakage current because of a lower probability of

production of thermally agitated electron�hole pairs.

5.2.B Recombination

As with semiconductor materials, CVD diamonds have crystal defects and impuri-

ties that produce additional energy levels within the forbidden gap. These levels

facilitate recombination of excess charge pairs. Furthermore, the usual recombina-

tion characterized by the fall of an electron from the conduction to the valence

band also occurs in diamond. The lifetimes of charges recombining through these

two processes depend mostly on the quality of the material.

The direct recombination of an electron in the conduction band with a hole in

the valence band is generally known as intrinsic recombination. On the other hand,

extrinsic recombination refers to the process that follows an intermediate energy

state. The lifetime for the intrinsic process can vary from a few μs to about 1 s,

while that for the extrinsic process can be as low as 0.1�10 ns. The average or

effective lifetime, as in the case of semiconductors, is given by

1

τeff
5

1

τint
1

1

τext
; ð5:2:1Þ

where the subscripts eff, int, and ext refer respectively to effective, intrinsic, and

extrinsic. It is apparent that for CVD diamond the effective lifetime is dominated

by the extrinsic lifetime, which depends on crystal defects and impurities. Hence

we can write

τeff � τext: ð5:2:2Þ

5.2.C Drift of charge pairs

The high mobility of free charges in diamond is a positive factor for radiation detec-

tion since it implies fast charge collection and the consequent fast overall response

of the detector. The drift velocity profile of charge pairs with respect to electric field

in diamond is qualitatively similar to that in semiconductors. The velocity increases

with increase in electric field intensity and ultimately reaches a saturated value.

Diamond detectors are operated at such high potentials that the charge carriers

quickly attain their saturated velocities after their production by the incident radia-

tion. Typical operating electric fields are on the order of a few kV/mm.

Besides having values higher than in semiconductors, the mobilities of electrons

and holes in diamond do not show strong temperature dependence at and around

room temperature. Figure 5.2.1 shows the variation of electron mobility in diamond

with temperature and concentration of impurity (phosphorus). The interesting thing

to note here is that at temperatures lower than room temperature, mobility has a
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strong dependence on impurity level. If the material is highly doped, electron

mobility decreases very rapidly, which is not a very desirable effect as far as radia-

tion detection is concerned. On the other hand, for temperatures higher than 300 K,

electron mobility shows small variations even if the dopant level changes by a fac-

tor of 5. The best fit to the data shows that electron mobility in diamond has an

approximate temperature dependence of the form [32]

μe~
1

T
: ð5:2:3Þ

This profile is much softer than the ones we saw for semiconductor materials.

This is a feature in terms of detector design and operation, especially because in

this case the detector does not necessarily require temperature control and monitor-

ing. However, before we jump to any conclusion, let us see how holes behave at

different temperatures in diamond. Figure 5.2.2 shows such a profile for natural dia-

mond and boron-doped CVD diamond.

According to Figure 5.2.2, the temperature dependence of hole mobility for

CVD diamond is somewhere between

μh~
T21:5 for T , 400 K and

T22:8 for T $ 400 K:
ð5:2:4Þ

This certainly does not look as good as the mobility profile for electrons.

However, the point to note here is that the temperature dependence near and below

room temperature is still not so steep that it would require cooling the material.

μ ∝ T1.5
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Figure 5.2.1 Variation of electron mobility in CVD diamond with respect to the

absolute temperature at three impurity (phosphorus) levels: 100 ppm (’), 500 ppm (�),

and 1000 ppm (x) [32].
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A parameter that is routinely used to characterize detectors made of CVD dia-

mond is the drift length dD, defined as

dD 5 ðμeτe 1μhτhÞE; ð5:2:5Þ

where τe and τh are the deep trapping lifetimes of electrons and holes, respectively,

and E is the electric field intensity. Of course, here we are using our earlier conclu-

sion that the effective lifetime of a carrier in diamond is dominated by its extrinsic

lifetime (see Eq. (5.2.2)). Therefore the lifetimes appearing in the above equation

are actually the extrinsic lifetimes of electrons and holes. This equation is also

sometimes written as

dD 5μτE; ð5:2:6Þ

where μ5μe 1μh and

1

τ
5

1

τe
1

1

τh
:

The reader should note that defining μ as a sum of electron and hole mobilities

hints toward the correct definition of dD as the distance by which the electrons and

holes move apart under the influence of applied electric field.
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Figure 5.2.2 Variation of hole mobility in diamond with respect to the absolute temperature

for natural diamond (�) and boron-doped CVD diamond (&) [32].
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Now that we know the actual distance traveled by the charges, dD; we can deter-

mine the charge induced at the readout electrodes through the relation

Qind 5Q0

dD

d
; ð5:2:7Þ

where d is the physical length of the material and Q0 represents the total charge

produced by the radiation. Since the charge collection efficiency of a detector is

defined as the ratio of the total charge observed to the actual charge, we can write

the efficiency as

η5
Qind

Q0

5
dD

d
: ð5:2:8Þ

The good thing about η is that it can be used to determine the optimum thickness

of a material such that the efficiency is nearly perfect (100%). An important point

to note here is that CVD crystals grown in laboratories do not show spatially uni-

form properties. Small localized variations in trap densities have been observed in

practical systems.

5.2.D Leakage current

At room temperature, the resistivity of diamond is about six orders of magnitude

higher than that of silicon (see Table 5.2.1). Due to such high resistivity (and large

band gap) the leakage current in a well-grown CVD diamond crystal is extremely

small. The variation of resistivity with temperature in diamond is shown in

Figure 5.2.3. It can be seen that, even at very high temperatures, the resistivity of

diamond still remains higher than most semiconductor materials kept at lower than

room temperature.

5.2.E Detector design

As we noted earlier, because of the large band gap in diamond, the leakage current

is extremely small. The direct implication of this advantage with regard to radiation

detection is that one does not need to establish a pn-junction. Detector design is

thus simpler than for semiconductor detectors, where creating a junction and widen-

ing it is a major task in itself.

A simple diamond detector can be built by establishing metal contacts on two

sides of the material. These contacts can be used to apply bias voltage and to read

out the detector output. Common materials used for this purpose are chro-

mium�gold and titanium�gold alloys. Figure 5.2.4 shows a sketch of a simple dia-

mond detector.
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5.2.F Radiation hardness

The main advantage of preferring diamond detectors over semiconductor detectors

is their radiation hardness, i.e., their lower vulnerability to radiation damage. It has

been found that the radiation hardness of the detectors made of CVD diamond is
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Figure 5.2.3 Variation of resistivity in different diamond crystals with respect to absolute

temperature [32].

Vout

Diamond

Metal
contacts

Incident
radiation

+

+

+
+

+−

−
−

−

−

HV

Figure 5.2.4 Sketch of a simple diamond-based detector. Note that, in contrast to

semiconductor detectors, there is no depletion region.
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about an order of magnitude higher than for detectors made of silicon [1]. For dia-

mond the main damaging effect of radiation is the production of vacancies or

energy levels inside the band gap. These vacancies can act as electron traps and

thus introduce nonlinearity and degradation in the detector response.

5.2.G Applications

As we mentioned earlier, the biggest advantage of using diamond as a radiation

detection medium stems from its radiation hardness. Hence, those applications

where semiconductor detectors have been seen to deteriorate with time due to accu-

mulated dose are the best candidates for diamond-based detectors. Accelerator-

based experiments in particle physics were the first where experimenters started

exploiting this feature of diamond to replace conventional silicon detectors in high

radiation fields. The research is still ongoing in this direction, and the results of pro-

totype detectors look quite promising. However, a full-scale diamond detector

completely replacing a silicon tracker is still not a reality.

The other field where radiation damage to detectors is of concern is radiation

therapy, which involves the use of high-energy particles produced in small-scale

accelerators. The high frequency of treatment provided at these facilities requires

radiation-hard detectors for dosimetric purposes. Several authors have shown that

diamond detectors can be used in such facilities more efficiently as compared to

conventional semiconductor detectors and gas-filled ionization chambers (see, for

example, [5,6,10]).

Other applications where possible use of diamond detectors is being explored

include

� synchrotron beam intensity monitoring,
� heavy-ion collision experiments, and
� neutron detectors for high radiation environments.

5.3 Thermoluminescent detectors

The term thermoluminescence refers to thermally stimulated luminescence, which

in simple words means emission of light by thermal stimulation. A thermolumines-

cent (TL) material is a kind of memory device that is capable of retaining radiation

dose information for a long time or until its temperature is raised above a certain

level. The usefulness of TL materials as radiation detectors was first realized in the

early 1950s. Since that time, such detectors have been used extensively in personal

dosimetry applications.

We will discuss different kinds of TL detectors in the chapter on radiation

dosimetry, but it is worthwhile here to discuss the principle of thermoluminescence,

especially because the principles involved are similar to those of semiconductors

and diamond that we studied in this chapter.
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5.3.A Principle of thermoluminescence

During the discussions on semiconductors and diamond in the preceding sections,

we saw that crystal defects and impurities in those materials can produce energy

levels inside the forbidden gap. Since these levels can act as electron traps and dis-

tort the signal, they are not desirable in radiation detectors. Though TL materials

also have such levels, in this case they are advantageous since they can be used to

store information.

Figure 5.3.1 shows how the metastable electron traps in TL materials can be

exploited to store and retrieve information. The TL material shown has two addi-

tional energy levels inside the forbidden gap. The incident radiation elevates an

electron from the valence band to the conduction band and leaves behind a hole in

the valence band. The high level of impurities in TL materials makes it highly prob-

able that this electron would quickly fall into the impurity level near the conduction

band. Being a metastable site, this site retains the electron until energy is provided

to the material externally, such as in the form of heat, which elevates the electron

back to the conduction band. The electron can then fall into the impurity level near

the valence band and emit a photon during the process. Since the energy difference

between the lower end of the conduction band and the impurity level near the

valence band corresponds to light photon energy, the emitted photon is in the visi-

ble region of the electromagnetic spectrum. The electron in this level eventually

falls into the valence band and recombines with the hole.

Eg

radiation
Incident

light
Emitted

Electron Hole

E

Heat
Valence band

Conduction band

Figure 5.3.1 A simple model of energy absorption in a TL material. The saved energy is

released in the form of a light photon when the material is heated.
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Problems

1. Show that the probability for an electron to occupy the Fermi level in an intrinsic semi-

conductor is independent of the material’s temperature.

2. Assuming equal charge concentrations in conduction and valence bands, compute the

ratios of the intrinsic charge concentrations to the conduction band charge concentrations

in germanium and silicon at 300 K.

3. Calculate the intrinsic carrier concentration of silicon and germanium at room tempera-

ture (23�C) and at 210�C.
4. Compare the statistical fluctuations and relative uncertainty in the number of charge

pairs produced in silicon and gallium arsenide when γ-rays of 520 keV are completely

absorbed in the material.

5. Estimate the range of 6 MeV protons in silicon.

6. A beam of 5 MeV electrons passes through a 300 μm thick silicon detector. Using the

Bethe�Bloch formula (see Chapter 2), estimate the energy lost by the electrons when

crossing 100 μm, 200 μm, and the full thickness of the detector.

7. Compare the change in intrinsic charge concentration in silicon with that in germanium

if the temperature is increased from 25�C to the room temperature of 23�C.
8. An n-type germanium is doped with a donor concentration of 4.53 1023 m3. Calculate

the ratio of intrinsic to extrinsic conductivities at 300 K and 263 K.

9. Compute the energy resolution of a germanium detector for 680 keV photons. What

would be the resolution if the production of charge pairs were a perfectly Poisson

process?

10. Repeat the previous exercise for silicon and compare the results for germanium.

11. Estimate the fraction of holes remaining in an n-type gallium arsenide having dopant

level of 1014 cm23. The lifetime of holes at this dopant level can be taken to be 3 μs.
12. We learned that the band gap in a semiconductor has temperature dependence. Plot the

variation of band gap for silicon and germanium with respect to absolute temperature.

13. Calculate the capacitances per unit area of a germanium-based pn-diode having acceptor

and donor impurities of 23 1018 cm23 and 53 1016 cm23, respectively, when no bias is

applied across its junction and when a potential of 200 V is established.

14. How many electron�hole pairs would you expect to be produced in a silicon detector

when incident γ-rays deposit 1 MeV of energy.

15. Compare the drift velocity of electrons in silicon to that in germanium in the presence of

an electric field intensity of 1.5 kV/cm.

16. A 300 μm thick silicon detector having an area of 0.05 cm2 has an initial leakage current

of 24 nA. It is placed in a radiation field of 3 MeV γ-rays for a period of two years,

where it sees a constant γ-flux of 1.23 107/cm2/s. Compute its leakage currents at each

6-month interval.

17. Calculate the ratio of the number of electron�hole pairs generated in silicon by 5 MeV

electrons to those created in an argon-filled ionization chamber by electrons having the

same energy.

18. Compare the number of charge pairs created in silicon to that in diamond if both are

exposed to a beam of 6.5 MeV γ-rays.
19. Compute the ratio of the hole mobility at 300 K to that at 450 K in CVD diamond.
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6Scintillation detectors and

photodetectors

In Chapter 3 we saw that passage of radiation through scintillation materials causes

emission of photons. This process is the result of the transfer of energy from inci-

dent particles to the atoms of the material, which takes the atoms into short-lived

excited states. When these atoms return to their ground states, they emit photons.

This process provides an alternative to the ionization mechanism of detecting and

measuring radiation.

The basic steps involved in detection of radiation through the process of scintil-

lation are:

� Interaction of radiation with scintillation material.
� Transfer of energy to the bound states of the material.
� Relaxation of the excited state to the ground state, resulting in the emission of light

photons.
� Collection of photons by a photodetector.
� Detection of the photodetector signal by associated electronics.

The efficiency of a typical scintillation material in emitting light after absorbing

radiation ranges from 10% to 15%. This implies that scintillation is not a very effi-

cient process. However, as we will see later, even with such an inefficient material,

one can develop a highly efficient radiation detector. The trick is to use a photon

detector that has high photon collection and counting efficiency. In this chapter, we

will look at two distinct types of detectors, namely photomultiplier tubes (PMTs)

and photodiodes, that are commonly used to detect scintillation photons.

The basic working principle of a PMT involves conversion of the scintillation

photon into an electron and then multiplication of this electron into a very large

number of electrons. The photon�electron conversion process, which is based on

the photoelectric effect (see Chapter 2), takes place in the thin layer of a material

called a photocathode. The electrons produced in the photocathode are accelerated

toward a metallic structure called a dynode, which releases a large number of elec-

trons as a result of the impact. These secondary electrons are then accelerated

toward another dynode, which further increases their population. The process is

repeated several times by letting the electrons pass through a series of dynodes. The

end result of this process is an output pulse having amplitude large enough to be

easily measured by the associated electronics. The gain of a PMT can be higher

than 105, which makes it highly attractive for sensitive measurements. The down-

side is the low quantum efficiency of the photon�electron conversion process,
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which for a typical photoelectrode is around 20%. This implies that 80% of the

scintillation photons are wasted.

Another type of detector, called a photodiode detector, can be used to detect

photons produced by scintillation materials. A photodiode, as we saw in the chapter

on semiconductor detectors, is made of a semiconductor material that has been

appropriately doped. In such a detector, the scintillation photon produces electron�
hole pairs instead of just electrons as in a PMT photocathode. The quantum

efficiency of a photodiode can be as high as 80%, which certainly makes it very

attractive for use in low-level radiation environments. For highly sensitive measure-

ments in extremely low radiation fields, another special kind of photodiode detector,

called the avalanche photodiode, can be used. In such a device the electron�hole

pairs produced by the incident radiation are multiplied through an avalanche process.

The process is analogous to the electron multiplication in a PMT except that in this

case there are no dynode-like mechanical structures involved, making the system

less susceptible to damage caused by mechanical shocks and vibrations. The end

result of the electron�hole multiplication is the transformation of a very low-level

signal into a pulse having measureable amplitude.

6.1 Scintillation mechanism and scintillator properties

Although scintillation materials come in all forms and types, they can, broadly

speaking, be divided into two categories: organic and inorganic. Before we go into

the details of how they are used to build detectors, let us have a general look at

their important properties relevant to their use in radiation detectors.

6.1.A Basic scintillation mechanism

Scintillators are insulators having a wide gap between their valence and conduction

bands. Within this gap they also have so-called luminescence centers, which play

the central role in producing scintillation light. As shown in Figure 6.1.1, a lumines-

cence center is generally composed of two energy levels with a difference that is

equal to the energy of photons in and around the visible region of the electromag-

netic spectrum. If an electron jumps from the higher energy level of this center to

the lower level, a scintillation photon can be emitted. Can be, because there is also

a possibility of nonradiation transfer in which the energy is dissipated by the heat-

carrying particles called phonons. If this happens, the process is said to have been

quenched and the information is lost.

When radiation traverses a scintillation material, it gives up some of its energy

along its track to the particles of the medium. If the energy is greater than the

band gap of the material, electrons in its valence band jump up to the conduction

band. The vacancy left behind in the valence band by the electron produces an

effective positive charge called a hole. Both the electron in the conduction band

and the hole in the valence band are then free to move around in the material.
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Eventually the electron in the conduction band falls to an energy level below the

lower level of the conduction band. If this energy level is the luminescence center

of the material, the electron jumps further down to the lower luminescence center

and either emits a scintillation photon or dissipates its energy through nonradia-

tive means. From there the electron jumps to the valence band and combines with

the hole.

The electron in the conduction band can also jump to the so-called electron trap.

These traps are metastable energy states that are formed by impurities and defects

(in the case of crystalline scintillators). An electron trapped there can remain there

for an extended period of time, which can be as long as an hour or more and as

short as a few nanoseconds. Eventually the electron jumps back to the conduction

band after gaining enough energy from thermal agitation or some other means.

From there it can jump to the luminescence center and cause scintillation light to be

emitted. These delayed photons constitute the so-called delayed light or

phosphorescence.

Now that we know how scintillation light is produced, we will proceed to the

discussion of the important parameters related to the use of scintillation materials

as radiation detection media.

6.1.B Light yield

This is perhaps the most important parameter for any scintillation material. The

reason is that if the light output is very low, the overall signal-to-noise ratio of

the subsequent photodetector may not be acceptable. This is especially true for

Eg

radiation
Incident

Electron Hole

Scintillation
light

Luminescence
center

Conduction band

Valence band

Trap

E

Thermal agitation
or radiation

Figure 6.1.1 Principle of production of prompt and delayed scintillation light by incident

radiation.
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detectors used for spectroscopic purposes, where good photon counting is necessary

to yield results well above systematic uncertainties of the system.

The light yield is usually measured in number of photons per MeV of absorbed

radiation. For commonly used scintillators, a light yield of 20,000�30,000 photons

per MeV is not uncommon. In high-energy physics it is also customary to character-

ize light yield in units of number of photoelectrons per minimum ionizing particle.

The photoelectrons are produced in the PMTs that are used to detect photons pro-

duced by the scintillators. The photons from the scintillator are guided to the PMT,

where they are converted into electrons through the process of photoelectric emis-

sion in the photocathode material. The combined efficiency of the scintillator and

the photocathode is what is generally used in high-energy physics to define the light

yield. Based on physics considerations, system electronics, and calibration require-

ments, a threshold light yield is set to decide on the type of scintillator and the pho-

tocathode. Five to ten photoelectrons per minimum ionizing particles is the usual

threshold set by experimenters. We will learn more about PMTs and other types of

photodetectors later in the chapter.

The four main factors on which the light yield of a scintillator depends are:

1. the scintillation material,

2. the type of incident particles,

3. the energy of particles, and

4. temperature.

The dependence of light yield on the material type can be appreciated from

Figure 6.1.2, which shows the relative light output from various commonly used

scintillators with respect to electron energy. Note the considerable difference

between the qualitative and quantitative energy dependence of the materials shown.

The dependence of light output on energy can also change considerably if the impu-

rity concentration in the material is changed.

A troubling aspect of the energy dependence of light yield as seen in

Figure 6.1.2 is that it degrades the energy resolution of the system. To understand

this, let us assume that an incident particle produces electron�hole pairs along its

track. The electrons move around in the bulk of the material and in the process

produce more electrons through excitation. This results in a broadening of the

electron energy spectrum. Since light yield depends on the particle energy, the

measured energy will also have a broad spectrum and consequently the energy

resolution of the system will degrade. This means that even if the electrons cre-

ated by the incident radiation are monochromatic, the resulting energy spectrum

broadens due to the energy dependence of light yield. In practice, the electrons

created by the incident radiation have their own energy spectrum and therefore

this effect is even more pronounced. The degradation in energy resolution is

intrinsic to the scintillation materials and has actually been observed. Figure 6.1.3

shows the energy resolution of different commonly used scintillation materials as

a function of their light output.

A point worth noting is that the production of scintillation light is a very ineffi-

cient process since most of the energy delivered by the incident radiation goes
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into radiationless transitions. For example, the light yield of anthracene is only

about 20,000 photons per MeV of energy transferred by high-energy particles.

This corresponds to an efficiency of approximately 5% for blue light (see example

below). However, not all scintillators have such a low efficiency. Plastic scintilla-

tors are obvious exceptions, with an efficiency that is about 10 times that of

anthracene. The light yield of a scintillator is generally given in literature with

reference to either anthracene or NaI. The light yield of NaI is about twice that of

anthracene.

It should be pointed out that even though light yield is an extremely important

parameter, it is not the only criterion for selecting a scintillator for a specific appli-

cation. For example, the range of the wavelengths of the emitted photons must also

be matched with the sensitivity of the photodetector.
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Figure 6.1.2 Relative light yield of various scintillators at different electron energies [34].
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Example:

Convert the light yield of anthracene into efficiency in producing blue scintil-

lation light.

Solution:

The light yield of anthracene is 20,000 photons per MeV. The efficiency can

be defined as

η5
Total Energy of Photons Produced

Total Energy Delivered
3 100

The wavelength of blue photons is about λ5 0.473 1026 μm. This corre-

sponds to energy of

Eγ 5
hc

λ

5
ð6:633 10234Þð2:993 108Þ

0:473 1026

5 4:223 10219 J

5
4:223 10219

1:6023 10219
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Figure 6.1.3 Energy resolution of some commonly used scintillators for 662 keV γ-rays as a
function of their luminosity [34].
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Hence the efficiency of anthracene is given by

η5
ð20; 000Þð2:63Þ

13 106
3 100

5 5%

ð6:1:1Þ

6.1.C Rise and decay times

The time profile of a typical scintillation light pulse is shown in Figure 6.1.4. As

shown, the pulse rises very quickly, with a typical rise time of less than 1 ns. The

decay of the pulse is rather slow. In fact, the slow pulse decay in scintillators poses

a major problem for their use in detectors since it can decrease the overall effi-

ciency in high radiation fields. The decay time of a typical scintillation pulse can

be as low as a few nanoseconds and as high as several milliseconds.

To model this pulse we first split it into rising and decaying edges, both of which

can be characterized by exponential functions. The time dependence of the rise of

the pulse rise can be written as

L ~ 12 e2t=τr ; ð6:1:2Þ

where L is the intensity of light in any convenient units and τr is a constant we will

describe shortly. Similarly, the decay of the pulse can be written as

L ~ 12 e2t=τd ; ð6:1:3Þ

L
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Figure 6.1.4 Typical time profile of scintillator output. Most scintillators produce pulses

with very fast rise times (less than 1 ns).
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where τd is another constant to be described shortly. Combining the two profiles,

we get

L5 L0ðe2t=τd 2 e2t=τr Þ; ð6:1:4Þ

where L0 is the maximum height of the pulse.

Let us now see how the constants τr and τd can be defined. We start by writing

only the rising part of the above equation and substituting t5 τr in it. This gives

L5 L0ð12 e2t=τr Þ
5 L0ð12 e21Þ
5 0:63L0:

This implies that τr is the time taken by the pulse to reach 63% of the maximum

height of the pulse. We will call this constant the rise time constant.

In a similar fashion, for the other constant τd we use only the decaying part of

the pulse profile in Figure 6.1.4 with the substitution of t5 τd:

L5 L0ð12 e2t=τd Þ
5 L0e

21

5 0:37L0:

This implies that τd represents the time for the light pulse to decay to 37% of its

maximum height. τd is generally known as the decay constant and is one of the

most sought-after parameters for any scintillator. The rise time constant, on the

other hand, is not given much attention, merely because the typical rise time of

scintillation pulses is extremely small.

Each material has its own characteristic decay time, which is determined experi-

mentally. The difference between the decay profiles of various materials can be

quite significant, and therefore the profile of one material cannot be used to deduce

any meaningful conclusion about the behavior of another material. The dependence

of pulse decay time on a material is demonstrated in Figure 6.1.5, which has been

plotted for three different kinds of scintillators.

The decay time of a pulse produced by a scintillator depends not only on the

scintillation material but also on the type and energy of the incident particle. This

dependence on the type of incident particle arises due to the difference in the stop-

ping powers of different types of radiation. For example, particles having high

dE/dx, such as α-particles, fill more long-lived states than particles having lower

stopping power. This results in the trapping of larger number of electrons in the

metastable states and significant emission of delayed light.

Earlier it was mentioned that a scintillation material may have more than one

decay constant for different types of incident radiation. The main reason for this dif-

ference is the availability of more than one metastable energy state. Now, since all
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scintillation materials have such energy states due to intrinsic and added impurities,

we can conclude that, in principle, every scintillation material should have more than

one decay constant. This, in fact, has been found to be the case. However, since the

difference between these decay constants is generally not very large, an average

decay constant or average decay time can be safely used to characterize the material.

The decay constants found in the literature are actually averages.

It has been found that decay constants have temperature dependence. Generally,

decay constant decreases with increase in temperature, which makes it desirable to

operate scintillation detectors at low temperatures.

6.1.D Quenching

Quenching describes the effect of a decrease in light output of a scintillator due to a

change in some parameter such as temperature, energy of the incident radiation,

impurity, or concentration of its constituents.

D.1 Self-quenching

The scintillation materials that are generally used in detectors are actually mixtures

of two or more materials. The light yield of the scintillators depends to a large

extent on the concentration of their constituents. In most scintillators the light

output increases with increase in the concentration of the primary fluor, but then

after reaching a certain value it becomes saturated.

D.2 Impurity quenching

Some types of scintillation materials are highly vulnerable to the amount of impuri-

ties they contain. The impurities can not only decrease their light output but can
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Figure 6.1.5 Time profile of scintillation pulse for three different scintillation materials [34].

339Scintillation detectors and photodetectors



also affect their optical properties. This type of quenching is so problematic in

some scintillators that all of their constituents must be used in highly purified form.

D.3 Thermal quenching

When we discuss scintillators’ dependence on temperature, we will see that some scin-

tillation materials are highly vulnerable to large temperature changes. The decrease in

light output due to temperature increase is generally referred to as thermal quenching.

D.4 Energy quenching

The light output of a scintillator depends on the energy delivered by the incident

radiation. However, this process is not linear and eventually saturates at a certain

stopping power, depending on the material. Delivering more energy to the scintilla-

tor beyond this point does not affect the light output. In such a state the material is

said to have suffered energy quenching. Since this effect is most pronounced in

organic scintillators, it will be discussed in more detail later in the chapter.

6.1.E Density and atomic weight

Scintillation detectors are used to detect all types of radiation, including γ-rays,
electrons, neutrons, α-particles, and neutrinos. Efficient detection of these particles

depends on how well and how quickly they lose energy in the scintillation medium.

These factors are characterized by the stopping power of the material, which

depends not only on the atomic weights of the constituents of the material but also

on their densities. For example, detection of light particles such as photons requires

the material to have high effective atomic weight and high density.

Density and atomic weight are therefore important factors that are used to assess the

effectiveness of a scintillation material for a particular kind of radiation and the energy

range of interest. There is no universal material that is good for all types of radiation.

Although density and atomic weight are important parameters, the reader should

note that they are not the only parameters that need to be considered. Other factors

such as opaqueness of the material to the scintillation photons may make an other-

wise ideal scintillation material worthless for use in a scintillation detector.

6.1.F Mechanical properties and stability

The vulnerability of scintillators to atmospheric conditions is well known. For

example, due to moisture and temperature fluctuations, the optical properties of

some scintillators will deteriorate. Similarly, changes in pressure may cause cracks.

Hence the mechanical stability of solid scintillators is a major concern for detection

systems.

Another important point is that solid scintillators have to be cut, machined, and

polished after being produced. If they are not mechanically stable, they cannot be

properly prepared for use in detectors.
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6.1.G Optical properties

Most scintillators are developed such that they produce light in the visible region of

the electromagnetic spectrum. Since the photons thus produced have to be guided

to a photodetector, they must be able to travel through the material without signifi-

cant attenuation. Attenuation of photons causes loss of information and therefore

can induce nonlinearities in the detector response. Hence the optical properties of

the material play a very important role in the overall efficiency of the system. The

parameter of interest here is the refractive index of the material for the wavelength

of light emitted by the scintillation material.

Unfortunately, most materials that have very good scintillation efficiencies pro-

duce ultraviolet (UV) photons. These photons have very short attenuation lengths

and therefore quickly get absorbed in the material, resulting in loss of information.

The trick that is employed to solve this problem is to mix homogeneously another

scintillator in the bulk of the material, one that absorbs these photons and emits vis-

ible light photons. Since visible photons have longer attenuation lengths, their aver-

age lifetime in the material increases and consequently the overall efficiency of the

detector improves. The second scintillators are generally known as wavelength shif-

ters or secondary fluors.

6.1.H Phosphorescence or afterglow

Scintillation materials produce not only prompt scintillation light but also delayed

light. The delayed light, as we discussed earlier, is emitted by transitions made by

electrons trapped in the long-lived energy states. This is obviously not a very

desirable trait in a scintillation material since it can not only stretch the decaying

part of the scintillation pulse but can also produce a significant afterglow if the

temperature is raised. Figure 6.1.6 shows the time profile of light emission after

16 min irradiation of a ceramic scintillator Lu2O3:Eu. The second peak shown in

the figure occurred after the sample was heated. Providing thermal energy to the

electrons in long-lived states elevates them to the conduction band. From there

they can follow the scintillation levels and eventually end up in the valence band.

During this process they can emit light, as shown in Figure 6.1.6. Since produc-

tion of delayed light with a prominent peak involves providing thermal energy to

the material, the phenomenon is called thermoluminescence. There are many

materials that are exceptionally good at producing this kind of light with minimal

prompt scintillation. The phenomenon of thermoluminescence is exploited in

detectors called thermoluminescent detectors or TLDs, which are memory devices

used to monitor absorbed dose over a period of time. We learned a little bit about

such detectors in the chapter on solid-state detectors and will discuss them in

detail in the chapter on dosimetry.

In common scintillation detectors thermoluminescence is not of much concern

provided the temperature of the sample is not allowed to increase with time.

However, saturation of metastable traps can sometimes cause undesirable results,

including broadening of the prompt pulse.
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Let us now turn our attention to the long decay time of scintillation, which is

observed in most scintillators. The longer the pulse takes to decay, the more after-

glow the material is said to have. Intuitively we can think that the cause of this

afterglow is the slow transitions of electrons trapped in impurity levels. However,

since we know that elevating electrons from the traps is more likely at higher tem-

peratures, we would expect the afterglow to increase with temperature. In the next

section we will see that this is actually what is observed.

6.1.I Temperature dependence

Almost all of the parameters we studied in the preceding sections depend on the

temperature of the material. That is why the values given in the literature always

correspond to operation at a certain temperature or within a range of temperatures.

Let us first see how the production of electron�hole pairs by incident radiation is

affected by a change in temperature. Based on our discussion on semiconductors in the

previous chapter, we expect to see some variation. Figure 6.1.7 shows the behavior of

CsI crystal at different temperatures. The two curves represent the scintillator with and

without the addition of a wavelength shifter. The difference can be attributed to the

change in the energy band structure after addition of the second scintillator.

Since the charge pair yield changes with temperature, we would expect the light

yield to also show temperature dependence. In fact, the temperature dependence of

light yield has been found to be very profound in most scintillation materials. As

shown in Figure 6.1.8, light output is generally seen to decrease with increase in

temperature.

Another important parameter that has strong temperature dependence is the

decay constant. In most scintillation materials a time plot of the pulse decay at dif-

ferent temperatures produces significantly different decay rates, as can be seen in
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Figure 6.1.6 Fluorescence and phosphorescence from Lu2O3:Eu after 16 min of irradiation

(solid line). The curve also shows the variation of sample temperature [28].
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Figure 6.1.8 Variation of light yield of pure CsI with respect to temperature. The data were

obtained with two different photodetectors [2].
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Figure 6.1.9. Since the decay of scintillation pulse depends on the thermal energy,

one would expect the decay constant to depend on the thermal energy of the parti-

cles in the material through the relation

τd 5 τd0 eE=kBT ; ð6:1:5Þ

where τd0 is a material-dependent constant, E is the mean activation energy, kB is

Boltzmann’s constant, and T is the absolute temperature.

As we discussed earlier, every scintillator has more than one decay constant, and

therefore generally an average of these values is given in literature. Although this

technique gives acceptable results for most applications, in high-resolution systems

extra care should be exercised when extrapolating the given average decay constant

to another temperature. The reason is that the temperature profiles of the individual

decay constants can be quite different from one another. Figure 6.1.10 shows the

temperature dependence of two decay constants of pure CsI. It can be seen that the

two curves have different slopes, and although they can be individually extrapolated

using a straight line fit, extrapolation of the average would require a nonlinear fit.

6.1.J Radiation damage

Scintillators used in hostile radiation environments are prone to damage caused by

high instantaneous and integrated radiation doses. Monitoring the gradual

degradation of detector response with time is therefore a standard practice in such

environments. Not all materials behave in the same way with respect to radiation

damage, though. In fact, a number of newly developed scintillators have

shown good resistance to radiation damage, and therefore such radiation-hard

materials are preferred over conventional ones in applications involving high-

radiation fields.
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Figure 6.1.9 Pulse decay of Lu2SiO5:Ce crystal at different temperatures [17].
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Although all types of scintillators show radiation-induced damage, liquid scintil-

lators have generally been found to be least susceptible to radiation. Plastic scintil-

lators, on the other hand, are highly prone to radiation damage.

6.1.K Scintillation efficiency

Scintillation efficiency is a term that is used to characterize the efficiency with

which the energy lost by the incident particle is converted into scintillation photons.

Generally it is described as a ratio of the total energy of scintillation photons to the

total energy deposited by the incident radiation, i.e.,

η5
Total Energy of Scintillation Photons

Energy Deposited by Incident Radition

5
Es

Ei

;
ð6:1:6Þ

where the subscripts s and i stand for scintillation and incident, respectively.

In order to determine the energy of the scintillation photons in terms of the

energy deposited by the incident radiation, we first realize that scintillation is a

complex and multistep process. The reason is that the energy transfer to the lumi-

nous centers (i.e., the energy traps that are responsible for emission of scintillation

light) follows the charge pair production by the incident radiation. The complexity
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Figure 6.1.10 Temperature dependence of two decay constants of pure CsI [2].
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of the scintillation process can be appreciated by looking at its following simplified

version:

γi 1X ! X11 e

X11X ! X1�
2 1 heat

X1�
2 1 e ! 2X1 γs:

ð6:1:7Þ

Here X and X� symbolically represent the scintillator in ground and excited states,

respectively. γi and γs are the incident and scintillation photons, respectively,

though the incident particle does not necessarily have to be a photon. The first

step of the scintillation process depicted here involves production of charge pairs.

We already know that the number of charge pairs produced can be characterized by

the so-called W-value, i.e., the energy needed to create a charge pair. Hence the

number of charge pairs created by the radiation can be written as

Nep 5
Ei

W
: ð6:1:8Þ

The energy lost by the radiation is gained by the ions. Now, the ions thus pro-

duced attract other ions to produce excited molecular ions, which in turn attract elec-

trons to again dissociate into their constituents. This process can be visualized as the

transfer of energy from the excited ions to the luminous centers. Unfortunately, this

is not a very efficient process since the ions can also lose energy through nonradia-

tive processes, such as by collision with impurity molecules. Let us represent the

efficiency of this process by ξ. The number of luminous centers activated by the ions

can then be estimated from

Nlum 5 ξNep

5 ξ
Ei

W
: ð6:1:9Þ

The luminous centers are now ready to emit scintillation light. However, there

are other nonradiative processes possible through which they can lose energy. The

efficiency of scintillation emission by the luminous centers is generally represented

by q, and most authors prefer to call it the quantum efficiency of luminous emission.

Mathematically it is equal to the ratio of number of scintillation photons Ns to the

number of luminous centers Nlum, i.e.,

q5
Ns

Nlum

: ð6:1:10Þ

The number of scintillation photons emitted can be determined by substituting

Nlum from Eq. (6.1.9) into the above equation:

Ns 5 qNlum

5 qξ
Ei

W
:

ð6:1:11Þ
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The scintillation photons thus emitted are not monochromatic and their spectrum

has a well-defined peak. The energy corresponding to this peak is the most probable

energy. We will represent this energy by Emax: To simplify the computations we

can assume that each of the scintillation photon carries this much energy. Hence the

total energy of the scintillation light can be written as

Es 5NsEmax

5Ns

hc

λmax

;
ð6:1:12Þ

where λmax is the wavelength of the photons corresponding to the peak of the scin-

tillation spectrum. Substituting Ns from Eq. (6.1.11) into the above equation gives

Es 5 qξEmax

Ei

W

5 qξ
Ei

W

hc

λmax

:
ð6:1:13Þ

Using this and Eq. (6.1.6), we can write the expression for scintillation efficiency as

η5 qξ
Emax

W
ð6:1:14Þ

5 qξ
hc

Wλmax

: ð6:1:15Þ

Although this expression does not take into account the energy dependence of dif-

ferent parameters involved, still it gives a good estimation of the efficiency for most

scintillators. When the efficiencies q and ξ are not known, one can estimate the maxi-

mum scintillation efficiency by substituting q5 1 and ξ5 1 in the above expression:

ηmax 5
hc

Wλmax

: ð6:1:16Þ

This expression is suitable for estimating the physical limit on scintillator effi-

ciency. For crystalline scintillators it can be transformed into a more convenient

form by noting that the W-value for such a material is about 3 times its band gap

energy. In general, one can write

W 5 γEg; ð6:1:17Þ
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where Eg is the band gap energy and γ is a factor that depends on the material.

For most crystals, the value is around 3 but can be as high as 8 for certain mate-

rials. The maximum efficiency of crystalline scintillators can therefore be writ-

ten as

ηmax 5
hc

γEgλmax

: ð6:1:18Þ

Since the light output of a scintillator is directly related to its scintillation effi-

ciency, one strives to maximize the efficiency by adding impurities to the material

or by operating it at a different temperature. Unfortunately, the scintillation effi-

ciency of most scintillators is quite poor, ranging from a few percent to about 30%.

The low-efficiency points to the fact that most of the energy delivered by the inci-

dent radiation goes into increasing the thermal agitations and nonradiative transi-

tions. However, even with such low efficiencies, scintillators can be very

effectively used for precision measurements. The reason is that the light output is

generally sufficiently high to obtain good signal-to-noise ratio. For example, the

light output of thallium-activated NaI crystal is about 40,000 photons per MeV of

energy delivered. If a PMT is used to detect these photons, even with a modest

20% efficiency for the photocathode, the tube will see enough photons to produce

a pulse that is large enough to be measured.

Example:

Determine the maximum efficiency of thallium-activated NaI and CsI scintil-

lators. The wavelength of maximum emission for NaI:Tl is 410 nm and that

for CsI:Tl is 550 nm, while their band gaps are approximately 5.9 and 6.2 eV,

respectively.

Solution:

The maximum efficiencies of the two crystals can be obtained by substituting

the given parameters into Eq. (6.1.18). Hence for NaI:Tl crystal we get

ηmax½NaI:Tl�5
hc

γEgλmax

5
ð6:633 10234Þð2:293 108Þ

ð3Þð5:93 1:63 10219Þð4103 1029Þ
5 0:17

5 17%:
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Similarly, for CsI:Tl we get

ηmax½CsI:Tl� 5
hc

γEgλmax

5
ð6:633 10234Þð2:293 108Þ

ð3Þð6:23 1:63 10219Þð5503 1029Þ
5 0:12
5 12%:

It should be noted that these are not the efficiencies one should expect the

scintillators to exhibit in a practical system, since the computations were based

on the assumption that the materials had 100% luminous center emission and

quantum efficiencies. In a practical system this should not be expected due to

the possibility of energy loss through other nonscintillation transitions and

transfers. Another point is that scintillation efficiency also has temperature

and energy dependence, which we have neglected.

6.2 Organic scintillators

Organic scintillators are extensively used in radiation detectors. They are found in

solid, liquid, and gaseous states. One of the biggest advantages of organic scintilla-

tors is that they can be produced in virtually any geometry and therefore can be cus-

tomized for specific applications.

6.2.A Scintillation mechanism

The basic scintillation mechanism of organic scintillators is fluorescence or prompt

emission of light following the S-state electronic transitions. To better understand this

process, let us have a look at a typical energy level diagram of organic scintillators, as

shown in Figure 6.2.1. The incident radiation transfers energy to the atoms, causing

electronic transitions from S0 ground levels to different vibrational levels in the S1
band (higher band transition are, of course, also possible depending on the energy of

the incident radiation). The induced instability in the system forces the electrons in dif-

ferent S1 vibrational levels to go to the S1 ground level through radiationless transi-

tions. These transitions are very fast and are completed within a few tenths of a

nanosecond. From there the electrons fall into the S0 ground and vibrational levels,

with decay times on the order of a few nanoseconds. The excess energy of the elec-

trons is emitted in the form of fluorescence photons, which for most materials lie in

the UV or visible region of the electromagnetic spectrum. The decay of electrons from

the S1 vibrational states to S1 base level is an especially favorable process for scintilla-

tion detectors. The reason is that during such decays the electrons lose some of their

energy, and consequently the energy emitted during their transitions from the S1
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ground level to the S0 levels is less than the energy absorbed by them during the

radiation-induced transitions from S0 ground level to S1 levels. This essentially implies

that the absorption and emission spectra of such materials do not match and hence dis-

favor the reabsorption of the scintillation light in the material. This phenomenon was

first observed by Sir George G. Stokes, who later on formulated Stokes’ law, which

states that the wavelength of fluorescence light is always greater than the wavelength

of absorbed light. Of course, this law does not really hold for all wavelengths and all

materials, since there is always some overlap of emission and absorption spectra.

However, the so-called Stokes’ shift is a reality, which simply characterizes the fact

that the peak of emission spectrum is shifted from the peak of the absorption spectrum.

The amount of Stokes’ shift can be defined as

ΔλStokes 5λmax;s 2λmax;a: ð6:2:1Þ

Here λmax represents the peak of the spectrum, with subscripts a and s referring

to the absorption and scintillation (fluorescence), respectively.

Typical emission and absorption spectra of an organic scintillator are sketched in

Figure 6.2.2. In general, the higher the Stokes’ shift, the smaller the probability of

reabsorption of scintillation light since the overlap area will be smaller. Hence

Stokes’ shift can be used as a measure of appropriateness of a scintillator for use in

radiation detection.

The above-mentioned S band transitions are not the only transitions possible in

organic scintillators. Another mode of electron relaxation is through the vibrational

levels in the triplet T1 band. The process is graphically depicted in Figure 6.2.3.

S2

S1

S0

Incident
radiation

λmax,a
λmax,s > λmax,a

Interstate transitions

Fluoroscence

Singlet states
E

Figure 6.2.1 Typical singlet energy level diagram of organic scintillators. The incident

radiation transfers the electrons from the S0 ground level to S1 levels. These electrons first

decay into the S1 ground level and then fall into the S0 levels and as a result emit scintillation

light. The most probable wavelength of emission λmax,s is greater than the most probable

wavelength of absorption λmax,a.
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As before, the incident radiation transfers electrons from the S0 ground level to the

S1 vibrational levels. These electrons first decay into the S1 ground level through

radiationless transitions. Now, instead of falling into the S0 level directly, the elec-

trons can also first go to the available T1 levels. These triplet levels are much more

stable than the singlet levels, and consequently the electrons can be thought of as

being trapped there for an extended period of time. From the T1 ground level, into
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Figure 6.2.2 Typical absorption and emission spectra of an organic scintillator. The

wavelength difference of the peaks of the two spectra is generally used to quantify the

amount of Stokes’ shift.
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Phosphorescence
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Figure 6.2.3 Typical energy level diagram of organic scintillators. The incident radiation

transfers the electrons from S0 ground level to S1 levels. These electrons first decay into the

S1 ground level and then either fall into the S0 levels directly (see Figure 6.2.1) or through

the triplet T1 state. The later transition results in the emission of phosphorescence photons

after a delay that depends on the lifetime of the T1 state. The wavelength of phosphorescence

photons λmax,p is much larger than the absorption wavelength λmax,a.
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which all electrons eventually decay, they fall into the S0 levels. This also results in

the emission of light, but in this case it is called phosphorescence or delayed fluo-

rescence, since it is emitted after a substantial delay, which is more than 100 ms for

typical organic scintillators.

Now that we understand the basic scintillation mechanism in organic scintilla-

tors, let us discuss the different forms in which organic scintillating materials are

available. In radiation detectors, the following three forms of organic scintillators

are widely used:

1. Plastic scintillators

2. Liquid scintillators

3. Crystalline scintillators

In the following sections we will discuss each of these in some detail.

6.2.B Plastic scintillators

Plastic scintillators are extensively used in a variety of applications. They are syn-

thetically produced through a process that is time consuming and highly labor inten-

sive. The basic idea, however, is quite simple: Add the scintillator to a convenient

base and then polymerize the mixture. In practice, the situation is not that simple,

though. First of all, all the constituents must be in a highly purified form, and sec-

ondly, there are waiting periods involved between the different steps to let the

material settle down to the required configuration. The base material that is gener-

ally used for the mixture is acrylic, polystyrene, or polyvinyltoluene monomer.

A convenient scintillator is then added to this base and mixed homogeneously. The

concentration of this main scintillator is about 1% by weight of the mixture, which

is sufficient to produce a high light yield. In most cases, another scintillator is also

added to the mixture. The whole mixture is then polymerized to form a plastic.

A plastic scintillator produced by this method has several attractive qualities,

such as:

� it is chemically stable,
� it has a high degree of optical homogeneity,
� it can be cut and machined into virtually any shape.

We have deliberately avoided stating light yield, decay constants, and other

important parameters of plastic scintillators. The reason is that commercially avail-

able plastic scintillators show such wide variations in properties that it may be mis-

leading to quote any one of them as a representative of all plastic scintillators.

Although we cannot cite absolute numbers of scintillation and optical properties

of plastic scintillators to represent most of the materials, still there are certain trends

that these materials follow. Unfortunately, these trends point toward their disadvan-

tages rather than advantages, as is obvious from the following descriptions.

� Nonlinearity of light output: The major problem associated with plastic scintillators is

their nonlinear behavior. That is, their light output per unit length has a nonlinear
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dependence on the energy loss per unit length of the particle’s track. This behavior is

characterized by the so-called Birks’ formula [6]:

dL

dx
5

A dE=dx

11 k dE=dx
; ð6:2:2Þ

where dL/dx represents the light output per unit length, dE/dx is the energy lost by the particle

per unit length of its path, A is the absolute scintillation efficiency, and k is a parameter that

relates the density of ionization centers to the energy loss. In the above equation, dE/dx is

usually determined by the Bethe�Bloch formula we studied in Chapter 2.
� Delayed fluorescence: Some of the fluorescence modes of plastic scintillators have long-

lived components that do not decay exponentially. This may result in emission of delayed

light or afterglow. Such an afterglow is undesirable in radiation detectors since it not only

introduces uncertainty in the measurements but also makes the material unsuitable for use

in high-radiation fields.
� Dependence of light yield on gas pressure: The light yield of plastic scintillators has

some dependence on pressure. It has been observed that the light yield of typical plastic

scintillators can decrease by up to 10% with an increase in partial pressure of oxygen and

other gases in the environment.
� Dependence of light yield on magnetic field: The light yield of plastic scintillators has a

nonlinear dependence on magnetic field. However, the effect is not significantly high in

moderate magnetic fields and can generally be ignored in most applications.
� Decrease in light yield with time: The degradation of the scintillation properties of plas-

tics is well known and has been thoroughly studied. It has been found that the light yield

of typical plastic scintillators decreases with the passage of time.
� Mechanical instability: Although plastic scintillators are chemically stable, their mechani-

cal structure is somewhat fragile. If not handled carefully, they can develop small cracks.

The most dramatic effect of these cracks is the degradation of material’s optical properties.
� Vulnerability to foreign elements: Any foreign material, such as oil or dust, may

degrade the optical and chemical properties of plastic scintillators.
� Vulnerability to radiation damage: Plastic scintillators are highly vulnerable to

radiation-induced damage.

The reader should note that not all the disadvantages listed here are typical only

of plastic scintillators. As we will see later, other types of scintillators also suffer

from one or more of such performance-related issues. The decision to use a particu-

lar type of scintillator is highly application specific. That is why plastic scintillators

are still extensively used in a variety of applications, ranging from medical dosime-

try to high-energy physics.

Before we start our discussion on the details of plastic scintillators, let us first

spend some time understanding Birks’ formula as presented above and given by

dL

dx
5

A dE=dx

11 k dE=dx
:

This formula is extensively used to characterize the response of plastic scintilla-

tors and therefore deserves some attention. The left-hand side of the formula
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represents the light yield per unit length of the particle track. On the right-hand side

there are three parameters: A, k, and dE/dx. The constant A is called the absolute

scintillation efficiency of the material. It is a function of the scintillator material

and is generally available in the literature for most scintillators. The constant k,

on the other hand, which is sometimes referred to as the saturation parameter, is

unfortunately available only for a few materials. Therefore, the general practice

is to use the available value for a material that closely resembles the material under

consideration. In general, the value of k is on the order of 0.01 g/MeV/cm2.

The third parameter is the stopping power of the material for the type of incident

particle. This depends not only on the type of the material but also on the type of

incident radiation. In Chapter 2, we discussed stopping power at length and saw

that it can be fairly accurately determined from the Bethe�Bloch formula.

Some authors prefer to write Birks’ formula for the total light yield ΔL in terms

of the total energy lost by the particle ΔE, i.e.,

ΔL5
AΔE

11 k dE=dx
: ð6:2:3Þ

The reader can readily verify that this representation is equivalent to the formula

6.2.2.

Let us now try to understand what Birks’ formula physically represents. When par-

ticles pass through a scintillator, they lose energy at a rate that can be determined by

the Bethe�Bloch formula. The energy lost by the particles goes not only into exciting

molecules; a part of it also increases the lattice vibrations. The de-excitation of

the molecules leads to the emission of scintillation photons with a high probability.

Now, if we increase the stopping power (e.g., by increasing the energy of the incident

particles), more molecules will get excited per unit track length, thus producing more

scintillation light. But this behavior cannot persist indefinitely, since the sample has a

finite number of molecules that can be excited. This implies that the number of mole-

cules available for scintillation actually decreases with an increase in the total energy

delivered by the radiation. Taking this argument a step further, we can conclude that

there must be a value of stopping power at which all the molecules have been excited.

The sample in this state is said to have reached a state of saturation. After reach-

ing this state, delivering more energy to the material would not increase the light

output. This statement is actually what is referred to as Birks’ law, which we discussed

earlier. The behavior of the light output with respect to the stopping power as repre-

sented by Birks’ formula is graphically depicted in Figure 6.2.4.

As stated earlier, plastic scintillators are manufactured by dissolving one or more

fluors in a base plastic material. Figure 6.2.5 shows the specific purpose of each of

these materials. Also shown are the typical weight concentrations of primary and

secondary fluors in the plastic base. The plastic base absorbs the energy of the

incident radiation and emits UV photons. If there were no other materials, the emit-

ted photons would get quickly absorbed due to their very short attenuation lengths.

Since such prompt absorption of photons is not desirable in practical photodetec-

tors, another material is added to the base plastic to enhance its scintillation
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capabilities. This material is generally called the primary fluor and has the ability

to emit UV photons of larger attenuation lengths. Since, even with higher attenua-

tion length, the plastic is still not fully transparent to the photons, another material

is added to shift their wavelength. This secondary fluor is also a scintillator and is

generally known as the wavelength shifter. Its function is to absorb UV photons

and emit light photons. Most wavelength shifters emit blue light.

As we just learned, the plastic base, though a scintillator itself, cannot be used

effectively without the addition of other scintillation materials. Addition of the pri-

mary fluor in a concentration of about 1% increases not only the photon attenuation

length but also the total light yield. In this configuration the plastic base does not

(dL/dx)sat

dE/dx

dL
/d

x

Figure 6.2.4 Plot of Birks’ formula in arbitrary units. The saturation effect of light output is

called Birks’ law.

Wavelength shifter
(~0.05% by weight)

Scintillator
(~1% by weight)

Energy
transfer

Ultraviolet
photons

Visible
light

Plastic base

Incident
radiation

Plastic scintillator

Figure 6.2.5 Working principle of a plastic scintillator based on two scintillation materials,

which are homogeneously mixed in a base plastic material.
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really act as a scintillator but as an energy transfer medium. It absorbs incident radi-

ation and then transfers the energy to the primary fluor through resonant dipole�
dipole interactions. This mechanism is generally known as Forster energy transfer.

The light yield of plastic scintillators mainly depends on the following

parameters:

� Type of material
� Type of radiation
� Energy of radiation
� Temperature
� Pressure

The cause of particle dependence on light yield has already been discussed at the

beginning of the chapter and therefore will not be repeated here. But as a reminder,

this dependence is actually the manifestation of the difference in stopping power of

the material for different particles. Now, since stopping power depends on the type

of material as well as the energy of radiation, for most materials studying the

dependence of light output on stopping power suffices to characterize it in terms of

its suitability as a detection medium. Though the light yield for different materials

and incident particles can vary considerably from one another, still for plastic scin-

tillators there are general trends that can be identified. For example, we see that the

light yield decreases with particle mass and increases with particle energy.

Figure 6.2.6 shows these general trends for plastic scintillators.

Earlier in the chapter, we discussed the temperature dependence of scintillators

and saw two graphs that showed dependence of charge pair production and light
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Figure 6.2.6 Variation of light output of plastic scintillators with respect to energy for

electrons, protons, and α-particles.
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yield on temperature for an inorganic scintillator (CsI). Plastic scintillators are no

exception, and they show similar behavior.

Now we turn our attention to radiation damage in plastic scintillators. As stated

earlier, most of the plastic scintillators are highly vulnerable to radiation damage.

One of the factors most affected by long-term accumulated dose is a decrease in

attenuation length of scintillation light in the bulk of the material. An example of

such deterioration is shown in Figure 6.2.7, which was observed in a plastic scintil-

lator used in a high-energy physics experiment called ZEUS. Here, light transmis-

sion was measured using a source at different positions in the detector at two points

in time. The effect of radiation damage is clearly visible, with transmission getting

poorer after 10 years of irradiation. Since light transmission is directly related to

the attenuation length, one can conclude that attenuation length decreases with radi-

ation exposure.

The scintillation and optical properties of plastic scintillators can be adjusted by

changing the concentrations of primary and secondary (if any) fluors in the base.

Therefore, most manufacturers offer different scintillators based on varying concen-

trations of solvents so that the user can select according to the system requirements.

Table 6.2.1 lists the light emission properties of some plastic scintillators. It should,

however, be noted that these values are not typical of most plastic scintillators.

6.2.C Liquid scintillators

There are a number of liquids that produce scintillation light and can therefore be

used in detectors. In general, liquid scintillators used in detection systems are com-

posed of the following three organic components:

� Primary fluor: The primary fluor or primary scintillator is the main scintillator in the

mixture. It has high scintillation efficiency but produces light in the UV region of the

electromagnetic spectrum.
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Figure 6.2.7 Decrease in transmission observed in a plastic scintillator (SCSN-38) after 10

years of irradiation [7].
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� Wavelength shifter: The UV photons produced by the primary fluor have short attenuation

lengths in the liquid. Since the liquid is not completely transparent to these photons, most of

them cannot escape the material. The purpose of the wavelength shifter is to shift the wave-

length of these photons to the visible region. The wavelength shifters are also sometimes

known as secondary fluors since they are also scintillators that absorb UV photons and give

off visible light photons. Most practical wavelength shifters produce blue light.
� Base liquid: The two above-mentioned scintillators are mixed homogeneously in a liquid

that has good light transmission properties.

Since the basic building blocks of liquid scintillators are essentially similar to the

plastic scintillators, the requirements of purity for their constituents are also similarly

quite stringent. The base, primary fluor, and wavelength shifter all must be used in

highly purified forms. Even the addition of small amounts of water can contaminate

the scintillator and significantly deteriorate its light transmission properties.

A large number of pure liquids and liquid mixtures have been identified as good

scintillators having properties relevant to their use in radiation detection. These

liquids have not been assigned any generic names, but most of them are available

commercially from different manufacturers under their own names.

Most liquid scintillators emit light with peaks somewhere between the wave-

lengths of 400 and 500 nm. The spectrum is, however, somewhat skewed at higher

wavelengths, as shown in Figure 6.2.8.

Emission spectra of the kind shown in Figure 6.2.8 are very favorable for devel-

oping liquid scintillator detectors because most base liquids used in such liquids

have optimal transmission only above a wavelength of 400 nm. This is illustrated in

Figure 6.2.9, which is a plot of some suitable transmission property with respect to

the wavelength of photons [see also [20]). The reader should bear in mind that light

transmission is not the only criterion for usability of a scintillator in a specific

application. The scintillation photons must also be efficiently detected by another

detector such as a PMT. Since photodetectors have their own limitations with

respect to their sensitivity to different wavelengths, a liquid scintillator should be

chosen such that it not only has high transmission capability for the photons but the

photodetector also has high efficiency in detecting those photons. Most PMTs work

Table 6.2.1 Wavelength of maximum emission λmax and decay con-
stant τ of some organic plastic scintillators [39]

Liquid λmax

(nm)

τ
(ns)

Polystyrene with 36 g/l of p-terphenyl 355 #3.0

Polystyrene with 16 g/l of 1,1,4,4-terphenyl-1,3-butadiene 450 4.6

Polystyrene with 36 g/l of p-terphenyl and 0.2 g/l of 1,1,4,4-

terphenyl-1,3-butadiene

445 4.0

Polyvinyl-toluene with 16 g/l of 1,1,4,4-terphenyl-1,3-butadiene 450 4.6

Polyvinyl-toluene with 36 g/l of p-terphenyl and 0.2 g/l of 1,1,4,4-

terphenyl-1,3-butadiene

445 4.0
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best for wavelengths in the green region of the electromagnetic spectrum, and there-

fore scintillators that have peaks in this region can be used very efficiently. As a

reminder, the middle of the green region lies at approximately 510 nm. Some scin-

tillators emit light in the blue region and therefore require a wavelength shifter to

produce green light. The wavelength shifter can be a liquid dissolved in the base

along with the scintillator or an external solid.

Most liquid scintillators show remarkable stability with respect to small tempera-

ture variations. Less than 1% variation per decade in temperature in degree Celsius

is not uncommon [20]. The light yield of liquid scintillators covers a broad range,

but most manufacturers offer products that have light output from 50% to 80% of

anthracene. Such a variation in light yield is due to its strong dependence on the con-

centration of the dye in the liquid. It has therefore become a general practice to deter-

mine the optimum value of the dye concentration based on system requirements.

Organic liquid scintillators have been quite successfully used in large-volume

detectors—e.g., in experiments involving neutrino detection, where the weight of

the liquid can be several hundred tons.

We mentioned earlier that one of the major problems with liquid scintillators is

their contamination due to foreign elements. Some of these contaminants can deteri-

orate the scintillation properties of the liquid, while others can affect the transmis-

sion properties of the scintillation light. The most commonly encountered

contaminant of the second kind is water. Small amounts of dissolved water in a

liquid scintillator can significantly deteriorate its light emission properties.

Fortunately, water does not dissolve easily in most liquid scintillators, especially

those that are based on mineral oil. However, since the effect of water contamina-

tion is significant, every effort should be made to avoid any contact of the liquid

with water. A common problem encountered during handling of a liquid scintillator

is the moisture present inside the container. If the container is not properly cleaned

and dried, water and other contaminants can slowly dissolve in the liquid and

decrease its efficiency.
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Figure 6.2.8 Light yield of a typical liquid scintillator as a function of wavelength.
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Oxygen in air can also contaminate liquid scintillators and decrease its light out-

put. Even a small amount of air contamination has been seen to produce a decrease

in light output of 20% or more. Since it is extremely difficult, if not impossible, to

avoid air or oxygen exposure to scintillators, a general practice is to de-oxygenate

the liquid at least once before its use in a detector. The process is quite simple and

involves slowly passing dry nitrogen through the liquid, which bubbles out any oxy-

gen in the liquid. After this process is complete, the liquid is kept in an atmosphere

of highly purified nitrogen, argon, or any other inert gas to avoid any subsequent

contact with atmospheric oxygen.

Some liquid scintillators are not only highly flammable but can also damage skin.

Therefore, extra care must be exercised when handling such liquids. However, these

problems do not make liquid scintillators any less desirable for use in radiation detec-

tors than their solid counterparts. In fact, a number of extremely sensitive large-

volume liquid scintillator detectors are already in operation (see, for example, [9, 1]).

One of the features of liquid scintillators is their high dependence on the relative

densities of different solvents in the base liquid. Generally, the amounts of primary and

secondary fluors are selected according to the application. Table 6.2.2 lists properties of

some common organic liquid scintillators. However, the reader should be warned that

these values should not be taken to represent all organic liquid scintillators.

A number of manufacturers now offer different liquid scintillators based on these

and other liquids. As these scintillators are composed of several liquids, they are

generally represented by specific identifiers. For example, NE-213 is a commonly

used scintillator. It consists of xylene, naphthalene, activators, and a wavelength

shifter. It has a density of about 0.87 g/cm3 and a composition of CH1.21 (see, for

example, [42]). A similar liquid scintillator, EJ-301, has been used to build a

fast neutron detector for ultralow background measurements at the Stanford
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Figure 6.2.9 Typical light transmission capability of base liquids commonly used for liquid

scintillation detectors.
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Underground Research Facility (SURF) in the United States [45]. The detector has

a volume of 12 l, with inner walls coated with reflective paint to increase light col-

lection efficiency.

6.2.D Crystalline scintillators

Organic scintillating crystals have been found to be advantageous over their inor-

ganic counterparts due to the following two reasons:

1. Nonhygroscopicity

2. Small backscattering

We will see later that absorption of moisture from the atmosphere is a major

problem of inorganic crystalline scintillators. Organic crystals do not have this vul-

nerability to moisture and therefore are not required to be stored and used in sealed

containers. Another desirable property of organic scintillators is that they are mostly

made of hydrogen, which makes the probability of backscattering extremely small.

Also, the presence of dense hydrogen makes them suitable for use in neutron

spectroscopy.

In the following, we will look at some commonly used crystalline organic scin-

tillators and discuss their properties and applications.

D.1 Anthracene (C14H10)

Anthracene is perhaps the most widely used organic scintillator. Its wide popularity

has actually made it a standard for comparing the properties of other scintillators.

The light yield of scintillators is sometimes given relative to the light yield of

anthracene. The absolute efficiency of anthracene, as we saw earlier, is about 5%

for blue light. Since the light output of NaI is higher than this, some researchers

prefer to compare all scintillators with respect to NaI rather than C14H10. However,

the standard practice is to compare organic scintillators with respect to anthracene

and inorganic scintillators with respect to NaI.

Table 6.2.2 Wavelength of maximum emission λmax and decay con-
stant τ of some organic liquid scintillators [39]

Liquid λmax (nm) τ (ns)

Toluene with 5 g/l of p-terphenyl 355 2.2

Toluene with 5 g/l of p-terphenyl and

0.02 g/l of 2-(1-naphthyl)-5-phenyloxazole 415 #3.2

Toluene with 3 g/l of 2,5-diphenyloxazole 382 #3.0

Phenylcyclobexane with 3 g/l of p-terphenyl 355 ,2.9

Phenylcyclobexane with 3 g/l of p-terphenyl and 0.01 g/l of

1,6-diphenyl-1,3,5-hexatriene

450 ,8.0
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The peak of the pure anthracene light spectrum falls at the blue light, which has

long attenuation length in the crystal. Therefore, with carefully produced crystals

one can have very good quantum efficiency. In fact, it has been observed that for

UV photons, quantum efficiency approaches unity. The light spectrum can be

shifted by addition of a suitable impurity or, more accurately, a wavelength shifter,

in the bulk of the material. For example, addition of small amounts of naphthacene

shifts the spectrum such that the peak occurs in the green region (see

Figure 6.2.10). To remind the reader, the wavelength shifter is also a scintillator

that absorbs photons of the primary scintillator and emits photons having a different

wavelength.

Anthracene, being one of the earliest discovered detector-ready crystals, has

undergone extensive study related to effects of radiation. However, the fact that it

has seen a number of applications in hostile radiation environments has more to do

with the hygroscopicity of inorganic scintillators than its radiation resistance. As

can be seen in Figure 6.2.11, the light yield of anthracene, whether doped or not,

decreases significantly with integrated dose.

D.2 p-Terphenyl (C18C14)

The most desirable characteristic of p-terphenyl crystal is its very short decay time,

making it suitable for spectroscopy of high-intensity radiation. However, the light

yield of this crystal is quite bad. This shortcoming is overcome by doping the mate-

rial with some suitable impurity, which has been shown to increase the light output

to up to 5 times that of pure C18H10.
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Figure 6.2.10 Output light spectra of (a) pure and (b) doped anthracene. The doping was

done with a 1024 mole fraction of naphthacene [11].
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D.3 Stilbene (C14H12)

Like anthracene, stilbene has been thoroughly investigated for its possible use in

radiation detection. Although its light output is not as good as that of anthracene,

it has found some applications in detection of heavy charged particles. The light

yield of stilbene has been compared with that of anthracene in Figure 6.2.12.

Note that the abscissas in the figure have been reduced by MZ2, with M and Z

being the mass and charge of the incident particles, respectively. This has elimi-

nated the dependence of light yield on the type of charged particle on the scale

of the graph.

6.3 Inorganic scintillators

Most inorganic scintillators have crystalline structures. These materials are gener-

ally denser and have higher atomic numbers than organic scintillators. This makes

them attractive in applications where high stopping power for the incident radiation

is desired. Another advantage is their higher light output compared to organic

scintillators.
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Figure 6.2.11 Relative light yield of pure and doped anthracene with respect to irradiation

time and integrated flux of α-particles [11].
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6.3.A Scintillation mechanism

A.1 Exciton luminescence

When ionizing radiation passes through an inorganic scintillator crystal, it produces

electron�hole pairs. Depending on the energy transferred to the molecule, the pair

can become free to move around or remain partially bound by Coulomb attraction.

If the energy is high enough for the electron to jump to the conduction band, then it

becomes essentially free. In such a case the hole, having an effective positive

charge, becomes free to move around as well. However, if the energy is not that

high, then the electron becomes partially bound to the hole. This can be viewed as

the electron jumping to a band just below the conduction band (Figure 6.3.1). The

bond between the electron and the hole is not very strong, though, since a small

amount of additional energy transferred to the electron can elevate it to the conduc-

tion band. In this bound state, the electron and hole are said to form a system called

an exciton. An exciton has the interesting property that it can move around in the

material as an entity and can get trapped by an impurity or a defect site. If this site

constitutes a luminous center, it can lead to the emission of scintillation photons

when the electron falls into the lower level. This process, generally known as the

self-trapping of excitons, is graphically depicted in Figure 6.3.1. The trapping of
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Figure 6.2.12 Light yield of anthracene and stilbene to different charged particles [40]. The
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incident particles, respectively.
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excitons can also occur through another process called charge transfer, in which

case the luminescence is called charge transfer luminescence.

A.2 Dopant luminescence

Some scintillators are loaded with impurities or dopants to enhance their scintilla-

tion properties. If an electron gets trapped in a dopant level and from there falls

into the lower luminescence level, scintillation light is emitted. The process is

depicted in Figure 6.3.2.

A.3 Core valence band luminescence

If the incident radiation deposits enough energy along its track into the lattice, it

can elevate electrons from the deep core valence band to the conduction band

(Figure 6.3.3). An electron leaving the core valence band leaves behind a vacancy

or hole. To stabilize the system, an electron from the valence band quickly fills this

vacancy. This results in the emission of scintillation light. The process is generally

known as core valence band luminescence.
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Figure 6.3.1 Principle of exciton luminescence from a partially bound exciton in an

inorganic scintillator. If the electron moves up to the conduction band, the exciton thus

created will be free to move around. In either case, the electron can eventually get trapped by

a luminescence center through self-trapping or charge transfer process.
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Figure 6.3.2 Principle of dopant luminescence in an inorganic scintillator.
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Figure 6.3.3 Principle of core valence band luminescence in an inorganic scintillator.
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6.3.B Radiation damage

Let us now discuss the effects of radiation on inorganic scintillators. Although in gen-

eral the properties of inorganic scintillators deteriorate with absorbed dose, special

materials have been developed that show significantly higher radiation tolerance.

A common example of a radiation-vulnerable detector is cesium iodide. CsI has

been extensively used in high-energy physics experiments, and its radiation damage

properties have been well observed. For example, Figure 6.3.4 shows the decrease

in gain of a CsI-based detector after irradiation. It is worth mentioning that such a

decrease in gain is not specific only to CsI, as other materials such as PbWO4 have

shown similar behavior.

Lead tungstate (PhWO4), as we will see later, is one of the inorganic scintillators

that have been found to possess high-radiation resistance. However, even with a rel-

atively high degree of radiation hardness, PhWO4 is not completely free from the

harmful effects of large integrated doses. For plastic scintillators, we saw that the

dose integrated over a period of several months changes the transmission properties

of the detectors. This has also been observed for CWO under high irradiation

(Figure 6.3.5).

6.3.C Some common inorganic scintillators

Some inorganic scintillators and their properties are listed in Table 6.3.1. The two

properties that attract the most attention among detector developers are the wave-

length of maximum emission λmax and the light yield dN/dE. The choice of λmax is

mainly driven by the efficiency of the photon-counting detector, which is wave-

length dependent. For example, in PMTs the efficiency of the photocathode

depends on the wavelength of the incident photons. This implies that a good match

between the wavelength of scintillation photons and the efficiency of the photocath-

ode is necessary to ensure high overall efficiency and good signal-to-noise ratio. In

practice, however, the choice is generally a compromise, since a scintillator that is
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suitable due to some other properties may not have a λmax for which the photocath-

ode has highest efficiency. Light yield is certainly another factor especially if the

detector is to be used in a low-radiation environment.

In the following subsections we will list the advantages and disadvantages of

some inorganic scintillators that are commonly used in radiation detectors.
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Figure 6.3.5 Effect of proton irradiation on light transmission in PhWO4 [26].

Table 6.3.1 Density ρ, wavelength of maximum emission λmax,
decay time τ , and light yield dN/dE of some commonly used
inorganic scintillators ([10] and other references therein)

Crystal ρ (g/cm) λmax (nm) τ (μs) (3 103)dN/dE

(MeV21)

NaI:Tl 3.67 410 0.23 41

CsI:Tl 4.51 550 0.826 66

CsI:Na 4.51 420 0.63 40

LaCl3:Ce 3.86 330 0.025 (65%) 46

LaBr3:Ce 5.3 358 0.035 (90%) 61

Bi4Ge3O12 (BGO) 7.1 480 0.30 9

CaHfO3:Ce 7.5 390 0.04 10

CdWO4 (CWO) 7.9 495 5 20

YAlO3:Ce (YAP) 5.5 350 0.03 21

LuAlO3:Ce (LuAP) 8.3 365 0.018 12

Lu2Si2O7:Ce (LPS) 6.2 380 0.03 30

Lu2SiO5:Ce (LSO) 7.4 420 0.04 26

Gd2SiO5:Ce (GSO) 6.7 440 0.06 8

Gd2O2S:Pr (UFC) 7.3 510 3 50

Gd2O2S:Tb 7.3 545 1000 60
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C.1 Thallium-doped sodium iodide (NaI:Tl)

Sodium iodide doped with thallium is the most widely used scintillator. Its key fea-

tures include:

� high light yield (41,000 photons per MeV);
� blue light emission;
� very low self-absorption of scintillation light;
� good spectroscopic performance;
� easy availability and low production cost;
� ability to produce large area crystals.

The biggest problem with NaI:Tl is its vulnerability to moisture. Because of this

hygroscopicity, it must be used in a sealed assembly. This, however, is not a bottle-

neck for use in real systems, since the size of the detector is usually small and the

light can be guided through optical fibers.

NaI:Tl has been used in a variety of applications including medicine, physics,

and environmental science. Since the properties of scintillators can be changed by

varying doping levels, NaI:Tl is usually tuned according to the application.

C.2 Sodium-doped cesium iodide (CsI:Na)

CsI:Na is another of the most commonly used scintillators. Its distinguishing fea-

tures include:

� high light yield (40,000 photons per MeV);
� blue light emission;
� lower hygroscopicity as compared to NaI:Tl.

C.3 Thallium-doped cesium iodide (CsI:Tl)

CsI:Tl is not as widely used as the other two we studied earlier but the following

features make it desirable in certain applications:

� high absorption efficiency;
� high light yield (66,000 photons per MeV);
� 550 nm emission, which coincides with the requirement of most photodiodes, thus elimi-

nating the need to use bulky and mechanically unstable PMTs;
� nonhygroscopicity;
� mechanical stability and shock resistance;
� ability to be cut and shaped as required;
� resistance to radiation-induced damage.

Photodiodes are semiconductor detectors that are now beginning to replace the

PMTs. We will learn more about them later in the chapter. Their main advantage is

that they do not require application of very high potentials and they can also be

used in high magnetic fields. CsI:Tl is therefore a good alternative to more com-

monly used scintillators in applications where using PMTs is difficult or the radia-

tion field is very high.
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C.4 Bismuth germanate (BGO)

The chemical composition of BGO is Bi4Ge3O12. Its advantages include:

� high absorption efficiency,
� high-energy resolution,
� short decay time
� high-radiation resistance,
� ability to produce large-size crystals,
� mechanical stability.

Because of its high γ-ray absorption efficiency, BGO is commonly employed in

applications involving γ-ray spectroscopy.

C.5 Cadmium tungstate (CWO)

CdWO4, or simply CWO, is not as widely used as GBO even though it has follow-

ing desirable properties:

� significantly higher light yield than BGO,
� low intrinsic background,
� low afterglow.

The main problem with CWO is its long decay time, which makes it

unsuitable for most applications. However, it has been successfully used in low-

radiation spectroscopic applications such as spectrometry of very low activity radio-

active substances.

C.6 Lead tungstate (PWO)

PbWO4, or simply PWO, with the following properties, is generally used in high-

radiation fields:

� fast response,
� high resistance to radiation-induced damage,
� fast decay time,
� very low-radiation length.

Lead tungstate is highly suitable for high-radiation fields due to its extremely

fast response and radiation hardness. It is mechanically stable and can be cut and

shaped according to requirements. Its research and development has been mostly

geared toward applications in high-energy physics.

C.7 Cerium-doped gadolinium silicate (GSO)

Gd2SiO5:Ce, or simply GSO, has the following characteristics:

� fast response,
� good temperature stability.
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The main drawback of GSO is its relatively low light yield (8000 photons per

MeV); its biggest advantage is its high-temperature stability. Because of this, it can

be used in environments where small fluctuations in temperature cannot be avoided.

C.8 Cerium-doped lutetium aluminum garnet (LuAG:Ce)

The chemical composition of LuAG:Ce is Lu3Al5O7:Ce. Its advantages include:

� fast pulse decay,
� emission wavelength suitable for most photodiodes,
� high density,
� chemically stability,
� high mechanical stability,
� temperature stability.

Because of its mechanical stability, LuAG:Ce can be used in imaging applica-

tions and has shown good spatial resolution. It has also been successfully used in

PET scanners.

C.9 Cerium-doped yttrium aluminum perovskite (YAP:Ce)

Y AlO3:Ce, or simply YAP:Ce, is one of the few scintillators that have properties

desired for imaging applications, such as:

� fast response,
� high mechanical stability,
� chemical stability,
� low secondary emission.

The high mechanical stability of this material has been exploited by many

researchers to design and develop high-precision imaging detectors.

C.10 Liquid xenon

Xenon is an inert gas having good scintillation properties. It is one of the few liquid

scintillation materials that have been successfully used in detectors. Some of its

properties relevant to its use in radiation detectors are listed below.

� High density and high atomic weight: Liquid xenon has much higher density than the

organic liquid scintillators. Its atomic weight is also much higher [4] than the effective

atomic weight of the organic liquid scintillators. These two factors make it more aggres-

sive in terms of stopping the incident radiation quickly, thus generating more scintillation

light.
� Light yield: The light yield of liquid xenon approaches that of NaI.
� Response: The response of xenon to radiation is quite fast, which makes it suitable for

use in timing applications.
� Transparency: Most of the scintillation photons emitted by liquid xenon are in the UV

region. For these photons the liquid is highly transparent because the energy of such a

photon lies well below the excitation energy of xenon.
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The main disadvantage associated with using liquid xenon as a scintillation

medium is the dramatic degradation of its optical properties due to dissolved

contaminants. During the discussion on organic liquid scintillators we saw that

small amounts of water and oxygen can deteriorate their optical properties con-

siderably. The same is true for liquid xenon. It has been observed that water or

oxygen contamination at a level of a few parts per million can substantially

reduce its transparency to UV scintillation photons [4]. This implies that a liquid

xenon-based detector can only be reliably operated if the purity of liquid xenon

is maintained at all times. This points to the operational difficulty of such detec-

tors since they require not only regular purification but also continuous monitor-

ing. Certainly, for small-volume detectors in which the highly purified liquid

xenon can be kept in an airtight container, contamination from the environment

is not an issue.

The scintillation mechanism in xenon is a multistep process, as described below.

1. Ionization: This is the first step, in which the incident radiation ionizes the xenon atoms

through the reaction

γ1Xe ! Xe11 e; ð6:3:1Þ

where a γ-ray photon is shown to knock an electron off of the xenon atom.

2. Molecule formation: The xenon ion created during the ionization process attracts a neu-

tral xenon atom to form a xenon molecular ion;

Xe1 1Xe ! Xe12 : ð6:3:2Þ

3. Electron capture: The xenon molecular ion captures a free electron, which not only dis-

sociates the xenon atoms but also leaves one of the atoms in a highly excited state:

Xe12 1 e ! Xe1Xe��: ð6:3:3Þ

4. De-excitation: The highly excited xenon atom releases some of its energy to the liquid in

the form of heat, which does not completely de-excite it:

Xe�� ! Xe� 1 heat: ð6:3:4Þ

Here the (�) represents the excited state.

5. Excited molecule formation: The excited xenon atom attracts a neutral xenon atom to

form a xenon molecule in an excited state:

Xe� 1Xe ! Xe�2: ð6:3:5Þ

6. Radiative decay: This is the last step in the scintillation process. Here, the excited xenon

molecule produced in the earlier step dissociates into two neutral atoms and as a result

emits a scintillation photon in the UV region of the electromagnetic spectrum.

Xe�2 ! 2Xe1 γuυ: ð6:3:6Þ
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6.4 Transfer of scintillation photons

The scintillators we studied in the previous sections produce photons of certain

wavelengths that normally fall within the visible region of the electromagnetic

spectrum. To detect these photons, photodetectors are used. We will study different

types of photodetectors later in the chapter. First we will see how the scintillation

photons are transferred from the scintillator to the photodetector.

The simplest way to transfer photons is to directly attach the scintillator to a

photodetector having an area greater than the scintillator so that a loss of photons

can be avoided. However, the geometries of scintillators and photodetectors nor-

mally do not fulfill this requirement since scintillators generally have areas larger

than photodetectors. A more practical approach is to use a light guide to connect

the photon-emitting surface to the photodetector, such that the scintillation photons

reach the photodetector with minimal loss.

A light guide can be constructed in different configurations, but all of them are

based on the principle of internal reflection. Their main purpose is to guide the

photons from the scintillator to the photodetector, hence the term light guide. Light

guides can be constructed to work on simple reflection as well as total internal reflec-

tion. Since simple reflection is associated with loss of light intensity due to refraction

and absorption, detectors based on such a device lack good precision and sensitivity.

On the other hand, devices based on total internal reflection offer minimal photon

loss and consequently better sensitivity and precision. However, it should be noted

that it is impossible to build a light guide that guarantees total internal reflection at

all angles. Therefore, another material is sometimes used in conjunction with the

light guide to guide the refracted photons toward the photodetector.

A number of materials have been identified as having good photon transmission

properties, some of which are listed:

� Glass and plexiglass
� Fiberglass
� Clear plastic
� Liquid

All of these materials have been used to construct light guides, but optical fiber

is the most popular and, in most instances, the best choice. The good thing about

optical fiber is that it offers a fair bit of flexibility in arranging the photodetector

with respect to the scintillator.

6.4.A Types of light guides

The basic function of a light guide is to transfer scintillation photons to the photo-

detector with minimum loss. A device that performs this function, no matter on

what principle it is based, can be called a light guide. The task of designing and

constructing such a device can be fairly involved. This holds especially if the geom-

etries of the scintillator and the photodetector differ considerably from each other.

In the following sections, we will discuss different types of light guides that are

commonly used in radiation detectors.
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A.1 Simple reflection type

A simple reflection type of light guide can be constructed such that both scintillator

and photodetector are enclosed in a vacuumed container with highly smooth and

polished inside surfaces (Figure 6.4.1). The photons that travel straight from the scin-

tillator to the photodetector do not undergo any attenuation. Since a scintillator can

emit photons in all directions, some of them will hit the walls of the container and get

reflected. The smaller the angle of incidence, the higher the probability that the photon

will again hit the opposite wall of the container. After one or more such reflections the

photons reach the photodetector and get counted. In principle, such a light guide

should work quite efficiently. However, in reality these devices are not very efficient.

There are several reasons why simple reflection type light guides do not work well.

First of all, it is extremely difficult in practice to ensure a very high degree of smooth-

ness, as any deviation would let the photons wander around more and even get

absorbed by the material. Second, simple reflection is always associated with some

degree of absorption by the material. Therefore, the intensity of light emitted by the

scintillator is bound to decrease as the light travels down the light guide.

A.2 Total internal reflection type

Light guides based on total internal reflection are the most popular among radiation

detector technologists since they offer lower loss of light intensity and hence better

sensitivity and superior resolution by the detector. The basic idea behind such a

device is to ensure that the process of total internal reflection is guaranteed at all

angles of incidence. The basic condition for total internal reflection to occur is

sin θi $
nm

n
; ð6:4:1Þ

where θi is the angle of incidence (Figure 6.4.2), nm is the refractive index of the

medium outside the waveguide (usually air), and n is the refractive index of the

Scintillation photons

Incident
radiation

Light guide

Scintillator Photodetector

Figure 6.4.1 Transmission of scintillation photons through a simple reflection type light

guide to a photodetector.
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light guide. If the detector is kept in air, then nm � 1;which reduces the above con-

dition to

sin θi $
1

n
: ð6:4:2Þ
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Figure 6.4.2 Transmission of scintillation photons through a fishtail light guide to a

photodetector. Also shown is the derivation of θp as a function of the angle of incidence θi
and the tapering angle θt.
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For the generally used light guides having n� 1.5 for visible light, this gives

θi $ 41:8�: ð6:4:3Þ

This shows that the photons striking the wall of the light guide at an angle less

than 41.8� will suffer some loss. The light guide should then be constructed such

that all probable incident angles are greater than this value. This implies that the

geometry of a light guide plays a crucial role.

To demonstrate the use of condition (6.4.2) in constructing a practical light guide,

let us have a look at one of the commonly used light guide geometries, the so-called

fishtail. Figure 6.4.2 shows how a scintillator can be connected with a photodetector

through such a light guide. The most widely used photodetectors are PMTs, which

usually have rounded entrance windows. Therefore, one end of the fishtail light

guide is made round. The other end, which is connected to the scintillator, is usually

flat and thin to fit the flat edge of the scintillator. The photons from the scintillator

enter the light guide and travel outward in straight lines. Obviously, the ones that are

in the line of sight of the photodetector are captured by the detector most efficiently.

However, since the scintillation photons are emitted in all directions, some of them

also hit the outer surface of the light guide. If the condition of total internal reflection

is fulfilled, these photons get reflected from the surface. After one or more such

reflections, the photons eventually reach the photodetector.

Equation (6.4.3) implies that the light guide must be tapered at an angle such that

the angle of incidence is always greater than 41.8�. However, the choice of tapering

angle θt does not depend only on this criterion. To minimize the loss of light due to

reflections from the surface, it is always desirable that the photons make the minimum

number of total internal reflections before reaching the photodetector. Also, the angle

at which the light enters the photodetector might be of significance for good photon

collection efficiency. As shown in Figure 6.4.2, this angle can be determined by simple

geometric considerations. Here we have used the fact that the angles of incidence and

reflection are equal. Adding the angles of the triangle, we get

π
2
2 θp 1

π
2
1 θt 1

π
2
2 θi 5π:

Rearrangement of this equation gives us the required dependence of θp on the

angle of incidence and the tapering angle:

θp 5
π
2
2 θi 1 θt: ð6:4:4Þ

Let us now apply the condition of total internal reflection, i.e., Eq. (6.4.2), to the

above relation. This gives

sin
π
2
1 θt 2 θp

� �
$

1

n
: ð6:4:5Þ
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This simple relation can be used to determine the lower bound on the tapering

angle required for a certain θp (see example below).

Example:

The scintillation material of a radiation detector is to be connected with a

PMT through a fishtail type light guide. Assume that the light guide has a

refractive index of 1.5 and the system will be used in air. Determine the mini-

mum tapering angle of the light guide if the maximum angle of light incident

on photomultiplier surface should not exceed 60�.

Solution:

For n5 1.5, Eq. (6.4.5) reduces to

π
2
1 θt 2 θp $ 41:8�

.θt $ θp2 48:2:

Substituting θp5 60� in the above equation gives

θt $ 18:2�: ð6:4:6Þ

Hence the light guide must be tapered at least at an angle of 18.2�.

The fishtail is not the only geometry used in practical systems. The geometry of

a light guide is, in fact, application dependent. For example, if the photodetector

cannot be placed in line of sight of the scintillator, then the light guide must have

one or more bends. In some applications the distance between the scintillator and

the photodetector is so large and the path is so complicated that it becomes

extremely difficult to design and construct a stiff structure to guide the photons. In

such cases, optical fibers offer the required flexibility. Optical fibers have become a

standard in telecommunication, where it is desired to transmit signals over large

distances with extremely low attenuation and high bandwidth. Optical fibers fulfill

both of these requirements but for transmission of light signals. Therefore, the elec-

trical signal is first transformed into an optical signal and then transmitted. At the

receiving end the signal is transformed back into the electrical signal and further

processed. Optical fibers work on the principle of total internal reflection and suffer

from very low light leakage.

A.3 Hybrid light guides

It is extremely difficult, if not impossible, to design and construct a light guide

based on total internal reflection that ensures perfect transmission of photons with-

out any loss. That is, there are always photons that impact the light guide at angles
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that do not favor total internal reflection and therefore refract out of the light guide.

For example, in the previous section we looked at the fishtail type light guide and

derived an expression to determine the tapering angle for total internal reflection.

However, practical considerations of the system, such as surface areas of the scintil-

lator and photodetector and the distance between them, may not favor implementa-

tion of a light guide that would ensure perfect total internal reflection at all angles

of incidence. Depending on the application, the loss of light intensity in the light

guide can be significant and even intolerable. Since it is extremely difficult to retain

each and every scintillation photon inside a light guide, the only option left is to

use some other means to decrease the loss. A simple reflecting surface around the

light guide can actually serve the purpose. Figure 6.4.3 shows two types of hybrid

structures with a fishtail light guide as one element and a reflecting surface as the
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Figure 6.4.3 Two types of hybrid light guides. (a) A fishtail light guide is enclosed in a

container having a highly polished reflecting inner surface. (b) The outer surface of a fishtail

light guide has been covered with a reflective paint.
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other. The easiest way to construct the reflecting surface is to paint a highly reflec-

tive paint on the outer surface of the fishtail light guide, as shown in Figure 6.4.3

(b). However, one can also opt for enclosing the fishtail light guide in a separate

reflecting enclosure, as depicted in Figure 6.4.3(a).

The surface of the reflecting part of a hybrid light guide must be extremely

smooth and highly polished. Although the absorption of photons in such a surface

cannot be totally avoided, careful construction can help minimize the loss.

6.5 Photodetectors

The photons produced by scintillators can be detected by different types of detec-

tors, the most notable of which are PMTs and photodiodes. Both of these detector

types have their pros and cons. For example, PMTs have sensitive mechanical

structures that are prone to damage in mechanically unstable environments, while

photodiodes are made of semiconductor materials and are therefore mechanically

stable. On the other hand, the response times of PMTs are much smaller than those

of photodiodes, which makes them preferable in applications that require precise

timing. Of course, these are only two parameters, and the choice of a photodetector

is in reality a compromise among a number of factors including cost.

6.5.A Photomultiplier tubes

PMTs are sensitive devices that are capable of converting light photons into a very

large number of electrons. The basic building blocks of a complete PMT are a pho-

tocathode, an electron multiplication structure, and a readout electrode. The photons

incident on the photocathode are converted into electrons through the photoelectric

effect. The electron is then made to accelerate and strike a metallic structure called

a dynode, which results in the emission of more electrons. The newly produced

electrons are again accelerated toward another dynode, where even more electrons

are produced. This process of electron multiplication continues until the electrons

reach the last dynode, where the resulting current is measured by some electronic

device. This process is graphically sketched in Figure 6.5.1.

Before we go on to a discussion of individual components of a PMT, let us have

a look at the characteristics that make PMT-based photodetectors desirable for radi-

ation detection. The most important of these characteristics are listed:

� High sensitivity
� Good signal-to-noise ratio
� Fast time response
� Large photosensitive area

The reader should bear in mind that here we are not comparing PMTs with

photodiodes. With rapidly developing technology, new photodiode detectors are

now being developed that match or even surpass these and other properties.
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A.1 Photocathode

We learned about the photoelectric effect in Chapter 2 and saw that some particular

materials emit electrons when they absorb photons of energy above a certain threshold.

This threshold energy is called the work function and is characteristic of the material.

The material itself is called a photocathode. If we assume that no energy is lost during

this process, then the energy of the emitted photon would simply be equal to the differ-

ence between the photon energy and the work function of the material, i.e.,

Ee 5
hc

λ
2Φ; ð6:5:1Þ

where λ is the wavelength of the incident light and Φ is the energy threshold or

work function of the material. For a given material, this expression can be used to

determine the maximum detectable wavelength (see example below).

Dynode

Vacuumed enclosure

Photons

Photocathode

Electrons

1R

1R

1R

1R

1R

HV

Figure 6.5.1 Working principle of a typical side-on type PMT. The light photons (e.g.,

coming from a scintillator) produce electrons through the photoemission process in the

photocathode. These electrons are focused on to the first dynode, where they produce

secondary electrons, which then move toward the second dynode and produce even more

secondary electrons, and so on. An actual PMT may contain 10 or more such dynodes. The

amplified signal is measured at the final dynode or anode.
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Example:

A material having a work function of 2 eV is used to convert photons into

electrons, which are then detected by a PMT. Compute the maximum wave-

length of the photons it can convert into electrons.

Solution:

The maximum wavelength can be obtained by setting Ee5 0 in Eq. (6.5.1),

which simply means that all of the incident energy has been used in the con-

version process and the electron has not taken away any of the photon’s

energy. Hence we have

05
hc

λmax

2Φ

.λmax 5
hc

Φ

5
ð6:633 10234Þð2:993 108Þ

23 1:6023 10219

5 6:1873 1027 m

5 618:7 nm:

Looking at Eq. (6.5.1) it is apparent that choosing a material with low work function

is advantageous in terms of delivering energy to the outgoing electrons. However, this is

not the only criterion for selecting a photocathode for use in a PMT. For example, if the

PMT is to be used to detect scintillation photons, then the most important factor is the

conversion efficiency of the material at the most probable wavelength of the scintillation

light. If the material does not have high enough efficiency at that wavelength, then even

a very low work function would not matter much. Since the realization of this problem,

a number of extensive studies have been carried out to find the optimum photocathode

materials at different scintillation wavelengths. Most of these efforts have gone into

understanding the spectral response of the materials. By spectral response we mean the

efficiency of the production of photoelectrons as a function of light wavelength. This

efficiency is generally referred to as photocathode quantum efficiency and is defined as

the ratio of the number of emitted photoelectrons to the number of incident photons, i.e.,

QE5
Ne

Nγ
; ð6:5:2Þ

where Ne is the number of electrons emitted and Nγ is the number of incident

photons. Quantum efficiency can also be expressed in terms of more convenient
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quantities, such as incident power and photoelectric current. To do this, we first

note that the incident power can be calculated from

Pγ 5 nγhv; ð6:5:3Þ

where nγ represents the number of photons of frequency ν incident on the detector

per unit time. The expression for quantum efficiency can then be written as

QE 5
ne

Pγ=hv

5
Ipehv

ePγ
:

ð6:5:4Þ

Here ne is the number of photoelectrons ejected per unit time and Ipe5 ene is the

photoelectric current. This equation can be used to determine the photoelectric cur-

rent for a particular value of the incident power (see example below).

Example:

A photocathode produces a current of 20 nA when exposed to light of wave-

length 510 nm. Determine the photoelectric current if the wavelength of light

is changed to 475 nm such that the incident power remains the same. Assume

that the material has the same quantum efficiency at the two wavelengths.

Solution:

Equation (6.5.4) for photoelectric current can be written as

Ipe 5 ðQEÞ ePγ

hc
λ

5Kλ;

where λ is the wavelength of the incident light and we have lumped together

all the constant terms into one parameter K. This constant can be eliminated

by writing the above equation for the two wavelengths and then dividing one

by the other. Hence the required current is

Ipe;2 5 Ipe;1
λ2

λ1

5 20
475

510

5 18:6 nA:

ð6:5:5Þ
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Figure 6.5.2 shows a typical spectral response curve of a photocathode. Here the

quantum efficiency of the photocathode is plotted against the wavelength of inci-

dent light. The interesting thing to note here is that the curve has a plateau where

the variation in efficiency is not very large. As soon as one goes beyond this pla-

teau on either side, efficiency decreases rapidly. Therefore, to build a good scintilla-

tion detector with a PMT, one should ensure that the spectrum of scintillation light

has a peak somewhere in the middle of this plateau. There are some materials that

have very short plateaus as well, and using those in PMTs is generally not a good

idea unless the scintillation spectrum is also narrow and has a clearly defined peak

that occurs at or near the peak of the spectral response curve.

As noted above, the particular requirements of the system drive the choice of a

photocathode for a PMT. Since there are a number of scintillation materials avail-

able having their own unique scintillation spectra, efficient detection of photons

with a PMT requires the use of photocathode materials with matching spectral

response characteristics. There are also applications where the photons to be

detected are not coming from a scintillator. For example, the use of PMTs for

detecting Cherenkov photons has recently gotten a lot of attention in highly sensi-

tive large-scale neutrino detectors. In essence, a PMT is a versatile photodetector

that can be used to detect photons in virtually any environment provided it is

equipped with a photocathode having the appropriate spectral response.

Photocathodes can be used in essentially two different modes: transmission and

reflection. In transmission mode the photocathode is semitransparent to allow trans-

mission of photoelectrons (see Figure 6.5.3(a)). Such a photocathode is constructed

by depositing a very thin layer of the material on the inside of the photon entrance

window. Since most of the photoelectrons are emitted in the direction of travel of

the incident photons, it is called a transmission photocathode. Most PMTs are con-

structed with this type of photocathode. There are also some photocathode materials
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Figure 6.5.2 Quantum efficiency of a typical photocathode as a function of wavelength of

incident photons.
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that have high quantum efficiencies but very poor transmission properties. These

opaque materials are used to construct the so-called reflection photocathodes, as

shown in Figure 6.5.3(b). A reflection photocathode is made by depositing a thin

layer of the material on a metal electrode inside the PMT.

A host of photocathode materials have been identified with varying characteris-

tics and spectral responses, some of which are listed below.

� AgOCs: This is one of the most widely used photocathode materials. It has a photoemis-

sion threshold of 1100 nm and a peak quantum efficiency at around 800 nm. The working

range of this material is in the near infrared range of the photon spectrum. The main dis-

advantage of AgOCs is its very low quantum efficiency, which has a peak of less than

1%. It is mainly used as a transmission photocathode.
� GaAs(Cs): This material has a spectral response that ranges from UV to 930 nm. This

broadband response makes it suitable for use with a wide range of scintillators without the

need for a wavelength shifter. In most instances it is used in the transmission mode. Since

the quantum efficiency of GaAs(Cs) is temperature dependent with a peak at very low

temperatures, it is sometimes operated at very low temperatures.
� InGaAs(Cs): This material has greater sensitivity in the infrared range and a higher

signal-to-noise ratio in the 900�1000 nm range than GaAs(Cs).
� SbCs3: This was one of the earliest photocathode materials. It is still very popular among

manufacturers as its spectral response ranges from UV to the visible region, with a peak

quantum efficiency of around 20%. The photoemission threshold of SbCs3 lies at around

700 nm and it has a peak at approximately 400 nm. Since it has very poor transmission

capabilities, it is generally used as a reflection photocathode.

Photocathode

Photons
Dynode

Dynode

Photoelectrons

Photoelectrons

Photons

Photocathode
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(b)

Figure 6.5.3 (a) Semitransparent photocathode used as a transmission photoemission device

in a head-on type PMT. (b) Reflection type photocathode. Such photocathodes are generally

used in circular type PMTs.
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� Bialkali materials: Bialkali materials such as SbRbCs and SbKCs are the most widely

used of all photocathode materials due to their high sensitivity to blue light generated by

NaI scintillators. The reader might recall that NaI is the most popular scintillator for radia-

tion detection. Their sensitivity to blue light is not the only reason for their popularity,

though. These materials also have high quantum efficiencies, with peaks of just under

30%. Another advantage is their good stability at elevated temperatures. Some bialkali

materials can be used at a temperature as high as 175�C. A common bialkali material,

SbKCs has a photoemission threshold of about 700 nm and maximum quantum efficiency

of 28% at around 400 nm.
� Multialkali materials: These materials have very wide spectral response, ranging from

UV to near infrared, making them highly suitable for use with a number of different scin-

tillators. Their main disadvantage is high thermionic emission of electrons even at room

temperature, and therefore external cooling is generally required. NaKSbCs is a common

multialkali.
� CsTe, CsI: These materials are sensitive to photons in the UV region only and are there-

fore not very widely used.

A.2 Electron focusing structure

Since photocathodes have low quantum efficiencies, each electron produced is

important and should be collected by the first dynode. This requires the use of an

electron focusing structure to guide the photoelectrons to the dynode. The reason is

that the photoelectrons are produced in all directions with varying energies and can

easily go astray if they are not directed properly. An ideal electron focusing struc-

ture has the following two distinct characteristics.

� It directs the electrons from the photocathode to the first dynode such that all of them

have the same transit time regardless of their initial energy. This is a very important

requirement, especially for tubes that are to be used in fast timing applications.
� It is able to focus all the photoelectrons produced in the photocathode.

Of course, such strict requirements can be fulfilled only by an ideal focusing

structure. However, with a carefully designed structure one can achieve an electron

collection efficiency of 80% or better. One thing that should be pointed out here is

that not all PMTs have very stringent focusing requirements. Some PMT structures,

as we will see later, have large first dynodes and are therefore able to collect most

of the photoelectrons even without a focusing structure.

Focusing of electrons onto the first dynode depends on two factors: the geometry

of the focusing structure and the electric field intensity in the space between the

photocathode and the first dynode. The field intensity is generally made nonuni-

form, having a higher value near the photocathode due to the dependence of elec-

tron transit time on the initial electron velocity.

A.3 Electron multiplication structure

Earlier we saw that the quantum efficiency of a typical photocathode ranges between

10% and 30%. An efficiency of 10% means that for every 10 photons only one photo

electron is getting out of the photocathode. For low to moderate photon fluxes, this
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is a problem since the resulting electron flux may not be sufficient to constitute a

measurable current (see example below). Hence, to obtain a measurable signal and

good signal-to-noise ratio, the electron yield must somehow be increased. Now, since

the photocathode materials have their own physical and engineering limitations and

cannot be made more efficient, the electron yield must be increased through some

other means. In a PMT, this is accomplished through the electron multiplication

structure. The basic idea is to utilize the process of electron ejection from certain

metals when they are bombarded by electrons. Such metals eject more electrons than

the incident number of electrons provided they have high enough energies. This

implies that the electrons must first be accelerated as well. This may sound compli-

cated, but in actuality it can be done through a simple structure, as shown in

Figure 6.5.1. This PMT has five dynodes and a readout electrode. Each of these

dynodes is kept at a higher potential than the preceding dynode to direct and acceler-

ate the electrons. The result of these successive accelerations and secondary emis-

sions is a cascade of electrons flowing down the dynode chain. Consequently, the

initial small number of photoelectrons gets multiplied into a very large number at the

final electrode. To collect these electrons, another metallic structure called an anode

is placed near the final dynode. The electron current at the anode is passed on to the

associated electronics for further processing.

Example:

An NaI scintillator is bombarded by ionizing radiation that results in the depo-

sition of 1.5 MeV of energy per second. The scintillation photons thus pro-

duced are detected by a PMT. Determine the current at the first dynode of this

PMT. Assume that 15% of photons are lost before reaching the photocathode,

which itself has a quantum efficiency of 20%. NaI produces about 40,000

photons per MeV.

Solution:

The number of electrons produced by the photocathode per unit time can be

estimated from

Ne 5 ðNsÞðηÞðQEÞ;

where Ns represents the number of scintillation photons produced per unit

time, η is the efficiency of the process of transfer of photons to the photocath-

ode, and QE is the quantum efficiency of the photocathode. The number of

photons being produced per second in NaI is

Ns 5 ð40; 000Þð1:5Þ5 60; 000 s21:

Hence the number of photoelectrons being produced per second is

Ne 5 ð60; 000Þð0:15Þð0:2Þ
5 1800 s21:
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Since each electron carries a unit electrical charge, the current at the first

dynode is given by

I5 ð1800Þð1:63 10219Þ C=s
5 2:93 10215 A:

ð6:5:6Þ

It is evident that it will be quite difficult to measure this current of about

0.3 fA and also have a good signal-to-noise ratio. The reader may recall that

even when we started with a scintillator that had one of the highest light yields,

the current at the first dynode turned out to be extremely small. Of course, in

that case the incident photon flux was also very low. In high-radiation fields,

the photoelectric current amplitude can be several tens of nano-amperes. In

very low radiation fields, obtaining a measurable current requires that the signal

multiplication structure of the PMT have a high enough gain. For example, a

PMT having a gain of 104 would amplify the 0.3 fA signal to about 3 pA,

which may still be too low for reliable measurements.

The dynodes in the electron multiplication structure do not all have the same

shape. For example, the first dynode is specially designed to maximize the collec-

tion of photoelectrons, which are already low in number. The structure of the other

dynodes depends on their locations. The focusing requirements for dynodes are also

very stringent to avoid unnecessary loss of electrons. These requirements include

not only proper design of the dynodes but also their placement. Due to these issues,

the performance of a PMT is susceptible to mechanical jitters, which may lower the

ability of one or more dynodes to focus or direct the electrons. Loss of electrons

leads to signal deterioration and possibly nonlinearity, and therefore the sensitive

mechanical structure of a PMT is one of its major disadvantages. However, as we

will see later, some PMT designs are less prone to mechanical instability and

should therefore be preferred if the environment is mechanically unstable.

The electron multiplication structure shown in Figure 6.5.1 is by no means a

standard for PMTs. In fact, PMTs are manufactured in many different geometries.

The choice of the geometry is mainly application dependent. In the following we

will look at the most common PMT geometries and discuss their advantages and

disadvantages.

� Linear focused type: This is perhaps the most famous type of electron multiplication

structure (Figure 6.5.4). Generally, it is used in the head-on type of PMT. The distinguish-

ing feature of this design is its extremely fast time response, which is achieved by posi-

tioning the dynodes to minimize electron transit times. At each multiplication stage the

electrons are focused by high electric field between the carefully placed dynodes, leading

to a very fast response time. This design is susceptible to external magnetic fields.
� Box and grid type: This is a somewhat simplified version of the linear focused type

PMT. Such a structure is made of several quarter cylindrical dynodes installed in succes-

sion, as shown in Figure 6.5.5. Since the collection area of the first dynode is large, its

focusing requirements are a bit relaxed. Although this simple design looks identical to the
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linear focused type, it lacks the progressive focusing of electrons between the dynodes.

Hence it has a slower response time and is therefore not a popular choice for most appli-

cations. Like the linear focused type, this design also suffers from sensitivity to magnetic

field.
� Circular cage type: This is a very compact structure with dynodes arranged in a circular

fashion (Figure 6.5.6). This type of PMT has a fast response time and is therefore

suitable for use in timing applications. Although most of the circular cage type PMTs

have side-on type structures, this geometry can be used to construct head-on type PMTs

as well. The compactness of this structure demands a high degree of precision in construc-

tion to achieve best performance.
� Venetian blind type: In the three types of PMTs we discussed earlier, the electrons were

guided through a single path. This, of course, is not necessary as it is also possible to con-

struct an electron multiplication structure where electrons can follow several different

paths. Such a structure can minimize the loss of electrons and even simplify the design

and construction. The venetian blind type PMT is an example of such a design. As shown

in Figure 6.5.6, the dynodes of this type of PMT are straight and make up an array that

looks like a blind. In each row the dynodes are stacked parallel to each other and slanted

at an appropriate angle with respect to the tube axis. A feature of this design is the larger

area available to the electrons coming out of the photocathode. This simplifies the design

considerably since it relieves the focusing requirements. The electrons can follow
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Figure 6.5.4 Linear focused type PMT.
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Figure 6.5.5 Box grid type PMT.
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different paths as they travel down the dynode chain (see Figure 6.5.6). The biggest

advantage of this design is the larger area it can cover as compared to the single-path type

PMTs, while its main disadvantage is slow response time. The slow response time occurs

due to the lower electric potential applied across the subsequent dynodes (Figure 6.5.7).
� Mesh type: Just like the venetian blind type PMT, this structure also provides the elec-

trons with different paths as they move down the dynode chain. In this structure, however,

the dynodes are made of meshes that are stacked one after the other (Figure 6.5.8). It has

several advantages over other types, such as position sensitivity, less susceptibility to

external magnetic field, and good linearity.
� Metal channel type: This structure is made up of a large number of narrowly spaced

dynodes providing fast electron transit capabilities and position sensitivity (Figure 6.5.9).
� Micro-channel plate (MCP) type: This structure consists of several million parallel elec-

tron multiplication structures in the form of micro glass tubes (Figure 6.5.10(a)). The typical

diameter of each of the glass tubes ranges from 5 to 25 μm. As shown in Figure 6.5.10(b),

each of the channels in this structure is capable of electron multiplication. The overall gain

obtainable from a single MCP is on the order of 104. If higher gain is desired, two plates

can be used in succession. The main feature of a PMT constructed with MCPs is its very

fast response time and the possibility of position sensitivity. Another positive aspect of this

design is low susceptibility to external magnetic fields.

Incident
photons

Electrons

Photocathode

Vacuumed glass enclosure

Dynode chain

Anode

Focusing
structure

Figure 6.5.6 Circular cage type PMT.
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Figure 6.5.7 Venetian blind type PMT.
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A.4 Voltage divider circuit

Proper focusing and acceleration of electrons at each stage of multiplication requires

establishment of a high potential gradient between the subsequent dynodes. We will

see shortly that the electrons released by the last dynode are collected by the readout

electrode called an anode, which is kept at a higher potential than the last dynode.

All the potentials to the dynodes and the anode can be provided from a single high-

voltage supply through a voltage divider circuit, as shown in Figure 6.5.11.

A.5 Electron collection

The electrode that is used to measure the current is called an anode. It is generally

made up of a metallic grid and installed near the last dynode (Figure 6.5.12). The
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Figure 6.5.9 Metal channel type PMT.
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Figure 6.5.8 Mesh type PMT.

390 Physics and Engineering of Radiation Detection



spaces in the grid ensure that the electrons reach the last dynode without any appre-

ciable collection by the anode. Since the secondary electrons from the last dynode

are not accelerated toward another dynode, they form a space charge near the sur-

face of the dynode. The gridded anode quickly collects these charges so that the lin-

earity of the PMT response does not get compromised. One important factor to

consider is that the geometry of the last dynode also plays an important part in effi-

cient collection of electrons by the anode. There is also a potential gradient between

the last dynode and the anode that directs the electrons toward the anode

(Figure 6.5.13).

A.6 Signal readout

The output current at the anode of a PMT can be directly measured by a precision

current measuring device. However, the more convenient and generally used

method is to convert this current into voltage and then amplify the voltage to

achieve good signal-to-noise ratio. The current to voltage conversion requires the

addition of a load resistance to the circuit as shown in Figure 6.5.14. In addition to

this load resistance, there is also some capacitance present at the output, represented

by Cs in the figure. The value of the load resistance is generally chosen to be very

large, especially for low-level current output. However, as we will see later when

we discuss the frequency response of PMTs, its value cannot be set arbitrarily high.
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(b)

Micro channels

Anode

Electrons

Vacuumed glass enclosure

Micro channels
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Figure 6.5.10 (a) Micro-channel type PMT. (b) Electron multiplication in a glass channel of

MCP.
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Figure 6.5.11 Typical voltage divider circuit of a PMT.
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Figure 6.5.12 Sketch showing the collection of electrons by the gridded anode in a linear

focused type PMT. The shape of the last dynode is different from the other dynodes to

ensure efficient collection of charges by the anode.
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One practical aspect of the PMT readout is that in high rate applications the sig-

nal current at the last few dynodes may become much larger than the voltage

divider current. This would force the last dynodes to draw current from the voltage

divider, causing the interdynode voltage to change. Consequently, the tube gain

would change and the response of the tube would become nonlinear. The easiest

way to overcome this problem is to provide a secondary source of current to the

last one or two dynodes. Figure 6.5.14 shows such a circuit where the last two

dynodes have been bypassed with a capacitor to ground.

A.7 Enclosure

The electron multiplication structure of a PMT is kept in a good vacuum to mini-

mize the loss of electrons. The enclosure is generally made of glass but, in

Rn−1

RnRl

Vout

Cs

Anode

+HV

C

Figure 6.5.13 Typical output circuit of a PMT. The anode current is converted into voltage,

which is measured across the load resistance Rl. Cs represents the combined stray

capacitance due to the tube, output circuit, and cables.

Rn−1
Dynodes

To +HV and signal

C

C

Figure 6.5.14 Bypass capacitors installed at the last two dynodes in a PMT act as a source

of current and do not allow the interdynode voltage to change.
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principle, it can be made of any material. The entrance window, on the other hand,

has strict requirements in terms of its transparency to the incident photons. The

choice of the window material, therefore, is dependent on the type of PMT, or more

specifically on the spectral range of detection. Different materials have different

cutoff wavelengths below which their transparency decreases to unacceptably low

values. The definition of cutoff wavelength is somewhat arbitrary, but generally a

value at which the transmission falls to 10% is used. Figure 6.5.15 shows the typi-

cal transmission curves for fused silica, a material commonly used to construct

PMT windows. The good thing about fused silica is that it has a very wide range in

which the transmission remains almost constant. Another advantage is that it has a

low cutoff wavelength (160 nm).

Fused silica, though commonly used, is not the only material available with

good transmission properties. Other materials of choice are lime glass, UV-glass,

LiF, and sapphire.

A.8 Efficiency

There are two distinct processes that occur in a PMT before the electron multiplica-

tion starts. The first is the production of photoelectrons, followed by their collection

by the first dynode. Photoelectron production is independent of the transit of elec-

trons toward the first dynode. Similarly, the collection of charges by the dynode is

independent of the physical processes taking place inside the photocathode. This

implies that the efficiencies of these two processes are independent of each other. It

was previously mentioned that the efficiency of the photocathode is generally

termed quantum efficiency or QE. The efficiency of collection of these electrons is

called collection efficiency or simply CE. Although there are other processes

involved that may decrease the overall efficiency of a PMT (such as collection of
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Figure 6.5.15 Typical transmission curve of a few mm thick fused silica.
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secondary electrons by subsequent dynodes and by the anode), their effect is gener-

ally too small and the overall efficiency can be characterized by the product of QE

and CE. These two efficiencies are briefly discussed below.

Quantum efficiency
Quantum efficiency defines the probability of production of photoelectrons in the pho-

tocathode. Practically, it is measured by dividing the average number of photoelectrons

emitted Ne by the average number of photons Nγ incident on the photocathode, i.e.,

QE5
Ne

Nγ
: ð6:5:7Þ

The reader may recall that the number of photoelectrons produced by the incident

photons depends on the energy of the photons. In other words, the intensity or the

flux of photoelectrons coming out of the photocathode depends on the wavelength of

the incident photons. This implies that the quantum efficiency is also essentially

dependent on the wavelength. This is a problem for PMT manufacturers, who would

very much like to assign a simple efficiency to the photocathode. Naturally, it is very

difficult, if not impossible, to measure the efficiency of the photocathode for each

and every wavelength of interest. Therefore, the practice is to either quote the quan-

tum efficiency at a few wavelengths or use another measure instead. This other mea-

sure is the sensitivity of the PMT and will be discussed shortly.

Electron collection efficiency
The electron collection efficiency CE is a measure of how efficiently the photoelec-

trons are collected by the first dynode. Note that since the quantum efficiency of a

typical photocathode is not very good, the collection of each and every photoelec-

tron is important. Collection efficiency is generally obtained by dividing the aver-

age number of photoelectrons collected by the first dynode Ndy
e by the average

number of photoelectrons emitted by the photocathode Npc
e , i.e.,

CE5
Ndy
e

N
pc
e
: ð6:5:8Þ

Collection efficiency depends on many factors, such as shape of the photocathode,

structure of the dynode, electric field profile in the space between the photocathode

and the first dynode, and orientation of the dynode with respect to the photocathode.

An interesting aspect of CE is that it can be improved by changing the mechani-

cal structure and the electric field profile. In fact, the mechanical and electrical

designs of the PMTs are optimized to ensure the best possible collection efficiency.

Overall detection efficiency
We just mentioned that the overall efficiency of a PMT can be approximated by

multiplying the quantum efficiency by the collection efficiency. However, some

developers prefer to use a direct measure of the overall detection efficiency instead.

The overall detection efficiency of a PMT is defined as the ratio of the average
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number of pulses counted by the measuring device to the average rate of incident

photons:

A5
Nc

Nγ
; ð6:5:9Þ

where Ne represents the average count rate (average number of pulses counted per

unit time) and Nγ is the average rate of incident photons. Note that this is a very

useful quantity since it gives a direct measure of the efficiency of the whole system.

The difficult part, however, is again the wavelength dependence of the photoelectric

effect. Therefore, as with quantum efficiency, the overall detection efficiency is

also quoted only at certain photon wavelengths. Another thing worth noting is the

ease in determining this efficiency, since it can be accomplished simply by illumi-

nating the tube with a source of known strength and measuring the output response.

A.9 Sensitivity

Just like efficiency, sensitivity is also a measure to characterize the effectiveness of

a PMT. In the following we will discuss different types of sensitivities that are gen-

erally quoted by PMT manufacturers.

Radiant sensitivity
Radiant sensitivity is a measure of the sensitivity of the photocathode and is there-

fore closely related to the quantum efficiency discussed earlier. Mathematically,

radiant sensitivity is defined by the relation

Sr 5
Ipe

P
; ð6:5:10Þ

where Ipe is the photoelectric current and P is the incident radiant power. Radiant

sensitivity is also sometimes referred to as the PMT responsivity and is generally

quoted in units of amperes per watt (A/W). Since the radiant sensitivity depends on

the incident light wavelength, most PMT manufacturers prefer to quote it for the

wavelength at which sensitivity is maximum. However, the best method for com-

paring different PMTs is to look at their spectral response curves. A spectral

response curve shows the relationship between the wavelength of the incident light

and the quantum efficiency or spectral sensitivity of a tube. Unfortunately, it is not

practical for manufacturers to obtain such a curve for each tube they manufacture,

and therefore they normally quote the radiant sensitivity only at certain wavelengths

together with some other sensitivity parameters that will be discussed shortly. It

should be noted that the definition of radiation sensitivity is similar to that of quan-

tum efficiency. The reason is that radiant sensitivity and quantum efficiency are

related to each other through the relation

QE5
1237Sr

λ
; ð6:5:11Þ

where the wavelength λ is in units of nanometers (see the example below for

derivation).
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Example:

Derive Eq. (6.5.11).

Solution:

We start with Eq. (6.5.10):

Sr 5
Ipe

P
:

The ionization current Ipe measured in time t is given by

Ipe 5
eNe

t
;

where Ne is the number of photoelectrons and e is the unit electrical charge.

The radiant power P absorbed by the photocathode in time t can be calculated

from

P5Nγ
hc

λ
1

t
;

where Nγ represents the number of photons having wavelength λ. Substituting
the expressions for Ipe and P in Eq. (6.5.10) yields

Sr 5
eNe=t

Nγhc=ðλtÞ

5
Ne

Nγ

eλ
hc

Since Ne/Nγ is the quantum efficiency QE, we can write the above equation

as

Sr 5QE
eλ
hc

.QE5
Sr

λ
hc

e

5
Sr

λ
ð6:6263 10234Þð2:993 108Þ

1:6023 10219

� Sr

λ
12373 1029:
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If we take the wavelength λ in units of nanometer (1029 m), the above

equation can be written as

QE5
1237Sr

λ
:

Both radiant sensitivity and quantum efficiency are interchangeably used to charac-

terize the sensitivity of a PMT. In practical PMTs used in scintillation detectors, the

incident light spectrum is very well known. Most scintillators produce light with a spec-

trum that peaks at either blue or green wavelength. Therefore, radiant sensitivity can be

effectively used to compare different PMTs for use with a particular scintillator.

Cathode luminous sensitivity
Cathode luminous sensitivity is defined as the average photoelectric current Ipe
from the photocathode per incident photon flux Φγ from a tungsten-filament lamp

operated at a distribution temperature of 2856 K:

Sl;c 5
Ipe

Φγ
: ð6:5:12Þ

Anode luminous sensitivity
The definition of anode luminous sensitivity is similar to that of cathode luminous

sensitivity. It represents the average anode current Ianode per incident photon flux Φγ

from a tungsten-filament lamp operated at a distribution temperature of 2856 K, i.e.,

Sl;a 5
Ianode

Φγ
: ð6:5:13Þ

Both cathode and anode luminous sensitivities are generally quoted in units of

amperes per lumen (A/lm).

Blue sensitivity
Since most scintillators produce blue light, sometimes instead of luminous sensitivity

the manufacturers provide blue sensitivity. Blue sensitivity is defined as the average

photoelectric current from the photocathode produced per unit flux of blue light. The

blue light is conventionally produced by passing the light from a tungsten lamp oper-

ating at 2856 K through a blue filter. Mathematically, blue sensitivity is given by

Sblue 5
Ipe

Φγ
: ð6:5:14Þ

Blue sensitivity is usually expressed in amperes per lumen-blue (A/lm-b).
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A.10 Gain

The gain of a PMT characterizes how effectively it amplifies the incident number

of photons. It is generally defined as the ratio of the anode current to the photoelec-

tric current.

PMT gain mainly depends on two factors: the number of dynodes and the

voltage applied to each of them. The gain of an individual dynode is described by

the so-called secondary emission ratio, δ. This ratio has been empirically found to

be proportional to the potential at the dynode raised to a power between 0.7 and

0.8, i.e.,

δ ~ Vα
dy

5AVa
dy;

ð6:5:15Þ

where Vdy represents the dynode voltage and α, having a value usually between 0.7

and 0.8, is a constant that depends on the geometric structure, orientation, and mate-

rial of the dynode. A is the proportionality constant. The secondary emission ratio

can be different for each of the dynodes in the multiplication structure of a PMT.

However, generally the difference is not very large and can be neglected. Assuming

δ to be the same for all n dynodes of the multiplication structure, the overall gain μ
can be written as

μ5 δn

5 AVα
dy

h in
5An V

n11

� �αn

5
An

ðn1 1ÞV
αn:

ð6:5:16Þ

Here V is the supply voltage applied between the anode and the cathode. This

voltage gets distributed to individual anodes through the voltage divider network

(cf. Figure 6.5.1). Here we have assumed that all the resistors across the dynodes

have the same value (hence we could use Vdy5V/(n1 1) in the above derivation).

It is apparent from this equation that the overall gain is proportional to the voltage

raised to the power αn, i.e.,

μ ~ Vαn:

For a tube having 10 dynodes, αn translates into a number between 7 and 8. The

dependence of gain on voltage for a PMT having 10 dynodes as characterized by

the above relation is shown in Figure 6.5.16. Typical PMTs are operated between

1500 and 2000 V, with gains on the order of 105.
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Equation (6.5.16) is valid only for the case where all the dynodes have equal

gains. In the case where individual dynodes have different gains, something that is

not uncommon in commercial PMTs, the overall gain should be computed from

μ5 L
n

i51

δi; ð6:5:17Þ

where δi denotes the gain of the ith dynode and Π stands for the product.

Example:

The multiplication structure of a PMT is composed of 10 dynodes. The gain

of the first four dynodes is such that each of them produces three secondary

electrons. The rest of the dynodes produce four secondary electrons. Compute

the gain of the PMT.

Solution:

Given the gains of the first four dynodes as 3 and the remaining six dynodes

as 4, the overall gain as calculated from Eq. (6.5.18) is

μ5 L
4

i51

δi

� �
L
10

i55

δi

" #

5 ð34Þð46Þ
5 3:33 105:

V (V)
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Figure 6.5.16 Variation of gain with applied voltage for a PMT having 10 dynodes.
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The strong dependence of gain on the applied voltage implies that the output of a

PMT is highly susceptible to changes in the voltage. To quantify the variation of gain

with change in applied voltage, let us differentiate both sides of Eq. (6.5.16). This gives

dμ5
Anαn

ðn11Þαn V
αn21dV : ð6:5:18Þ

The relation for the relative change in gain can be obtained by dividing this

equation by Eq. (6.5.16). Hence we have

dμ
μ

5αn
dV

V
; ð6:5:19Þ

which can also be written as

Δμ
μ

5
αn ΔV

V
: ð6:5:20Þ

For a PMT with 10 dynodes we have αn� 7. For such a tube the relative change

in gain would be about 7 times the relative change in applied voltage. Hence, if the

applied voltage changes by 2%, the gain will change by about 14%. The effect is

less dramatic for tubes constructed with smaller numbers of dynodes. However,

since the gain depends on the number of dynodes, the sensitivity of such a tube will

also be lower. Figure 6.5.17 shows the dependence of the number of dynodes on

gain for a PMT operated under the nominal voltage of 2000 V.
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Figure 6.5.17 Dependence of gain on the number of dynodes in the multiplication structure

of a PMT operated at 2000 V.
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A.11 Spatial uniformity

In most applications it is desirable that the PMT be capable of covering as large an

area as possible. This requires, above all, a photocathode with a large area. A uni-

formly built photocathode should have essentially the same quantum efficiency

throughout its entire coverage. However, achieving a high degree of uniformity is

not an easy task, especially at the ends of the photocathode. Furthermore, the photo-

electron collection efficiency of the first dynode is usually not the same for the

whole of the photocathode. The term uniformity is used to characterize the varia-

tions in the anode current when photons strike the photocathode at different posi-

tions. This uniformity is generally quantified by measuring the anode’s sensitivity

to directional light incident on different points on the PMT entrance window.

Figure 6.5.18 shows typical PMT sensitivity curves for head-on and side-on type

PMTs. The response of a head-on type PMT is spatially more uniform than that of

the side-on type PMT. The sensitivity of side-on type PMT to light incident at and

around the center of the photocathode is maximal, decreasing to about 50% at the

upper and lower corners. In contrast, the head-on type PMT shows an abrupt

decrease to almost zero near the corners of the upper face of the phototube. The

anode’s sensitivity in the middle region, however, is fairly uniform. It is therefore
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Figure 6.5.18 Typical anode sensitivity curves depicting the response of PMTs to light

incident on different photocathode positions normal to their entrance windows. (a) Side-on

type PMT. (b) Head-on type PMT. The abrupt decrease of anode sensitivity at the edges

requires care in tube positioning.
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recommended that the system be designed such that most of the incident photons

strike the middle part of the PMT entrance window.

A.12 Time response

In certain applications the response time of a PMT becomes extremely important.

For example, in Cherenkov detectors the timing information is used to construct the

event vertex, which is the point of origination of the Cherenkov light. In such a sit-

uation a time uncertainty of less than a few nanoseconds may be desirable.

Similarly, in the case of pulse shape measurements, the reproduction of the incident

waveform requires good PMT time response.

The response time of any PMT depends almost exclusively on the electron multipli-

cation process. The reason is that the process of photoelectron collection by the first

dynode is almost independent of time. As the electrons move down the multiplication

chain, their time distribution widens due to the statistical nature of the process of elec-

tron emission from the dynodes. This implies that even if the initial photon pulse is a

delta function, the output pulse at the anode will have a finite spread. The rise time of

the output pulse is one of the two parameters used to characterize the time response of

the PMT. The other parameter is the transit time of the electrons. The transit time is

defined simply as the time between the peak of the anode pulse and the time of inci-

dence of the photons (Figure 6.5.19). The definition of this rise time is, however, some-

what arbitrary. Conventionally it is defined as the time it takes the anode pulse to rise

from 10% to 90%.

If a train of very narrow width pulses is incident on a PMT, the transit time, the

rise time, and the decay time will all show fluctuations about their mean values.

For a well-designed and -constructed PMT, these fluctuations are due mostly to the

statistical nature of the underlying physical processes. The spread in the transit time

is what is used to characterize the response time of a PMT. The larger the spread

the less time resolution the PMT has. The time spread can be obtained by taking
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Figure 6.5.19 Time response of a PMT to a very narrow incident photon pulse. Imax is the

highest measured anode current (or pulse height).
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the Fourier transform of the pulse transit times obtained by illuminating the PMT

with very narrow-width photon pulses. The FWHM of the frequency spectrum is

generally taken as the transit time spread. The spreads in rise and decay times are

generally very small and can safely be neglected in most cases. However, for appli-

cations where the reproduction of the incident photon pulses is desired, these two

times and their spreads become very important.

One of the main reasons for the popularity of the linear focused type PMT is its

superior time response characteristics compared to most other PMTs. The reason lies in

the optimized dynode structure, placement, and high-voltage distribution. There are

other types of PMTs, most notably those with multichannel plate structures, which come

close to and sometimes surpass the timing performance of linear focused type PMTs.

A.13 Frequency response

The frequency response of PMTs is of significance for tubes working at high rates,

especially those that are used for timing applications. In most applications, one is

interested in determining the cutoff frequency, i.e., the frequency beyond which the

tube’s response falls below some acceptable value. Although sometimes the time

response and the frequency response are used interchangeably in the literature, we

will keep them separate even though they are closely related. The rationale behind

this separation is simply the importance of the cutoff frequency, which does not

apply to the time response characteristics. Another factor that should be noted is

that the time response of a PMT depends largely on its mechanical structure. The

frequency response, on the other hand, depends not only on the mechanical struc-

ture but also on the external readout circuitry.

The dependence of the frequency response on the external circuitry can be

appreciated from the following formula for the cutoff frequency:

fc 5
1

2πCsRl;eff
: ð6:5:21Þ

Here Cs is the total capacitance at the output and Rl,eff is the effective load resis-

tance. The reader may recall that the load resistance is used to convert the output

current into voltage and that the voltage is actually measured across this resistance

(cf. Figure 6.5.14). However, it should be noted that the subsequent amplifier has

its own input resistance, as shown by Ra in Figure 6.5.20. This implies that the

effective resistance as seen by the output signal is actually given by

1

Rl;eff
5

1

Rl

1
1

Ra

;

or Rl;amp 5
RlRa

Rl 1Ra

:
ð6:5:22Þ

The product Rl,effCs is generally referred to as the time constant of the output circuit,

though it is not uncommon to see RlCs being referred to as the time constant instead.

The capacitance Cs represents the combined capacitance of the tube and the stray
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capacitance of the cables and is generally very small. Since Cs depends on the mechani-

cal structure of the tube and the cables, it cannot be varied much. On the other hand,

one is at liberty to choose a value of the load resistance Rl according to requirements.

Now, there are two competing requirements for this choice. One is the cutoff frequency,

which should be as large as possible. This would require the load resistance to be as

small as possible. The other requirement stems from the fact that the load resistance is

used to convert the output current into voltage and hence, for reliable measurement of

the output voltage, its value should be as large as possible. But we saw earlier that

making it large has the downside of making the Rl,eff large and cutoff frequency small.

Another problem is that increasing Rl increases the potential drop across it as well,

which makes the potential drop between the last dynode and the anode small. The con-

sequence of this is the buildup of space charge at the last dynode and poor collection of

charges, leading to nonlinearity in the response, which is certainly not a very desirable

effect. It is apparent that these conditions cannot be met at the same time, and one must

choose an optimized solution based on the requirements of the particular application.

A.14 Energy resolution

The pulse height at the anode of a PMT depends on the number of secondary elec-

trons. If we know the overall gain of the tube, we may assume that its energy reso-

lution can be defined using this number. Unfortunately, this is not really true since

we have not considered the fact that the number of electrons produced at each step

of the multiplication chain fluctuates around a mean value. We noted earlier that

the emission of secondary electrons is Poisson distributed, which implies that at

each dynode the spread in the number of electrons can be written as

σNi

Ni

5

ffiffiffiffiffi
Ni

p

Ni

5
1ffiffiffiffiffi
Ni

p ; ð6:5:23Þ

where Ni is the average number of secondary electrons produced by dynode i.

Rn−1

RnRlVout

Ra
Cs

Anode

+HV

C

Amplifier

Figure 6.5.20 Typical output circuit of a PMT with amplifier having internal resistance Ra.

The effective resistance seen by the output signal depends on Rl as well as Ra.

405Scintillation detectors and photodetectors



Since the spread depends inversely on the square root of the number of electrons, the

first dynode, which produces the smallest number of secondary electrons, introduces

the largest uncertainty. As the multiplication progresses, the overall uncertainty

increases, but at a slower rate at subsequent steps due to the increase in the number of

electrons at each step. The end result is a fairly broad peak at the anode and poor energy

resolution. The only way out of this problem is to somehow increase the number of elec-

trons at each stage. This can be done by using dynodes with a very large value of gain δ,
since this would guarantee emission of large numbers of electrons even at the first stage

of multiplication. PMTs designed to deliver good energy resolution are actually con-

structed with such dynodes. In general, however, PMTs have poor energy resolution.

If the PMT is used to detect the photons coming from a scintillator, the overall

energy resolution will have a component due to the scintillator as well. Generally

speaking, scintillators by themselves have good energy resolution, and the largest

uncertainty is introduced by the PMTs. This is one of the reasons why semiconduc-

tor photodetectors are sometimes preferred over conventional PMTs.

A.15 Modes of operation

A PMT can be operated in two distinct modes: digital and analog. Digital mode,

also called the photon-counting mode, is the one that actually utilizes the potential

of a PMT design to its fullest. In this mode the PMT is used to count the number of

light photons that strike the photocathode, something that is extremely difficult, if

not impossible, with other types of detectors. The caveat, of course, is that this does

not work very well when the incoming photon intensity is very high and the associ-

ated electronics are not fast enough. This technique works best in situations when

the incident photons are well separated in time.

When photon intensity is low, a small number of photoelectrons are generated in

the photocathode. Consequently, the output pulses at the anode are well separated

in time. The proportionality of the number of these pulses to the incident light

forms the basis of the photon-counting mode of operation. Figure 6.5.21 shows the

pulse-counting process in the digital operation mode of a PMT. It is evident that

not all of the photons incident on the photocathode generate photoelectrons. The

ones that do can reach the first dynode and initiate the electron multiplication pro-

cess, leading to a measurable pulse at the anode. Of course, if the photoelectron

goes astray and does not reach the first dynode, there will not be any pulse at the

anode at all. It is therefore very important that, especially for measurement of low

photon intensities, a PMT with high electron collection efficiency be chosen.

As shown in Figure 6.5.21, although each pulse is generated by a single photon,

the height of the output pulse is not always the same. The major factor contributing

to this variation is the stochastic nature of the electron multiplication process. Since

the number of secondary electrons from a dynode depends on the incident electrons,

even a small variation in the electron population at early stages can potentially cause

large variations in the charge collected by the anode. The fluctuation in the number

of electrons can be due to two factors: the inherent statistical fluctuation in the sec-

ondary electron emission process and the collection efficiency of the dynode.
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If the count rate is so high that the associated electronics cannot differentiate

between subsequent pulses, the PMT output is a pulse-overlapped or time integrated

signal (Figure 6.5.22). In such a situation the counting of individual pulses is not

possible and the output is an average current having typical shot noise characteris-

tics. This is called the analog mode of PMT operation.

Example:

Estimate the peak output current and voltage of the output pulse of a PMT

working in digital mode. Assume the tube gain and the output pulse width are

106 and 16 ns, respectively. Take the input impedance of the amplifier to be

100 Ω.

Solution:

Since the PMT is operating in the photon-counting mode, the output pulse is

generated by a single photoelectron incident on the first dynode. With a tube

gain of 23 106 and an elementary electronic charge of 1.63 10219 C, the

electron multiplies into a total charge on anode equal to

Qanode 5 ð1:63 10219Þð23 106Þ
5 3:23 10213 C:

A pulse of width tw5 16 ns will then produce a peak current of
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Figure 6.5.21 (a) Digital mode of PMT operation. The figure shows generation of pulses

when the incident photon rate is low. (b) Pulse height spectrum of a typical PMT. The x-axis

is the pulse height in a convenient bin size and the y-axis is the number of pulses with

heights lying within the corresponding bin.
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I
peak
anode 5

Qanode

tw

5
3:23 10213

163 1029

5 20 μA:

The corresponding voltage across the amplifier’s input having impedance

Rload5 100 Ω is then given by

Vout 5 I
peak
anode 3Rload

5 ð203 1026Þð100Þ
5 2:0 mV:

This shows that the typical voltage output of a PMT working in digital

mode is quite small, and a good signal-to-noise ratio would require very sensi-

tive and stable readout electronics.
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Figure 6.5.22 (a) Analog mode of PMT operation. If the incident photon intensity is higher

than the resolving power of the readout electronics, a pulse-overlapped (or time integrated)

signal is obtained. In this mode the counting of individual pulses is not possible. (b) Pulse

height spectrum of a typical PMT at two different incident photon intensities.
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A.16 Noise considerations

Since PMTs are very sensitive instruments, their vulnerability to various types of

noise should be carefully considered, especially in situations where the count rate is

very low. The most important PMT noise sources are described below.

� Thermally agitated electron emission: We saw earlier that the photocathodes and

dynodes generally used in PMTs have very low work functions. This implies that they are

susceptible to thermal agitations and may spontaneously emit electrons even at room tem-

perature. There are two precautions that can be taken to minimize this effect: cooling and

minimizing the size of the photocathode. Cooling the photocathode lowers the thermal

energy available to the electrons. Since the number of thermally emitted electrons also

depends on the area of the photocathode, decreasing its size can minimize this effect too.
� Glass scintillation: The electron multiplication structure of a PMT is fitted inside a

vacuumed glass enclosure, which itself can act as a scintillator. During operation the devi-

ation of trajectories of some of the electrons taking part in the multiplication process is

inevitable. Some of these electrons can be attracted toward the outer glass enclosure, thus

producing scintillation light.
� Field emission: If a PMT is operated at a very high voltage (near its maximum rating), it

may suffer from small electrical discharges. This results in production of erroneous large

random pulses. To avoid this, PMTs should be operated at a voltage well below their

maximum rating.
� Leakage current: No PMT structure can be made absolutely perfect. Small imperfections

in insulation and contamination are inevitable, which may cause a small leakage current

in the output circuit. This effect becomes more prominent at low operating voltages. To

minimize this, all parts of the tube must be thoroughly cleaned.
� Ringing: Any impedance mismatch in the input of the preamplifier and the PMT can

cause error in count rate. This so-called ringing effect is a serious problem for high-rate

situations. The best cure, of course, is to ensure impedance matching.
� Mechanical instability: A PMT is a sensitive mechanical structure and therefore highly

susceptible to mechanical vibration. Such vibrations may cause the electrons to deviate

from their usual trajectories. This may, for example, lead to glass scintillation and conse-

quently the signal-to-noise ratio may decrease considerably.
� Inductive noise: Almost all PMTs are sensitive to external magnetic fields, which induce

inductive noise in the system. Therefore, either the PMT structures should be electromag-

netically shielded or the external field should be compensated. Some newer designs of

PMTs, such as mesh or MCP type, are less susceptible to magnetic fields and are therefore

preferred over other types if allowed by the time response requirement and other factors.

In the next two subsections we will look at the theoretical considerations of the

signal-to-noise ratio computations in the analog and digital modes of PMT

operation.

A.17 Noise in analog mode

We saw earlier that in analog mode of operation, an average photoelectric current is

measured at the anode. The measured average photocurrent also has an AC shot

noise component superimposed on its instantaneous value. There are several factors

that contribute to this noise, the most important of which are described below.
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� Statistical fluctuations: The production of photoelectrons in the photocathode, like all

other quantum mechanical processes, has a certain statistical uncertainty. This implies

that, even if we illuminate the PMT with monochromatic light having constant intensity,

the production rate of photoelectrons will have some fluctuations due to the probabilistic

nature of the process. Furthermore, the multiplication of these photoelectrons has a statis-

tical uncertainty associated with it. These two fluctuations introduce uncertainty or noise

in the system. The shot noise current σst corresponding to the overall statistical fluctua-

tions in the photocathode and the dynodes can be written as

σst 5μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIpeFB

p
: ð6:5:24Þ

Here μ is the PMT gain, Ipe is the photoelectric current, B is the bandwidth of the mea-

suring electronics, and F is the PMT noise figure, which can be calculated for a PMT hav-

ing n dynodes with individual gains δi with i5 1,..., n from

F5 11
1

δ1
1

1

δ1Uδ2
1 . . .1

1

δ1?δn
: ð6:5:25Þ

A point worth stressing here is that Ipe should not be confused with the anode current

since it represents the photoelectric current, i.e., the total charge being produced by the photo-

cathode and collected by the first dynode per unit time. The terms F, B, and μ transform this

current into the anode current. The photoelectric current can be obtained from the relation

Ipe 5NγeðQEÞðCEÞ; ð6:5:26Þ

where Nγ is the number of photons incident on the photocathode per unit time, e is the

electronic charge, QE is the quantum efficiency of the photocathode, and CE is the collec-

tion efficiency of the first dynode.
� Background light: PMTs are very sensitive devices and therefore, unless the system has

been made extremely light tight, there are always some background photons contributing

to the signal. The corresponding shot noise can be written as

σbg 5μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIbgFB

p
: ð6:5:27Þ

Here Ibg is the background current, which is the average anode current measured without

the incident light and can be computed from

Ibg 5Nγ;bgeðQEÞðCEÞ; ð6:5:28Þ

where Nγ,bg is the number of background photons incident on the photocathode per unit

time.
� Dark current: This is the term used to describe the average noise current due to a num-

ber of sources. Dark current is dominated by thermionic emission of electrons from the

photocathode. Other sources of dark current include current produced by ionization of

residual gases inside the tube and leakage current between electrodes. The presence of

dark current in any practical PMT is unavoidable, but it can be minimized by careful

design and construction. A constant dark current in itself is not a problem as far as mea-

surements are concerned, since one can always subtract it from the anode current.
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However, the fluctuations of dark current can introduce significant uncertainties in the

final measurements. These fluctuations can be characterized by the shot noise current,

which for the average dark current Id can be estimated from

σd 5μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIdFB

p
; ð6:5:29Þ

where μ, F, and B represent the same parameters as described above. It is apparent from

this equation that decreasing the dark current has the merit of decreasing the noise associ-

ated with it as well. Hence, keeping the dark current to the minimum possible value is

highly desirable.
� Johnson noise: Measurement of anode current requires that an amplifier be connected to

the PMT load. The equivalent impedance of this circuit is subject to thermal variations

causing injection of thermal or Johnson noise in the system. The Johnson noise for an

amplifier having noise figure Famp can be expressed as

σamp 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4FampkBTB

Reqv

s
: ð6:5:30Þ

Here kB is Boltzmann’s constant, T is the absolute temperature, and Reqv is the equivalent

circuit impedance. As Johnson noise depends explicitly on temperature, it is instructive to

see how it changes with change in temperature. For that, let us differentiate Eq. (6.5.30)

with respect to temperature. This gives

dσamp

dT
5A

1ffiffiffiffi
T

p with A5

ffiffiffiffiffiffiffiffiffi
FkB

R

r
: ð6:5:31Þ

This shows that the effect is more dramatic at lower temperatures. Note that here we

are talking about the change in the Johnson noise and not the noise itself. The noise is

larger at higher temperatures according to Eq. (6.5.30), but the variation in noise level

with respect to change in temperature is higher at lower temperatures.

Example:

If the temperature of a PMT-based detector working at 200 K is elevated to

the room temperature of 300 K, what would be the relative change in its

Johnson noise?

Solution:

Since all other parameters are supposed to remain constant at the two tempera-

tures, we can write Eq. (6.5.30) as

σamp 5K
ffiffiffiffi
T

p

where K5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4FampkBB

Reqv

s
:
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The percentage relative change in Johnson noise can be obtained by writing

the above equation at the two temperatures and taking their relative

difference.

Δσamp 5
σamp;1 2σamp;2

σamp;1
3 100

5

ffiffiffiffiffi
T1

p
2

ffiffiffiffiffi
T2

pffiffiffiffiffi
T1

p 3 100

5

ffiffiffiffiffiffiffiffi
200

p
2

ffiffiffiffiffiffiffiffi
300

pffiffiffiffiffiffiffiffi
200

p 3 100

5 22:5%:

ð6:5:32Þ

All of the noise components described above contribute to the overall signal-to-

noise ratio. If we know all the individual currents, we can compute the signal-to-

noise ratio from

S=N5
Iγ

½σ2
st1σ2

bk1σ2
d1σ2

amp�1=2

5
Iγ

2eμ2FBfIpe1Ibg1Idg14FampkBTB=Reqv

� �1=2 :
ð6:5:33Þ

However, it is difficult in practice to separate the individual currents from the

measurements. The easiest and the most practical method is to take two sets of

measurements, one without and the other with incident light. The shot noise associ-

ated with the measurement without incident light is given by

σbg;d;amp 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
bk 1σ2

d1 σ2
amp

q
; ð6:5:34Þ

while the total shot noise after shining the photocathode with incident light is

σtot 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
st 1σ2

bk 1 σ2
d 1σ2

amp

q
: ð6:5:35Þ

Now, the currents corresponding to these noise levels can be subtracted to get

the current due to light only, i.e.,

Ipe 5 Itot 2 Ibg;d;amp: ð6:5:36Þ
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The overall signal-to-noise ratio from these measurements is then given by

S=N5
Ipe

σ2
tot 1 σ2

bg;d;amp

5
Ipe

σ2
st 1 2ðσ2

bk 1 σ2
d1 σ2

ampÞ

5
Ipe

½2eμ2FBfIpe12Ibg12Idg18FampkBTB=Reqv�1=2
:

ð6:5:37Þ

Except for statistical fluctuations, all the noise sources described above are instru-

mental in nature and therefore can be reduced by proper design and construction. For

example, decreasing the bandwidth of the readout circuitry improves the signal-to-noise

ratio. This can be done in practical systems provided it does not affect the dynamic

range of the system.

Example:

Determine the fluctuations in the dark current of 1 nA from a PMT having a

gain of 104. The PMT is built with six dynodes and the system bandwidth is

50 Hz. Assume that the PMT noise figure is unity.

Solution:

Substituting the given values in Eq. (6.5.29), we get

σd 5μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIdFB

p
5 104½ð2Þð1:6023 10219Þð10219Þð1Þð30Þ�1=2
5 9:83 10210 A

5 0:98 nA:

Apart from signal-to-noise ratio, another parameter that is widely used to charac-

terize the noise level of PMTs is the equivalent noise input or ENI. This represents

the amount of light necessary to produce a signal-to-noise ratio of unity. ENI is

mathematically defined as

ENI5
1

Sl;a
½2eIdμB�1=2; ð6:5:38Þ

where Sl,a is the anode luminous sensitivity in A/lm, Id is the anode dark current in

amperes, μ is the tube gain, and B is the bandwidth of the system. The dark current

can easily be determined by measuring the tube output without any light input, not

even background light. For that the tube is generally kept in darkness for some time

(a few minutes’ wait normally suffices) before measuring the output current.
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A.18 Noise in digital mode

In digital mode the requirements on noise are not as stringent as in analog mode.

The reason is that in this mode there is no need to measure the actual pulse heights.

In digital mode one generally uses a discriminator at an early stage of the electron-

ics, with the purpose of deciding which pulses are to be blocked. The discriminator

generally has a lower and an upper threshold. The lower threshold is set to discrimi-

nate the noise pulses from the rest, while the upper threshold has the purpose of

eliminating spurious large pulses. The working principle is quite simple: Only

pulses with heights between the lower and upper thresholds are allowed to pass

through and be counted. All other pulses are simply rejected. In this way most of

the noise is simply rejected at an early stage no matter what its origin is, and most

of the good pulses are allowed to pass through and be counted. The reason not all

noise can be rejected in this manner lies in the uncertainty associated with the noise

level. Complete rejection of noise would require the lower discriminator threshold

to be set too high and the upper discriminator threshold to be set too low, which

would result in rejection of significant numbers of good pulses as well. The settings

of the discriminator are therefore based on a compromise between the

acceptable signal-to-noise ratio and the count rate.

Except for the Johnson noise, all the other noise components we discussed ear-

lier for the analog mode can be defined for the digital mode as well. However, in

this case the shot noise values can be determined by simpler relations due to the

digital nature of the readout.

� Statistical fluctuations: Due to the statistical nature of photoelectric and electron multi-

plication processes, there is always some uncertainty in the number of counts detected.

The shot noise attributable to this uncertainty can be obtained by noting that the process

is Poisson in nature. Hence, the statistical noise counts are given by

σst 5
ffiffiffiffiffiffi
Nst

p
; ð6:5:39Þ

where Nst represents the number of counts due to incident light only.
� Background light: If Nbg represents counts due to background light only, the shot noise

component due to the uncertainty associated with it can be obtained from

σbg 5
ffiffiffiffiffiffiffi
Nbg

p
: ð6:5:40Þ

� Dark counts: The shot noise component due to dark counts Nd is given by

σd 5
ffiffiffiffiffiffi
Nd

p
: ð6:5:41Þ

The total shot noise due to all sources in digital mode is then given by

σt 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
st 1σ2

bg 1σ2
d

q
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nst 1Nbg 1Nd

p
:

ð6:5:42Þ
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And the signal-to-noise ratio is

S=N5
Nstffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nst 1Nbg 1Nd

p : ð6:5:43Þ

Although this is a simple relation, its use requires one to know the counts due to

all three noise sources individually. Practically, it is extremely difficult to separate

the data into the three components. What is done instead is to perform the measure-

ments in two steps. In the first step, the counts without any light source are accumu-

lated for a certain period of time. This gives the counts due to background light and

dark current only, i.e.,

Nbg;d 5Nbg 1Nd: ð6:5:44Þ

In the second step, the PMT is illuminated with light and the counts are recorded

for the same period of time. This gives the total counts due to all the noise sources

and the incident light, i.e.,

Ntotal 5Nst 1Nbg 1Nd: ð6:5:45Þ

The counts due only to incident light can then be obtained by subtracting Nbg,d

from Ntotal:

Nst 5Ntotal 2Nbg;d: ð6:5:46Þ

Now, the two measurements performed have their own noise levels, given

respectively by

σbg;d 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
bg 1σ2

d

q
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nbg 1Nd

p
and

ð6:5:47Þ

σtotal 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
st 1σ2

bg 1σ2
d

q
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nst 1Nbg 1Nd

p
:

ð6:5:48Þ

The signal-to-noise ratio for the measurements can then be calculated from

S=N5
Nstffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2
total 1σ2

bg;d

q
5

Nstffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nst 1Nbg 1Nd1Nbg 1Nd

p
5

Nstffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nst 1 2ðNbg 1NdÞ

p :

ð6:5:49Þ
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Example:

A PMT working in digital mode records dark and background counts of

53 104 and 1.53 102, respectively. Compute the total fluctuations due to

these two noise sources.

Solution:

The shot noise due to the dark counts is

σd 5
ffiffiffiffiffiffi
Nd

p

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
53 104

p
5 223:6:

Similarly, for the background counts we have

σbg 5
ffiffiffiffiffiffiffi
Nbg

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:53 102

p
5 12:2:

The total shot noise due to these two sources is given by

σ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2
d 1σ2

bg

q
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
223:621 12:22

p
� 224:

A.19 Effect of magnetic field

One of the most problematic things about PMTs is their vulnerability to external

magnetic fields. The stem of this problem is the fact that some of the electrons trav-

eling down the multiplication chain may change their paths due to a magnetic field.

Such stray electrons do not contribute to the output signal and hence not only

reduce PMT sensitivity but may also affect its linearity. This is a serious problem

in situations where a high magnetic field is present, such as particle physics experi-

ments. In such a case there are three options to reduce this effect.

� Less-susceptible PMTs: Some PMT structures, such as multichannel types, are not much

affected by external magnetic fields and may therefore be preferred over conventional

PMTs.
� External shielding: PMTs can be externally shielded, for example, by constructing a

Faraday cage around them.

416 Physics and Engineering of Radiation Detection



� Field compensation: The magnetic field can be compensated by another magnetic field

near the PMT, such that the effects of the two cancel out. This method is more

suitable for tubes working in low-level magnetic fields, such as that of the Earth. The rea-

son is that application of a high compensating field may not be practically possible or

even desirable due to its possible effect on other parts of the system.

6.5.B Photodiode detectors

PMTs are not the only means of detecting light photons. New advances in semicon-

ductor technology have led to the development of so-called photodiode detectors

having moderate to extremely high quantum efficiencies. In the previous chapter,

we looked at some specific types of semiconductor detectors, such as PIN diodes,

heterojunction diodes, and Schottky diodes. Each of these detectors can be used as

a photodetector since a photodiode detector is simply a semiconductor diode detec-

tor optimized to work in and around the visible spectrum of radiation.

Before we discuss the specific types of semiconductor photodetectors, let us

have a look at the internal gain expected from a general photon sensor. Let us

assume that there is a flux Φγ of photons having frequency ν uniformly illuminating

the surface of a semiconductor detector of surface area A per unit time (Φγ has

dimensions of photons per second). The number of charge pairs generated per unit

volume can then be written as

N5 η
φγ

hv
; ð6:5:50Þ

where η is the quantum efficiency of the detector, which is simply the number of

charge carriers generated per photon. The total current due to these charges, each

having a charge q, is given by

iγ 5 qN

5 qη
φγ

hv
:

ð6:5:51Þ

We saw in the previous chapter that some of these charge pairs recombine with

an average rate of 1/τ (see Eq. (5.1.20)), where τ is the average lifetime of the

charges. Hence the above equation is an overestimation, and in order to determine

the actual current we must include the recombination rate into the equation as well.

If n is the average number of charge pairs per unit volume, then their average gen-

eration rate can be written as

G5
n

τ

5 τ
ηðφγ=hvÞ

Ad
;

ð6:5:52Þ
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where d is the detector thickness. This equation can be used to determine the aver-

age charge density n:

n5
ηðφγ=hvÞ
τ Ad

: ð6:5:53Þ

To determine the current due to these charges, we make use of Ohm’s law,

which states that the current density is proportional to the electric field, i.e.,

J5σE;

where σ is the conductivity of the material. Using i5 JA, we find that the actual

measurable current is is given by

is 5σEA
5 qμnEA:

ð6:5:54Þ

Here μ is the charge mobility. We have assumed that the electrons and holes have

the same mobility, something that is not really true but is not expected to have a

large effect on our derivation. Substituting n from Eq. (6.5.53) in the above relation

gives

is 5 q
τηφγμE
dhv

ð6:5:55Þ

The photocurrent gain is then obtained by dividing is by iγ. Hence we get

Gain5
is

iγ

5
τμE
d

5
τ
td
:

ð6:5:56Þ

Here we have assumed that the charges are produced at the surface and traverse

the thickness d of the detector before being collected by the electrode in a time

td 5 d=vd 5 d=μE; with vd being the average drift velocity of the charges. td is gen-

erally called transit or drift time and is an important parameter for estimating the

gain of a photodetector. A well-fabricated pn-junction diode usually has a gain of 1,

which signifies the fact that the recombination is minimal. Avalanche diodes, which

we will discuss in the next section, may have a gain of 10,000 or more. It is worth

noting that most photodiodes have a quantum efficiency of more than 80% through-

out the visible and near infrared regions. However, since at nominal applied
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voltages there is no charge multiplication process, their signal-to-noise ratio at the

single photon level is not large enough to obtain meaningful results. Therefore, for

low-intensity measurements, the signal must be somehow amplified. In avalanche

photodiodes, this is done internally in the bulk of the material through the process

of charge multiplication. This emerging technology has already started to take the

place of conventional PMTs in some applications and therefore deserves some

attention. The next section is therefore devoted to avalanche photodiodes.

6.5.C Avalanche photodiode detectors

Avalanche photodiode detectors (APDs) exploit the process known as impact ioniza-

tion, in which the initial electrons create more free electrons by imparting energy to

the molecules along their tracks. This process is very similar to the gas multiplication

we discussed in Chapter 3. The primary electrons produced by the incident radiation

are made to attain high velocities under the influence of externally applied high elec-

tric field. If the energy attained by an electron is high enough, it can free one or more

secondary electrons, thereby creating more charge pairs. It should be noted that theo-

retically such a process is only possible if the incident electron gains energy at least

equal to the band gap energy of the material. However, since an electron also loses

energy through nonradiative scatterings, the average energy of the electrons should

be much higher than the band gap energy. For most semiconductors, an energy dif-

ference of a factor of 3 is normally required. The secondary electrons, being under

the influence of the same electric field, produce tertiary charge pairs, and so on.

Once started, this process of charge multiplication grows and eventually causes ava-

lanche multiplication of charge pairs. The large number of charge pairs thus pro-

duced create an electrical current much higher than what is generally obtained in

conventional photodiode detectors. Since this current is proportional to the incident

particle energy, the detector can be used for spectroscopic purposes.

Just like conventional photodiode detectors, avalanche photodetectors can also

be designed and built in different configurations. Figure 6.5.23(a) shows the con-

ceptual design of a simple avalanche photodetector. The detector is made of an

intrinsic (or lightly doped p-type material) sandwiched between a heavily doped

p-side and a heavily doped n-side. Another p-type region is also established

between the intrinsic material and the heavily doped n-side. The contacts are made

by metal deposition on two sides of the detector. A high reverse bias applied at

the two ends creates an electric field profile similar to the one sketched in

Figure 6.5.23(b). Based on this electric field profile, two regions can be identified:

an absorption region Rabs and a multiplication region Rmult. The incident radiation

passing through the intrinsic or absorption region creates electron�hole pairs along

its track. The charges move in opposite directions under the influence of the moder-

ate electric field inside Rabs. The electrons move toward the p-region, which is

characterized by very high electric field intensity. This is where avalanche multipli-

cation takes place. The large number of electron�hole pairs generated here as a

result of charge multiplication move in opposite directions and induce a voltage
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pulse at the readout electrode. Alternatively, the current generated by the motion of

charges can also be measured by the associated electronics.

The kind of structure shown in Figure 6.5.23 is generally known as a reach-

through structure. Figure 6.5.24 shows the practical design of a reach-through APD.

The guard ring around the multiplication region is established to minimize the pos-

sibility of electrical breakdown.

C.1 Basic desirable characteristics

The desirable characteristics of an avalanche photodetector are not much different

from the conventional photodiode detectors, as can be deduced from the list below.

� Small leakage current: An ideal APD does not have any leakage current. Real APDs

have extremely small dark currents. The reason to strive for no leakage current is to avoid

unwanted avalanches, which may induce nonlinearity in the detector response.
� High gain: Since the sensitivity of the detector depends on its gain, APDs are designed

such that they have gains of up to 108. However, depending on the application, one can

opt for lower gain, which can be achieved by applying a lower electric field.
� Good frequency response: Good frequency response is one of the most desirable charac-

teristics of APDs, especially those that are to be used in high-rate environments.

It should be noted that the last two characteristics are similar to those desired in

photomultipliers, which of course is not a surprise since both detectors have essen-

tially the same purpose. We will shortly see that modern APDs have characteristics

near to their ideal values.

C.2 Multiplication process and gain fluctuations

The process of electron multiplication in an APD is very different from that which

occurs in a PMT. It actually resembles the avalanche process in gases we studied in

the chapter on the gas-filled detectors.

RmultRabs

n+p+

V

(b)

π p

(a)

Figure 6.5.23 (a) Conceptual design of a simple avalanche photodetector. (b) The electric

field profile of the structure shown in (a). π represents either a lightly doped p-material or

intrinsic material, while the superscript (1) refers to heavy doping.
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The process through which the charges multiply in an APD is known as carrier

impact ionization. Intuitively thinking, it may seem a very simple process since it

refers to the subsequent ionizations when high-energy charge carriers collide with

molecules along their tracks. However, the reality is that it is an extremely compli-

cated process and is very difficult to model analytically. The difficulty lies mainly

in modeling the stochastically spread distribution of charges after impulse ioniza-

tion. A detailed account of different models and the related analytical computations

is beyond the scope of this book, and therefore the interested reader is referred to

other sources (see, for example, [24, 31, 37] and the references therein).

The problems mentioned above lead to the difficulty in the determination of the

probability density function of the electrons that make up the output signal. One

might assume these electrons to have a Poisson distribution if the absorption of the

incident light could be described by the Poisson process. This, however, is not

really the case. In fact, the distribution of electrons is fairly complicated and

extremely difficult to evaluate numerically [33]. Due to this difficulty, a number of

approximate probability density functions have been proposed, including one that

assumes the shape of a Gaussian distribution, though with longer tails.

We will see later that even though the gain fluctuates around a mean value, still

with proper attention to the noise sources one can build a detector based on an

APD that works at the limit of quantum fluctuations of the multiplication process.

The mean value of the gain is an important parameter for design optimization, noise

consideration, and calibrations. For the output signal due to electrons, the expres-

sion for the mean gain can be written as [22]

hGei5
12 u

e2αdð12uÞ 2 u
; ð6:5:57Þ

where u 6¼ 1 is the ratio of the hole ionization rate to the electron ionization rate, α
is the electron ionization rate, and d is the thickness of the depletion region. The

ionization ratio u can have any value between 0 and 1 but is generally very small,

p+

n+
n

IntrinsicGuard ring

SiO2

Metal contact Antireflective coating

p

Metal contact

Photon

Figure 6.5.24 Typical structure of a silicon-based reach-through type avalanche photodetector.
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on the order of 1022 or 1023. Let us see what happens when we substitute u5 0 in

the above expression. This gives

hGei � eαd; ð6:5:58Þ

which looks remarkably similar to the expression that was obtained for gas multiplica-

tion in the chapter on gas-filled detectors. From this expression one might conclude that

higher gain can be obtained by simply increasing the depletion width. Although in prin-

ciple this is true, it is far from the actual practice as it has the downside of increasing

the fluctuations in the gain. We will return to this discussion in the next section.

One thing to note is that this simplified expression for mean gain should not be used in

actual computations as the effect of u on gain is not negligible (see example below).

Example:

An APD has a mean gain of 50 at a hole-to-electron ionization rate ratio u of

0.1. Compute the relative change in its mean gain if u changes to 0.01.

Assume that all other parameters remain the same.

Solution:

Using the given values, we first compute the value of αd from Eq. (6.5.57):

hGei5
12 u

e2αdð12uÞ2 u

.αd52
ln½ð12 u=hGiÞ1 u�

12 u

52
ln½ð12 0:1=50Þ1 0:1�

12 0:1

5 2:37:

Now, using this value of αd we can calculate the gain at u5 0:01 as follows:

hGei5
12 u

e2αdð12uÞ 2 u

5
12 0:01

e22:37ð120:01Þ 2 0:01

5 11:5:

The relative change in gain is then given by

ΔhGei5
502 11:5

50
3 100

5 77%:
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In general, the gain of an APD can be any value between 1 and 108. However,

standard APDs are mostly operated between gains of 10 and 1000. APDs of gains

higher than this are also used, though in situations where the light level is extremely

low, such as in single photon-counting applications.

The mean internal gain of an APD is a function of the applied voltage, since the

energy gained by the electrons between collisions depends on the electric field

strength. The bias�gain curve of a typical APD is shown in Figure 6.5.25. It is

apparent from this figure that an APD can, in principle, be operated in a range of

gains, which makes it a versatile device that can be tuned according to the level of

the incident light.

In most applications, APDs are used in a region of the voltage�gain curve where

the relationship is approximately linear. In this region the variation of gain with

voltage can be written as

dG

dV
5 kvG V21; ð6:5:59Þ

where V is the applied voltage and kv is a constant that depends on the APD mate-

rial and construction. Generally, its value lies between 3 and 4.

Another parameter on which the gain depends heavily is temperature. The gain

increases with decrease in temperature according to the simple relation

dG

dT
52 ktG

�C21; ð6:5:60Þ
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n

Figure 6.5.25 Variation of gain with applied reverse bias in a typical APD.
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where T is the temperature in degree Celsius and kt is a constant that depends on

the type of APD. It normally assumes a value between 2 and 3. The negative sign

simply signifies the inverse relationship between the gain and the temperature.

The above equations imply that operating an APD at a fixed temperature and

voltage would yield a fixed gain. What these equations do not imply is that there is

no uncertainty associated with the gain. As a matter of fact, the biggest problem

with APD gain is actually its inherent uncertainty and not its variation with temper-

ature and voltage. This uncertainty stems from the noisy nature of the carrier impact

ionization process that multiplies the charges. Any measurement from an APD is

therefore subject to these fluctuations as well, which of course can become undesir-

able for high-precision measurements such as single photon counting. The fluctua-

tion in APD gain has thus become an active area of research and development.

Although some researchers prefer to work directly with the gain, most prefer the

gain fluctuations that are characterized by the so-called excess noise factor, defined as

F5
hG2i
hGi2 ; ð6:5:61Þ

where G is the APD gain and hi represents the mean value. A number of mathemat-

ical models exist that transform the above equation into a numerically

computable form (see, for example, [23]). We will not go into that discussion, but

it is worth mentioning here that the excess noise factor and hence fluctuation in the

gain depend on

� the mean APD gain,
� the ionization coefficients of the charge carriers (electrons and holes),
� the multiplication region.

The variation of the excess noise factor with the mean gain is the most profound

of these three factors. Although some APDs behave a bit differently, generally there

exist linear relationships between these parameters, such as

F � AG1B; ð6:5:62Þ

where A and B are constants that depend on the APD material and construc-

tion. Typically, A has a value on the order of 1023, while B assumes a value

of around 2.

C.3 Quantum efficiency and responsivity

The quantum efficiency of a photodiode detector is used to characterize its effi-

ciency in creating charges that contribute to the output signal. It is generally defined

by the ratio

ξ5
Rate of Electron Generation

Intensity of Incident Photons
: ð6:5:63Þ
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Note that here the rate of electron generation refers to the electrons that contrib-

ute to the output signal. Hence, if Iγ is the current in amperes that generates the out-

put signal, then we can write

Rate of Electron Generation5
Iγ

e
s21; ð6:5:64Þ

with e being the electronic charge. Iγ is sometimes also referred to as the photocur-

rent. Since the photocurrent in an APD actually gets amplified by a factor G, we

can also write the above expression as

Rate of Electron Generation5
Iout

hGie s
21; ð6:5:65Þ

where Iout5 hGiIγ is the current measured at the APD output and hGi is the mean

APD gain. The second term in the definition of the quantum efficiency is the inten-

sity of incident photons. This can be calculated from the incident power P and the

mean wavelength λ of the incident photons through the relation

Intensity of Incident Photons5
Pλ
hc

s21: ð6:5:66Þ

Hence the expression for quantum efficiency can be written as

ξ5
Iout=hGie
Pλ=hc

5
Iout

PhGi
hc

eλ

5
R

hGi
hc

eλ
;

ð6:5:67Þ

where R5 Iout/P is known as the responsivity of the photodetector. Responsivity is

a standard parameter that is often quoted by APD manufacturers and is used to

compare the characteristics of different APDs. Its generally quoted units are

amperes per watt. The expression for responsivity in terms of the efficiency can be

deduced from the above expression as

R5
hGieξλ

hc
ð6:5:68Þ

or in Standard units it can be written as

R5 8:073 105hGieξλ A=W : ð6:5:69Þ
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Example:

An APD having a gain of 20 and responsivity of 8 A/W is subject to a photon

beam of intensity 6.53 109 s21. Calculate the quantum efficiency of the APD

at 1.6 μm. Also compute the average photocurrent.

Solution:

The efficiency can be calculated from Eq. (6.5.67):

ξ5
R

hGi
hc

eλ

5
8

20

ð6:633 10234Þð2:993 108Þ
ð1:6023 10219Þð1:63 1026Þ

5 0:31:

To compute the average photocurrent Iγ we use the basic definition of

responsivity, i.e.,

R5
Iout

P
:

Using Iout5 hGiIγ this can be transformed into

Iγ 5
hPiR
G

5
Rφhc
hGiλ

where φ5Pλ/hc is the incident photon intensity. Substituting the given values

in the above equation yields

Iγ 5
ð8Þð6:53 109Þð6:633 10234Þð2:993 108Þ

ð20Þð1:63 1026Þ
5 3:23 10210 A

5 0:32 nA:

C.4 Modes of operation

Like PMTs, APDs can also be operated in analog or digital modes. However, for

APDs they are generally referred to as linear and Geiger modes.

We saw in the chapter on gas-filled detectors that operating a detector in the

Geiger region means applying a bias voltage high enough to cause breakdown in
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the gas. This is also true for APDs operating in the Geiger mode. If a high enough

reverse bias is applied to the APD, it will cause a large current pulse whenever a

photon produces charge pairs in the bulk of the material. In this way the detector

can be used as a photon-counting device just like a PMT, provided the dark current

can be minimized, which is significant even at room temperatures. Dark current can

be reduced by operating the detector at very low temperatures.

Silicon APDs have been found to have very low leakage or dark currents and

therefore high photon-counting capabilities. With a pulse resolution of as low as

20 ps, a gain of as high as 108, and a quantum efficiency approaching 80%, APDs

are becoming more and more popular in single photon-counting applications.

C.5 Noise considerations

APDs are generally operated at low light levels due to their signal amplification char-

acteristics. Their sensitivity is therefore limited by their inherent noise. There are dif-

ferent sources of noise in an APD, the most important of which are listed below.

� Leakage current: An APD can have two types of leakage currents: surface leakage cur-

rent and bulk leakage current. The bulk leakage current, which flows in the bulk of the

material, is affected by the high electric field in a manner similar to the signal current,

and hence gets amplified. We will represent the gain associated with the bulk leakage cur-

rent by Gl to differentiate it from the multiplication factor for the signal. If Ils and Ilb are

the surface and bulk leakage currents, respectively, then the total leakage current Il in an

APD having a mean gain hGi can be expressed as

Tl 5 Ils 1 hGliIlb: ð6:5:70Þ

The contribution of surface leakage current to the total leakage current is quite small

and can therefore be safely ignored for most computations. Hence we can write

Il � hGliIlb: ð6:5:71Þ

The fluctuations of this leakage or dark current is given by the shot noise formula

σ2
l 5 2eIlBhGli2Fl; ð6:5:72Þ

where e is the unit electrical charge, B is the bandwidth of the system, and Fl is the excess

noise factor for the leakage current. Note that here we have made use of the definition of

the excess noise factor given earlier, i.e.,

Fl 5
hG2

l i
hGli2

: ð6:5:73Þ

The excess noise factor in terms of electron ionization rate α, depletion width d, ioni-

zation rate ratio u, and gain factor Gl is given by (see, for example, [21])

Fl 5
ð11αdhGliÞð11 uαdhGliÞ

hGli
ð6:5:74Þ
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Determination of the noise factor and the fluctuations of the dark current requires

knowledge of the multiplication factor or gain, which can be computed from the

relation [21]

hGli5 12 e2αdð12uÞ

αd½e2αdð12uÞ 2 u� : ð6:5:75Þ

It is instructive to compare Eqs. (6.5.57) and (6.5.74), which represent the gains of sig-

nal and dark currents, respectively. It can be shown that they are related through the

relation

hGli5
1

αd
hGei2 1½ �: ð6:5:76Þ

� Excess noise: We have already introduced the term excess noise factor to characterize the

fluctuations in APD gain. This factor actually represents the so-called excess noise, which

is related to the statistical nature of the underlying particle interactions that take place dur-

ing the process of charge multiplication. Due to these fluctuations the distribution of

amplitudes of the output current pulses assume a finite width even if the incident light can

be described by an impulse or delta function.

We have also already introduced the expression for the excess noise factor for the dark

current (see Eq. (6.5.74)). For the signal current due to electrons, the noise factor can be

written as [41]

Fe 5 uhGei1 22
1

hGei
ð12 uÞ

� �
; ð6:5:77Þ

where, as before, u represents the hole-to-electron ionization rate ratio and hGei is the

mean signal gain.
� Thermal noise: Thermal noise, though important, is not actually related to the APD itself.

It refers to the noise generated in the output circuitry due to thermal agitations of the cur-

rent carriers. During the discussion on PMT noise, we introduced the term Johnson noise

to characterize the thermal noise generated in the preamplifier. The same argument can be

applied to the case of APDs as well. Hence the variance of output current due to thermal

noise is given by

σt 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4FtkBTB

Reqv

s
; ð6:5:78Þ

where Ft is the noise figure for the noise source (the output circuitry), kB is the familiar

Boltzmann’s constant, T is the absolute temperature, B is the system bandwidth, and Reqv

is the equivalent impedance of the output circuit.

The signal-to-noise ratio can be determined by noting that the noise sources

described above are independent of each other, since this allows us to represent the

total fluctuations or variance of the output current by

σ2
out 5σ2

c 1σ2
l 1 σ2

t ; ð6:5:79Þ
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where the subscripts out, c, l, and t refer to the variances corresponding to the out-

put signal, charge carriers, leakage current, and thermal noise, respectively. If the

output signal is due to the electrons, as is usually the case, then the fluctuations in

the electron current can be written as

σ2
c 5 2eIeBhGei2Fe; ð6:5:80Þ

where B is the bandwidth of the system, hGei is the mean electron multiplication

factor, Ie is the mean electron current, and Fe is the excess noise factor for the elec-

tron current. To compute the signal-to-noise ratio we also need the signal current,

which for this case is simply given by IehGei, since Ie is the signal current before

multiplication. The expression for the signal-to-noise ratio can now be written as

S=N5
IehGei
σout

5
IehGeiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2
c 1σ2

l 1σ2
t

p
5

IehGeiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eIeBhGei2Fe 1 2eIlBhGli2Fl 1 4FtkBTB R21

eqv

q :

ð6:5:81Þ

The signal-to-noise ratio depends on the mean gain, which has a dependence on

the ratio of hole and electron ionization rates u. In fact S/N is highly sensitive to the

value of u, as can be deduced from Figure 6.5.26. This implicit dependence on u

u = 10−3

u = 10−2

u = 10−1

S/
N

 (
re

la
tiv

e)

0
0

0.5

1.0

100 200
Mean gain

Figure 6.5.26 Dependence of signal-to-noise ratio of an APD on the mean gain at different

values of the ratio of the hole ionization rate to the electron ionization rate.
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puts a tough constraint on the value of gain. This is especially true for higher values

of u. For small u, the curve is more or less flat after a certain gain and therefore

gives some flexibility in terms of choosing the gain according to the particular

application.

C.6 Radiation damage

Radiation damage to semiconductor detectors has already been discussed in the pre-

vious chapter. The damage mechanisms in APDs are the same as in conventional

semiconductor detectors. The overall effect of the damage is, however, more dra-

matic due to the higher sensitivity of these detectors. In an APD being operated in a

hostile radiation environment, the following two distinct types of radiation-induced

damage can occur.

� Bulk damage: This occurs when the lattice atoms in the bulk of the material get displaced

from their usual sites through incident particle impacts. An atom displaced in such a way

creates a defect site that can trap electrons and thus contribute to the dark current.
� Surface damage: The incident radiation can also create similar defects on the surface of

the APD’s active volume, decreasing the quantum efficiency of the detector.

Problems

1. If the light yield of a scintillation material is 25,000 photons per MeV, estimate its effi-

ciency at producing green scintillation light.

2. Estimate the number of luminous centers in a NaI:Tl scintillator if it emits 43 104

photons after absorbing 2 MeV of energy. Assume its quantum efficiency of luminous

centers to be 0.96.

3. Compute the efficiency of a CsI:Tl scintillator if its quantum efficiency of luminous cen-

ters is 0.92 and the efficiency of luminous center activation is 0.85 (note that these two

numbers have been arbitrarily assigned and therefore should not be assumed to represent

a real crystal).

4. Calculate the minimum tapering angle of a fishtail type light guide used in air for a max-

imum angle of incidence of 75�. Assume the refractive index of the light guide to be

1.55.

5. Assume that the light guide of previous exercise is immersed in light water. Calculate

the angle above which the total internal reflection inside the guide will be guaranteed.

6. You want to design a PMT for detecting photons having wavelength up to 520 nm.

Determine the work function of the photocathode that would be suitable for the PMT.

7. A PMT having a gain of 105 is exposed to a photon beam of intensity 1.53 105 s21 at a

wavelength of 470 nm. Compute the maximum anode current and the voltage at the

PMT output assuming that the quantum efficiency of the photocathode is 60%.

8. A photomultiplier detection system having a bandwidth of 100 Hz has a dark current of

200 pA. Determine the relative change in the fluctuation of the dark current if the system

bandwidth is changed to 1 kHz.

9. In an effort to determine the shot noise due to all sources, the output current of a PMT is

first measured in the dark and then by exposing it to a photon flux. The first
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measurement yields a current of 1.6 nA, while the second one gives a current of

20.5 nA. Determine the total shot noise due to all sources.

10. Determine the minimum power that can be detected from a PMT having a background

current of 300 pA and a dark current of 1.7 nA.

11. Determine the relative change in the Johnson noise for a PMT when it is cooled down

from room temperature (300 K) to 250 K.

12. A PMT has 12 dynodes, the last eight of which have individual gains of 5 each. Assume

that the first four dynodes produce the same number of secondary electrons. What should

be their individual gains if the overall gain of the PMT is to remain between 107 and

108?

13. A PMT having 10 dynodes with a gain of 63 106 is used to detect 540 nm photons.

Assuming that the incident power is 100 nW, compute the photoelectric current and the

anode current. How much voltage does this current correspond to if the equivalent resis-

tance of the output circuit is 100 Ω? Assume the quantum and collection efficiencies to

be 40% and 80%, respectively.

14. An APD has a gain of 100 and is used to measure photon intensity from a laser light

having mean wavelength of 2.2 μm. If the quantum efficiency of the APD is 0.56, com-

pute its responsivity. Also calculate the photocurrent if the incident photon flux is

2.53 1011 s21.

15. Compute the relative change in the mean gain of an APD if the hole-to-electron ioniza-

tion rate ratio changes from 0.001 to 0.1. The APD has a gain of 100 at u5 0:001:
16. Compute the average photocurrent flowing through an APD having a gain of 50 and

responsivity of 10 if it is exposed to a 4.8 eV photon beam of intensity 1.63 108 s21.
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7Position-sensitive detection

and imaging

The spatial variations in energy and intensity of radiation have been found to be

a very useful tool in many disciplines. For example, medical X-ray diagnostics

utilize the change in radiation intensity due to relative attenuation coefficients

of different organs and bones inside the body to create a two-dimensional image.

In fact, with the advent of electronic detectors, a lot of progress has been

made in building two- and three-dimensional imaging systems for medical diag-

nostic purposes. However, these developments have not been limited to medical

applications. Other fields, such as particle physics research, environmental radia-

tion monitoring, and nondestructive testing of materials, have equally benefited

from such advances. The latest advancements, such as charge-coupled devices

(CCDs), multistrip silicon detectors, and microstrip gas chambers (MSGC), have

taken this field of research and development to a higher level of sophistication

and utility.

Position-sensitive detection and imaging are two fields that have some overlap-

ping areas in terms of technology. For example, the detector technologies used in

both systems are very similar, but the processing of data for imaging systems is

much more involved than that for position-sensitive detectors. By position-sensitive

detector we mean a system with which one can find the position of an interacting

particle up to a certain resolution. In such a system the radiation is allowed to inter-

act directly with the detector. An imaging system, on the other hand, is concerned

with creating the image of an object by exposing it to radiation and then detecting

the reflected or transmitted radiation.

In this chapter, we will first discuss position-sensitive detection and then move

on to the imaging devices. But before we do that it is worthwhile to introduce the

reader to some terms and quantities that are used to characterize the operation of

these devices.

7.1 Some important terms and quantities

Since position-sensitive detectors and imaging devices are essentially based on sim-

ilar concepts of particle detection, most of the terms and quantities that will be

introduced here are common to both of them.
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7.1.A Spatial resolution

A basic requirement of all position-sensitive and imaging detectors is that they must

be able to distinguish between intensities at two closely spaced points in space. The

spacing of these points and how well the detector is able to separately record radia-

tion intensities at the points determine the spatial resolution of the system. Position

resolution is a critical criterion used to characterize the usefulness of a detection

system for a particular application and can therefore be said to be application depen-

dent. For position-sensitive detectors, the spatial resolution requirement is generally

much more stringent than for imaging systems. For example, in detectors used in

high-energy experiments, a position resolution of a few microns is not uncommon.

On the other hand, in a CT scanner, which is an imaging system, a spatial resolution

of a few millimeters is considered appropriate for diagnostic purposes.

Most modern position-sensitive detectors consist of a large number of very thin

but long and closely spaced detectors. For example, a multiwire proportional

counter is composed of a large number of very closely spaced, thin anode wires.

Similarly, a multistrip silicon detector consists of very large number of silicon

detectors a few micrometers wide and a few centimeters long, doped on a single

crystal wafer. The spatial resolution of such detectors is dependent on the individual

detector elements and the free space between them.

Let us now have a look at the imaging systems. In principle, a position-sensitive

detector can be used for imaging applications and vice versa. However, due to dif-

ferent requirements of spatial resolution and frequency response, the general prac-

tice is to design systems for either position resolution or imaging. A drawback of

imaging systems is that no matter how precise they are, there is always some dis-

crepancy between an object and its image. The reason for this discrepancy lies in

the way imaging detectors are constructed. Most modern imaging systems consist

of a number of discrete elements that are generally known as pixels. These pixels

are lumped close together to form an array of detectors. Each of these pixels is able

to record the intensity of the incident radiation. Ideally there should not be any

image deterioration if the pixels are small enough and are kept very close to each

other. However, there are two distinct effects that can cause degradation of the spa-

tial resolution. One is crosstalk and the other is aliasing. Crosstalk can affect the

position-sensitive detectors as well, while aliasing is specific to imaging systems.

These two effects are discussed below.

A.1 Crosstalk

The term crosstalk has actually been borrowed from electronics, where it refers to

the pickup of an electrical signal by nearby signal lines and devices. Since

position-sensitive detectors and imaging devices are made up of large numbers of

individual detector elements, it is possible that a part of the signal received by one

of the channels (i.e., one of the detectors) may get transferred to the neighboring

channels. Detectors based on a single bulk of the material are most affected by

crosstalk. The reason is that such detectors provide alternate paths to the signal
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charge carriers after scattering. The charges that go astray are thus picked up by

the neighboring channels.

A.2 Aliasing and antialiasing

Aliasing is an effect that causes blurring of the image. The image appears blurred

when it acquires extra information that the original object did not contain. This

unwanted information is artificially produced either by wrong sampling or by wrong

image reconstruction. Let us discuss these two causes of aliasing in some detail.

Aliasing due to sampling frequency
Most modern imaging systems generate a so-called digital image of the object by

sampling the analog information. The term sampling is used to characterize the

process of gathering spatial information at regular time intervals and passing it on

to the analog-to-digital converters. Of course, there is no reason to exclude the

possibility of sampling at irregular time intervals, but the general practice is to do

it at well-defined regular intervals since this simplifies the subsequent data proces-

sing. There are also imaging systems that perform only spatial sampling; that is,

the image is sampled at only one point in time. An obvious example is a digital

camera that samples and stores information through a charge-coupled photon

detection device. In most medical imaging systems, both spatial and temporal sam-

pling is done at the same time to preserve and reconstruct as many details of the

object as possible.

Let us now concentrate on the process of spatial sampling since it can cause

aliasing of the final image. To understand this we first note that the object whose

image is to be captured has some spatial frequencies. In other words, there are

shades in the image occurring at different spatial intervals. In general, the spatial

variation of shades in an image is fairly irregular and therefore contains a number

of frequencies. This spatial frequency content of the object can be obtained by

taking the Fourier transform of variation of its shades. In general, the Fourier spec-

trum shows a number of frequencies, the maximum of which corresponds to the

bandwidth of the system (this is true only for baseband systems, but most images

can actually be characterized as baseband). Now, if we want to recreate the image

of this object using an array detector, then we need to know the number of pixels

(or individual detection elements) per unit distance needed to create an image of

acceptable quality. In other words, we need to know the sampling frequency of the

detector array. Intuitively we would think that the sampling frequency must be

higher than the maximum frequency of the shades in the actual image. In fact, the

sampling frequency must be greater than twice the maximum frequency. This is

formally stated by the following sampling theorem.

An image can be faithfully reconstructed if and only if the sampling
frequency is greater than or equal to twice the bandwidth of the input signal.

Mathematically, this can be written as

fs $ 2B; ð7:1:1Þ
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where fs is the sampling frequency and B is the bandwidth of the detector. In the

specific case of a baseband system, for which the highest frequency fmax coincides

with the bandwidth, the sampling condition can be written as

fs $ 2fmax; ð7:1:2Þ

where 2fmax is sometimes referred to as the Nyquist frequency, a term that was orig-

inally introduced for sampling in time domain. Hence, we can say that an image

will be aliased or will not be faithfully reconstructed if

fs , fNyq; ð7:1:3Þ

where fNyq 5 2fmax is the Nyquist frequency for a baseband system. For a detector

having pixels at a distance of d from each other, we have fmax 5 1=d and the

Nyquist frequency is given by

fNyq 5
2

d
: ð7:1:4Þ

The condition that the image does not get aliased or gets faithfully reconstructed

can now be written as

fs $
2

d
: ð7:1:5Þ

In most instances the Nyquist frequency is reported in units of line pairs per

millimeter (lp/mm) or cycles/mm. Only frequencies below this value faithfully

pass through the system, and therefore the device acts as a spatial low pass filter.

The frequency spectrum beyond the Nyquist value is folded about that frequency

and added to the spectrum of lower frequencies, causing aliasing of the recon-

structed image. It is obvious that aliasing results is an artificial increase in the

spectral content of the signal and therefore should be minimized for a faithful

reconstruction of the actual image.

Let us now try to intuitively understand how sampling at a frequency lower than

the Nyquist frequency can cause aliasing. Figure 7.1.1(a) shows a one-dimensional

image having periodically occurring shades that can be described by a sine function

as depicted in Figure 7.1.1(b). The Fourier transform of the function as sketched in

Figure 7.1.1(c) shows a single peak at a frequency that corresponds to the wave-

length of the sine function.

Let us see what happens if we use an array detector having a spatial frequency

equal to the frequency of the sine wave or half the Nyquist frequency. Such a detec-

tor would consist of pixels or individual detection elements arranged at a distance d

from each other (Figure 7.1.2). Of course, the detector can record information only

at the pixel locations. This means that, for a periodic function, the recorded contrast

will be the same at all points. The reconstructed image, as shown in Figure 7.1.2,

438 Physics and Engineering of Radiation Detection



d1

d

Frequency

(b)

(a)

(c)

A
m

pl
itu

de

C
on

tr
as

t

d

x

Figure 7.1.1 (a) The shades in an object’s image that can be described by a sine function

as shown in (b). Contrary to the figure shown, assume that the shades are continuously

distributed and do not have defined boundaries. (c) The Fourier transform of the sine

function is a single peak at a frequency that is equal to the inverse of the wavelength.
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Figure 7.1.2 Sampling of the image having the Nyquist frequency of 2/d by a detector array

having spatial frequency of 1/d. Since the acquired data points lie on a single straight line,

the reconstructed image is severely aliased. That is, the final image contains information that

was not present in the actual image. The contrast in the final image depends on the position

of detector pixels relative to the image being sampled.



will then simply be a single shade. The wrong sampling frequency has thus added

information in the reconstructed image that was not there in the actual object. In

other words, the image has been aliased due to sampling at a frequency less than

the Nyquist frequency.

Another example of aliasing is shown in Figure 7.1.3, where the detector has a

regular array structure with a sampling frequency of fs5 5/4d. Note that here

also the detector does not meet the condition set by the sampling theorem

(i.e., fs$ 2/d). As shown in the figure, the image is sampled only at the pixel loca-

tions. The reconstructed image now has more information as compared to the case

of Figure 7.1.2, where the sampling frequency was even lower. Hence increasing

the sampling frequency has increased the image quality. However, the recon-

structed image is still aliased.

Let us now increase the sampling frequency further, such that it becomes equal

to the Nyquist frequency. Since it now satisfies the sampling condition, we would

expect that the reconstructed image would not be aliased. For such a system, the

detector array elements or pixels must be a distance d/2 apart from each other, as

shown in Figure 7.1.4. It is clear from the figure that sampling at this frequency

helps in reconstructing the image fairly well. A point to note here is that, although
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Figure 7.1.3 Sampling of the image having the Nyquist frequency of 2/d by a detector array

having spatial frequency of 5/4d. Since the sampling condition is not met, the reconstructed

image is aliased.
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the reconstruction of the image at Nyquist frequency is shown to be perfect, in reality,

since the images are not always very regular, sampling at a higher frequency is gener-

ally preferred. This process is sometimes referred to as oversampling and is a com-

mon practice.

Up to now we have talked about sampling in the spatial domain. However,

aliasing is best understood if we look at sampling in the frequency domain. It

should be noted that sampling in the spatial domain is equivalent to multiplying

by a spike function at each spatial point (Figure 7.1.5(a)), a process generally

known as multiplication. To perform this operation in the frequency domain, the

frequency spectrum of the image is convoluted by a spike function. This process

of convolution is mathematically represented by

f ðωÞ 	 gðωÞ5
ð
f ðuÞgðω2 uÞdu; ð7:1:6Þ

where f and g are the two functions (e.g., frequency spectrum and spike function) in

the frequency domain. This implies that convolving in the frequency domain is
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Figure 7.1.4 Sampling of the image having the Nyquist frequency of 2/d by a detector array

having spatial frequency of 2/d. Since the sampling condition is satisfied, the reconstructed

image is not aliased.
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equivalent to multiplying in the spatial domain. The opposite is also true; that is,

convolution in the spatial domain is equivalent to multiplication in the frequency

domain. Mathematically, these equivalences for the two functions f and g in fre-

quency ω and spatial x domains can be represented by

f ðωÞ 	 gðωÞ3f ðxÞ3 gðxÞ ð7:1:7Þ

Image

Multiplication

Sampled dataSpike function

Frequency  spectrum

Frequency  spectrum

Spike function

Convolution

Convoluted  spectrum

Convoluted  spectrum

Convoluted  spectrum

Convoluted  spectrum

Reconstructed  spectrumBox function

Box  function

Multiplication

Convolution

Spike function

Multiplication

Reconstructed  spectrum

(d)

(c)

(b)

(a)

(e)

Aliasing

Overlap

Overlap

Fourier
transformation

Figure 7.1.5 (a) Sampling in the spatial domain is equivalent to multiplication of the image

by a spike function. (b) Sampling in the frequency domain is equivalent to convolution of the

frequency spectrum with a spike function. (c) Multiplication of the convoluted frequency

spectrum by a sinc function leads to reconstruction of the original frequency spectrum

provided the sampling condition has been satisfied. (d) Convolution of the frequency

spectrum with spike function leading to sampling at a frequency lower than the Nyquist

frequency. The resulting copies of the frequency spectrum overlap at the two ends. (e)

Multiplication of the frequency spectrum obtained in the last step, with a box function to

determine the original frequency spectrum leads to aliasing.
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and

f ðωÞ 	 gðωÞ3f ðxÞ3 gðxÞ; ð7:1:8Þ

where 	 and 3 represent convolution and multiplication, respectively.

Going back to our discussion, we first examine the shape of the convoluted

spectrum as shown in Figure 7.1.5(b). It is apparent that convolution has intro-

duced copies of the replicated image. This is an unwanted by-product of the

process and must somehow be filtered out. This is most conveniently done by

multiplying the function by a box function (see Figure 7.1.5(c)). If the spectra

are well separated, as they should be, the result is a good reconstruction of the

original spectrum, as shown in the figure. The original image can then be

obtained by taking the inverse Fourier transform of this spectrum. However, if

the copies of the convoluted power spectrum are overlapped due to sampling at

lower than Nyquist frequency, then the high and low frequencies get overlapped

at end positions as shown in Figure 7.1.5(d). This results in an effective fre-

quency that is different from the actual one by an amount determined by the

overlap. The next step in the reconstruction process, that is, multiplication by a

box function, is shown in Figure 7.1.5(e). Clearly, this results in a spectrum dif-

ferent from the actual one. The inverse Fourier transform of this distorted

frequency spectrum will not be able to faithfully reproduce the original image.

The resultant image would then be aliased. That is, it would contain spatial

frequencies that were not present in the actual image.

The above examples clearly demonstrate the importance of the Nyquist condition

(fs$NNyq) in image sampling and reconstruction. However, though this is a neces-

sary condition it is in no way the only condition necessary to ensure production of

an image that is not aliased. Aliasing can also creep into the image at the recon-

struction stage, which is the topic of our next discussion.

Aliasing due to reconstruction
Aliasing can also occur due to poor reconstruction. We saw earlier that recon-

struction in the frequency domain can be done by multiplying the convoluted fre-

quency spectrum by a box function. Now, suppose that instead of this standard

practice, one resorts to using a sinc function instead. The sinc function actually

represents the Fourier transform of the box function. In other words, convolution

of a function in the spatial domain by a box function is equivalent to multiplying

it by a sinc function in the spatial domain. For any variable x, the sinc function is

defined by

sincðxÞ5 sinðπxÞ
πx

: ð7:1:9Þ

Figure 7.1.6 shows the process of multiplication of the convoluted frequency

spectrum by a sinc function. It is apparent that, even when there is no overlap

between the neighboring copies of the spectrum, the final spectrum has unwanted
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frequencies. The inverse Fourier transform of this spectrum will contain a high

degree of aliasing. Note that this kind of aliasing has nothing to do with the sam-

pling frequency and is solely due to poor reconstruction.

A.3 Point spread function

Point spread function (PSF) determines how well a detector is able to distinguish

between two perfect points separated in space. Let us suppose there is a perfect

point whose image is recorded by an imaging system consisting of a large number

of pixels. These pixels can be regarded as individual detectors separated by some

small distance or pitch. If the radiation being used to create the image of the spot

on these pixels is monochromatic and perpendicular to both surfaces, the image

will consist of a round shape having highest intensity in the middle and rapidly

decreasing intensity with distance away from the center (Figure 7.1.7(a)). If one

now plots this intensity with respect to any one coordinate (the image will be radi-

ally symmetric for a perfect spot), a Gaussian-like distribution can be obtained.

This one-dimensional distribution is our PSF. The distribution, of course, is never

perfectly Gaussian and can even be skewed. However, for most practical purposes,

it does not really matter what it looks like since we can still define a quantity called

full width at half maximum or FWHM, as shown in Figure 7.1.7(b). The reason for

defining this quantity can be understood from Figure 7.1.8, which shows the
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Convoluted  spectrum
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(b)

(a)Fourier
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Convoluted spectrum Sinc function
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Figure 7.1.6 (a) Sampling in the spatial domain is equivalent to multiplication of the image

by a spike function. (b) Sampling in the frequency domain is equivalent to convolution of the

frequency spectrum with a spike function. (c) Multiplication of the convoluted frequency

spectrum by a sinc function leads to aliasing even if the copies of the frequency spectrum are

well apart. This type of aliasing is therefore solely due to reconstruction.
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distributions of two closely spaced spots. It is quite clear that if the distance

between the two spots is equal to or larger than FWHM, the detector will be able to

distinguish one from the other. The spatial resolution of the system therefore

depends on the value of FWHM.
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Figure 7.1.8 PSFs of images of two points close together taken by a pixel detector. Since

the points are FWHM distance apart, they are distinguishable. Hence, the PSF can be used to

quantify the spatial resolution of an imaging detector.
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Figure 7.1.7 (a) Image of a point made by a pixel detector. (b) PSF of the image in (a).

FWHM is the width of this function at exactly half the full amplitude. A real PSF is not

necessarily Gaussian-like as shown in this figure. The shades shown in the figure should not

be taken as having sharp boundaries, as the figure may suggest.
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The PSF for most imaging systems can be characterized by a Gaussian distribu-

tion given by

f ðxÞ5 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p exp
2 ðx2x0Þ2

2σ2

� �
; ð7:1:10Þ

where x0 represents the center of the function and σ is the standard deviation

(Figure 7.1.9). The FWHM of this function is given by

FWHM5 2
ffiffiffiffiffiffiffiffiffiffiffiffi
2lnð2Þ

p
σ

� 2:36σ:
ð7:1:11Þ

A.4 Line spread function

Line spread function (LSF) is similar to PSF in the sense that it uses the same tech-

nique to quantify the spatial resolution. However, in this case, the image of an ideal

line is used instead of a point. The LSF is then drawn perpendicularly through this

image. Since a line can be thought to consist of a large number of closely spaced

points, the LSF produces a whole profile of FWHMs instead of a single value, as

for the PSF. The resolution of the system at any point can then be deduced from

this profile. Although LSF is a good measure of the system resolution, it is very dif-

ficult to determine experimentally. The main difficulty lies in creating an ideal line

object (Figure 7.1.10).
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Figure 7.1.9 Definition of various terms in expression 7.1.10 for Gaussian distribution. The

PSF of most imaging systems has Gaussian shape.
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A.5 Edge spread function

The LSF does not offer a very practical means of determining system resolution

due to the engineering problem of creating an ideal line object. Edge spread func-

tion (ESF) in this sense is more convenient since it considers the image of an ideal

step function, which can easily be obtained from a rectangular object, as shown in

Figure 7.1.11.

The ESF can be defined as the integral of one-dimensional PSFs; that is,

ESFðxÞ5
ð
LSFðxÞdx ð7:1:12Þ

or

LSFðxÞ5 d

dx
ESFðxÞ½ �: ð7:1:13Þ

Input

ResponseEdge

Measured ESF

Figure 7.1.11 ESF can be obtained by placing a rectangular object having sharply defined

edges between the source and the detector. The shades shown in the figure should not be

taken as having sharp boundaries, as the figure may suggest.

Input
impulse

Measured LSF

ResponseSlit

Figure 7.1.10 The LSF from a thin line can be thought to consist of a large number of PSFs

at closely spaced points on the line. The shades shown in the figure should not be taken as

having sharp boundaries, as the figure may suggest.
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A.6 Modulation transfer function

The modulation transfer function (MTF) determines how much contrast in the origi-

nal object is maintained by the detector. In other words, it characterizes how faith-

fully the spatial frequency content of the object gets transferred to the image.

To understand the MTF, we must first understand what is meant by the modula-

tion function. Earlier we introduced the concept of spatial frequency and saw that

the spatial variation of contrast in an image can be represented by waves having

different frequencies. Figure 7.1.12 shows the graphical representation of such a

wave. Since contrast can be defined in terms of how much light is transmitted, such

a graph will always remain positive valued at all spatial points. The modulation

of the graph is defined by

M5
y1

y2

5
ðNmax 2NminÞ=2
ðNmax 1NminÞ=2

5
ðNmax 2NminÞ
ðNmax 1NminÞ

;

ð7:1:14Þ

where y1 and y2 are as defined in Figure 7.1.12. Nmax and Nmin represent the maxi-

mum and minimum values of the function used to quantify the contrast. This func-

tion may, for example, be the transmittance determined by the pixel readout.

Modulation, in principle, can have any value between 0 and 1, though a value of 1

is generally difficult to achieve.

Now, the modulation is present not only in the object but also in the image. The

ratio of their respective modulations is called the modulation transfer ratio; that is,

MT5
Mim

Mobj

; ð7:1:15Þ

f(x)

fmax

fmin

y2

y1

y1

x

Figure 7.1.12 Definition of the parameters in Eq. (7.1.15). f(x) represents any convenient

function for quantifying the contrast.
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where Mim and Mobj represent the modulations in the image and the object, respec-

tively. The modulation transfer ratio defined here is a function of spatial frequency

and therefore cannot be used to characterize the response of the system. For that

one must determine the modulation transfer ratio at each spatial frequency.

The dependence of the modulation transfer ratio on the spatial frequency is called

the MTF. Figure 7.1.13 shows the shape of a typical MTF.

Since MTF characterizes how well the contrast in the object gets transferred to

the image, it is inherently related to the various spread functions discussed earlier. In

fact, MTF can be defined as the modulus of the Fourier transform of the LSF, that is,

MTFðvÞ5 jF fLSFðxÞgj

5
1ffiffiffiffiffiffi
2π

p
ðN
2N

LSFðxÞei2πvxdx; ð7:1:16Þ

where v is the spatial frequency, x is the spatial distance, and F represents the

Fourier transform. In the case of digital sampling, the above integral should be

replaced by a summation. The problem with the above formalism is that the LSF is

not easy to determine directly. Instead, as mentioned earlier, the ESF is normally

used. Since the LSF can be obtained by differentiating the ESF, the MTF formula

given above can still be used.

A big advantage of using MTF to characterize the contrast resolution is that if

the system consists of different components having their own MTFs, then the over-

all MTF, MTFtotal can be obtained by simply multiplying them together; that is,

MTFtotal 5 L
i

MTFi ð7:1:17Þ

where MTFi represents the MTF of the ith component of the system.
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Figure 7.1.13 Typical dependence of modulation transfer ratio on spatial frequency. The

parameterized function is called the MTF.
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Most modern imaging systems, such as CCD cameras, are based on regularly

spaced pixel detectors. The maximum MTF of such a pixel is well known and is

given by the sinc function (see example below):

MTFðvÞpix 5 sincðdvÞ

5
sinðdvπÞ
dvπ

;
ð7:1:18Þ

where v is the spatial frequency and d is the pixel size. This expression does not

take into account the variation in image quality due to pixel-to-pixel spacing.

The MTF due only to these spacing can also be represented by a similar sinc func-

tion given by

MTFðvÞsp 5
sinðpvπÞ
pvπ

: ð7:1:19Þ

Here p represents the pixel spacing. We can now use Eq. (7.1.18) to determine

the overall MTF of the detector. This gives

MTFðvÞtotal 5MFTðvÞpixMTFðvÞsp
5

sinðdvπÞsinðpvπÞ
pdv2π2

:
ð7:1:20Þ

This shows that the MTF of a pixel detector can be improved by decreasing the

size of the pixels and the pixel-to-pixel spacing. In the limit that these parameters

tend to zero, the MTF approaches unity, that is

lim
p;d!0

MTFðvÞtotal 5 1: ð7:1:21Þ

Of course, this does not represent a practical physical limit on MTF since it is

almost impossible to design a detector that satisfies this condition. The physical

limit is still governed by the actual pixel width and the pixel-to-pixel spacing

according to relation 7.1.20.

7.1.B Efficiency

The efficiency of any detection system characterizes its usefulness for a particular

task. Any position-sensitive or imaging system consists of a number of individual

elements working together. For example, a nuclear imaging system consists of a

radioactive source, collimation setup, imaging detector array (generally a CCD),

data acquisition and storage system, and image processing software. Each of these

elements has its own efficiency, which must be taken into account to obtain a
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realistic measure of the signal-to-noise ratio. Since a complete discussion of all

such efficiencies is beyond the scope of this book, we will restrict ourselves to the

quantum efficiency (QE), which is related directly to the process of detection.

B.1 Quantum efficiency

QE is traditionally used to quantify the efficiency of X-ray�based systems.

However, in principle it can be used for any photon-based system. Since most

imaging systems use photons as incident radiation, this quantity deserves some

attention. Before we go on to its mathematical formalism, a point worth noting is

that the actual definition of QE is dependent on the underlying physical processes.

For example, during our discussion of photomultiplier tubes (PMTs), we saw that

the QE of a photocathode is described in terms of the number of incident photons

and the number of generated photoelectrons. In this chapter we will define QE to

characterize how efficiently X-ray photons get absorbed in the material through

which they pass, that is, how efficiently the photons are absorbed in the detection

material. The rationale behind this definition is that the absorption efficiency is

directly related to the efficiency of charge pair generation, which in turn determines

the efficiency of signal generation.

We saw in Chapter 3 that the passage of photons through matter can be fairly

accurately described through an exponential of the form

I5 I0e
2μx;

where I is the photon intensity at a depth x and I0 is the incident intensity. μ is the

attenuation coefficient, which depends on the photon energy. Let us write this equa-

tion in a slightly different form:

I0 2 I

I0
5 12 e2μx:

Here the numerator ðI02 IÞ is simply the number of photons absorbed in the

material per unit time as the beam traverses the distance x. The ratio of this quantity

to the incident photon intensity I0 is the QE of the material. Hence, we can write

QE5 12 e2μx: ð7:1:22Þ

From this definition it is clear that QE actually represents the efficiency of

the material in absorbing the incoming particles. Whether this absorption is use-

ful or not for generating a detectable signal in a detector is another story. In a

semiconductor detector, for example, a part of the incident radiation gets con-

sumed in increasing the lattice vibrations, something that can be termed parasitic

absorption for radiation detection purposes. This is also true for gas-filled detec-

tors, where some of the incident radiation may be absorbed by the walls of the

chamber or by some other elements in the gas without creating charge pairs.
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However, generally speaking, most of the absorbed radiation does actually gener-

ate a detectable signal and with proper calibration this signal can be fairly

accurately related to the energy of the incident radiation. Since in a radiation

detector the height of the output signal depends on the energy absorbed in the

material, the efficiency of absorption is directly related to the efficiency of the

detector. The same is true for an imaging system where it is desired that the sys-

tem have high QE in the energy range of interest. Looking at the above equation,

it is apparent that this efficiency can be increased in two ways: by increasing the

thickness of the active detection material and by using a material with a higher

attenuation coefficient.

The energy dependence of the attenuation coefficient shows more or less simi-

lar behavior for most materials of interest. The coefficient is high at lower ener-

gies and decreases with energy. If the energy range of interest contains the

atomic absorption edge of the material, then the coefficient will show a sharp

dip. Consequently, there will be a peak in the QE at that level. This energy

region can be utilized to create images of high contrast if the region of interest

is filled with such a material. In fact, this has been tried in experiments of non-

invasive angiography where the patient receives potassium intravenously and

synchrotron radiation around the K-edge of potassium is used to create images of

the arteries.

B.2 Spatial detective quantum efficiency (DQE(f))

The DQE is perhaps the most widely used parameter for characterizing the effec-

tiveness of imaging systems. The reason is that it determines the overall effect

not only of QE but also of resolution and noise on the system. In essence, it

gives a measure of overall system performance and how well it produces a qua-

lity image.

For imaging systems, DQE is a function of spatial frequency and is therefore

sometimes referred to as spatial DQE. Mathematically, it is defined as

DQEðf Þ5 SNR2
outðf Þ

SNR2
inðf Þ

: ð7:1:23Þ

where SNRout is the signal-to-noise ratio in the output image and SNRin represents

the signal-to-noise ratio of the incident radiation, which can be written as

SNRin 5
N0

σN

5
N0ffiffiffiffiffiffi
N0

p

5
ffiffiffiffiffiffi
N0

p
.SNR2

in 5N0:

ð7:1:24Þ
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Hence, the DQE can be evaluated from

DQEð f Þ5 SNR2
outð f Þ
N0

: ð7:1:25Þ

DQE( f ) is frequency dependent and is perhaps the most often quoted parameter for

imaging detectors.

7.1.C Sensitivity

The sensitivity of a position-sensitive detector or imaging device characterizes the

minimum signal that can be faithfully detected and measured.

7.1.D Dynamic range

Dynamic range gives an idea of the range of the signal that the detector is able to

cover. It is defined by

D5
Nmax

Nmin

; ð7:1:26Þ

where Nmax and Nmin represent the maximum and minimum detectable signals,

respectively.

7.1.E Uniformity

Most imaging systems are two-dimensional devices consisting of an array of pixels.

Each of these pixels can be thought of as an individual detector having its own sen-

sitivity, gain, and QE. However, if the material of all these pixels is the same, as is

normally the case, then the variations in these parameters are not very large and the

offsets can be corrected in the data acquisition and analysis software. Large varia-

tions, on the other hand, are not acceptable in practical systems as they may lead

to false results, especially in low radiation environments. Uniformity is a term used

to describe the fact that all of the pixels show uniform response when illuminated

by a spatially uniform beam of radiation. To ensure this, the responses of each pixel

under uniform and no illumination conditions are obtained and then used to correct

the actual images.

7.1.F Temporal linearity

Temporal linearity is, of course, one of the most desirable properties in any imaging

system. However, due to aging, radiation damage, and other effects, the detector

response changes over time. This requires periodic calibration of the system, some-

thing that is painstaking but absolutely necessary to ensure proper functioning.
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7.1.G Noise and signal-to-noise ratio (S/N)

Modern position-sensitive detectors and imaging systems consist not only of high-

resolution detection material but also of highly sensitive analog and digital elec-

tronics. All subsystems of such a device contain their own sources of noise. For

systems that are supposed to work at very high resolutions, characterization of all

of these noise sources is extremely important. If the spread in the signal due to

individual components is known, then the total noise can be obtained by taking

the square root of the sum of their squared values; that is,

σtotal 5
XN
i51

σ2
i

" #1=2
; ð7:1:27Þ

where σi corresponds to the noise of the ith component of the total of N components.

Although ideally it may be desired to analytically model all the noise sources, in

practice such a task is extremely difficult, if not impossible. Therefore, noise levels

are generally determined experimentally. One point worth noting here is that there

are a few noise sources that are always there, irrespective of the complexity of the

system. This makes life a bit easier since one can then determine at least the physi-

cal limit of the overall system resolution and accuracy. Following is the list of such

known noise sources.

� Statistical fluctuations of the incident radiation flux.
� Statistical fluctuations of the radiation absorption and charge pair production.
� Thermal or Johnson noise.

The term signal-to-noise ratio, as the name suggests, is the ratio of the signal to

the total noise. It plays a very important role in determining the usefulness of a par-

ticular detection system for a given application. It should, however, be noted that it

is not always necessary to maximize this ratio. For example, in systems where reso-

lution is not of much concern, other factors, such as sampling frequency, may be

more relevant than S/N.

7.2 Position-sensitive detection

7.2.A Types of position-sensitive detectors

Broadly speaking, position-sensitive detectors can be grouped into three categories:

array devices, scanning devices, and timing devices.

A.1 Array devices

Position-sensitive detectors that are made up of a large number of individual detec-

tors arranged in the form of an array fall into this category. The individual detectors

of the array may be of any shape, such as linear, circular, or square. Common

examples of linear arrays are multiwire proportional counters and silicon microstrip

detectors, both of which were originally developed for high-energy experiments.
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A.2 Scanning devices

It is in principle possible to perform position measurement by scanning a single

detector over the object. However, such devices are generally used for imaging and

therefore their discussion is deferred to the section on imaging devices.

A.3 Timing devices

The array devices we discussed earlier cannot always be made very large. To

understand this point, let us assume that the detector is to be used to find the posi-

tion of a particle with a precision of a few centimeters along a linear dimension that

stretches for several meters. Furthermore, suppose that the incident particle can

come from any direction. Building an array detector for this purpose would require

enclosing the whole volume with small detectors, which may not be practically pos-

sible. The solution to this problem is to build a so-called timing device, in which

position is measured by determining the time of arrival of the pulse generated by

the incident particle. This concept is graphically depicted in Figure 7.2.1.

Let us now discuss some of the most commonly used position-sensitive detectors.

7.2.B Multiwire proportional chamber

A multiwire proportional counter is simply a gas-filled wire chamber consisting

of a large number of anode wires stretched in a plane for position measurement.

The original motive for developing such detectors came from the need to track

particles in high-energy physics experiments. The wire chambers thus developed

worked amazingly well and helped scientists make great discoveries with particle

accelerators. Most of these detectors have now been replaced by high-resolution

silicon trackers.

Figure 7.2.2 shows a sketch of a typical multiwire proportional chamber

(MWPC). The closely spaced thin anode wires are stretched in a plane that is

Reflection

Reflected pulse
Time difference

Direct transmission Reflected Direct

HV−In and
Signal−Out

Incident particle

Figure 7.2.1 Position-sensitive detection from a timing device. The signal generated in the

central anode wire is transmitted in both directions. The direct and reflected pulses arrive at

the processing electronics (such as an oscilloscope) at different times. The time difference is

then used to determine the position where the pulse was generated, provided the system has

been calibrated.
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midway between two cathode planes. The cathodes are kept at a negative potential

with respect to anode wires, which are kept at ground potential. Each of the anode

wires acts as an independent proportional counter and is therefore read out indepen-

dently. The spacing between the anode wires, also called pitch, determines the

system’s position resolution. A pitch of 2�3 mm is typical of most wire chambers.

It should, however, be noted that the position resolution is always better than this

spacing. The cathode planes are generally separated by a distance of approximately

three times the pitch. A point worth mentioning here is that the cathode plane can

also consist of closely spaced wires or strips to enhance the position resolution.

However, this strategy complicates the design and is typically not utilized.

Anode wires

Cathode plane

Wire holder

Cathode plane

−HV

−HV

Signal out

Signal out

(a)

Signal out

Cathode plane

Cathode plane

Anode wires

d

~3d

−HV

−HV

(b)

Figure 7.2.2 (a) Top and (b) cross-sectional views of a simple MWPC. The spacing between

a cathode plane and the plane of anode wires is approximately three times the anode-to-

anode distance or pitch, which is typically 2�3 mm.
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Typical anode wire diameter is about 20 μm, which produces a high potential

gradient with respect to the cathode plane. The potential at any point in the active

volume of the chamber can be calculated from

Vðx; yÞ52
q

4πε0
ln 4 sin2

πx
s

� �
1 4 sinh2

πy
s

� �h i
; ð7:2:1Þ

which represents the distribution of potential around an array of parallel line charges

q measured in C/m along the z-axis and located at (x, y)5 (i3 s, i3 s) with i5 0,

61, 62,. . .. Naturally, the potential near the anode wires should be high enough to

cause the avalanche multiplication required by proportional counters. The electric

field intensity in a typical multiwire chamber is shown in Figure 7.2.3. It is evident

that the field intensity is very high near the anode wires, and that is where the ava-

lanche begins. The details of the multiplication process that leads to an output pulse

proportional to deposited energy has already been discussed in the chapter on gas-

filled detectors and therefore will not be repeated here. The interested reader is

encouraged to go through the section on proportional counters in that chapter. Here

we will concentrate on the aspects particular to the multiwire design of the chamber.

As with single-wire proportional counters, the radiation passing through the

chamber volume produces electron�ion pairs. The ions move toward the cathode,

while the electrons rush toward the anode wires. The high electric potential at the

anode causes the electrons to gain enough energy between collisions to produce

secondary ionization, which ultimately leads to an avalanche. A major concern in

Cathode plane

Anode wire

Electric
field lines

Cathode plane

Figure 7.2.3 Electric lines of force inside the active volume of an MWPC.
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multiwire proportional counters is the spreading of this avalanche, since it can

potentially cause deterioration of the position resolution. The best way to deal with

this problem is to use a quenching gas. The basic idea behind this strategy is to

decrease the electron population through absorption by the quencher molecules.

The reader is referred to the chapter on gas-filled detectors for details on quenching

mechanisms and commonly used quenching agents.

The output of an MWPC depends on the readout electronics, which in turn

depends on its mode of operation. In digital mode, in which only counting is per-

formed and the information is binary, the electronics might consist of simple level

crossing discriminators and counters. However, if the pulse height needs to be mea-

sured as well, then the circuitry will consist of more complicated elements, such as

analog-to-digital converters. Since a multiwire proportional counter is essentially a

combination of many single proportional counters, the pulse profile recorded from

each of the wires is similar to the one obtained from a conventional single-wire

cylindrical proportional counter. The time profile of the pulse is mainly dictated by

the time constant of the circuit, as shown in Figure 7.2.4.

The MWPC described above can give only one-dimensional position resolution. To

obtain two-dimensional event identification, one generally uses two such detectors

with wires perpendicular to each other. A time coincidence unit can then tag the events

in the two chambers as being from the same particle. An even higher resolution can be

obtained by using several chambers in succession, with each tilted at a different angle.

7.2.C Multiwire drift chamber (MWPC)

A multiwire drift chamber is a tracking device that was originally built to track par-

ticles in high-energy physics collisions. It uses the timing information to determine

the position of an ionizing particle. In principle, it is similar to the MWPC we just

τ1

τ2

τ3

τ3 > τ2 > τ1

Pu
ls

e 
he

ig
ht

Time

Figure 7.2.4 Typical pulse time profile recorded from a single anode wire of a multiwire

proportional counter. Note that the shape of the pulse depends on the time constant τ of

the circuit.
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discussed, with the exception that it uses another detector to make the relative time

measurements. A drift chamber has two more features that distinguish it from a

conventional MWPC. One is the anode wire spacing, which in this case is generally

a few centimeters as opposed to a few millimeters, as in case of an MWPC. The

other is the shape of the cathode. In a drift chamber the cathode is made up of

either closely spaced wires or strips that are kept at distributed potentials. The

advantage of this design is that the electrons produced by the incident radiation are

directed toward the nearest anode wire with a constant drift velocity.

The design and principle of operation of a multiwire drift chamber are shown in

Figure 7.2.5. The incident radiation produces electron�ion pairs inside the active

−

−

+

+

s=vt

v
Anode wire

Cathode wires

−HV

−HV

v

Scintillation counter

Incident
particle

Output signal

Time
counter

Start

Stop

(a)

(b)

Scintillator pulse

Anode pulse

Figure 7.2.5 Sketch of a typical multiwire drift chamber and the timing diagram of its

operation. See text for explanations.
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volume, which then drift toward the nearest anode and cathode. After passing

through the chamber, the radiation is detected by a fast detector, such as a scintilla-

tion counter. The counter produces a pulse, which initiates a logic enable signal

that starts a timing counter, as shown in Figure 7.2.5(b). The counter keeps count-

ing until it gets a stop signal, which is generated when the electrons eventually

reach the anode and produce an avalanche pulse. As shown in the figure, a logic

enable pulse is initiated that stops the timer. The number of ticks of the counter

determines the time it has taken the electrons to reach the anode wire. Now, if the

drift velocity of the electrons in the chamber gas is known, one can determine the

distance traveled by the electron and hence the position at which the electron�ion

pair was produced by the radiation.

7.2.D Microstrip gas chamber

MSGCs are essentially based on the concept of the MWPC. Here, instead of anode

wires stretched between cathode planes, alternating anode and cathode strips are

realized on a suitable substrate. On top of this structure, a drift plane is provided

and the chamber is filled with a suitable gas. In most modern MSGCs, the anode

and cathode strips are formed through the process of photolithography. The electro-

des are generally made of gold or chromium, though in principle one can use any

high-conductivity material. Although with this technique one can form strips as nar-

row as a few microns, the typical widths of anode and cathode strips are 10 and

100 μm, respectively. The electrode-to-electrode distance depends on the desired

position resolution and can range from a few tens of micrometers to more than

a hundred micrometers. The thickness of the electrodes is generally less than 2 μm.

A typical MSGC is shown in Figure 7.2.6.

MSGCs are known to show high radiation hardness, which makes them

suitable for use in hostile radiation environments. Another advantage is their good

position resolution. Detectors with 20�30 μm resolution have been developed and

operated at high-energy physics research facilities. Although MSGCs have seen

extensive applications in high-energy physics experiments, their utility is in no way

limited to this field. For example, they have found applications in medical imaging,

though with a modified design. Later in the chapter we will discuss one such design

that employs this concept but with the inclusion of another layer of electrodes to

allow two-dimensional position sensitivity.

7.2.E Semiconductor microstrip detector

Semiconductor microstrip detectors (SMSDs) are based on the same principle

employed to build MWPCs and MWGCs, with the exception that the detection

medium in this case is a semiconductor material. Materials commonly used to build

SMSDs are silicon and germanium, with silicon being the most popular. Silicon

microstrip detectors are now seen as standard tracking devices in high-energy

physics experiments. On the other hand, germanium-based detectors have also been

built and employed for versatile applications such as X-ray spectroscopy and medical
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imaging. The biggest problem with microstrip semiconductor detectors is that their

dimensions are limited by the dimensions of the semiconductor wafer, which cannot

be made larger than a few tenths of a centimeter. Therefore, to built a large area

detector one must use several small-size detectors placed close together.

Two variants of the basic structure of a simple one-sided silicon microstrip

detector are shown in Figure 7.2.7. Here the base material or substrate is an n-type

semiconductor, which has been implanted with strips of n1 material. A reverse

bias is established between these strips and the aluminum implantation on the other

side of the silicon wafer. This creates a depletion region, which for best perfor-

mance should extend up to the end of both sides. This ensures that all the charge

pairs that are created in the bulk of the silicon participate in the generation of the

output signal. The detector in such a configuration is said to operate in fully or

over-depleted mode, which is the usual mode of operation of SMSDs. The output

signal is read out through aluminum strips implanted over the n1 strips. The two

are, however, separated by an insulation strip usually made of SiO2. The insulation

creates a capacitance between the two strips, and therefore the readout is actually

capacitively coupled. In other words, the readout circuitry actually sees the mirror

charges on the aluminum strips. This design eliminates the need to install external

coupling capacitors, something that can be hard to implement considering the

Anodes

Cathodes

Substrate

(a)

Drift plane

Anodes Cathodes

Drift plane

Substrate

Enclosure
(b)

Figure 7.2.6 (a) Top and (b) cross-sectional view of a typical MSGC. The drift plane is kept

at a distance of a few millimeters from the substrate.
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available space. Figure 7.2.7(a) shows a modification of the design through inclu-

sion of a layer of a p-spray material. The reason for this layer is to discourage oxide

buildup between the strips that could potentially lead to shorts and consequent

impairment of position resolution. Another design that can achieve this is shown in

Figure 7.2.7(b), where instead of a spray, strips of p1 material are implanted

between the n1 strips. At present, p-stop design is more popular than p-spray

design, due mainly to engineering difficulties.

For proper functioning of an SMSD, each of the strips must be biased such that

the detector gets fully depleted. However, this is not a trivial task as it involves dis-

tributing the output of a power supply to all the strips through biasing resistors.

These bias resistors take up space and therefore must be made as small as possible.

The commonly used structures include implanted resistors, polysilicon resistors,

and punch-through resistors, each having its own pros and cons. The particular

choice depends on the type of detector, the radiation environment, and the cost.

The main dimension that determines the spatial resolution of a microstrip detec-

tor is its pitch p, which is simply the distance between two consecutive readout

strips. In the digital mode of operation, where only binary information is recorded,

the resolution is given by

R � pffiffiffiffiffi
12

p : ð7:2:2Þ
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SiO2
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Figure 7.2.7 Simple one-sided silicon microstrip detector of (a) p-spray and (b) p-stop types.
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This implies that the resolution can be improved by decreasing the pitch.

However, the pitch cannot be decreased to very low values due to engineering con-

straints. Most silicon detectors are built with a pitch of 40 μm. The resolution can

also be increased by operating the detector in analog mode. The reason is that

the relative distribution of charges in neighboring strips can be used to reconstruct

the spatial profile of the charge, with the peak determining the actual position of

particle interaction.

Reading out each and every strip of a microstrip detector is not always possible

or even desirable. It is not an easy task to make electrical connections on pads that

are only 40 μm apart. Therefore, in general, the SMSD-based systems have interme-

diate strips that are not read out.

Example:

Estimate the improvement in spatial resolution of a microstrip detector operat-

ing in digital mode if the pitch is decreased from 100 to 40 μm.

Solution:

The resolution with the pitch of 100 μm is given by

R1 5
p1ffiffiffiffiffi
12

p

5
100ffiffiffiffiffi
12

p

5 28:2 μm:

Similarly, the resolution with 40 μm pitch is

R2 5
40ffiffiffiffiffi
12

p

5 11:5 μm:

The improvement in resolution is then given by

δR5
R12R2

R1

3 100

5
28:82 11:5

28:8
3 100

5 60%:

ð7:2:3Þ
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Perhaps the biggest advantage of SMSDs over MWPCs is that they can be

constructed as double-sided detectors. In such a detector the strip implantation is

done on both sides. Figure 7.2.8 shows a simple double-sided silicon detector. Here

the strips on both sides are orthogonal to each other, giving a two-dimensional posi-

tion resolution. Depending on the application, it may be desired to keep the two

sides at a different angle with respect to each other. The purpose of the guard rings

shown in Figure 7.2.8 is to reduce the possibility of electrical breakdown.

Generally, several guard rings are implanted on a detector module such that the

high voltage decreases gradually instead of changing abruptly.

7.3 Imaging devices

At the most basic level, creating an image of an object requires exposing it to a radia-

tion field, such as X-rays or light photons, and then detecting the reflected, refracted,

and transmitted particles on a two-dimensional position-sensitive detector. Common

examples of imaging devices are the familiar medical X-ray systems and digital

cameras. Broadly speaking, imaging devices can be divided into two categories: con-

ventional and electronic. The film-based X-ray system is a conventional device, while

a digital camera is an electronic imaging system. In the following sections we will

look at some of the important devices belonging to both of these categories.

7.3.A Conventional imaging

As stated earlier, by conventional imaging we mean the devices that do not acquire,

process, and store signals electronically.

A.1 X-Ray photographic film

X-rays are the most widely used means of producing images of objects hidden behind

other objects that are opaque to visible light. For example, images of internal organs

of the human body are routinely taken for medical diagnostic purposes. To make

such an image, X-rays are made to fog a photographic film after passing through the

SiO2Al strip Pitch

n-Type silicon p-Stop Guard rings

Bias resistorHV
Al strip

n + Implant
p + Implant

Output

Output

Figure 7.2.8 Design of a simple double-sided silicon microstrip detector.
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body. If the sample to be photographed has many different materials (such as tissues

and bones in human body), then the X-rays will be variably attenuated depending on

the attenuation constant of the materials. Since the photographic film is sensitive to

the intensity of the X-rays, a two-dimensional image of the object is formed. In this

way, the photographic film acts as a position-sensitive X-ray detector.

The base material of photographic film is generally polyester or celluloid. The

film is coated with an emulsion made of some light-sensitive material, such as

silver nitrate or silver halide salts. After the film has been exposed to X-rays, it

must go through a series of chemical processes to make the image visible.

The main advantage of photographic films is that they can cover large areas. On

the other hand, they have several disadvantages, some of which are listed below.

� Low sensitivity: The sensitivity of photographic films to X-rays is so poor that a typical

X-ray film absorbs only about 1% of the radiation.
� Low flux detection limit: Typical photographic films cannot detect X-ray flux of less than

0.1 photons per μm2.
� Logarithmic response: Photographic film emulsions respond logarithmically to the inci-

dent X-ray flux. Consequently, the image contrast needs very careful interpretation.
� Film development: Photographic films have to be chemically developed to view the image.

Although with modern technology the process is not too time consuming, still it cannot

match the real-time data acquisition and processing offered by electronic imaging systems.
� Electronic archiving: Saving films electronically on a computer for archiving and elec-

tronic transfers takes up more memory space and bandwidth compared to data from elec-

tronic imaging systems.

A.2 Thermoluminescent detector arrays

We have already discussed the detectors based on thermoluminescence phenomena

in the chapter on solid-state detectors. The reader may recall that thermolumines-

cent materials have the ability to store energy delivered by radiation and then

release it upon being exposed to heat. Therefore, in principle, it is possible to

develop an imaging system based on an array of these devices. This is routinely

done in high-energy physics experiments, where a number of closely spaced ther-

moluminescent detectors (TLDs) are installed at the desired location, such as near a

beam pipe. The TLDs keep accumulating the dose until they are retrieved and read

out. Image reconstruction software is then be used to construct the spatial radiation

profile of the area. The main advantage of such a system is that it does not require

any electronic circuitry and is therefore fairly inexpensive and straightforward to

use. The downside is that it can only provide a spatially coarse radiation profile.

7.3.B Electronic imaging

Electronic imaging is one of the fastest-growing fields, mainly due to its applicabil-

ity in consumer electronics. Digital cameras have now almost completely replaced

conventional film cameras due to their cost effectiveness and high resolution. These

cameras use the so-called CCDs to register photons reflected from objects. The
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resulting signals are then used by a processor to reconstruct the object’s image.

CCDs also have applications in medical diagnostics. In other areas, such as astron-

omy and particle physics, electronic imaging devices have seen enormous progress.

7.3.C Charge-coupled devices

This semiconductor-based multichannel imaging system is used for two-dimensional

imaging and is now standard in many applications. The basic working principle of a

CCD is the same as for any other semiconductor detector, that is, conversion of inci-

dent radiation into electron�hole pairs and then measuring the resulting signal pulse.

There are different CCD design variants that have been developed over the years

based on the specific applications. However, we can safely divide these devices into

two broad categories: direct imaging systems and indirect imaging systems.

It should be noted that CCDs are in no way limited to the detection of photons.

They can easily be configured to measure any type of radiation capable of creating

electron�hole pairs in their active detection media. In fact, as we will see later,

CCDs can distinguish between different kinds of incident radiation. These qualities

make these devices so versatile that they are currently being successfully used in a

variety of applications ranging from digital cameras to medical radiation scans to

radiation monitoring in the Earth’s upper atmosphere.

7.3.D Direct imaging

A direct imaging CCD is used to convert incident radiation directly into electron�
hole pairs by allowing it to interact with the semiconductor material. As in other

semiconductor detectors, this conversion takes place inside the depletion region

(Figure 7.3.1). The free electrons and holes move toward opposite electrodes under

Pixels

~20 μm

~500 μm

Readout electrodes Oxide layer

+−
+ −

Photons

Depletion region

Bulk semiconductor

Figure 7.3.1 Schematic of a typical CCD working in direct detection mode with front

illumination. The active medium in such devices is generally silicon. An incident particle

produces charge pairs in the depletion region, which induce charges on the respective

readout electrodes that are read out through the connected circuitry.
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the influence of the externally applied electric field and induce charges on the read-

out electrodes. The resulting signal pulse is processed by the electronics attached to

the readout electrodes.

D.1 Properties of a direct imaging CCD

The performance of a CCD is characterized by the following properties.

� Spatial resolution: The spatial resolution of a direct imaging device is equal to or better

than the dimensions of its pixels. Hence, the smaller the pixel the higher the resolution.
� Quantum efficiency: The QE of a CCD determines the efficiency of useful absorption of

incident particles in the depletion region. By useful absorption we mean absorption that

leads to generation of at least one electron�hole pair inside the depletion region. In a con-

ventional direct imaging device, the incident particles first have to pass through the read-

out electrodes and the oxide layer before reaching the depletion region. These layers can

significantly attenuate the particle beam, especially at lower energies, thus decreasing the

overall QE of the detector. At higher energies, however, the particles may pass through

the depletion region without depositing any or very much of their energy, again resulting

in low QE. The adverse effect of absorption in front layers can be minimized if the CCD

is illuminated from the back side, though this has its own drawback of parasitic absorption

in the thick diffusion region. This absorption can be minimized by making this region as

thin as possible (Figure 7.3.2). In such a configuration the back-illumination technique is

quite effective in increasing the QE at the low energy end and is therefore commonly

employed in practical systems.

A point to note here is that there are two different parameters that are sometimes mis-

takenly used in place of each other. The QE as defined here refers to the ratio of the num-

ber of incident photons usefully absorbed Nγ,abs inside the depletion region to the total

number of incident photons Nγ,inc; that is,

QE5
Nγ;abs

Nγ;inc
: ð7:3:1Þ
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Figure 7.3.2 Schematic of a back-illuminated CCD working in direct detection mode. The

semiconductor (generally silicon) layer is made as thin as 10 μm to minimize the low energy

photon absorption in the undepleted region of the detector. The acid etching technique

generally used for this purpose ensures uniformity of the layer.
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There is another quantity, also sometimes referred to as the QE, that actually deter-

mines the number of electrons generated Ne,gen per incident photon Nγ,inc. To avoid confu-

sion, we will call it conversion efficiency, CE.

CE5
Ne;gen

Nγ;inc
ð7:3:2Þ

The ratio of these two quantities gives the effective quantum yield η of the CCD, that

is, the number of charge pairs generated per absorbed photon:

η5
CE

QE
5

Ne;gen

Nγ;abs
: ð7:3:3Þ

� Dynamic range: The dynamic range of any detection system determines the smallest

and the largest signals detectable by the device. It is conventionally determined by

dividing the largest detectable signal by the smallest. For a CCD, the dynamic range

depends on three factors: resolution of the readout electronics, system gain, and the

energy of the incident radiation. The electronic resolution is largely determined by

the resolution of the analog-to-digital converter. The system gain G is calculated

by taking the ratio of the number of electron�hole pairs generated Neh to the number

of ADC counts Nc; that is,

G5
Neh

Nc

: ð7:3:4Þ

The numerator in the above equation is simply determined by dividing the energy of

the incident radiation by the w-value of the semiconductor material ðNeh 5E=wÞ. Hence,
the above equation can also be written as

G5
E

wNc
ð7:3:5Þ

or

Nc 5
E

wG
:

If G and E are known, we can easily determine the minimum detectable signal Nc

from the above equation. The dynamic range D is then given by

D5
Nmax

Nc

; ð7:3:6Þ

where Nmax is the maximum number of measurable counts and is determined by the ADC

resolution (see example below).
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Example:

Plot the dynamic range of a silicon-based CCD having a gain of 10 photo-

electrons per ADC count in the photon energy range of 50 eV to 20 keV.

Assume that the ADC has 15-bit resolution (it is generally safe to assume

that a system having a commercially available 16-bit ADC has a net resolu-

tion of 15 bits).

Solution:

The maximum counts that can be recorded by a 15-bit ADC are Nmax 5
215 5 32; 768 counts. Hence, according to Eq. (7.3.6), the dynamic range is

D5
32; 768

Nc

5
ð32; 768ÞðwGÞ

E
5

ð32; 768Þð3:62Þð10Þ
E

5
1; 186; 201:6

E
;

where w5 3.62 eV is the ionization energy for silicon. This variation of

dynamic range with energy has been plotted on a semilogarithmic graph in

Figure 7.3.3.

E (keV)

0 2 4 6 8 10 12 14 16 18 20

L
og

 (
D

)

4

5

6

7

8

9

10

11

Figure 7.3.3 Semilogarithmic graph of variation of dynamic range with incident photon

energy in a silicon-based CCD having a gain of 10 photoelectrons per ADC count and

15-bit ADC resolution.
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D.2 Disadvantages of direct imaging

This direct detection method works quite well for X-rays having high interaction

probability in the depletion region. However, it suffers from several disadvantages,

which make it less desirable for X-ray imaging, some of which are stated below.

� Production of electron�hole pairs in the depletion region depends on the energy of the inci-

dent X-ray photons. At energies higher than 20 keV, the interaction probability becomes so

low that the direct detection method does not produce a reasonable signal-to-noise ratio.
� Like all semiconductor detectors, CCDs also get damaged by instantaneous and integrated

radiation doses. Direct detection exposes the CCD to radiation and thus degrades its per-

formance over time due to damage caused by the radiation.
� The active area of direct detection CCDs is small and is not suitable for most imaging

requirements.

7.3.E Indirect imaging

The disadvantages of direct detection can be overcome by converting X-ray

photons into visible light photons, for which the standard CCD sensors have the

highest sensitivity. The trick, of course, is to ensure linearity of the conversion

process and make it as efficient as possible. Different types of phosphors and scin-

tillators have been identified as efficient photon converters. Phosphors are granu-

lar solids, while scintillators are found in polycrystalline powder form. Generally,

phosphors are used in CCD cameras. The efficiency of the conversion process can

be optimized by changing the chemical composition and grain size of the phos-

phors. Sometimes additional mirror coating is also provided to increase the X-ray

interaction probability in the material.

Figure 7.3.4 shows a sketch of the main components of a typical imaging device

based on CCD sensors. The X-rays get absorbed in the phosphor, which promptly

emits light. These light photons are guided through an optical coupling, such as a

fiber optic light guide, to the photocathode of an image intensifier. The role of this

intensifier is to amplify the light coming from the initial phosphor. The photocath-

ode converts the light photons into electrons, which are multiplied by passing them

ElectronsPhotons

X-rays

Phosphor Optic guide

Photocathode
Optic guide

CCD
Phosphor

PMT

Figure 7.3.4 Sketch of an indirect CCD for X-ray imaging.
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through multiple stages of a PMT. These electrons are then converted into light

photons by another layer of phosphor or scintillator. These light photons are made

to pass through a fiber optic guide before entering the CCD depletion region to pro-

duce electron�hole pairs. Such a multistage process ensures that the X-rays do not

reach the sensitive CCD sensors, prolonging the life of the detector. Also, such a

device can be used for a broad range of X-ray energies as compared to direct imag-

ing systems, which become essentially insensitive even at moderate energies.

7.3.F Microstrip and multiwire detectors

The microstrip and multiwire detectors we discussed earlier in the chapter can

also be used as imaging detectors. However, since these devices provide only

one-dimensional spatial information, in order to use them as imaging devices, one

should do either of the following:

� The design can be modified such that there are two planes of readout detectors that are

kept orthogonal to each other. Both MSGCs and SMSDs can be modified in this way. The

reason is that they are produced by implanting strips on a substrate, which can be done on

the other side of the substrate as well. We have seen earlier that double-sided silicon

detectors can be produced where readout strips on one side are normally implanted

orthogonal to the other side. On the other hand, modifying the multiwire proportional or

drift chambers in this way carries a number of engineering and operational difficulties.
� The other method is to use two or more one-dimensional detectors in succession, such

that the readout strips or wires are oriented at different angles with respect to each other.

MWPCs are operated in this configuration, though as position-sensitive detectors and not

as imaging devices.

7.3.G Scintillating fiber detectors

In the chapter on scintillation detectors, we saw that certain materials produce light

when exposed to radiation. One problem with these systems is that, in order to

avoid parasitic absorption of light, one must use other phosphors to shift the light

wavelength. This process is not very efficient and therefore negatively affects the

overall efficiency of the detector. Scintillating fibers, on the other hand, are spe-

cially designed solids that not only produce scintillation light but also guide the

photons with minimal self-absorption. Imaging detectors based on such fibers have

been shown to perform amazingly well in particle physics research as well as in

medical imaging applications.

Figure 7.3.5 shows a typical scintillation fiber having two components: a scintil-

lation core and an optical cladding. Radiation passing through the scintillation core

produces light photons. The optical cladding ensures that most of these photons

travel down the fiber through the process of total internal reflection. Most commer-

cially available scintillation fibers produce blue or green light and are therefore

suitable for detection by commonly available PMTs. The diameter of a typical fiber

is around 1 mm2, but fibers of 100 μm or less in diameter are also available.
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The fibers can be made in any cross-sectional shape, but round and square-shaped

fibers are the most popular.

Most imaging devices use PMTs to detect scintillation photons produced in the

fibers. Since a typical imaging device contains several tens of thousands of scintil-

lation fibers, a single-channel PMT is not suitable for the purpose. Other PMT

structures such as microchannel PMTs are therefore often used. The scintillation

light is transported through an optical guide, such as clear fibers, to the photocath-

ode of the PMT. Figure 7.3.6 shows the conceptual design of an imaging system

based on scintillating fibers. Here, two sets of fiber bundles are shown orthogonal

to each other. The spatial resolution of this system depends on the fiber-to-PMT

channel mapping and PMT spatial resolution.
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Figure 7.3.5 Sketch of a typical scintillation fiber.
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Figure 7.3.6 Conceptual design of an imaging system based on scintillating fibers.
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Problems

1. Calculate the spatial resolution of a position-sensitive detector having a pitch of 40 μm
and working in digital mode.

2. Estimate the change in spatial resolution of an SMSD if the readout scheme is changed

from all strips to every third strip.

3. Calculate the effective quantum yield of a CCD camera having QE of 40% and conver-

sion efficiency of 87%.

4. Determine the change in the dynamic range of a CCD if its ADC resolution is changed

from 12 to 16 bits. Assume that all other parameters remain the same.

5. Compute the dynamic range of a silicon-based CCD system at an energy of 1.5 keV. The

system has a gain of 20 photoelectrons per ADC count and 16-bit ADC resolution.

6. What would be the dynamic range of the CCD camera described in the previous exercise

for an absorbed energy of 10 MeV?
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8Signal processing

Signal processing plays an extremely important role in extracting useful informa-

tion from detectors. Generally speaking, two pieces of information are important

with respect to detection and measurement of radiation: the amplitude and the tim-

ing of the output pulse. Amplitude information is important with respect to applica-

tions, such as energy spectroscopy, in which measurement of the energy deposited

by the incoming radiation is desired. On the other hand, there are applications,

such as particle tracking, in which precise timing of pulses is required. In order to

extract such information from narrow-width and low-amplitude detector pulses, a

number of analog and digital signal processing (DSP) steps are required. Broadly

speaking, either the signal can be processed entirely through a chain of analog cir-

cuitry or it can be converted to digital form for analysis. We will refer to the former

in this book as analog signal processing. With the advent of cost-effective comput-

ing, DSP is now gaining a lot of popularity. In fact, it is now a method of choice

wherever possible. It should, however, be noted that DSP does not eliminate the

need for analog circuitry in the electronics chain. Some analog units are always

needed to amplify the signal and make it usable for analog-to-digital converters

(ADC). For example, although the availability of very fast ADCs (called flash

ADCs) has made it possible to replace the pulse shaping step by a digital process,

preamplifiers are still needed. Figure 8.0.1 shows analog and DSP steps that are

generally adapted in detection systems.

Whether the processing is analog or digital, the detector pulse must almost

always be first preamplified. This is because most detectors produce pulses that

have very low amplitudes and very short durations, making the direct measure-

ments of amplitude and time difficult and prone to large systematic errors. The

preamplification step not only amplifies the pulse but also increases the pulse

width, thus making it suitable for processing by the next electronic circuitry. The

subsequent processing steps depend highly on application and data analysis

requirements. If the requirements dictate the use of analog processing techniques,

then the pulse is further shaped, amplified, and fed into a pulse height analyzer.

On the other hand, if DSP is desired, then the signal is amplified and converted to

digital counts through an ADC. It should be noted that the type of processing is

highly dependent on the application, and therefore there is no general electronics

chain that can be universally adopted. In this chapter, we will visit some of the

most common signal processing methods that are used in modern radiation detec-

tion systems.
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8.1 Preamplification

The analog signal pulse produced as a result of passage of radiation through a

detector usually has very narrow width and amplitude and therefore cannot be

directly digitized or even counted. Therefore, in most cases, the pulse must first be

preamplified before being transferred to other processing units. A preamplifier is a

simple but efficient amplifier that is directly connected to the detector output.

Different kinds of preamplifiers can be constructed to suit the specific detector

and processing requirements. Several parameters are considered when designing a

preamplification circuitry, most of which have competing requirements. Hence the

design process is actually optimization of some of these parameters to suit specific

needs. Some of the important design specifications of any preamplifier are:

� signal-to-noise ratio,
� range of input signal,
� response time,
� power consumption,
� dynamic range,
� pulse pileup,
� common mode.

Timing applicationsSpectroscopic applications

Detector

Preamplifier

Pulse shaping
amplifier

Timing
amplifier

Pulse height
analyzer

(SCA, MCA)

Discriminator and
time-to-amplitude

converter

Figure 8.0.1 Typical analog signal processing steps involved in timing and spectroscopic

applications.
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Broadly speaking, the preamplifiers used in radiation detection systems can be

divided into the following categories:

� Voltage-sensitive preamplifiers
� Current-sensitive preamplifiers
� Charge-sensitive preamplifiers

8.1.A Voltage-sensitive preamplifiers

A voltage-sensitive preamplifier is the most basic type of preamplifier that can be

used in radiation detection systems. Its function is to amplify the potential at its

input stage by a gain factor that is defined by its components. Figure 8.1.1(a) shows

the working principle of such an instrument. Here we have represented the detector

as a voltage source. For such a circuit the voltage at the input stage of the amplifier

Va is related to the signal voltage Vs through the relation

Va 5
Ra

Rs1Ra

Vs; ð8:1:1Þ

where R represents resistance, with subscripts a for amplifier input and s for signal.

For such an amplifier to work properly it is necessary that it not draw any current

from the source, since any current drawn would decrease the potential drop across

Cd

Vout

Rs

Rf

Vs

Rs

Ra
Vout

Q +

−
i

(b)

(a)

Figure 8.1.1 (a) Design principle of a voltage-sensitive preamplifier connected to a source,

such as a radiation detector output. The input impedance Ra of the preamplifier is kept very

large so that it draws minimal current from the source. (b) A simplified but realistic voltage-

sensitive preamplifier with feedback resistor Rf. Cd is the combined detector and stray

capacitance and Rs is the combined impedance.
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Rs. Ideally, this requires its input resistance (more accurately, impedance1) to be

infinite. Of course, this is not practically possible and can only be achieved up to a

good approximation. Looking at the above relation, it can be inferred that for Va to

approach Vs, the input impedance of the preamplifier should be very large as com-

pared to the source impedance; i.e.,

RacRs.Va � Vs

Since the output of a voltage-sensitive linear amplifier should be proportional to

the voltage at its input stage, we can write

Vout 5AVa

� AVs

ð8:1:2Þ

Here A is the gain of the amplifier, which depends on the type of amplifier and the

external components.

This simplistic picture does not include a feature found in all real detectors,

namely that they possess some capacitance as well. In fact, the potential difference

Vs actually appears across the combined capacitance of the detector and other com-

ponents such as cables. This potential is given approximately by

Vs �
Q

Cd

; ð8:1:3Þ

where Q is the charge collected by the readout electrode and Cd is the combined

detector and stray capacitance. Hence, we can conclude that the voltage at the out-

put of a realistic amplifier can be written approximately as

Vout � A
Q

Cd

: ð8:1:4Þ

The reader should readily realize the problem with this configuration: The output

voltage depends on the detector capacitance. Therefore, for a perfectly linear opera-

tion, any change in detector capacitance must be accounted for in the conversion

constants through recalibration. This, of course, is not practical for systems, such as

semiconductor detectors, whose capacitance may change during operation due to

small fluctuations in temperature. For other systems, such as ionization chambers,

this type of amplifier can be used effectively.

An advantage of voltage-sensitive amplifiers is that they provide low impedance

output signal, which is ideal for signal transportation to large distances. But by

1The terms impedance and resistance can be used interchangeably when the current is not changing with

respect to time. If the current changes with time, the effects of circuit and cable capacitance and induc-

tance also come into play. It is a good idea to always use the term impedance since it characterizes the

system better than simple resistance.
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itself this advantage cannot justify its preference over other types of preamplifiers.

A realistic but simplified voltage-sensitive preamplifier is shown in Figure 8.1.1(b).

Up to now we have not included a detector’s instantaneous current in the discus-

sion. We know that the charges produced in the active volume of the detector by

incident radiation actually constitute a current, which can be measured. In fact,

most radiation detectors can be modeled as current sources. So how do we relate

this current to the detector’s voltage that we amplify by a voltage-sensitive pream-

plifier? This can be done if we take into account the fact that this instantaneous cur-

rent actually gets integrated on the detector’s capacitance. If at any instant in time t

a current is flows through the detector, then the total charge Q accumulated on the

detector’s capacitance Cd from t5 0 to t5 t0 is given by

Q5

ðt0
0

isðtÞdt: ð8:1:5Þ

Of course, here Cd is the combined detector and stray capacitance. Hence the

preamplifier’s output voltage can be expressed in terms of the detector’s instanta-

neous current as

Vout 5
A

Cd

ð t0
0

isðtÞdt: ð8:1:6Þ

This expression implies that the output voltage has a direct dependence on the

capacitive load of the amplifier. This capacitive load Cd together with the ampli-

fier’s input impedance Ra determines how fast the capacitor discharges through the

time constant RaCd of the circuit. The integrated current and the time constant

determine the shape of the voltage pulse.

Since we are integrating the current to convert it into voltage, Cd should dis-

charge slower than the charge collection time td. The criterion

td{RaCd ð8:1:7Þ

is therefore sometimes used to decide if a voltage-sensitive preamplifier is

suitable for a detector.

8.1.B Current-sensitive preamplifiers

In certain applications it is desirable to measure the instantaneous current flowing

through the detector. This can be done through a current-sensitive preamplifier,

which converts the detector’s instantaneous current into a measurable voltage.

Therefore, this device can also be called a current-to-voltage converter. A current-

sensitive amplifier can be constructed in the same way as a voltage-sensitive ampli-

fier, with the exception that the input impedance in this case must be kept at the

minimum to allow the current to flow through the amplifier (Figure 8.1.2(a)).
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The current ia flowing into the preamplifier of Figure 8.1.2(a) is related to the

source current is by

ia 5
Rs

Rs 1Ra

is: ð8:1:8Þ

This equation implies that the requirement that the current flowing into the pre-

amplifier be approximately equal to the source current can be fulfilled by making the

preamplifier’s input impedance very small as compared to source impedance, i.e.

Ra{Rs.ia � is:

Since a linear current-sensitive preamplifier is simply a current-to-voltage con-

verter, its output voltage is proportional to the source current:

Vout ~ is: ð8:1:9Þ

Conversion of instantaneous current into voltage requires that the detector capac-

itance Cd discharge much quicker than the charge collection time of the detector.

This implies that we must have

τdcRsCd

Cd

Vout

Rf

Ra
Vout

Rsis

Rs

Q +

−
i

(a)

(b)

Figure 8.1.2 (a) Working principle of a current-sensitive preamplifier connected to a current

source such as a radiation detector. A current-sensitive amplifier is actually a current-to-voltage

converter. In order for it to be able to measure instantaneous current, its input impedance must

be very small as compared to the detector’s output impedance. (b) A simplified but realistic

current-sensitive preamplifier with feedback resistor Rf. Cd is the combined detector and stray

capacitance and Rs is the combined impedance.
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Here τd is the charge collection time and we have neglected the amplifier resistance

Ra since Ra{Rs.

8.1.C Charge-sensitive preamplifiers

The dependence of a voltage-sensitive preamplifier on the input capacitance is a

serious problem for many detection systems. In fact, this very problem prompted

detector designers to develop the so-called charge-sensitive preamplifier. In this

device, instead of directly amplifying the voltage or converting the current to volt-

age, the charge accumulated on the detector capacitance is integrated on another

capacitor. The resulting potential on that capacitor is then directly proportional to

the original charge on the detector. Since it essentially accumulates the charge on

detector capacitance onto another capacitor, a charge-sensitive preamplifier acts as

an integrator of charge. Figure 8.1.3 shows the working principle of this device.

The feedback capacitor Cf accumulates the charge on the combined detector and

stray capacitance Cd. The output voltage is then simply given by

Vout ~
Qf

Cf

or Vout ~
Qd

Cf

;
ð8:1:10Þ

where Qd is the charge accumulated on Cd, which is proportional to the charge Qf

integrated on the feedback capacitor. The condition that Qf�Qd can only be

achieved if no current flows into the preamplifier’s input. This implies that the

amplifier’s input impedance should be very large: Ra ! N:
Figure 8.1.4 shows a detector whose output is connected to the inverting input of

a charge-integrating preamplifier. Without the feedback capacitor, this circuit would

act as an inverting voltage-sensitive preamplifier with the output voltage of

Vout 52AVd: ð8:1:11Þ

Ra

Cf

Cd
Vout

Figure 8.1.3 Basic principle of a charge-sensitive preamplifier. The charge accumulated on

the detector capacitance Cd is allowed to integrate on a feedback capacitor Cf. The voltage at

the output is then proportional to the input charge.
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Here Vd is the input voltage and A is the preamplifier gain. Typical operational

amplifiers have very large gains (Ac1). If we now connect a feedback capacitor to

the circuit, the input voltage will be given by the sum of voltage across this capaci-

tor Vf and the output voltage, i.e.,

Vd 5Vf 1Vout

5Vf 2AVd

.Vf 5 ðA1 1ÞVd:

ð8:1:12Þ

This, of course, is valid only if the preamplifier has infinite impedance, which is

generally true to a good approximation. Using Q5CV, we can write the above rela-

tion in terms of accumulated charges on input and feedback capacitances:

Qf

Cf

5 ðA1 1ÞQin

Cin

.Cin 5 ðA1 1ÞCf

Qin

Qf

� ðA1 1ÞCf ðsince Qin5QfÞ:

ð8:1:13Þ

Here Qin and Cin are the charge and capacitance at the input of the amplifier,

respectively. This equation shows that the input capacitance is a function of the

feedback capacitance and gain of the amplifier. Cin is sometimes referred to as the

dynamic capacitance of the preamplifier. Note that Cin is not the detector’s capaci-

tance, which we will include in the equations later. A quantity that is often quoted

is the charge gain, which is obtained by taking the ratio of the output voltage to the

corresponding input charge. Unlike the conventional open loop gain A, this gain is

not a dimensionless quantity. Charge gain AQ can be computed from

Vout

Vf

Cf

Vd = VinCd

+

−

Figure 8.1.4 Schematic of a simple charge-sensitive preamplifier. The detector is shown as

a capacitive load and is connected to the inverting input of the preamplifier. Without the

feedback capacitor, the circuit will work as an inverting voltage-sensitive preamplifier since

the input impedance of the preamplifier is very large.
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AQ 5
Vout

Qin

5
AVin

CinVin

5
A

Cin

5
A

A1 1

1

Cf

� 1

Cf

ðsince Ac1Þ:

ð8:1:14Þ

This shows that the charge gain can be increased by choosing Cf of lower capacity.

Another quantity of interest is the charge transfer efficiency ηin of the preampli-

fier. It characterizes the efficiency of transfer of charge on the detector’s capaci-

tance to the feedback capacitance. Only in the ideal case it is possible to have

100% charge transfer efficiency, but it can be approached up to a good approxima-

tion by choosing appropriate capacitances. ηin is defined as

ηin 5
Qf

Qt

; ð8:1:15Þ

where Qt is the total charge on the detector and dynamic capacitance. If we repre-

sent detector capacitance by Cd, then Qt5Qd1Qin. Using this and the fact that

Qf5Qin5CinVin, we can write the charge transfer efficiency as

ηin 5
Qin

Qin 1Qd

;

5
1

11Qd=Qin

5
1

11CdVd=CinVin

5
1

11Cd=Cin

:

ð8:1:16Þ

Here we have made use of the fact that the voltage across the detector capaci-

tance is equal to the voltage at the amplifier’s input stage, i.e., Vd5Vin. This is a

true statement, as can be verified by inspecting Figure 8.1.4. It is apparent from this

expression that a 100% charge transfer efficiency requires the detector capacitance

to be much larger than the input capacitance, i.e., for ηin� 1 we must have

Cd{Cin

or Cd{ðA1 1ÞCf :
ð8:1:17Þ

Up to now we have considered only how the feedback capacitor charges. For

any subsequent measurement it must be discharged or reset to allow the next charge
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accumulation. Two methods are commonly used for this purpose: resistive feedback

and pulsed reset.

C.1 Resistive feedback mechanism

In a resistive feedback charge-sensitive preamplifier, a feedback resistor is provided

so that the charge integrated on the feedback capacitor can decay with a predefined

time constant (Figure 8.1.5). The result is a sharply rising pulse that decays expo-

nentially with a time constant RfCf.

The time variation of the output pulse from an ideal resistive feedback charge-

sensitive preamplifier is given by

υoutðtÞ5
Qf

Cf

e2t=RfCf

5
ηinQt

Cf

e2t=RfCf

ð8:1:18Þ

Vout

Rf

Cf

Rb
Cc

+

−

Detector

HV

Vout

Rf

Cf

+

−

HV

Detector

(b)

(a)

Figure 8.1.5 Schematics of (a) an AC-coupled and (b) a DC-coupled resistive feedback

charge-sensitive preamplifier. The charge accumulated on the feedback capacitor Cf decays

through the feedback resistor Rf with a time constant equal to RfCf.
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where, as before, Qf is the charge accumulated on the feedback capacitor Cf, Qt is

the total input charge, and ηin is the charge transfer efficiency. It is apparent from

these equations that the amplitude of the signal is given by

Vout 5
Qf

Cf

5
ηinQt

Cf

: ð8:1:19Þ

This maximum value of the voltage occurs at t5 0, which implies a step

response of the circuit to the detector output. However, in reality, the output voltage

always takes some finite amount of time to reach its maximum value. In most cases

we are not really concerned about the rise time of the pulse since its shape is always

conditioned by subsequent analog processing units. However, in some timing appli-

cations it is desired to know this quantity. It should be noted that Vout is propor-

tional to the detector pulse and is therefore a measure of the energy deposited by

the incident radiation. After reaching this maximum value, the pulse decays expo-

nentially through the feedback resistor Rf (Figure 8.1.6). The time for this decay

depends on the time constant of the feedback circuit τf 5RfCf and can therefore be

chosen according to requirements.

A nice feature of resistive feedback preamplifiers is that they do not exhibit any

dead time, though at the expense of pulse pileup at high count rates. That is, even

though such a preamplifier will keep on amplifying even if the next pulse arrives

during the pulse decay time, the instantaneous voltage of the previous pulse will be

added to the new one (Figure 8.1.7). For this reason, such a preamplifier is not

In Out

In Out
(a)

(b)

Figure 8.1.6 Typical output voltage pulse shapes of (a) a simple charge-sensitive

preamplifier and (b) a resistive feedback charge-sensitive preamplifier. In both cases the

amplitude of the output pulse is proportional to the original detector pulse, which in turn is

proportional to the energy deposited in the detector. Without a feedback resistor the feedback

capacitor does not discharge and the output voltage does not change with time after reaching

the maximum value. In a resistive feedback preamplifier, on the other hand, the pulse decays

exponentially with a time constant equal to RfCf.
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recommended for high-rate situations. At low count rates, however, the resistive

feedback mechanism gives reasonable performance; reasonable because of the

noise added to the system by the feedback resistor itself.

C.2 Pulsed reset mechanism

The feedback resistor of the resistive feedback charge-sensitive preamplifier is itself

a source of noise and is therefore not suitable for high-resolution systems. Pulsed

reset preamplifiers provide an alternate mechanism to reset the feedback capacitor

after the pulse has reached its maximum value. The idea is to replace the feedback

resistor with an electronic switch providing a current drain path to discharge the

feedback capacitor on demand. This switch is toggled on and off through additional

timing circuitry, which is sometimes connected to the preamplifier output to gener-

ate a trigger signal for the switch. Figure 8.1.8 shows the basic principle of such a

device. A typical timing diagram of the circuit is shown in Figure 8.1.9(a). A prob-

lem with this scheme is that the pulses received by the preamplifier during the reset

time are lost. This can, of course, be minimized by keeping the reset time as small

as possible. A better way, however, is to introduce another switch at the input of

the preamplifier. If this switch is kept open during the reset time (i.e., Ss open and

Sr close), then the detector pulses would keep on integrating charges on the com-

bined detector and stray capacitance. Closing Ss after the feedback capacitor has

completely discharged would transfer these charges to the feedback capacitor,

hence eliminating the information loss. However, there is one caveat to this scheme,

namely the time jitter of the switching pulses, which introduces some uncertainty in

the rising and falling edges of the pulses. To overcome this problem, a small

Time

High rateLow rate

Pr
ea

m
p 

ou
tp

ut

Detector output

Figure 8.1.7 Low- and high-rate measurements from a resistive feedback charge-sensitive

preamplifier. Although the preamplifier does not exhibit dead time even at high rates, the

pulse pileup can be a serious problem.
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sacrifice is normally made by keeping the Sr-open pulse in the middle of the Sr-

close pulse (Figure 8.1.9(b)).

Most electronic switches used in commercially available preamplifiers are transistor

based. Timing of the reset operation in these devices is generally done by built-in cir-

cuitry that sends a reset pulse to the transistor switch if the preamplifier output reaches

a predefined value (normally the upper limit of the preamplifier’s range). Figure 8.1.10

shows the working principle of such a preamplifier. It is also possible to toggle the

Cf

Ss

Sr

Vout

Detector

Figure 8.1.8 Conceptual design of a pulsed reset charge-sensitive preamplifier. Sr is the

reset switch that is used to drain the charge accumulated on the feedback capacitor. Some

preamplifiers are also equipped with a set switch Ss to minimize dead time (see text).

Sr

Detector
output

Ss

Sr

Preamp
output

Detector
charge

Preamp
output

Detector
charge

(a)

(b)

Figure 8.1.9 Timing diagrams for operation of a pulsed reset charge-sensitive preamplifier

(a) without and (b) with a switch at the preamplifier input (see also Figure 8.1.8). The

diagram in (b) is generally said to represent dynamic recording, since it does not permit loss

of information during feedback capacitor reset. All timings shown are active-low, i.e., level 0

corresponds to the active state.
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switch through an external circuit that does not take any input from the preamplifier.

Such a system is generally configured to time the operation at regular intervals and

therefore provides more flexibility in terms of further data readout and processing.

Transistor-based reset switches may suffer from time jitters, logic level edge

excursions, and digital charge injections from the logic unit. These problems can be

minimized, if not eliminated, by using a so-called optical reset trigger. In this

scheme the resetting is done through light instead of electrical current. Certainly,

such a device does not eliminate the need for timing circuitry, but, by electrical iso-

lation from the preamplifier input, it does not cause any charge injection in the cir-

cuit. The result is a much cleaner toggling of the switch as compared to the

electronically triggered switch. Figure 8.1.10(b) shows a typical optical feedback

pulsed preamplifier. Here a light-emitting diode in the logic circuit triggers the pre-

amplifier switch. The switch itself is a field effect transistor (FET) (Figure 8.1.11).

8.2 Signal transport

It may at first seem quite trivial to transport a signal from the preamplifier to other

pulse processing units. One would think that all is needed is a cable that takes the

Detector

Comparator

–

A
m
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Time

(a)

(b)

Threshold Reset time

Switch

Cf

Vout

Figure 8.1.10 (a) Sketch of a transistor-based pulsed reset charge-sensitive preamplifier. The

feedback capacitor discharge starts automatically when the preamplifier output crosses a

predefined threshold. The switch (transistor) closes during the reset and drains the current to

ground. (b) Amplification of detector pulses for the circuit shown in (a). During the reset

time, the amplifier cannot amplify the detector output. This is referred to as the dead time of

the preamplifier.
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signal from one end to the other or a simple wireless transmitter and receiver.

However, as it turns out, there are a few points that must be carefully consid-

ered when deciding on signal transport methodology. In the following we will

discuss the most important of these points in relation to typical radiation detec-

tion systems.

8.2.A Type of cable

A typical signal cable consists of a central metallic wire with a metal shield around

it. No matter how good the wire of the cable is, it still has some resistance, given by

R5 ρ
Lc

Ac

; ð8:2:1Þ

where ρ is the resistivity of the metal, Lc is its total length, and Ac is its cross-

sectional area. The voltage drop across the cable due to this resistance can be calcu-

lated simply by Ohm’s law, which gives

V 5 IR5 ρI
Lc

Ac

: ð8:2:2Þ

Here I is the current flowing through the wire. This voltage drop must be kept as

low as possible compared to the minimum signal voltage. It is apparent from this

equation that this can be done in essentially three ways:

� Low-resistivity material: Resistivity ρ is material and temperature dependent. Silver is a

very good conductor, with a resistivity of 1.623 1028 Ωcm but is quite expensive com-

pared to other materials, such as copper or aluminum. Copper has a resistivity of

−
FET

LED
Trigger

Detector

Cf

Vout

Figure 8.1.11 A typical optical pulsed feedback charge-integrating preamplifier. The trigger

is issued when the output level crosses some predefined threshold. This turns the Light

Emitting Diode (LED) on and shines light on the FET, which in this condition creates a

closed circuit to ground, thus discharging the feedback capacitor (see also Figure 8.1.10(b)).
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1.693 1028 Ωcm, which is slightly higher than that of silver, but it has two obvious

advantages: It is much cheaper and it can be easily shaped into conductors of different

thicknesses. Another good material is aluminum, with a resistivity of 2.753 1028 Ωcm.
� Small cable length: Keeping the length small is the simplest way to decrease signal atten-

uation due to cable. However, there are normally engineering constraints to the minimum

possible length. For example, in a detector working in high radiation field, the data pro-

cessing units are generally located a few hundred feet away from the detector, and proper

routing of cables puts a minimum limit constraint on the cable length.
� Large cross-sectional area: The technical term describing the cross-sectional area of a

wire is its gauge. The lower the gauge, the thicker the wire. Resistivity and hence the

voltage drop in low gauge wires is definitely small, but there may be practical considera-

tions, such as cost and cable routing (the lower the gauge the stiffer the cable), which

may put a limit on the wire thickness for a particular system.

It is general practice to use standard cables in radiation detection systems, even

though a custom-made cable might be expected to make signal transportation a bit

better. There are two reasons for this. First, the cost of custom-made cables is sig-

nificantly higher than that of the standard cables, and, second, a custom-made cable

has to be available in large quantities to replace damaged cables. After the example

below, we will discuss some of the important types of standard cables commonly

used in radiation detection systems.

Example:

A 50 m long single wire copper cable is used to transport signal current. The wire

has a cross-sectional area of 0.5 mm2. Assume that the resistivity of copper is

1.693 1028 Ωcm. Compute the resistance that the cable offers to the signal

current.

Solution:

We can use Eq. (8.2.1) to compute the resistance.

R5 ρ
Lc

Ac

5 ð1:693 1028Þ 50

0:53 1026

5 1:69 Ω

A.1 Coaxial cable

As shown in Figure 8.2.1(a), a typical coaxial cable has following components:

� A central conductor, mostly made of copper.
� Two insulators surrounding the central wire, one thin and the other thick.
� A metallic shield surrounding the outer insulator.
� An outermost insulator surrounding the metal shield.
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The purpose of the shield is to alienate the central conductor from the outside

electromagnetic field. However, there is no coaxial cable that provides perfect

shielding, and the decision to either use it or to go for some other type of cable is

based on the relative strengths of the signal and the background radiation.

The insulators between the central conductor and the shield provide a low distor-

tion path or waveguide to the signals. This ensures minimal dispersion and hence

small attenuation of signals, especially for short duration pulses.

All coaxial cables have characteristic resistance, capacitance, and inductance,

which can be modeled as shown in Figure 8.2.1(b). It can be shown that the capaci-

tance and inductance are given by

C5
2πε

lnðb=aÞLc
ð8:2:3Þ

L5
μ
2π

ln
b

a

� �
Lc ð8:2:4Þ

where ε and μ are the effective permittivity and permeability of the dielectric (the insu-

lators between the central wire and outer shield), respectively. a and b are the radii of

the central wire and the shield, respectively. Lc represents the total length of the cable.

These relations can be used to determine the characteristic impedance of the cable.

Zc 5
L

C

0
@

1
A

1=2

5

ffiffiffi
μ

p
2π

ffiffiffi
ε

p ln
b

a

0
@
1
A

ð8:2:5Þ

CL

RLLL

(b)

Insulator

ShieldInsulator Insulator

Conductor

(a)

Figure 8.2.1 (a) Sketch of a coaxial cable. This type of cable is commonly used for signal

transport due to its low attenuation and high shielding capabilities. (b) Model of a typical

coaxial cable having inductance, resistance, and capacitance per unit length of the cable.
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The characteristic impedance of most commercially available standard coaxial

cables lies between 50 and 200 Ω. For example, Zc for RG58 is 50 Ω.
Another quantity of interest is the velocity of signal propagation, which becomes

important in timing applications. It can be approximated from the relation

v5
Lcffiffiffiffiffiffi
LC

p

5
1ffiffiffiffiffiffi
με

p :

ð8:2:6Þ

Typically, signal velocities are on the order of 80�99% of the velocity of light

in vacuum. This implies that the signal in a cable actually propagates as an electro-

magnetic wave. If this wave encounters an imperfection on its way, it may get dis-

torted or reflected back. These imperfections could be due to cable joints or

terminations. If the end of the cable is not connected to anything, then the wave

will see infinite load impedance and will completely reflect back. This can also be

seen from the relation of reflection coefficient Γ, defined as

Γ5
Zl 2 Zc

Zl 1 Zc
; ð8:2:7Þ

where Z is the characteristic impedance and the subscripts l and c stand for the

load and cable, respectively. If the end of the conductor is open, the reflection

coefficient will be 1 ðZl 5N.Γ5 2Þ. In this situation the signal will be reflected

back with the same phase. The other extreme is to short the other end of the cable.

In this case, since Zl 5 0 and Γ52 1; the reflected pulse will be inverted in

phase. Based on this discussion it can be concluded that any impedance mismatch

between two cables connected together or the cable and the load may produce

reflected pulses, which can interfere with signal transmission. It is therefore

imperative that care be taken to ensure impedance matching at all points of cable

discontinuity.

A.2 Twisted pair cable

The coaxial cable is a well-shielded cable, but unfortunately it never provides

100% shielding, especially against radio frequency background. An alternative to

this is the twisted pair cable, which is used to transport so-called differential sig-

nals. Before we discuss the geometry of the twisted pair cable, we should first

understand the difference between single and differential outputs.

Most general purpose commercial preamplifiers produce a so-called single output.

Such a signal is highly susceptible to external noise sources such as background radio

frequency emitters that are generally present in environments containing different

electronic devices. The main mechanism is the pickup of energy by the signal cable

through electromagnetic interactions.
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Shielding of the signal cable (as in coaxial cable) is the most widely used method

because of its simplicity. However, as we stated earlier, this does not always yield per-

fect results, as most commercially available shielded signal cables are not 100%

effective.

The other method is to use differential output. Such an output is carried through

two cables instead of one, such that the information is contained in the difference

of potentials on the cables instead of the absolute value of the potential as in the

case of single output. The noise in this case is picked up equally by both cables,

keeping the difference unchanged. However, since electromagnetic interference is

proximity dependent, the cables must be twisted together in the shape of a spiral to

ensure equal pickup at each point. Such cables are generally referred to as twisted

pair cables and are available in unshielded form.

To further process this signal, for example, by an amplifier/shaper, the subse-

quent circuitry must be able to accept differential input. It should, however, be

noted that the notion of exact same pickup by the two cables is somewhat idealized.

The pickup is actually dependent on the gains of each input, and therefore modern

amplifiers are built with a differential gain balancing circuitry to match the two

gains for proper pickup noise cancelation.

A.3 Flat ribbon cable

Flat ribbon cables are extensively used to transport digital and analog signals. Such a

cable is in the form of a ribbon with several individually isolated wires bonded together.

Ribbon cables come mostly in unshielded form, but shielded versions are also available.

Ribbon cables should be avoided for transporting detector signals because even

in their shielded versions the cables are not individually shielded, which can induce

inter-cable crosstalk and thus decrease signal-to-noise ratio.

Such cables are generally used to transport power and digital signals. Digital sig-

nals are basically logic signals, and therefore a small attenuation in the signal does

not cause any problems. However, if an unshielded ribbon cable is used to transport

high-frequency (at or above MHz range) signals, the same cable becomes a source of

radio frequency emissions. Consequently, the environment becomes hostile for ana-

log signal cables, and even good coaxial cables may pick up substantial noise. This

may result in the appearance of high-frequency oscillatory components in the data.

8.3 Pulse shaping

The raw signal coming out of a detector is usually very narrow and therefore not

very useful for extracting information such as the height of a pulse. This narrow

signal must first be shaped into a broader pulse with a rounded maximum. The

broader pulse is necessary to reduce noise and the rounded peak is needed to mea-

sure amplitude with precision. In general, there are two objectives for transforming

the detector signal into a well-defined pulse:

� Increase signal-to-noise ratio
� Increase pulse pair resolution
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These two requirements are actually somewhat contradictory and therefore an

optimized solution is sought based on the particular application of the detector.

For detectors used in spectroscopy and precision measurements it is desired that

the signal-to-noise ratio be improved. This can be done by increasing the pulse

width. The shapers designed for this task not only increase the pulse width but also

produce a rounded peak in the pulse (Figure 8.3.1). The rounded maximum facili-

tates the measurement of pulse height. If the signal level has no effect on the shape

of the pulse, the pulse height is essentially the measure of the energy absorbed by

the detection medium. This proportionality ensures that the energy spectrum of the

incident radiation can be inferred from the pulse height spectrum.

If the rate of incident radiation is very high, then increasing the pulse width is

not a good option because consecutive pulses can pile up over one another

(Figure 8.3.2). In such a situation, the shaping time (or pulse width) is decreased

such that the signal-to-noise ratio does not become unacceptable.

A number of pulse shaping methods are available, each with its own pros and

cons. The choice of shaping methodology is therefore highly application specific.

In the following we will look at some commonly used pulse shaping strategies.

8.3.A Delay line pulse shaping

Delay line pulse shaping is used for detectors with high internal gains, such as scin-

tillation detectors. For detectors with low internal gains, the signal-to-noise ratio

with delay line pulse shaping is smaller than with the other available methods.

The basic idea behind this kind of pulse shaping is to combine the propagation

delay of distributed delay lines to produce an essentially rectangular output pulse

from each preamplifier output pulse. The rectangular output pulse has fast rise and

fall times and can therefore be very conveniently used for pulse shape discrimina-

tion and timing applications. Figure 8.3.3 shows a typical delay line pulse shaping

circuitry. The step pulse from the preamplifier is inverted, delayed, and then added

back to the original pulse to obtain a rectangular pulse having a width equal to the

delay time of the delay line.

8.3.B CR�RC pulse shaping

CR�RC pulse shaping is perhaps the simplest and the most widely used method of

shaping preamplified detector pulses. The shaper consists of two parts: a CR differ-

entiator and an RC integrator (Figure 8.3.4).

Shaper outputPreamplifier output

Shaper

Figure 8.3.1 A pulse-shaping amplifier can transform a preamplifier pulse having sharp

peak and small width into a well-shaped pulse with rounded maximum and appropriate rise

and decay times. Shapers can produce unipolar as well as bipolar pulses.
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Figure 8.3.2 (a) Pulse pileup in high-rate applications. (b) Decreasing pulse width eliminates

pileup.
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Figure 8.3.3 (a) Typical single delay line pulse shaping circuitry. (b) Double delay line

shaping, in which the output of the first shaper is fed into the input of the second single line

shaper.
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The CR differentiator acts like a high pass filter, with pulse amplitude given by

Vout 5Vin 2
Q

Cd

: ð8:3:1Þ

Differentiating this with respect to time gives a differential equation

dVout

dt
2

dVin

dt
1

Vout

RdCd

5 0; ð8:3:2Þ

where we have used Vout5RdI5Rd dQ/dt.

RdCd in the above equation is the time constant of the differentiator, which

mainly determines the decay time of the output signal. In detection systems the pre-

amplifier shaping time is generally larger than this time constant. This implies that

the preamplifier output going into the CR differentiator can be considered a unit

step function. In such a case the output can be approximated by

Vout 5 e2t=τd ; ð8:3:3Þ

where τd 5RdCd is the time constant.

The above equation implies that the output pulse decays exponentially over

time, with a width that can be controlled by the time constant τd: In radiation mea-

surement systems the main objective is to measure the height of the pulse, which is

proportional to the energy deposited by the radiation in the active volume of the

detector. However, as can be seen in Figure 8.3.5, the output pulse from a CR dif-

ferentiator has a sharp peak, which makes it difficult to measure the pulse height.

Another disadvantage of the sharp peak is that it is most affected by high-frequency

Ri

Cd

Ci

Rd
63%

63%

(a)

(b)

τ = RdCd

τ = RiCi

Figure 8.3.4 Response of simple (a) CR differentiator or high pass filter and (b) RC

integrator or low pass filter to a step input pulse.
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noise in the system. Obviously, the solution to the problem is to somehow make

this peak rounded. To solve this problem, the output of the CR differentiator is

passed through an RC integrator.

An RC integrator with a time constant τi 5RiCi is shown in Figure 8.3.4. The

figure also depicts the behavior of the circuit in response to a step input pulse. In

such a case, the time profile of the output pulse can be approximated by

Vout 5 12 e2t=τ i : ð8:3:4Þ

t/τd
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Figure 8.3.5 Response of CR (upper), RC (middle), and CRRC (bottom) filters to step input

pulse. The step input pulse approximation is valid only for preamplifier�shaper

combinations in which the decay time of the amplifier pulse is much larger than the shaper’s

time constant. In real systems, this approximation is generally not valid and consequently the

CR�RC shaper suffers from a small undershoot in the decaying part of the output pulse.
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If now the fast rising output of CR differentiator is passed through this RC inte-

grator circuit, the result will be a well-shaped pulse with rounded maximum

(Figures 8.3.6 and 8.3.5).

If we assume that the preamplifier output is a step function, then the pulse pro-

file after passing through subsequent CR and RC stages can be approximated by

Vout 5
τdðτd e2t=τd 1 τi e2t=τiÞ

τdτiðτd2 τiÞ
: ð8:3:5Þ

As we saw above, the differentiator and integrator act like high and low pass fil-

ters, respectively, and can be combined to form a band pass filter or pulse shaper

where the shaping takes place in two steps. At the first step, the preamplifier pulse

goes through the high pass filter, which attenuates the noisy low-frequency compo-

nents of the signal. The resulting signal is then fed into the low pass filter, which

allows only the clean low-frequency signals to pass through. The high-frequency

components consisting mainly of noise are attenuated at this stage.

According to Eq. (8.3.5), the rise and decay times of the final pulse depend on

the time constants of the CR and RC shapers. Generally, time constants are chosen

such that a pulse with a rounded peak, short rise time, and long decay time is

obtained. This can, for example, be ensured by setting the two decay constants to

be equal ðτd 5 τi 5 τÞ: In this case, Eq. (8.3.5) becomes

Vout 5
t

τ
e2t=τ : ð8:3:6Þ

Integrator

CR−RC
shaper

CR−RC
shaper

Differentiator

OutIn(a)

(b)

Ri
Cd

CiRd

Figure 8.3.6 (a) A simple CR�RC shaper and (b) its response to two different input pulses:

a step input and a more realistic preamplifier output. A perfect step input does not produce

any undershoot, while a significant undershoot can be expected when the output of a

practical preamplifier is fed into the shaper. This undershoot can result in underestimation of

the height of a subsequent pulse.
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The practical shapers used in radiation detection systems do not produce output

pulses that can be approximated by a step function. The reason is that the shaping

time of the preamplifier and the shaper do not differ by several orders of magnitude

as required by the step function approximation. Realistic preamplifiers produce

exponentially decaying pulses, which resemble the output of a CR filter in response

to a step input pulse (cf. Figure 8.3.5). If this pulse is then fed into a CR�RC shaper,

it produces significant undershoot in the decaying part of the output pulse (see

Figure 8.3.6). This undershoot can be a serious problem for high-rate systems where

a new pulse can arrive before the previous one has fully decayed. The new pulse will

then ride on the decaying pulse, whose undershoot will lower its effective height.

The choice of time constant of a CR�RC shaper depends on the particular

requirements of the detection system. The measurement resolution and high-rate

capability are two competing factors that must be considered to find an optimized

solution. Good resolution demands that the time constant be large enough to ensure

complete integration of the detector signal. For example, for scintillation detectors

the time constant is chosen to be at least three times the decay constant of the scin-

tillator. However, such a long pulse duration might be problematic in high-rate

situations, particularly due to the pulse undershoot problem mentioned above. In

such a case, the time constant is shortened at the expense of resolution.

Whatever time constant we choose, there is always a possibility for a pulse to arrive

before the previous one has reached the baseline. If a large number of pulses arrive dur-

ing the undershoot time, the measured pulse amplitude will be far less than the actual

amplitude. This may lead to significant broadening of the measured energy distribution,

and consequently the system resolution will be seriously affected. Fortunately, this

problem can be solved by the so-called pole�zero cancelation strategy.

B.1 Pole�zero cancelation

As we saw above, the output of a realistic preamplifier cannot be approximated by

a step input pulse. In fact, the exponentially decaying pulse from the preamplifier

output looks very similar to the step input response of a CR filter. This implies that

the response of a CR�RC shaper to such a pulse can be studied by assuming a

CR�CR�RC circuit with a step input pulse. To study such a circuit we should take

a look at its transfer function, which is simply a mathematical representation of its

behavior under different conditions. For computational purposes the transfer func-

tion is mostly transformed in a complex space with a continuous or a discrete

domain (Laplace domain for continuous function or Z domain for discrete func-

tion). Detailed discussion of transfer functions and their derivations is beyond the

scope of this book, and the reader is referred to standard texts in electronics (11, 6).

The Laplace transform of the transfer function of the CR�CR�RC circuit with a

step input is given by

HðsÞ5 τp
ðτps1 1Þ

τds
ðτds1 1Þðτis1 1Þ ; ð8:3:7Þ
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where s is a complex variable of the Laplace transform. The subscripts d, i, and

p on τ refer to CR differentiator, RC integrator, and preamplifier (which we

have taken to be a CR differentiator with step input), respectively.

It is apparent that the above function has singularities (points at which the func-

tion becomes infinite) at s521/τp, 21/τd, and 21/τi. These are called poles of

the function. One of the effects of these poles is the appearance of undershoot in

the decaying part of the pulse (Figure 8.3.7).

Elimination of such undershoots can be accomplished by removing the responsi-

ble pole from the function. This can be done by introducing similar quantities in the

numerator of the function such that they cancel the pole out. Since the quantity

used to cancel the pole has the effect of vanishing the function in the absence of the

pole, it is termed the zero of the function and the method is called pole�zero can-

celation. To determine which pole we should concentrate on removing from func-

tion 8.3.7, we note that the undershoot becomes evident only after the shaping time

of the preamplifier becomes comparable to that of the shaper. Hence we conclude

that s521/τp is the pole that has to be removed.

Let us have a look at a simple but practical method of removing this pole.

Figure 8.3.8 shows a CR�RC shaper with a variable resistor Rpz installed in

parallel to Rd. Inclusion of this resistor modifies the transfer function 8.3.7 as
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Figure 8.3.7 Typical output of a preamplifier having shaping time τp (upper plot). The response
of a CR�RC shaper to this preamplifier output is shown in the lower plot. The graph has been

generated using τd5 τi5 τ. The undershoot in the decaying part of the pulse reduces system

resolution and must therefore be either reduced or accounted for in the data.
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HðsÞ5 τps
ðτps1 1Þ

τdðRpzCds1 1Þ
ðRpzCdτds1RpzCd 1 τdÞ

1

ðτis1 1Þ : ð8:3:8Þ

It is apparent from this function that a properly chosen value of Rpz can elimi-

nate the undershoot altogether (see example at the end of this section). However, in

practical systems where the parameters related to physical circuit elements do not

remain constant over time, the approach is to minimize the undershoot. This can be

done manually by changing Rpz while inspecting the output signal from an oscillo-

scope. Some newer developments utilize additional circuitry to automatically adjust

this resistance and are therefore more desirable in systems with randomly drifting

electronic parameters and having large numbers of channels.

Ideally, the pole�zero cancelation strategy we discussed above should work per-

fectly. However, we should remember that the addition of a zero involves adding

an additional piece of circuitry with its own limitations and irregularities. Minor

physical changes, for example, a small shift in temperature, may slightly shift the

pole and zero. Consequently, the pole may not get canceled at all. The variable

resistor Rpz can compensate for some drifts, and modern systems are designed to

accommodate small changes. However, such circuits have their own limitations and

do not always work in all possible scenarios. The widespread implementation of

pole�zero cancelation circuitry in detection systems is therefore not due to its

effectiveness over other techniques, such as control theory, but rather to the ease

and simplicity of its application.

Example:

Determine the optimal value of Rpz to eliminate undershoot from the output of

circuit 8.3.8.

Solution:

Examination of transfer function 8.3.8 of circuit 8.3.8 reveals that if we

choose Rpz5 τp/Cd, it will transform the numerator (RpzCds1 1) into

(τps1 1). This will cancel out the identical term in the denominator, thus

Ri
Cd

Ci

Rd

Rpz

VoutVin

Figure 8.3.8 Simple pole�zero cancelation circuit. The variable resistor can be used to

minimize the undershoot.
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eliminating the undershoot from the output. The transfer function in this case

will become

HðsÞ5 τpτds
τpðτds1 1Þ1 τd

1

ðτis1 1Þ : ð8:3:9Þ

It should be noted that even a small drift in Cd will make the undershoot

reappear and the pole will not be totally eliminated. Modern systems employ

additional circuitry to adjust for such changes automatically to keep the under-

shoot to a minimum.

B.2 Baseline shift minimization

In many applications it is desired that the electronic circuitry following the ampli-

fiers is AC-coupled. This might induce baseline shifts in the signal with varying

count rate. In order to actively minimize such baseline shifts, a baseline restorer cir-

cuitry is introduced. One such circuit is shown in Figure 8.3.9, where the addition

of another CR differentiator after the RC integrator produces a bipolar pulse instead

of a unipolar one. Although such a circuit minimizes the baseline shifts, the longer

duration of its bipolar output makes it unsuitable for high-rate applications. Its

signal-to-noise ratio is also worse than the simple CR�RC shaper.

8.3.C Semi-Gaussian pulse shaping

The simple CR�RC pulse shapers we visited earlier work well for applications

where high resolution is not required and signal-to-noise ratio is not a very impor-

tant consideration. For systems where improvement in signal-to-noise ratio is of

prime importance, the simple RC integration circuitry must be replaced by an active

integrator. Such networks not can only improve the signal-to-noise ratio but are

also capable of decreasing the width of the output pulse. Figure 8.3.10 shows a typi-

cal two-stage active integrator circuit.

Ri

Ci

Cd1

Rd1

Cd2

Rd2

Differentiator DifferentiatorIntegrator

Figure 8.3.9 CR�RC�CR shaper. The output of this shaper is a bipolar pulse which

minimizes the baseline shifts.
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Such a shaper is called semi-Gaussian because the output pulse has a Gaussian-like

shape (Figure 8.3.11). The shaper can be designed to have unipolar or bipolar outputs.

Generally, unipolar output is preferred due to its much better signal-to-noise ratio.

8.3.D Semi-triangular pulse shaping

The semi-Gaussian pulse shaper we discussed earlier is one of the most popular cir-

cuits used in radiation detection systems. If a number of such circuits are connected

in succession, as shown in Figure 8.3.12, it results in an output pulse with approxi-

mately linear rising and falling edges. The output pulse then has a shape that looks

like a triangle (Figure 8.3.13). Such a shaper is referred to as a semi-triangular

pulse shaper.

Stage-1 Stage-2

Figure 8.3.10 Step input response of a typical two-stage semi-Gaussian pulse shaper.
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Figure 8.3.11 (a) Unipolar and (b) bipolar outputs of a semi-Gaussian pulse shaper.
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8.4 Filtering

Due to pickup from external and internal noise sources, it is often desirable to filter

the pulse such that only certain frequencies are allowed to pass through to the next

electronic stage. Though it was not specifically mentioned earlier, the pulse shapers

we just discussed actually perform the filtration function.

There are essentially three classes of filters depending on the frequency range

that needs to be blocked. The low pass filters are perhaps the most commonly used

as they block all the high-frequency components from the signal. High pass filters,

on the other hand, block low-frequency components, which may be desirable in

some applications. The combination of these two is called a band pass filter, which

allows only a range of frequencies to pass through. Figure 8.4.1 shows schematics

of different types of filters.

8.4.A Low pass filter

The RC integrator we discussed earlier (Figure 8.3.4(b)) is actually a low pass filter,

as can be seen from the following expression for its output voltage:

Vout 5Vin

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2πfRCÞ2

q : ð8:4:1Þ

Here Vin is the input voltage and f is the frequency of the input signal. It is obvi-

ous that the response of the circuit is weaker at higher frequencies. The frequency

Semi-
Gaussian

Semi-
Gaussian

Stage-3Stage-2Stage-1

Semi-
Gaussian

Figure 8.3.12 Step input response at each stage of a three-stage semi-triangular pulse

shaper.
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Figure 8.3.13 Output of a semi-triangular pulse shaper.
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at which the response becomes too weak is called the cutoff frequency of the filter.

Its value depends not only on the circuit components but also on what is regarded

as the too weak output. The most commonly agreed upon value of the cutoff fre-

quency is the value at which the response becomes 23 dB. To translate this value

in terms of resistance and capacitance of the circuit, let us take the base-10 loga-

rithm of both sides of the above equation and multiply by 2. We are doing this to

convert the ratio Vout/Vin into decibel (dB) units.

2 log
Vout

Vin

� �
5 2 log

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2πfRCÞ2

q
2
64

3
75 ð8:4:2Þ

Let us now substitute f5 1/2πRC in this relation. This gives

2 log
Vout

Vin

� �
523 dB: ð8:4:3Þ

(b)

Low pass filters(a)

High pass filters

(c) Band pass filter

VoutVin

Figure 8.4.1 (a, b) Schematics of different types of low and high pass filters. (c) A simple

band pass filter.
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Hence, according to our definition, the frequency

fcutoff 5
1

2πRC
ð8:4:4Þ

is the cutoff frequency for this simple RC filter. This frequency is sometimes also

referred to as the breakpoint, since above this value the attenuation of the circuit

becomes too large. Quantitatively speaking, above the breakpoint the response of

the circuit varies by 6 dB per octave of frequency increase (see example below). On

the other hand, at frequencies much lower than this cutoff frequency, the attenua-

tion becomes negligibly small. This can also be seen from Eq. (8.4.2), where we

can neglect the second term in the denominator on the right-hand side for f{fcutoff :
This gives

2 log
Vout

Vin

0
@

1
A � 2 logð1Þ5 0

.Vout � Vin;

which simply means that at frequencies much lower than the cutoff value the output

voltage (or power) is nearly equal to the input voltage (or power).

Example:

Quantify the change in the response of a simple RC low pass filter with

change in frequency above the breakpoint of fcutoff 5 1=2πRC:

Solution:

We start with Eq. (8.4.2) and note that at frequencies higher than the cutoff fre-

quency, the first term in the denominator on the right-hand side can be neglected:

2 log
Vout

Vin

0
@

1
A5 2 log

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2πfRCÞ2

q
2
64

3
75

� 2 log
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2πfRCÞ2
q
2
64

3
75

522 logð2πfRCÞ
~22 logðf Þ:

The above proportionality means that an eightfold increase in frequency

would correspond to a 6 dB change in the response. Hence we can say that the

response of a low pass RC filter changes by 6 dB per octave of frequency

increase.
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8.4.B High pass filter

The CR differentiator circuit shown in Figure 8.3.4(a) is a high pass filter. Its output

voltage is given by

Vout 5Vin

2πRCffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2πfRCÞ2

q ; ð8:4:5Þ

where, as before, Vin is the input voltage and f is the input signal frequency. Let us

write this relation in terms of the decibel notation by first taking the base-10 loga-

rithm of both sides and then multiplying by 2. This gives

2 log
Vout

Vin

0
@

1
A5 2 log

2πfRCffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2πfRCÞ2

q
2
64

3
75

5 2 log
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

11 1=ð2πfRCÞ2
q
2
64

3
75:

ð8:4:6Þ

This relation shows that the response of the system is inversely proportional to

the logarithm of the frequency. As in the case of the low pass filter, substituting

f5 1/2πRC in this relation gives

2 log
Vout

Vin

� �
52 3 dB: ð8:4:7Þ

The frequency at which the response is 23 dB is called the cutoff frequency or

the breakpoint. Below this frequency the attenuation becomes high and increases

rapidly at a rate of 6 dB per octave of frequency change. The circuit can therefore

be said to effectively block the low frequencies. At frequencies much higher than

the cutoff value, the second term in the denominator of the right-hand side of

Eq. (8.4.6) can be neglected, giving

2 log
Vout

Vin

0
@

1
A � 2 logð1Þ5 0

.Vout � Vin:

This shows that for frequencies much higher than the breakpoint, the output volt-

age of the CR filter is approximately equal to the voltage at its input.
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8.4.C Band pass filter

A band pass filter can be constructed by connecting a low pass filter with a high

pass filter in series, as shown in Figure 8.4.2(a). A realistic RC�CR band pass filter

is shown in Figure 8.4.2(b). The values of the individual resistances and capaci-

tances can be chosen according to cutoff frequency requirements. It should be noted

that here there will be two cutoff frequencies or breakpoints corresponding to the

low and high pass filters.

8.5 Amplification

The two main purposes of the preamplifiers we discussed earlier are to amplify the

low-level signal as it comes out of the detector and to match the detector and exter-

nal circuit impedances. Therefore, even if preamplification is not required, it is a

good idea to connect the detector output directly to a preamplifier with unity gain.

It should, however, be pointed out that in principle it is possible to avoid using a

preamplifier if the output signal is large enough to be transported and processed.

Whether a preamplifier is used or not, a main amplifier at a later stage is almost

always present. Generally, one uses a shaper that amplifies the signal as well.

In fact, almost all active shapers can also amplify the signal. The basic working

principle of such a combination is the same as we have already discussed in the

section on preamplifiers.

8.6 Discrimination

Often it is desired to check whether the analog output signal is above a predefined

threshold or not. This is done through a discriminator module, which accepts an

Ri
Ci

Cd

Rd

Signal in Signal out

Signal outSignal in

(a)

(b)
Low pass filter High pass filter

Low pass filter High pass filter

Figure 8.4.2 (a) Conceptual design of a band pass filter. (b) A simple but realistic band pass

filter consisting of an RC integrator and a CR differentiator.
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analog input and produces a digital output. It has a comparator circuitry that com-

pares the input voltage to a preset voltage. The preset voltage, also called the dis-

criminator threshold, can normally be adjusted through a potentiometer. If the input

pulse amplitude is greater than the preset threshold, the output logic level becomes

active; otherwise it remains in its previous state. Now it is also possible to design a

discriminator that has a high threshold level as well. The output of such a module

would become high only if the input lies between the two predefined thresholds.

This concept is graphically depicted in Figure 8.6.1.

The output of a discriminator is binary, i.e., it can be either high or low. The defi-

nition of low and high is arbitrary because one can define any voltage level to repre-

sent high and any other to represent low. For a system that is designed to work on a

certain logic definition, this arbitrariness does not pose a problem. However, in

expandable systems, where it is desired that modules made by other developers can

be integrated into the system, interconversion of logic levels could pose an engineer-

ing problem. To avoid this problem, certain logic standards have been developed. It

is highly recommended that electronics designers try their best to use one of these

standards in their circuitry. Following are the most commonly used logic standards.

� NIM logic: NIM stands for nuclear instrumentation modules, a set of modules that were

developed for nuclear instrumentation. A logic was developed specifically for these mod-

ules. In this logic, 0 V is defined as logic 0. Logic 1, however, is defined in terms of cur-

rent and not voltage. A current of 216 mA into a 50 Ω resistor corresponds to logic high,

which is equivalent to about 2800 mV.
� TTL logic: TTL is an acronym of transistor logic. It is perhaps the most widely used logic

standard. As opposed to NIM, it is defined solely in terms of voltage: A voltage of 0 V

corresponds to logic 0, while the logic is said to be high if the level is between 2 and 5 V.

Vin

Vout

Vh

Vl

Time

Time

Logic high

Figure 8.6.1 Pulse discrimination by a two-level discriminator. Only pulses that are between

the two preset thresholds are counted by the subsequent circuitry.
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� ECL logic: Emitter coupled logic or ECL is based on differential amplification of the dig-

ital signals and adjustment of the DC voltage levels through emitter followers. The ECL

logic levels are conventionally defined as 21.6 V for low and 20.75 V for high.

8.6.A Pulse counting

In the previous chapters, we saw that in most detection systems, the height of the

output pulse is proportional to the energy delivered by the incident radiation. This

implies that the energy spectrum of the radiation can be determined by counting

pulses of different amplitudes. This is essentially what is done in spectroscopic sys-

tems. However, counting pulses is not limited to radiation spectroscopy, since one

might even desire to simply count all the pulses to determine the total radiation

intensity. Such measurements are performed using two devices called single-

channel and multichannel analyzers, which will be discussed in some detail now.

A.1 Single-channel analyzer

In a large number of applications one is interested in counting the number of inter-

esting pulses. The definition of an interesting pulse depends on what one intends to

look at. For example, one might be interested in looking at all the radiation-induced

pulses. Or, since the height of a pulse depends on the energy deposited by the radia-

tion, one might want to count pulses corresponding to some particular range of

energy. To accomplish this, the remaining pulses must be filtered out or blocked so

that a clean dataset can be obtained. This is necessary even if one intends to look at

all radiation-induced pulses since there are always low-level noise and high-level

spurious pulses. This filtration requires a two-level discriminator, which we have

already discussed in the previous section. An instrument that discriminates the

pulses based on set thresholds and produces logic outputs is called a single-channel

analyzer. Here single signifies the fact that all the pulses are discriminated using

only one set of thresholds. The block diagram of a typical single-channel analyzer

is shown in Figure 8.6.2. Here LLD and ULD stand for lower-level discriminator

and upper-level discriminator, respectively. In most modern commercial single-

channel analyzers the thresholds can be set either through potentiometer knobs

available on the front panel or through an external computer interface.

After the pulse has been discriminated and a logical output has been generated,

it must be counted. Most commercially available single-channel analyzers do not

have counting functionality, and therefore one must use a separate counting module

for the purpose.

Single-channel analyzers are most suitable for discriminating pulses within a cer-

tain height range. A common application is measuring the intensity of an X-ray

peak from an X-ray machine. Recall that the X-ray peak from an X-ray machine is

superimposed on a Bremsstrahlung continuum. Hence, if one knows the energy of

the peak, it can be easily discriminated by setting single-channel analyzer thresh-

olds around it.
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Now, suppose we are interested in determining the whole X-ray spectrum of an

X-ray machine. This can be done by counting pulses at different threshold windows

such that the whole energy range is spanned. However, it is apparent that this is

quite a laborious and time-consuming task, not to mention inefficient and prone to

uncertainties related to time variation of radiation flux. Therefore, for such mea-

surements multichannel analyzers are generally preferred.

A.2 Multichannel analyzer

A multichannel analyzer can be thought of as a modified version of a single-

channel analyzer and a counter, since it essentially performs the same task, albeit

with a number of threshold windows. Thus it eliminates the need to count pulses at

each threshold window individually, making the process faster and less vulnerable

to uncertainties related to time variations in radiation flux. In terms of internal func-

tioning, multichannel analyzers are quite different from single-channel analyzers

since they actually digitize the input signal for analysis as opposed to the all-analog

processing by single-channel analyzers. Figure 8.6.3 shows a simple block diagram

of a multichannel analyzer. The analog detector pulse is first amplified and shaped.

The height of the amplified pulse is then digitized. Since the ADC output is linearly

related to the input analog voltage, the counts thus obtained correspond to the

ULD

LLD

Discriminator
Logic out

Amplifier/shaper

Signal in

Figure 8.6.2 Block diagram of a simple single-channel analyzer.

Memory

Control and 
display

Amplifier/
shaper

Signal in

Analog-to-digital
converter

Figure 8.6.3 Block diagram of a simple multichannel analyzer designed for pulse height

analysis.
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energy deposited by the radiation. After digitization, a count in the corresponding

memory bin is incremented.

Generally, multichannel analyzers have a number of channels, such as 512,

1024, or more, giving the user some choice in selecting the appropriate resolution.

Each of these channels actually corresponds to memory locations that can be

addressed by the corresponding ADC counts and thus incremented. The system can

be tuned such that the whole dynamic range is covered.

Most multichannel analyzers can be operated in two different modes. One is the

usual pulse height analysis mode that we just discussed, and the other is the multi-

channel scalar mode. In this mode the pulses are counted with respect to some other

parameter. The process starts with a logic pulse that starts incrementing the counts

in the first memory location. This counting continues until another logic pulse

arrives that moves the counting to the next memory location. The logic pulses can

correspond to any parameter of interest. It can even be time, in which case the sys-

tem simply measures the total intensity.

8.7 Analog-to-digital conversion

Converting an analog pulse into digital form is very convenient in terms of analyz-

ing and storing the relevant information contained in the signal. So-called ADCs

are extensively used in detection systems to convert the information contained in

the analog pulse into an equivalent digital form. Before we go on to discuss differ-

ent types of ADCs, let us have a look at some factors that need to be considered

when deciding on the method of conversion.

8.7.A A/D conversion-related parameters

A.1 Conversion time

This is the time it takes the ADC to perform one complete conversion. It depends

not only on the analog-to-digital (A/D) conversion method but also on the pulse

height.

A.2 Dead time

The total time it takes the ADC to acquire a signal, complete the conversion, and

become available for the next acquisition is called dead time because during this

time it cannot accept a new signal. The dead time typically consists of:

� signal acquisition time,
� conversion time,
� data transfer to buffers,
� reset time.

In well-designed systems, the transfer of converted signal to the memory is

performed during the reset time. How that memory is subsequently read out and

handled is not part of ADC performance. However, since such a memory is
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generally of limited capacity (such as 1 kB FIFOs), it must be read out continuously

to avoid overflow, which leads to loss of information.

Additionally, operations on ADCs are controlled through digital signals, which

have their own response times and uncertainties. Such uncertainties are referred to

as time jitters and should be given proper consideration in high-resolution systems.

If the event rate is such that pulses arrive during the dead time of an ADC, the

information gets lost unless the charge is dynamically integrated on some capacitor

for later acquisition by the ADC. Another possibility is to determine the average

dead time of the system and then correct for it in the final analysis. This strategy

works well for random signals where all events experience the same dead time.

Determination of the dead time is a straightforward process in which the ADC is

fed with a known stream of pulses and the output is recorded. The comparison of

output to input gives a quantitative measure of the dead time.

A.3 Resolution

The ADC output is in the form of the so-called digital word, which is simply a

number. This number should be directly proportional to the analog input at the full

dynamic range of the system. The lowest number that the ADC can assign to a

meaningful analog input determines its resolution.

The resolution of an ADC is generally represented in bits. An n-bit ADC ideally

has a resolution of

ΔV

V
5

1

2n
: ð8:7:1Þ

Example:

Determine the resolutions of an 8-bit and a 16-bit ADC.

Solution:

The 8-bit ADC as a resolution of

ΔV

V
5

1

2n

5
1

28

5 3:903 1023:

Similarly, the resolution of the 16-bit ADC is

ΔV

V
5

1

216

5 1:523 1025:
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A.4 Nonlinearity

Any nonlinearity in the A/D conversion process can be a serious problem at least

for high-resolution detection systems. It is therefore extremely important that the

linearity of the ADC used in the system be ensured. Unfortunately, the linearity of

the A/D conversion process does not depend only on the ADC design and circuitry,

but also on the shape of the analog pulse and its duration.

There are two types of nonlinearities that must be eliminated or at least mini-

mized in a practical ADC. These are generally referred to as differential nonlinear-

ity and integral nonlinearity.

� Differential nonlinearity: Differential nonlinearity is a measure of the uniformity of the

increments through which an ADC goes during the conversion process.
� Integral nonlinearity: If the ADC counts are not linearly proportional to the analog pulse

amplitude, then it is said to have integral nonlinearity.

A.5 Stability

It is generally desired that the physical parameters on which the A/D conversions

depend should not significantly change with time. Therefore, stability is one of the

important criteria for choosing an ADC.

8.7.B A/D conversion methods

B.1 Digital ramp ADC

This simple technique involves a digital-to-analog converter (DAC), which is used

to convert the output of a binary counter. A comparator compares this output to the

analog input signal height to decide whether the counter should continue counting

or stop. The counter is stopped when the two voltages are within the set tolerance

level. The counter is provided with a clock pulse through either a built-in or an

external oscillator. Figure 8.7.1 shows a schematic diagram of such an ADC.

At the start of the conversion cycle the DAC output is lower than the input volt-

age and consequently the comparator output goes high. This forces the counter to

start counting up with each clock pulse (Figure 8.7.2). The output is then fed

directly to the DAC, which outputs a slightly higher voltage. This voltage is then

again compared with the input voltage. If the input voltage is still higher than the

DAC output, the comparator output will remain high and the counter will continue

counting. The counting process stops as soon as the DAC output voltage exceeds

the input voltage, since at that point the comparator’s output goes low. To read out

the counter’s value at that point, a shift register is provided, which loads the binary

count as soon as the comparator’s output becomes low. This low output of the com-

parator also causes the counter to reset to zero and become available for the next

cycle.

This technique of digital ramping suffers from the following two major problems

that make it undesirable for some applications.
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� Slow sampling: The fact that the counter has to count from zero at each conversion cycle

makes the process very slow and unsuitable for high-rate applications.
� Irregular sampling: Since the counter keeps counting until the DAC output does not

exceed the input voltage, the conversion time depends on the height of the signal. This

implies that the sampling is irregular for time-varying input signals, which makes the

readout timing and analysis difficult.

B.2 Successive approximation ADC

As we saw in the previous section, the digital ramp ADC suffers from slow speed

since the counter always starts from zero at the start of the conversion cycle. To

overcome this disadvantage the counting process must be modified. This can be

accomplished by replacing the binary counter with a successive approximation
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Figure 8.7.1 A digital ramp ADC having 8-bit resolution.
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Figure 8.7.2 Counting cycles in a digital ramp ADC.

517Signal processing



register (SAR) (Figure 8.7.3). This register is still a counter, but it does not count

up in binary sequence; rather, it increments the counts by trying all bits and com-

paring the result of the DAC output to the analog input at each step. It starts with

the most significant bit and ends its cycle with the least significant bit. At each step

it sets the bits according to whether the difference between the DAC output and the

analog input is less than or greater than zero. The advantage of this method is that

the DAC output converges to the analog input faster than the simple binary counter.

Figure 8.7.4 shows typical conversion iterations of a SAR.

The SAR provides an additional bit for the shift register to notify of its com-

pletion of the conversion. This can also be a predefined regularly spaced clock

cycle, in which case the output is not irregularly spaced in time as in the digital

ramp ADC.
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Figure 8.7.3 Schematic of an 8-bit successive approximation ADC.
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Figure 8.7.4 Conversion cycles in a successive approximation ADC.
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The main drawback of a successive approximation ADC is its high differential

nonlinearity.

B.3 Tracking ADC

A tracking ADC uses an up/down counter as opposed to the regular counter in digi-

tal ramp ADC (Figure 8.7.5). The counter counts continuously on a clock and

counts up or down according to whether the comparator output is high or low. In

this way the counter continuously tracks the input voltage and never gets reset

unless the input voltage itself drops to zero. The net effect is fast conversion time

and simplicity of design, as in this case the shift register is not needed. Figure 8.7.6

shows how such an ADC tracks the input analog voltage.

The main disadvantage of this design is that the counter continuously counts up

or down and consequently the digitized output is never stable. However, such varia-

tions can be minimized by latching the counter output to a shift register only when

the output changes by some predefined value.

B.4 Wilkinson ADC

The Wilkinson ADC belongs to a class of slope or integrating ADCs. As opposed

to other ADCs we visited earlier, slope ADCs do not employ a DAC, thus eliminat-

ing the major source of differential nonlinearity.

The main idea behind this type of ADC is to save the input pulse on an analog

memory capacitor and then allow it to discharge slowly. A counter keeps counting

Vin −
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Figure 8.7.5 Schematic of an 8-bit tracking ADC. The counter starts counting up (down)

whenever the comparator’s output is high (low). A shift register is not required in such a

design.
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during the linear discharge of the capacitor. The final digital word is proportional to

the analog input. Following are the steps that a typical Wilkinson ADC takes during

a conversion cycle (see also Figure 8.7.7(a)).

1. The input pulse amplitude is stretched to a wide pulse using pulse stretcher circuitry.

A commonly used method is the so-called sample and hold circuit, in which the analog

voltage is sampled on a capacitor through a FET switch (Figure 8.7.7(b)).

2. The stretched pulse is transferred to a memory capacitor.

3. The capacitor is disconnected from the pulse stretcher circuit.

4. A current source is connected to the capacitor, which starts discharging it linearly.

5. At the same time, a counter is started to count the number of clock pulses it takes the volt-

age on the capacitor to reach the baseline voltage. If the source provides a constant cur-

rent is throughout the discharge, then it will take time

td 5Vin

C

is
ð8:7:2Þ

to completely discharge the capacitor having capacitance C. Here Vin is the input voltage.

Since this time is proportional to the digital counter, the final digitized word is propor-

tional to the input voltage (see also Figure 8.7.8).

A big disadvantage of the Wilkinson A/D technique is its long conversion time,

which can be calculated from

Tconv 5 2nTclock 5
2n

fclock
; ð8:7:3Þ

where n is the ADC resolution in bits and Tclock is the period of counter’s clock

having frequency fclock. Hence a 12-bit (n5 12) Wilkinson ADC having a clock fre-

quency of 100 MHz will complete one conversion in about 41 μs, which is a very

long time for high-rate applications. Increasing the resolution to 16 bits at the same

clock frequency would increase the conversion time to about 655 μs. Of course, the
conversion time can be shortened by increasing the clock frequency but this

has its own engineering difficulties. Nevertheless, Wilkinson ADCs working at

400�500 MHz have been designed and successfully operated in detection systems.

Vin

Time

Figure 8.7.6 Conversions in a tracking ADC. The counter never gets reset once it starts

counting unless the analog input drops to zero.
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B.5 Flash ADC

As the name suggests, a flash ADC performs the conversion in a flash, which simply

means that it is extremely fast. Such ADCs are becoming more and more popular due

to the conversion speed they offer as compared to conventional ADCs. The downside

is their resolution, which is difficult to increase beyond the 8-bit mark.

Figure 8.7.9 depicts the working principle of a typical flash ADC. As shown, the

ADC consists of a number of comparators in parallel, each of which compares the

td

Sample DigitizeHold

Vin

V
(t

)

t

Figure 8.7.8 Conversion cycle of a typical Wilkinson ADC. The input pulse amplitude is

sampled and held on a capacitor and then digitized. The digitization time td is proportional to

the input voltage Vin.
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Figure 8.7.7 (a) Schematic of a Wilkinson ADC. Cm is a memory capacitor, Si is a current

source, and Vt is the reference voltage used by the comparator to make the conversion start/

stop decision. Normally, Vt is kept at the ground potential, in which case the comparator is

called a zero-crossing comparator. (b) Sketch of a simple sample and hold circuit that can be

used as a pulse stretcher in a Wilkinson ADC.
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input signal to a unique reference voltage. The outputs of the comparators are fed

to a decoder that produces a binary output. A flash ADC with n-bit resolution

requires 2n comparators. This is a big disadvantage if high resolution is required.

Generally, in radiation detection systems, an 8-bit circuitry composed of 256 com-

parators is employed. The high component density of flash ADCs can be appre-

ciated by noting that even a moderate 12-bit resolution system requires 4096

comparators, which can become challenging without jeopardizing the small size

and simplicity of the design. The disadvantages of flash ADCs include:

� lower resolution (generally 8 bit);
� high power consumption;
� high input capacitance;
� differential nonlinearity;
� the large number of components required (an 8-bit flash ADC requires 256 comparators).
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Figure 8.7.9 A 4-bit flash ADC having 8 comparators. The decoder could, for example, be a

priority encoder that generates a binary number based on the highest order active input. Vref

is a stable reference voltage, which is generally provided by a precision voltage regulator.
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8.7.C Hybrid ADCs

As we saw in the previous sections, different A/D conversion methods have differ-

ent pros and cons. Generally speaking, designing a particular ADC is an optimi-

zation process of two competing parameters: resolution and conversion time.

A conventional ADC working at high resolution suffers from longer conversion

time and is therefore unsuitable for high-rate situations. Fortunately, there is a prac-

tical way to achieve both of these traits, namely high resolution and short conver-

sion time, in a single ADC. Such an ADC is called a hybrid ADC, since it is

composed of two conventional ADCs.

Suppose we require a 14-bit ADC that can perform a single conversion in less

than 1 μs. It would be quite a challenge to build this ADC using one of the techni-

ques we visited earlier. However, using hybrid technique, we can divide the resolu-

tion in two parts: coarse (say 8 bits) and fine (the remaining 6 bits). For coarse

conversion we can use a flash ADC, which can perform the conversion in 10 ns or

less. For fine conversion we can use a Wilkinson ADC, which will take about

0.6 μs for a conversion if it is working at a clock frequency of 100 MHz. Hence

one full 14-bit conversion will be completed in less than 1 μs with very good inte-

gral and differential linearity.

Because of their superior performance over conventional ADCs, hybrid ADCs

are becoming more and more popular in high-resolution radiation detection systems

designed to work in high-rate environments.

8.8 Digital signal processing

DSP is an alternative to the analog signal processing we have been discussing up to

now. The basic idea behind it is to directly digitize the preamplified signal and then

process the data digitally. Since here the shaping and subsequent filtration are done

digitally, the process totally eliminates the need to shape the signal before digitization.

Figure 8.8.1(a) shows the basic steps needed to digitally process the signal.

Before the signal can be digitally processed, it must first be preamplified and con-

verted to digital form. The reader will recall that the pulse from a preamplifier gen-

erally has a fast rise time. This implies that the ADC must be able to perform the

conversion so quickly that the reconstructed pulse does not get aliased. Aliasing is

a term that was introduced in the chapter on imaging detectors. There, we were con-

cerned with spatial aliasing and saw that its effect is to introduce additional data

and/or miss actual data points due to undersampling of the image. The same is true

for temporal aliasing. If the signal has high-frequency components (such as those

embedded in the fast rise time of the pulse) and the ADC sampling frequency is

lower than the Nyquist frequency, then the data will be aliased. As described in the

chapter on imaging detectors, Nyquist frequency is twice the highest frequency

component in the signal. That is, if one Fourier transforms the analog pulse, the

Nyquist frequency would be twice the highest frequency in the Fourier spectrum.

Figure 8.8.2 shows the effect of sampling frequency on the reconstructed analog
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pulse. It is apparent that high-frequency components are most affected by under-

sampling. In Figure 8.8.2(a) the data are sampled at a frequency much lower than

the Nyquist condition and are therefore severely aliased. On the other hand, as
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Figure 8.8.2 (a) Undersampling of data leads to aliasing. (b) Aliasing can be avoided by

sampling at higher than Nyquist frequency.
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Figure 8.8.1 (a) Basic steps involved in DSP. (b) Fast ADCs and prefiltration are required in

most applications to avoid aliasing of data.
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shown in Figure 8.8.2(b), sampling at a frequency higher than the Nyquist value

leads to an almost perfect replication of the analog pulse. Now, practical ADCs have

sampling and conversion rate limitations, and therefore it is not always possible to

satisfy the Nyquist condition for all types of input analog signals. A way around this

problem is to prefilter the data before digitization. This is actually what is done in

most practical systems (see Figure 8.8.1).

After digitization by the ADC, the data are fed into the DSP unit. This is where the

data are digitally shaped, filtered, and further processed using complex mathematical

algorithms. Here the processing is done solely through software (exceptions are digital

processing units consisting of hardware components designed to perform specific

operations). This is where the DSP becomes much superior to and more powerful than

its analog counterpart. The tasks of complicated pulse manipulations, which would oth-

erwise take extremely complex analog circuitry, can be handled using computer code.

Furthermore, the algorithms and the computer codes can be modified and changed

according to the particular requirements without changing any hardware components.

Although DSP has many advantages, its design and implementation are not very

easy. First of all, as we just discussed, aliasing is one of the biggest problems in

DSP design as it requires use of very fast ADCs. But this is not the whole story, as

the resolution and dynamic range of the ADC should also be good enough to prop-

erly sample and digitize the signal. However, as we saw earlier, resolution and

speed have conflicting requirements on ADC design.

8.8.A Digital filters

Discussion of digital filters is a very broad subject in itself and is beyond the scope

of this book. However, due to its importance, we will introduce the reader to the

basic concepts and designs of such filters.

The basic building blocks of a digital filter are:

� adders,
� delay function,
� multipliers.

Since typical digital filters consist of very large numbers of such building blocks

or functions, they are prone to errors introduced by the associated mathematical

operations. The errors introduced by additions and multiplications can pile up and

become significant at the output. Therefore, designing a digital filter warrants care

not only in designing the algorithms but also in their implementation.

Most modern digital filters are based on floating point mathematics with feed-

back. That is, the functions are recursively calculated until some predefined condi-

tion is met. The technical name for such filters is infinite impulse response filters,

since here the transfer functions are actually represented by infinite recursive series.

The foremost advantage of this technique is that it can be used to design and imple-

ment filters that are not realizable in conventional analog signal processors. That is

why most modern multichannel analyzers have built-in digital filters and can there-

fore be called digital signal processors.
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8.9 Electronic noise

In the real world, there are no electronic components that behave ideally. Their devi-

ation from the expected ideal behavior can be random or systematic, both of which

add electronic noise to the signal. Depending on the particular application, this noise

may or may not be a significant source of degradation of the signal-to-noise ratio in

radiation measurement systems. It is therefore important to first estimate the contri-

bution of the electronic noise to the overall noise and make a judgment on whether

to invest in electronic noise reduction or not. Low-resolution systems working at

high rates generally do not require low-noise electronics. On the other hand, for

high-resolution systems, reduction in electronic noise is a major challenge.

One highly desired trait of a good system is that its electronic noise should not

depend on the signal itself. That is, output fluctuations with no input (often called

pedestal fluctuations) should not change when an actual signal enters the electronics

chain. Fortunately, with modern electronic components, deviation from this behav-

ior is only seldom observed. Therefore, in most situations, we are left with quantify-

ing the pedestal noise. Comparing this noise with the expected signal tells us

whether it is worthwhile to put effort into decreasing the noise further or not. Let us

elaborate this with an example.

Suppose we want to measure the energy of 90 keV photons using a silicon detec-

tor. The mean number of electron�hole pairs generated by photons depositing

energy Edep can be calculated from

N5
Eγ

W

where W is the energy needed to create a charge pair. For silicon we have

W5 3.6 eV. We suppose that the incident photon is completely stopped in the

active medium, implying that the deposited energy is 90 keV. The number of elec-

tron�hole pairs generated by this photon will be

N5
903 103

3:6

5 2:53 104 electron�hole pairs:

The statistical fluctuation in this number with the Fano factor F5 0.1 will be

σstat 5
ffiffiffiffiffiffiffi
FN

p

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:13 25000

p

5 50 electron�hole pairs:

Currently available electronics for semiconductor detectors can have a noise

level of as low as 10 electron�hole pairs. However, such a noise level is difficult

and expensive to achieve. Most systems have an inherent noise of several hundred
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electrons. Even if we assume that the electronic noise level σelec is 100 electrons,

this will have a significant effect on the signal-to-noise ratio, as shown below:

S=N5
N

σstat

ðwith only statistical fluctuationsÞ

5
2:53 104

50
5 500

S=N5
N

ðσ2
stat1σ2

elecÞ1=2
ðwith statistical and electronic fluctuationÞ

5
2:53 104

ð50211002Þ1=2

�224

: ð8:9:1Þ

This clearly shows the impact of electronic noise on the signal-to-noise ratio. In this

particular case, the strategy should be to decrease the electronic noise as much as

possible.

Example:

A silicon detector is used to measure the intensity of a 150 keV photon beam.

The signal-to-noise ratio is found to be 300. Determine the noise introduced

by the associated electronics.

Solution:

We first compute the statistical noise level. To do that we have to estimate the

number of charge pairs generated. Assuming that all of the incident energy is

absorbed in the active volume of the detector, the number of generated electron�
hole pairs is

N5
Edep

W

5
1503 103

3:6
ðsince W 5 3:6 eV=charge pair for SiÞ

5 4:173 104 charge pairs

The statistical fluctuation associated with the generation of charge pairs is

given by

σstat 5
ffiffiffiffiffiffiffi
FN

p

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:1Þð4:173 104Þ

q
ðsince F � 0:1 for SiÞ

5 64:5 charge pairs:
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The electronic noise can be estimated from the expression for the signal-to-

noise ratio:

S=N5
N

ðσ2
stat1σ2

elecÞ1=2

.σelec 5
N

S=N

0
@

1
A

2

2σ2
stat

2
4

3
5
1=2

5
4:173 104

300

0
@

1
A264:52

2
4

3
5
1=2

5 123 charge pairs

8.9.A Types of electronic noise

Broadly speaking, electronic noise can be divided into two categories: random

and nonrandom. The former follows Gaussian statistics, while the latter generally

has 1/f spectral distribution (f is the frequency). In the following, we will discuss

some of the most commonly encountered types of noise belonging to these two

categories.

A.1 Johnson noise

The free charges in a conductor possess kinetic energy, which is a function of their

temperature. Due to this energy, they constantly remain in random thermal motion.

Since the motion of a charge carrier constitutes an electrical current, the electrical

state of the system fluctuates even in the absence of a driving force. These fluctua-

tions are referred to as Johnson, thermal, or Nyquist noise. To elaborate on this fur-

ther, let us suppose we have an electrical conductor having contacts at both ends

but not connected to any voltage source. If we measure the voltage across these

contacts using a voltmeter or an oscilloscope, the average voltage V will be zero.

However, we will see fluctuations about this average value (Figure 8.9.1(a)). These

fluctuations are due to the thermal noise of the conductor. The question is, if the

average voltage is zero, then why we should care about these fluctuations? The

answer lies in the fact that it is actually the signal power that determines the infor-

mation content of the signal. Since power is proportional to the square of the volt-

age ðV2Þ; in this case it will have a value greater than zero whenever the actual

voltage fluctuates from its average value of zero (Figure 8.9.1(b)). Let us now see

how this noise can be quantified.

Johnson noise is usually represented by spectral noise power density p2j ; which is

simply the noise power per unit frequency bandwidth. This quantity has been found

to be proportional to the absolute temperature T:
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p2j �
dPnoise

df
5 4kBT : ð8:9:2Þ

Here kB is Boltzmann’s constant. This can also be represented in terms of current

and voltage by noting that the power carried by a current I in the presence of a volt-

age V is given by

P5VI5 I2R5
V2

R
; ð8:9:3Þ

where we have used the Ohm’s law V5 IR for a conductor having resistance R.

Hence the spectral noise current density can be obtained by substituting this in the

above definition of pj as

i2j �
dI2noise
df

5
4kBT

R
: ð8:9:4Þ

Similarly, the spectral noise voltage density is given by

v2j �
dV2

noise

df
5 4kBTR: ð8:9:5Þ

Note that these expressions do not represent total noise, but only the noise den-

sity or noise per unit bandwidth. The noise voltage and current can be obtained by

multiplying the above relations by the system bandwidth Δf, i.e.,

0

V
 o

r 
I

Time

Time

Po
w

er

0

(a)

(b)

Figure 8.9.1 (a) Typical variation of voltage or current in a conductor not connected to any

current source. The average voltage or current is zero. (b) Power, which is proportional to

the square of voltage or current, is nonzero even in the absence of a current source.
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I2j 5
4kBT

R
Δf ð8:9:6Þ

and V2
j 5 4kBTR Δf : ð8:9:7Þ

A point worth mentioning here is that the Johnson noise associated with a resis-

tor in series can be modeled by a voltage noise source. A parallel resistor, on the

other hand, can be modeled by a current noise source.

The expressions above reveal an important fact about Johnson noise. That is, the

noise power is proportional to the bandwidth of the system. This implies that the

noise power for a bandwidth of 0�2 Hz would be the same as for a bandwidth of

40,000�40,002 Hz. In other words, the noise power is independent of the fre-

quency. This kind of noise is generally referred to as white noise.

Example:

Determine the thermal noise voltage in a 200 Ω resistor at 27�C for a system

having a bandwidth of 0�500 MHz.

Solution:

The noise voltage can be calculated from Eq. (8.9.7) as follows:

Vj 5 4kBTR Δf

5 ½ð4Þð1:383 10223Þð300Þð200Þð5003 106Þ�1=2
5 40:7 μV :

ð8:9:8Þ

A.2 Shot noise

The current in a conductor is always carried by discrete charges. In most cases

these charges are injected into the system in such a way that their behavior is

stochastically independent, meaning that creation or arrival of a new charge is inde-

pendent of its predecessors. Due to the inherent statistical nature of the underlying

phenomena, the number of these charges at any time fluctuates around a mean

value. This fluctuation causes the electrical current to randomly fluctuate around its

mean value. Shot noise corresponds to these random fluctuations. It has Gaussian

characteristics in both time and frequency domains and belongs to the category of

white noise.

The power density of shot noise at a particular frequency is given by

p2s �
dPnoise

df
5 2 eV: ð8:9:9Þ

The power density can be used to define the spectral shot noise current density

i2s and spectral shot noise voltage density v2s as follows:
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i2s �
dI2noise
df

5 2eI ð8:9:10Þ

v2s �
dV2

noise

df
5 2eRV : ð8:9:11Þ

As with Johnson noise, here also the above expressions must be multiplied by

the system bandwidth to determine the absolute noise current or voltage, i.e.,

Is 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eI Δf

p
ð8:9:12Þ

and Vs 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eRV Δf

p
: ð8:9:13Þ

These expressions reveal why shot noise is called white noise: The noise power

is dependent on the bandwidth and not on the frequency itself. In other words, the

noise power at a bandwidth of 2�3 Hz would be the same as at a bandwidth of

200,002�200,003 Hz.

Example:

Compute the total noise current in a semiconductor-based detection system

having a bandwidth from 0 to 500 kHz if a current of 0.5 μA flows through it.

Solution:

The detector can be assumed to be a current noise source. The magnitude of

the current can be computed from the Eq. (8.9.12) as follows:

Is 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eI Δf

p
5 ½ð2Þð1:6023 10219Þð0:53 1026Þð5003 103Þ�1=2
5 0:28 nA

ð8:9:14Þ

A.3 1/f noise

One over f noise corresponds to a number of nonrandom noise sources in a detec-

tion system. Its name derives from the fact that its power spectrum has an approxi-

mate 1/f dependence, i.e.,

pf � dPnoise

df
~

1

f α
; ð8:9:15Þ

where the exponent α is approximately equal to unity for most systems. Since power

is proportional to the square of the voltage, the noise voltage density can be written as
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v2f 5
A

f α
; ð8:9:16Þ

where A is a system-dependent constant of proportionality. The above expression

when multiplied by the system bandwidth Δf gives the total noise voltage, i.e.,

vf 5

ffiffiffiffiffiffiffiffiffiffiffiffi
A

f α
Δf

s
: ð8:9:17Þ

Unfortunately, even though 1/f noise is exhibited by most natural systems, its

sources are not fully understood. Electronic components based on Metal Oxide

Semiconductor (MOS) technology are most affected by this noise. On the other hand,

it is negligibly small for the usual metallic conductors. Experimental determination of

1/f noise in detection systems is of prime importance, especially for those that are sup-

posed to work at high resolution. This involves determining the total noise power den-

sity at different frequencies using a spectrum analyzer. The spectrum analyzer is

needed to perform the Fourier transformation of the signal and to average the noise

power density. A typical result of such an experiment is shown in Figure 8.9.2.

The good thing about 1/f noise in electronic systems is that it can be decreased by

improving the design and quality of the electronic components constituting the system.

Of course, another approach is to work at higher frequencies, if other factors allow.

A.4 Quantization noise

If the process of A/D conversion involves stepwise or discrete sampling of the ana-

log signal, the variation in signal at each step has sharp edges. This introduces

high-frequency noise in the system. The usual method to eliminate this noise is to

block the high frequencies using a low pass filter.

lo
g(

no
is

e 
po

w
er

 d
en

si
ty

)

log(frequency)

Figure 8.9.2 Typical 1/f noise spectrum.
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8.9.B Noise in specific components

B.1 Noise in amplifiers

All amplifiers exhibit inherent internal noise, the level of which depends on the

way they have been designed and constructed. The noise at an amplifier input is

particularly troublesome because it gets amplified by the same amplification factor

as the input signal. Determination of the amplifier noise requires consideration of

both internal and external noise sources. The noise sources at the input of an ampli-

fier in a typical detection system include:

� the amplifier’s internal noise sources,
� shot noise due to detector bias,
� Johnson noise due to series resistance,
� Johnson noise due to parallel resistance.

The equivalent noise at the input of an amplifier consists of these four main

components, as shown in Figure 8.9.3. Here the amplifier’s internal noise source

has been represented as an input voltage noise source having spectral voltage den-

sity v2a : The thermal voltage noise power density of the series resistor is represented

by vjs: The noise current power density through the parallel resistor is represented

by i2jp: The bias voltage applied to the detector acts as a source of shot noise, with

an spectral noise current density i2sb: The last noise source is the shunt or parallel

resistor, with a spectral noise current density of isp: The amplifier’s equivalent inter-

nal noise voltage spectral density can be assumed to be composed to two compo-

nents: a random or white noise v2as and the 1/f noise. Hence we can write

v2a 5 v2as 1
A

f
; ð8:9:18Þ

where A is a proportionality constant (recall that spectral power density for 1/f noise

is proportional to the inverse of the frequency).

va

Vout

Rp

Rs

ijp

isd

vjs

Amplifier/shaper

HV

Detector

Figure 8.9.3 Circuit for equivalent noise determination of an amplifier.
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The shot noise due to detector bias voltage can be very well represented by a

current noise source, as shown in Figure 8.9.3. Using Eq. (8.9.10), we can write the

spectral current density for detector bias as

i2sd 5 2eId; ð8:9:19Þ
where Id is the current flowing through the detector. Of course, here we have assumed

that no current flows through the amplifier/shaper, which is a valid assumption since

for most practical purposes the input impedance of an amplifier can be taken to be infi-

nite. Also, no current should be flowing through the parallel resistance, which is again

a valid assumption since typical shunt resistances are very large.

We now move to the noise induced by the parallel resistance. Since the parallel

resistance acts as a current source of Johnson noise, we can use Eq. (8.9.4) to repre-

sent its power density:

i2jp 5
4kBT

Rp

: ð8:9:20Þ

Similarly, the series resistance induces noise at the amplifier’s input that can be

represented by a voltage noise source. The Johnson noise voltage power density for

this resistance can be written as (cf. Eq. (8.9.5))

v2js 5 4kBTRs: ð8:9:21Þ

Now we are left with the task of determining the total noise power density at the

input of the amplifier/shaper. Since some of the noise components are in terms of

voltage while others are in terms of current, we cannot simply add them together. If

the voltage amplification factor of the amplifier is known, it is easiest to transform

all the noise currents into noise voltages using Ohm’s law,

v5 iR: ð8:9:22Þ
Hence the total noise voltage at the input of the amplifier is given by

Vn;in 5 v2as1
A

f

� �
Δf12eIdτR2

s Δf1
4kBT

Rp

Δf14kBTRs Δf

� �1=2
: ð8:9:23Þ

Here we have multiplied all the noise densities by the bandwidth Δf to deter-

mine the total noise voltage. If the amplifier’s amplification factor is A, then the

output noise voltage will be given by

Vn;out 5AVn;in

5A v2as1
A

f

0
@

1
AΔf12eIdτR2

s Δf1
4kBT

Rp

Δf14kBTRs Δf

2
4

3
5
1=2

:

ð8:9:24Þ
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Now, if the input signal voltage is Vs,in, the signal output voltage will be given

by

Vs;out 5AVs;in: ð8:9:25Þ

The signal-to-noise ratio for the system is then

S=N5
Vs;out

Vn;out

2
4

3
5
2

5
A2V2

s;in

A2 v2as 1
A

f

0
@

1
AΔf 1 2eIdτR2

s Δf 1
4kBT

Rp

Δf 1 4kBTRs Δf

2
4

3
5

5
V2
s;in

v2as 1
A

f

0
@

1
AΔf 1 2eIdτR2

s Δf 1
4kBT

Rp

Δf 1 4kBTRs Δf

:

ð8:9:26Þ

This expression shows that the signal-to-noise ratio is independent of the ampli-

fier’s amplification factor. The only frequency-dependent component in this expres-

sion is the amplifier’s 1/f noise. All other factors have bandwidth dependence.

B.2 Noise in ADCs

The most significant ADC noise source is the process of quantization itself. The

corresponding quantization noise is given by

σq 5
ΔVffiffiffiffiffi
12

p ; ð8:9:27Þ

where ΔV is the change in analog voltage corresponding to 1 bit. In other words, it

is given by the ADC resolution multiplied by its dynamic range. Recall that the res-

olution of an n-bit ADC is given by

R5
ΔV

V
5

1

2n
; ð8:9:28Þ

which implies that the analog voltage increment can be written as

ΔV 5
V

2n
: ð8:9:29Þ
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Substituting this in the above expression for ADC noise gives

σq 5
V

2n
ffiffiffiffiffi
12

p : ð8:9:30Þ

Example:

Determine the quantization noise corresponding to a 12-bit ADC having an

analog range of 0�10 V.

Solution:

The voltage range of the ADC is 10 V and n5 12. Hence, according to

Eq. (8.9.30), the quantization noise is given by

σq 5
V

2n
ffiffiffiffiffi
12

p

5
10

212
ffiffiffiffiffi
12

p

5 0:7 mV:

8.9.C Measuring system noise

As mentioned earlier, the particular detector application dictates the design of signal

processing circuitry. However, after the design and development process, it is

imperative that the noise of the system be carefully measured to determine the

equivalent noise charge (ENC). The ENC is defined as

ENC5
Qsignal

S=N
ð8:9:31Þ

5
Vnoise

Vsignal

Qsignal; ð8:9:32Þ

where Vnoise and Vsignal are the output noise and signal pulse heights and Qsignal is

the input signal charge. These three parameters must be experimentally determined

to compute ENC. The best way to do this is to inject a known signal into the circuitry

and measure the relevant parameters of the output pulse. Since in such a situation the

input charge Qsignal is known, one needs to determine only the other two parameters.

Of course, the output depends on the input as well as the circuitry, and therefore if

the input signal itself has significant noise, then it would be highly unlikely that the

ENC of the system is accurately determined. Therefore, in general, one tends to use

high-quality pulse generators for this purpose. There are different ways to analyze

536 Physics and Engineering of Radiation Detection



the signal output, with spectrum analyzers being the most popular choice. Most mod-

ern spectrum analyzers have the capability to determine the spectral distribution

through Fourier transformation of the input signal. They also provide a host of math-

ematical manipulation functions to determine other related parameters, such as peak

widths and Full Width and Half Maximum (FWHM). The heights of the signal and

the noise voltages can thus be determined from the spectrum analyzer. These values

can be substituted in the above expression to determine the ENC.

A point worth mentioning here is that one can, in principle, use a known radia-

tion source instead of a pulse generator. This is advantageous if one is interested in

determining the ENC for the whole system, including the detector. When a pulse

generator is used, the measured ENC corresponds to the electronic components

only.

8.9.D Noise-reduction techniques

Any radiation detection system contains a number of noise sources. Elimination or

reduction of these noises is, however, dependent on the acceptable signal-to-noise

ratio. The acceptable signal-to-noise ratio is, of course, application dependent. It is

therefore a good practice to first estimate the maximum noise level that can be

afforded in the system before deciding on the signal processing and transport

modules.

The most bothersome noise sources in a detection system are related to elec-

tronic components. We noted some of these sources in the previous section. Now

we will discuss how we can reduce their effect on the overall signal-to-noise ratio

of the system.

D.1 Detector signal

Enhancing the detector signal is one way of increasing the signal-to-noise ratio. For

example, in a PMT the primary photoelectron is multiplied several thousand times,

resulting in a large pulse at the anode. This certainly increases the statistical noise

as well, but by a small factor since the statistical noise increases by the square root

of the signal. Neglecting any other noise source, the signal-to-noise ratio for a sig-

nal of height N is given by

S=N5
Nffiffiffiffi
N

p 5
ffiffiffiffi
N

p
:

D.2 Frequency filters

All detection systems contain more than one source of frequency-dependent noise.

Let us see what we can do to increase the signal-to-noise ratio in such systems.

� Using band pass electronic filters: Consider a system in which the most dominant noise

has 1/f behavior. Eliminating sources of such noise can be quite challenging, since some

of these may depend on the electronic components. In such a situation, a preferable
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solution is to work at higher frequencies, if allowed by the system. Working at higher fre-

quencies requires that the low frequencies be somehow blocked at some point in the sys-

tem. This can be done by using a high pass filter. Similarly, one can also block higher

frequencies using a low pass filter. In most of the systems, however, it is desired to filter

both low and high frequencies, which can be achieved by a band pass filter.
� Using software filters: It is also possible to block certain frequencies in a system through

software. Modern systems are generally hooked to a powerful central processing unit

(CPU), which can perform millions of mathematical operations in a second. It is therefore

possible to perform the filtering operations in real time, provided the CPU is capable of

handling it. If real-time processing is not possible, then of course the data can be filtered

offline later on. A commonly used method of such filtering is through taking the Fourier

transform of the data. The steps generally taken are outlined below.

1. Step 1: Take the fast Fourier transform (FFT) of a block of data. Most FFT algorithms

require data points to be exactly 2n in number (n being an integer) and at least 1024.

2. Step 2: Find peaks in the Fourier spectrum. This can be done by any peak-finding

algorithm. These peaks correspond to the dominant frequency components in the sys-

tem. For example, in a poorly grounded system the 60 Hz power line noise creeps into

the signal and one should see a peak at 60 Hz in the Fourier spectrum of the data.

3. Step 3: Eliminate the peaks by using some interpolation scheme. Generally, it suffices

to use the mean baseline value of the output to replace the peaks.

4. Step 4: Take inverse FFT to obtain the filtered data values.

Problems

1. A semiconductor detector having a total capacitance of 1 pF is connected to a voltage-

sensitive preamplifier having a gain of 10. When the detector is placed in a constant radia-

tion field, it produces pulses of height 500 mV at the preamplifier’s output. Estimate the

charge accumulated on the detector’s capacitance corresponding to this voltage.

2. Suppose the temperature of the detector described in the previous problem cannot be

maintained at a fixed value and its variation can induce up to 10% change in detector’s

capacitance. Estimate the width of the charge distribution corresponding to these

fluctuations.

3. Compute the voltage drop across a 20 m long copper wire having a cross-sectional area of

0.8 mm2 if a current of 0.5 mA flows through it.

4. Quantify the change in the response of a simple CR high pass filter with change in fre-

quency above the breakpoint of fcutoff 5 1=2πRC:
5. A silicon-based detection system has an inherent equivalent electronics noise of 150 elec-

trons. Compute the signal-to-noise ratio if the detector is placed in a beam of 200 keV

photons such that 90% of the photons get absorbed in its active volume.

6. Determine the thermal noise currents of a 1 MΩ resistor connected in parallel at room

temperature and at 210�C. Assume the system bandwidth to be 200 MHz.

7. Determine the Johnson noise voltage at 27�C if a 100 Ω resistor is connected in series.

The system bandwidth is from 100 Hz to 500 kHz.

8. Calculate the shot noise in a silicon detector if a current of 15 μA flows through it.

Assume the system bandwidth to be 1 MHz.

9. Compute the quantization noise of an 8-bit ADC having a conversion range from 210 to

110 V.
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9Essential statistics for data

analysis

Statistics is perhaps the most powerful technique available for analyzing experimen-

tal data. The advent of modern and complicated radiation detection and measure-

ment systems has shifted the experimenter’s attention from merely taking averages

of data to the more complicated tasks of comprehensive statistical analysis. Most

modern statistical techniques are labor intensive and are almost impossible to per-

form without computers. Highly sophisticated statistical analysis software packages

are now available to analyze data. However, these programs work as black boxes

and the onus is on the experimenter to carefully understand the results and deter-

mine whether they make sense or not. Therefore, it is imperative that an experi-

menter fully understand the statistical techniques and their underlying theories

before using statistical software.

Statistics is a vast field, and it would be a stretch to assume that the reader

become familiar with all of its intricacies after going through this chapter alone.

However, the chapter will provide enough information to enable the reader to ana-

lyze data using common statistical techniques.

Before we begin, let us see what our main objective should be in terms of draw-

ing reasonable inferences from the outcome of an experiment. Suppose we want to

measure the half life of a radioactive isotope. To do this, we use a suitable detector

and measure the activity of the sample at several time intervals. However, there is a

problem with this scheme: Each of these measurements has some uncertainty asso-

ciated with it. This uncertainty could be a combination of several effects such as

the random nature of the radioactive phenomenon, the randomness in the conver-

sion process of incident radiation into charge pairs, and errors in the measurement

system. Now, we have a huge problem here; we have a number, namely a measure-

ment at a point in time, but we do not know how much faith we should have in it.

The best and easiest solution to this problem is to take several measurements

instead of one and then report the average of these, with a range within which any

subsequent measurement is expected to lie, i.e.,

A5A6ΔA:

The calculation of the average A and the dispersion ΔA and their interpretation is

the task from which we will start this chapter.
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9.1 Measures of centrality

Whenever we talk about data we generally mean some numbers corresponding to

measurable quantities. An example would be the nuclear scan of a patient obtained

by a CCD camera. The output of such a scan would consist of ADC counts

observed by each pixel of the camera at regular intervals of time. After the data

have been obtained, they are analyzed using some algorithm. Such algorithms are,

of course, application dependent and are developed according to the requirements.

However, there are certain quantities that are almost always calculated in every

analysis. One such quantity is a suitable measure of centrality. For our example,

this might be the average number of ADC counts received during the scan period

by each pixel, or the average total counts received by each pixel.

Now, what is this average and why is it so important? This is not very hard to

understand if we keep in mind that one of the purposes of any experiment is to

determine how the system behaves normally and what value should be expected if

another measurement is taken. This normal or expected value is actually what is

referred to as the average or measure of central tendency.

There are different ways in which the measure of central tendency can be

obtained. The three most commonly used measures are

� the mean,
� the median,
� the mode.

The true meaning of these measures will become clear when we discuss proba-

bility density functions later in the chapter. However, at this point it is worthwhile

to see what we normally mean by these quantities. For this discussion we will

assume that we have taken several measurements of a quantity, such as the activity

of a radioactive sample, at regular intervals of time. Even if this quantity is not

expected to change with time, we will still see fluctuations in the measurements.

These fluctuations will mainly be due to two effects: the statistical nature of the

process (radioactivity, in this case) and measurement uncertainty (in the detection

system). After we are done with the measurements, we can just add all the numbers

and divide the result by the number of data points. This is called mean of the data.

Mathematically we can write it as

x5
1

N

XN
i

xi; ð9:1:1Þ

where N represents the number of measurements and xi is the value of the parame-

ter being measured at each point.

Sometimes such a computation of the mean is not very meaningful. For example,

if we know that each of these data points has different importance with respect

to all the other measurements, then we must also weight each point accordingly.

In this case, the expression for the mean will be
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x5

PN
i ωixiPN
i ωi

; ð9:1:2Þ

where wi is the weight or importance of data point i. This weighted mean is the

most commonly used method of computing the average.

A mean is easy to calculate but also very easy to get misleading results. If, for

example, the output of a series of measurements contains large excursions due to

any reason related to the measurement process, the average of all the data will not

be a faithful representation of the parameter unless those excursions are excluded

from the calculations. This may or may not be possible, depending on the volume

of data and available computing time and power. In such a situation, there is

another quantity that can be used instead of the mean: the median. The median is

simply the middle number of the sample. To determine the median, data is arranged

in ascending or descending order and the middle value is picked. This eliminates

erroneous data points from the calculation of an average (see example below). If

there are two values in the middle, a simple mean of the two values is taken as the

median.

Mode is the most frequently occurring value in the data. For example, if a

parameter assumes a value of 5 ten times, a value of 4 two times, and a value of

6 three times, then the mode will be 5 since it occurred most frequently in the

data. Mode is rarely used in data analysis related to radiation detection and

measurement.

Example:

A parallel plate ionization chamber is used to measure the intensity of X-rays

coming from an X-ray machine with constant output. The data is amplified,

shaped, digitized by an 8-bit ADC, and stored in the computer memory. The

following is a sample of the ADC counts recorded.

34; 30; 28; 33; 29; 30; 31; 255; 27; 35; 29; 255; 33; 32; 28; 30

Compute the measures of central tendency of the data.

Solution:

The out-of-bound values (255) at two points should be excluded from the

measurement of mean. However, to see how these two values would affect the

computation of all the three measures of central tendency, let us compute

these quantities with and without these erroneous data points. Using

Eq. (9.1.1), we get the following mean values.

x5 58:7 with all values

x5 30:6 without the two erroneous data points
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For the median, we write the data in ascending order:

27; 28; 28; 29; 29; 30; 30; 30; 31; 32; 33; 33; 34; 35; 255; 255

Since there are two central values, the median will be their mean:

Median5
30 1 31

2
5 30:5:

If we exclude the two erroneous data points, then the median will be

Median5
30 1 30

2
5 30:

The mode is the highest occurring value, which in both cases is

Mode5 30:

It is apparent that the mean is the measure of central tendency that is most

affected by bad data points. Therefore, computation of the mean should follow

proper filtration of data to obtain meaningful results.

9.2 Measure of dispersion

The advantage of computing the measure of central tendency, such as the mean, is

that it tells us what to expect if another measurement is taken. Measures of disper-

sion tell us how much fluctuation around the central value we should expect. The

most commonly used measure of dispersion is the standard deviation, defined by

σ5
1

N2 1

XN
i51

ðxi2xÞ2; ð9:2:1Þ

for a sample of N measurements having mean x:
We will learn more about this measure when we discuss probability density

functions.

9.3 Probability

Probability gives a quantitative way to define the chance of occurrence of a certain

event from a class of other possible events—e.g., the chance of getting a tail when

we toss a coin or the chance that an incident photon on a photocathode will cause a

photoelectron to emit. Numerically, the value of probability lies between 0 and 1.
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A probability of 0 means there is absolutely no chance that the particular event will

occur, while a probability of 1 guarantees with absolute certainty that it will occur.

Our common sense might tell us that only these two extremes should have any

physical significance. For example, we would find it very difficult to associate an

element of chance to whether an event occurs or not. However, in the microscopic

world, which is mainly governed by quantum mechanical processes, this is exactly

what happens. When an incident α-particle enters a gaseous detector, it may or may

not interact with the atoms of the gas. It is impossible, according to quantum

mechanics, to say with absolute certainty whether an interaction will take place or

not. However, fortunately enough, we can associate statistical quantities to a large

number of incident particles and talk in probabilistic terms. In previous chapters we

discussed one such quantity, the interaction cross section. This approach to predict-

ing events at the microscopic level has been found to be extremely successful and

is therefore extensively used.

Mathematically speaking, probability can be defined by considering a sample set

S and its possible subsets A, B, . . ., and so on. The probability P is a real valued

function that satisfies the following conditions.

1. For every subset A in S, P(A)$ 0.

2. For disjoint subsets (i.e., A-B5[), P(A,B)5P(A)1P(B).

3. P(S)5 1.

The subsets A, B, etc. of the sample space S can be interpreted in different ways.

Two of the most commonly used interpretations use the so-called frequentist and

Bayesian approaches. Each of these approaches has its own pros and cons in terms

of usability and ease of application. Which approach to use is largely dependent on

the application and the experimenter’s inclination. The two approaches are briefly

described below.

9.3.A Frequentist approach

This is the most common approach to defining the subsets of the sample space.

Here the outcomes of a repeatable experiment are taken as the subsets. The limiting

frequency of occurrence of an event A is then assigned the probability P(A). In simple

terms, this means that if we perform a repeatable experiment, then the probability

will be the frequency of the outcome.

The problem with this approach is that it does not provide a platform to include

subjective information into the process, such as experimenter’s prior beliefs about

the behavior of the system. Consequently, in the frequentist approach it sometimes

becomes hard to treat systematic uncertainties. In such cases the Bayesian approach

provides a more natural way to draw meaningful inferences.

9.3.B Bayesian approach

In this approach the subsets of the sample space are interpreted as hypotheses,

which are simply true or false statements. This approach actually defines a
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degree of certainty to the hypothesis, as opposed to frequentist statistics, in

which there are only two degrees (True implies P(A)5 1 and False implies P

(A)5 0).

Let us assume that we perform an experiment to examine the validity of a

mathematical model (or theory). The theory gives us a degree of certainty or

probability P(T) about the outcome of the experiment. If we represent the proba-

bility of the outcome given the theory by P(DjT), then Bayes’ theorem states

that

PðT DÞ ~ PðD TÞPðTÞ:
���� ð9:3:1Þ

Determination of P(T) is one of the fundamental concerns in Bayesian statistics,

which does not provide any fundamental rules for that. Another point to note is that

there may be more than one possible hypothesis, and hence the right-hand side of

the above equation must be summed over all the possibilities to normalize the

equation.

Both of these interpretations of probability yield almost the same answers for

large datasets, and therefore the choice largely depends on the personal bias of the

experimenter.

9.3.C Probability density function

The outcome of a repeatable experiment, usually referred to as a random variable,

is not always discrete and can usually take any value within a continuous range. If

x is continuous, then the probability that the outcome lies between x and x1 dx can

be written as

PðxÞ5 f ðx; θÞdx;

Here f(x, θ) is called the probability density function or simply p.d.f. Some physi-

cists prefer to call it distribution function. A p.d.f. may depend on several para-

meters, which we have collectively represented by θ. Generally, θ is unknown and

its value is determined through measurements of x. The function f(x, θ) need not be

continuous, though. It can take discrete values, in which case it represents probabil-

ity. The advantage of using a p.d.f. is that it enables us to predict a number of vari-

ables related to the outcome of an experiment, such as the mean and the frequency

with which any random data will take on some particular value or lie within a range

of values.

A p.d.f. is generally normalized before being used. This can be done by noting

that the maximum probability of any event occurring is always 1. Hence we can

integrate the p.d.f. over all space to get the normalization constant N, i.e.,

N

ðN
2N

f ðx; θÞdx5 1:
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C.1 Quantities derivable from a p.d.f.

A probability density function is very convenient in terms of evaluating different

quantities related to its independent parameter.

� Cumulative distribution function: Sometimes we are interested in finding the probabil-

ity of the occurrence of an event up to a certain value of the independent parameter. This

can be done from the so-called cumulative distribution function F(a), which gives the

probability that the variable x can take any value up to a value a. It is defined by

FðaÞ � Fð2N, x# aÞ5
ða
2N

f ðxÞdx: ð9:3:2Þ

If the function f(x) is normalized, then the probability that x can take any value from a

onward can be obtained from

Fða# x,NÞ5 12FðaÞ: ð9:3:3Þ

� Expectation value: The expectation value of any function g(x) is obtained by taking its

weighted mean with the distribution function of its random variable. For any general dis-

tribution function f(x), it is given by

EðgðxÞÞ
ÐN
2N gðxÞf ðxÞdxÐN

2N f ðxÞdx : ð9:3:4Þ

If the function f(x) has already been normalized, i.e.,

ðN
2N

f ðxÞdx5 1; ð9:3:5Þ

then the expression for the expectation value becomes

EðgðxÞÞ5
ðN
2N

gðxÞf ðxÞdx: ð9:3:6Þ

In this book, unless otherwise stated, we will assume that the p.d.f. has already been

normalized.
� Moments: Using the definition of the expectation value given above, we can compute the

expectation value of xn. This quantity is called the nth moment of x and is defined as

αn 5

ðN
2N

xnf ðxÞdx: ð9:3:7Þ

The most commonly used moment is the first moment (generally represented by μ),
which simply represents the weighted mean of x. For a normalized distribution function

f(x), it is given by

μ � α1 5

ðN
2N

xf ðxÞdx: ð9:3:8Þ
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α1 is also called the expectation value of x (generally represented by E(x)), as this is the

value that we should expect to get if we perform another measurement. The level of our

confidence in this expectation depends on the distribution function.
� Central moments: The nth central moment of any variable x about its mean μ is defined

as the expectation value of (x � μ)n. If x follows a probability distribution function f(x),

its nth central moment can be calculated from

mn 5

ðN
2N

ðx2μÞnf ðxÞdx: ð9:3:9Þ

The variance σ � m2 is the most commonly used central moment. According to the

above definition, it is given by

σ5

ðN
2N

ðx2μÞ2f ðxÞdx: ð9:3:10Þ

Variance quantifies the spread of the values around their mean and is used to charac-

terize the level of uncertainty in a measurement. It can be shown that

σ2 5Eðx2Þ2 ðEðxÞÞ2
5α2 2μ2:

ð9:3:11Þ

� Characteristic function: Up to now we have assumed that the distribution function can

be explicitly written and easily manipulated to determine the moments. Unfortunately,

this is not always the case. Sometimes we come across situations where the data cannot

be represented by a distribution for which the integral of f ðxÞgðxÞn can be easily evaluated

to find the moments. There is a way out of this situation, however. Even though the

moments are not calculable for some functions, their Fourier transforms can be deter-

mined by evaluating the integral

ψðvÞ5
ðN
2N

eivxf ðxÞdx; ð9:3:12Þ

where i is the complex number and v is a parameter having dimensions that are the inverse of

the parameter x. For example, if x represents time, then v is the frequency. This transformation

of the distribution function dependent on x into a characteristic function dependent on v is

equivalent to taking the expectation value of eivx. The good thing about this characteristic

function is that it can be used to determine the moments of f(x) using the relation

αn5i2n d
nψ
dvn

����
v50

: ð9:3:13Þ

� Skewness: Not all real distribution functions are symmetric. In fact, we seldom find a

parameter that can be represented by a distribution function having no skewness whatso-

ever (Figure 9.3.1). Unless this skewness is negligibly small, it must be quantified to

extract useful information from the distribution. The best and most commonly used

method for this quantification is the computation of the so-called coefficient of skewness,

defined by
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γ1 5
m3

σ3
: ð9:3:14Þ

The higher the value of γ1; the more skewed is the distribution. Although γ1 is exten-

sively used in analyses, in principle, any odd moment about the mean can be used as a

measure of skewness.
� Kurtosis: Besides skewness, the tail of a distribution also contains useful information and

should not be neglected in the analysis. A commonly used measure of this tail is known

as kurtosis of the distribution, defined as

γ2 5
m4

σ4
2 3: ð9:3:15Þ

The reason for defining kurtosis in this way lies in the use of the Gaussian distribution

as a standard for comparison. As we will see later in this chapter, most natural processes

can be described by the Gaussian distribution, and therefore using it as a standard is justi-

fied. A perfect Gaussian distribution has a kurtosis of 0 since it always satisfies m45 3σ4.
Note that γ25 0 means that the tail of the distribution falls off according to the Gaussian

distribution, not that it does not have any tail. If the distribution has a long tail, i.e., if

xmed

xmed

(b)

(a)

x

x

f (x)

f (x)

Figure 9.3.1 Mode of (a) a symmetric and (b) a skewed distribution. The mode is the value

of x at which the probability is 1/2, i.e., the areas under the curve on the left and right-hand

sides of the dotted line are equal.
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kurtosis is negative, it is called a platykurtic distribution. A leptokurtic distribution, on the

other hand, has positive γ2 and its tail falls off quicker than the Gaussian distribution.
� Median: In the beginning of this chapter we introduced the median as a measure of cen-

tral tendency. Since we now know about probability density functions, we are ready to

appreciate the true meaning of this parameter. The median actually represents the value at

which the probability is 1/2, i.e.,

PðxmedÞ5
ðxmed

2N
f ðxÞdx5

ðN
xmed

f ðxÞdx5 1

2
: ð9:3:16Þ

Figure 9.3.1 represents this concept in graphical form. The computation of the median

becomes meaningful if the distribution is too skewed or has high negative kurtosis, in

which case the mean is not a faithful representation of the data.

C.2 Maximum likelihood method

The Bayesian approach discussed earlier allows an experimenter to analyze the data

against hypotheses. This can be done by the so-called maximum likelihood method. To

elaborate on this methodology, we will look at a simplified example of two hypotheses.

Let us suppose that we have two hypotheses about the outcome of an experi-

ment. With each of these hypotheses, we can associate a probability distribution

function. If we now take N measurements, the joint probabilities associated with a

particular result of each of these hypotheses will be given by

dp1 5L
N

i51

f1ðxiÞdxi and

dp2 5L
N

i51

f2ðxiÞdxi:
ð9:3:17Þ

However, we are not interested in these individual probabilities since our aim is

to judge the first hypothesis against the other. In other words, we want to know the

odds that hypothesis 1 is true against hypothesis 2 (or vice versa). This can be quan-

tified by using the so-called likelihood ratio, defined as

R5 L
N

i51

f1ðxiÞ
f2ðxiÞ

: ð9:3:18Þ

This ratio tells us how much faith we should put in one hypothesis against the

other, but it does not in any way rule out the possibility of other hypotheses being

more correct than these two. This is especially true for situations where a large

number of hypotheses can be associated with the experiment. Let us suppose that

we have an infinite number of hypotheses, which can be represented by a continu-

ous variable h of the normalized probability density function f(h, x). The joint prob-

ability that a particular hypothesis is true can then be obtained by taking the

product of all the individual distributions f(h, xi) associated with each of the
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experimental results x1, x2,. . ., xN. This is called the likelihood function and is

represented by

LðhÞ5 L
N

i51

f ðh; xiÞ: ð9:3:19Þ

The likelihood function L(h) is a distribution function of h and can assume any

shape, depending on the probability density functions from which it has been

derived. If we plot this function with respect to h, the most probable value of h

(generally represented by h�) will be the value at which L(h) is maximum

(Figure 9.3.2). However, for computing this mathematically, since most of the prob-

ability density functions are exponential in nature, the natural logarithm of this

function is generally used instead. This function is defined as

lðhÞ5 lnðLðhÞÞ: ð9:3:20Þ

Δh

*h

h* h

h

L (h)

L (h)

(a)

(b)

N: very large

Figure 9.3.2 Typical likelihood functions for (a) relatively small and (b) very large numbers

of data points. For large N the function approaches Gaussian distribution.
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This is commonly known as the log-likelihood function. h� can then be found by

simply equating the derivative of this function with respect to h to zero, i.e.,

@lðhÞ
@h

5 0 ð9:3:21Þ

Although the most probable value, as obtained from the expression above, is

very useful, it alone is not a faithful representation of the function since it does

not tell us anything about how the other values of h are spread out. This spread,

also known as the rms or root-mean-squared value, of h about h� can be calcu-

lated from

Δh5

Ð ðh2h�Þ2L dhÐ
L dh

������
������
1=2

or

Δh5
2@2lðhÞ
@h2

2
4

3
5
21=2

:

ð9:3:22Þ

The second expression is extensively used to compute errors, and due to its

importance its derivation will be provided when we discuss distribution functions

later in the chapter.

Although L(h) can assume any shape, it can be shown that for large values of N

(i.e., N!N), it approaches a Gaussian distribution, as shown in Figure 9.3.2(b).

We will learn about this particular distribution in the next section when we take a

look at some of the commonly used distribution functions.

A point worth noting here is that the case of low statistics needs careful atten-

tion. The reason is that, as seen in Figure 9.3.2(b), the distribution can look fairly

broad and asymmetric if the available number of data points is low. In such a case,

merely quoting h and Δh might not be sufficient, and one should present the distri-

bution function plot as well.

Up to now we have assumed that the likelihood function is described by a

single variable h. If we have k number of parameters instead, we will have to

solve the following k simultaneous equations to find the maximum likelihood

solution:

@ ln Lðh1; h2; . . .; hkÞ
@hi

����
hi5h�

i

5 0: ð9:3:23Þ

It should be noted that for any maximum likelihood analysis, we first need a

probability distribution function. In the next section we will look at some com-

monly used distribution functions and employ the maximum likelihood methodol-

ogy to draw inferences about them.
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9.3.D Some common distribution functions

D.1 Binomial distribution

The binomial distribution can be used to determine the probability of r successes

out of N outcomes of an experiment and is defined by

f ðr;N; pÞ5 N!

r!ðN2 rÞ! p
rð12pÞN2r; ð9:3:24Þ

where r5 0, 1,. . ., N and 0# p# 1.

The events must be random, mutually exclusive, and independent, which in sim-

ple terms essentially means that the occurrence of one event should not influence

the outcome of the next. The outcome of an experiment describable by a binomial

distribution has only two possible outcomes, such as getting head or tails when a

coin is flipped or detecting or failing to detect a particle when it passes through

a detector. This means that if the probability of getting an event is p, then the prob-

ability of not seeing the event will be given by 12 p:
Let us now write the likelihood function for the occurrence of an event and then

try to calculate its most probable value and the corresponding error. The likelihood

function for a continuous variable p that follows a binomial distribution can be

written as

LðpÞ5 N!

r!ðN2 rÞ! p
rð12pÞN2r: ð9:3:25Þ

To compute the most probable value p� of p, we take the derivative of its natural

logarithm with respect to p and then equate it to zero (see Eq. (9.3.21)). First we

take the logarithm of the function, keeping in mind that we are only interested in

evaluating terms that explicitly contain p:

ln LðpÞ5 ln
N!

r!ðN2 rÞ! p
rð12pÞN2r

2
4

3
5

5 rlnðpÞ1 ðN2 rÞlnð12 pÞ1 ln
N!

r!ðN2 rÞ!

2
4

3
5:

ð9:3:26Þ

The derivative of this with respect to p is

@ lnðLÞ
@p

5
r

p
2

N2 r

12 p
: ð9:3:27Þ
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Hence the maximum of ln(L) at p� is

r

p�
2

N2 r

12 p�
5 0

.p� 5
r

N
:

ð9:3:28Þ

Now, in order to evaluate the error in p� we differentiate again Eq. (9.3.27) with

respect to p to get

@2lnðLÞ
@p2

5
r

p2
2

N2 r

ð12pÞ2 : ð9:3:29Þ

According to Eq. (9.3.22), the error in p� is then given by

Δp5
2@2lnðLÞ

@p2

2
4

3
5
21=2

5
r

p�2
1

N2r

ð12p�Þ2

2
4

3
5
21=2

5
p�ð12p�Þ

N

2
4

3
5
1=2

;

ð9:3:30Þ

where we have used r5 p�N.

D.2 Poisson distribution

Poisson distribution represents the distribution of Poisson processes and is in fact a

limiting case of the binomial distribution. By Poisson processes, we mean processes

that are discrete, independent, and mutually exclusive.

The p.d.f. of a Poisson distribution is defined as

f ðx;μÞ5 μx e2μ

x!
; ð9:3:31Þ

where x5 0, 1, . . . represents the discrete random variable, such as ADC counts

recorded by a detection system, and μ. 0 is the mean. Figure 9.3.3 depicts this dis-

tribution for different values of μ. It is apparent that the width of the distribution

increases with μ, which indicates that the uncertainty in measurement increases

with an increase in the value of x.

Let us now apply the maximum likelihood method to determine the best estimate

of the mean of a set of n measurements, assuming that the underlying process is
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Poisson in nature. The best way to do this is to use the maximum likelihood method

we outlined earlier and applied in the previous section when discussing the bino-

mial distribution. Since Poisson distribution is a discrete probability distribution, its

likelihood function for a set of n measurements can be written as

LðμÞ5L
n

i51

f ðxi;μÞ

5L
n

i51

μxi e2μ

xi!

2
4

3
5

5
μ
P

xi e
2nμ

x1!x2!. . .xn!
:

ð9:3:32Þ

The log-likelihood function of L(μ) is

l � lnðLÞ5
Xn
i51

xi

 !
lnðμÞ2 nμ2 lnðx1!x2!. . .xn!Þ: ð9:3:33Þ

Following the maximum likelihood method (@l/@μ5 0), we get

@

@μ

Xn
i51

xi

 !
lnðμÞ2 nμ2 lnðx1!x2!. . .xn!Þ

" #
5 0

1

μ�
Xn
i51

xi 2 n5 0

μ� 5
1

n

Xn
i51

xi:

ð9:3:34Þ
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Figure 9.3.3 Poisson probability density for different values of μ. The width of the distribution,
which is a reflection of the uncertainty in measurements, increases with increase in μ.
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This shows that the simple mean is the most probable value of a Poisson distrib-

uted variable. To determine the error in μ, we first take the second derivative of the

log-likelihood function and then substitute it in Eq. (9.3.22):

@2l

@μ2
52

1

μ

Xn
i51

xi

Δμ5 2
@2l

@μ2

2
4

3
5
21=2

5 2
μ�2Pn
i51 xi

2
4

3
5
21=2

5
1

n

Xn
i51

xi

" #21=2

:

ð9:3:35Þ

This is one of the most useful results of the Poisson distribution. It implies that

if we make one measurement, the statistical error we should expect would simply

be the square root of the measured quantity. For example, if we count the number

of γ-ray photons coming from a radioactive source using a GM tube and get a

number N, the statistical error we should expect will simply be
ffiffiffiffi
N

p
: Fortunately,

most of the processes we encounter in the field of radiation detection and measure-

ment, such as the activity of a radioisotope, photoelectric effect, and electron multi-

plication in a PMT tube, can all be very well described by Poisson statistics.

D.3 Normal or Gaussian distribution

The normal distribution was originally developed as an approximation to the bino-

mial distribution. The utility of the normal distribution can be appreciated by noting

an amazing property of most physical processes, namely that their random variables

can be safely approximated as being distributed normally. Therefore, a common

practice is to assume that a random variable having unknown distribution can be

defined by a normal distribution. This property of random variables is actually the

result of the so-called central limit theorem, which states that the mean of any set

of variables with any distribution tends to the normal distribution provided their

mean and variance are finite. Although the term normal distribution is commonly

used, some scientists prefer to call it Gaussian distribution.

Gaussian distribution has a bell-shaped curve (Figure 9.3.4) and is defined for a

variable x in the domain x E(2N, N) by

f ðμ; xÞ5 1

σ
ffiffiffiffiffiffi
2π

p e2ðx2μÞ2=2σ2

; ð9:3:36Þ

where μ and σ are the mean and standard deviation of the distribution, respectively.

Both μ and σ are finite for a normally distributed variable.
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If we substitute μ5 0 and σ25 1 in the above equation, we obtain the so-called

standard normal distribution, with a probability density function given by

PðxÞ5 1ffiffiffiffiffiffi
2π

p e2x2=2: ð9:3:37Þ

This is a special kind of Gaussian distribution having a symmetric bell-

shaped curve centered at x5 0 (see Figure 9.3.4). In fact, by changing the variables,

any normal distribution can be converted into a standard normal distribution

(see example below).

Let us now apply our maximum likelihood method to compute the most probable

value and its accuracy, assuming the variable to be Gaussian distributed. Suppose

we make N measurements of a variable and represent the result by xi. Each of these

measurements will have its own error σi. Then, according to Eq. (9.3.19), the likeli-

hood function is given by
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Figure 9.3.4 (a) Gaussian distribution for μ5 25 and σ5 5. (b) Standard normal distribution

having μ5 0 and σ5 1. With proper change of scale, any Gaussian distribution can be

transformed into a standard normal distribution.
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LðμÞ5 L
N

i51

1

σi

ffiffiffiffiffiffi
2π

p e2ðxi2μÞ2=2σ2
i : ð9:3:38Þ

In order to apply condition (9.3.23), we rewrite the above equation in the form

LðμÞ5 L
N

i51

ðe2ðxi2μÞ2=2σ2
i Þðσ21

i Þð2πÞ21=2: ð9:3:39Þ

Taking the natural logarithm of both sides of this equation gives

lnðLÞ5
XN
i51

2
ðxi2μÞ2
2σ2

i

2 lnðσiÞ2
lnð2πÞ

2

� �
: ð9:3:40Þ

The maximum likelihood solution is then obtained by differentiating this equa-

tion with respect to μ and equating the result to zero. Hence we get

@lnðLÞ
@μ� 5

XN
i51

xi 2μ�

σ2
i

5 0 ð9:3:41Þ

.
XN
i51

μ�

σ2
i

5
XN
i51

xi

σ2
i

.μ� 5
PN

i51 wixiPN
i51 wi

;

ð9:3:42Þ

where wi 5 1=σ2
i : Hence the most probable value is simply the weighted mean, with

respective inverse variances or errors as weights. If we assume that each measure-

ment has the same amount of uncertainty or error, then with σi5 σ the maximum

likelihood solution becomes

μ� 5
PN

i51 xi=σPN
i51ð1=σÞ

5
1

N

XN
i51

xi;

ð9:3:43Þ

which is nothing but the expression for the mean. Hence we have found that calcu-

lation of the mean by this method requires that the variable be distributed normally

and that each measurement has the same error associated with it. Measuring the

activity of a radioactive source falls into this category, provided all the conditions,

including the state of the detector, do not change with time.
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Let us now try to calculate the error in the calculation of the solution we just

obtained. Note that we are interested in finding out the spread of μ about μ� and

not the errors in individual measurements. To do this we make use of the argument

that for large numbers of measurements (N!N), L(μ) approaches a normal distri-

bution. Hence we can write

LðμÞ5 1

σt

ffiffiffiffiffiffi
2π

p e2ðμ2μ�Þ2=2σ2
t ð9:3:44Þ

Here the subscript t in σt is meant to differentiate the standard deviation of μ
from that of x. Again the condition (9.3.23) can be used to obtain the maximum

likelihood solution for this distribution. We first take the natural logarithm of both

sides of the above equation to obtain

lnðLÞ5 ln ðe2ðμ2μ�Þ2=2σ2
t ÞðσtÞ21ð2πÞ21=2

h i
52

ðμ2μ�Þ2
2σ2

t

2 lnðσtÞ2
lnð2πÞ

2
:

ð9:3:45Þ

Differentiating this twice with respect to μ� gives

@lnðLÞ
@μ� 5

μ2μ�

σ2
t

.
@2lnðLÞ
@μ�2 52

1

σ2
t

:
ð9:3:46Þ

Hence the error in calculation of μ is given by

Δμ5σt 5 2
@2lnðLÞ
@μ�2

� �21=2

: ð9:3:47Þ

This general expression for computing errors is of central importance in the like-

lihood method and is extensively used in data analysis. Let us now use this expres-

sion to derive the expression for the total error in measurements when each

measurement is characterized by its own error σi. This can be done by differentiat-

ing Eq. (9.3.41) again with respect to μ� and substituting the result in the above

expression:

@2ðLÞ
@μ2

52
XN
i51

1

σ2
i

.
1

σ2
t

5
XN
i51

1

σ2
i

:

ð9:3:48Þ
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This expression represents the law of combination of errors, which states that for

repeated measurements of a normally distributed variable having errors σi, the

inverse of the total error in the calculation of mean is equal to the sum of the

inverse of individual measurement errors.

Unfortunately, in a number of practical problems, an analytic determination of

Δμ is not possible. In such cases, one tries to find the value of the likelihood func-

tion at each point by iterating μ (or more accurately, by trying different values of

μ). The points thus obtained are then plotted, and the likelihood function is obtained

by finding the best fit through the points. In most cases with large numbers of data

points, the likelihood function is Gaussian-like. If the function is not Gaussian-like,

one must calculate a weighted average to determine the error function, i.e.,

@2lnðLÞ
@μ2

� �
5

ð
@2lnðLÞ
@μ2

L dμÐ
L dμ

: ð9:3:49Þ

This is an important relation since it can be used to show (see problems at the

end of the chapter) that the maximum likelihood error in μ can be evaluated from

Δμ5
1

N

ð
1

L

@L

@μ

� �2
dx

" #1=2
; ð9:3:50Þ

where N is the number of measurements. An interesting aspect of this result is that

it allows one to determine the number of measurements necessary to obtain a partic-

ular value of the parameter μ with certain accuracy, i.e.,

N5
1

ðΔμÞ2
ð
1

L

@L

@μ

� �2
dx: ð9:3:51Þ

D.4 Chi-square (χ2) distribution

The χ2 distribution is one of the most extensively used probability distributions to

perform goodness-of-fit tests. It is defined as

f ðx; nÞ5 xn=221 e2x=2

2n=2Γðn=2Þ
; ð9:3:52Þ

where, in order to avoid confusion due to the exponent 2 of χ2, we have represented

it by x. Γ() is the gamma function and x$ 0. The tables as well as analytical forms

of gamma functions can be found in standard texts on statistics. The parameter n in

the above definition is called the degrees of freedom of the system. The meaning of

this term can be understood by looking at the definition of x or χ2. Suppose we
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have m independent, normally distributed random variables ui having theoretical

means μi and variances σ2
i :χ

2 is then defined as

χ2 � x5
Xm
i51

ðui2μiÞ2
σ2
i

: ð9:3:53Þ

The parameter n in the definition of the χ2 probability distribution is then related

to the number of independent variables in this equation. For large n, the χ2 distribu-

tion reduces to the Gaussian distribution with mean μ5 n and variance σ25 2n.

Figure 9.3.5 shows the shapes of the χ2 distribution for different degrees of free-

dom. As n increases, the distribution assumes a shape that becomes more and more

like a Gaussian or normal distribution.

To understand the utility of this distribution function, let us have a closer look at

definition (9.3.53). The numerator in this equation represents the deviations of the

normally distributed variable ui from its theoretical means at each data point, while

the denominator represents its expected standard deviation. In other words, the

numerator and denominator are the actual and expected deviations, respectively. If

the data ui are really Gaussian distributed, then ideally the actual deviation should

be equal to the expected one. However, in real data there are always fluctuations,

and consequently these deviations are not equal. The χ2 probability density function

(9.3.52) actually tells us how the probability of this deviation is distributed. Hence

this distribution function can be used to judge the data against a hypothetical mean.

D.5 Student’s t distribution

Student’s t distribution is a widely used probability distribution; it forms the basis

of Student’s t test. To define this distribution, let us first write

x
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0.4
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n = 2

n = 5
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Figure 9.3.5 χ2 probability density functions for different degrees of freedom n. The shape

of the distribution approaches that of a Gaussian distribution with increasing n.
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z5
Xn
i51

x2i

and t5
xffiffiffiffiffiffiffi
z=n

p ;

for n independent Gaussian variables having a mean of 0 and variance of 1. The

variable z in this expression follows the χ2 distribution and the variable t follows

Student’s t distribution with n degrees of freedom, defined by

f ðt; nÞ5 1ffiffiffiffiffiffi
nπ

p Γ½ðn1 1=2Þ�
Γðn=2Þ 11

t2

n

� �2ðn11Þ=2
; ð9:3:54Þ

where Γ is the familiar gamma function, the variable t can take any value

(2N, t,N), and n can be a noninteger.

Student’s t distribution looks very similar to Gaussian distribution. However, for

small n it shows wider tails, which approach those of a Gaussian distribution with

increasing n (Figure 9.3.6).

D.6 Gamma distribution

For a Poisson process, the distance in x from any starting point to the kth event fol-

lows a gamma distribution, defined by

f ðx;λ; kÞ5 xk21λke2λx

ΓðkÞ ; ð9:3:55Þ

where 0, t,N and k can be a noninteger. For λ5 1/2 and k5 n/2, this reduces

to the χ2 distribution we discussed earlier.
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Figure 9.3.6 Student’s t distribution for two values of degrees of freedom n. As n increases,

the tails of the distribution approach those of a Gaussian distribution.
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Using the maximum likelihood method
Now that we have learned the basics of maximum likelihood methodology, we are

ready to use it in practical situations. By practical situations we mean real cases

corresponding to distributions that are not perfectly described by the standard distri-

bution functions. Let us suppose we have a variable x, whose probability distribu-

tion function can be written as

pðx; kÞ5 k e2kt;

where k is a constant. Suppose we take four measurements of the parameter

t: t5 12, 14, 11, 12. What we want to do is to use the maximum likelihood method

to compute the value of the constant k. To do this we first need to determine the

maximum likelihood function. According to Eq. (9.3.19), this is given by

LðkÞ5L
4

i51

k e2kti

5 e2k4ðt11t21t31t4Þ

5 k4 e249k:

Now we take the natural logarithm of this function:

lnðLÞ5 4lnðkÞ2 49k:

According to the maximum likelihood method, differentiating the above function

with respect to k and equating the result to zero gives the required maximum likeli-

hood estimate of k:

@lnðLÞ
@k

5 0

.
4

k
2 495 0

.k5
4

49

:

Let us now look at another example. This time we want to know how many mea-

surements we must take so that the parameter k5 0.21 of the distribution

f ðx; kÞ5 kx; xAð0; 1Þ;

can be determined with an accuracy of 5%. That is, the relative error in k5 0.21 is

Δk

k
5 0:05: ð9:3:56Þ
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This can be done by using Eq. (9.3.51), which for our case becomes

N5
1

ðΔkÞ2
ð1
0

1

f

@f

@k

� �2
dx:

With f5 kx, we get

@f

@k

0
@

1
A

2

5 x2

.
1

f

@f

@k

0
@

1
A

2

5
x

k

.

ð1
0

1

f

@f

@k

0
@

1
A

2

dx5
1

2k
:

Substituting this in the above relation for N gives

N5
1

ðΔkÞ2
1

2k
:

But we have k5 0.21 and Δk5 0.05k5 0.0105, which gives

N5
1

ð0:0105Þ2
1

ð2Þð0:21Þ

5 2:13 104:

9.4 Confidence intervals

Suppose we have a rough idea of the activity level in a radiation environment and

we use this information to estimate the dose that we expect a radiation worker to

receive while working there for some specific period of time. The problem with

this scheme is that there are a number of uncertainties involved in these computa-

tions, such as the level of actual activity, its spatial dependence (the radiation

sources might not be isotropic), and its variation over time. In such a situation,

what can be done is to define a confidence interval within which the value is

expected to lie with a certain probability. For example, we can say that there is a

90% probability that the person will receive a dose of somewhere between 10 and

20 mrem. Here we have two parameters that we are reporting: the confidence

interval and its associated probability. The choice of a confidence interval is more

or less arbitrary, although generally it is based on some rationale, such as our rough
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estimation based on some known parameters (in our example, we might have gotten

a value of 15 mrem and then decided to give ourselves a range of 65 mrem to

compensate for any uncertainty in the calculations). The probability, on the other

hand, depends on the confidence interval and the probability distribution.

If the probability distribution of a variable x (such as dose) is given by L(x), then

the probability that x lies between x1 and x2 is given by

Pðx1 , x, x2Þ5
f x2x1 LðxÞdx
fN2NLðxÞdx : ð9:4:1Þ

If the function L(x) is normalized, then the denominator becomes 1 and the prob-

ability is simply given by

P5

ðx2
x1

LðxÞdx: ð9:4:2Þ

This probability is actually the area under the curve of L(x) versus x between the

points x1 and x2 and therefore depends on the choice of the confidence interval

(Figure 9.4.1).

We saw above that the choice of confidence interval is arbitrary, while the prob-

ability depends on it. Therefore, one may assume that the interval is first chosen

and then the probability is calculated. However, the general practice is quite the

opposite. If it is known that the process under consideration has a certain probabil-

ity distribution, then the probability is first chosen and then the confidence interval

is deduced from some available tables or curves. For example, for a Gaussian distri-

bution, which is the most commonly used distribution, the tables of probability inte-

grals are used to find the confidence interval.

x1 x2 x

L(x)

Figure 9.4.1 The probability that a value x lies within a confidence interval of (x1, x2) is

obtained by dividing the area under the curve (shaded section) by the total area. If the

distribution is normalized, then the denominator will be 1 and the shaded area will simply be

the required probability. This probability, therefore, depends on the choice of the confidence

interval. In practice, the probability is first selected and then the confidence interval is

obtained from the cumulative distribution function of the probability distribution.
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Let us now take a look at the example of a normally distributed variable x

having mean μ and variance σ2. We are interested in finding the probability that

the measured value lies between μ2 δx and μ1 δx. This probability, according to

the definition above, can be evaluated from

P 5
1

σ
ffiffiffiffiffiffi
2π

p
ðμ1δx

μ2δx
e2ðx2μÞ2=2σ2

dx

5 erf
δx

σ
ffiffiffi
2

p
0
@

1
A:

ð9:4:3Þ

Here erf(u) is the error function of u, whose values are available in table form in

standard texts. To get a feeling of what different values of P would mean with

respect to σ, we look at some typical values:

Pðμ2 σ, x,μ1σÞ5 0:6827
Pðμ2 2σ, x,μ1 2σÞ5 0:9545
Pðμ2 3σ, x, μ1 3σÞ5 0:9973:

What these values essentially show is that if the data can be represented by a

perfect Gaussian distribution, we can be only 68.27% sure that the next measure-

ment will lie within the range μ6 σ. However, if we wanted to be more than 99%

sure, we would have to stretch the range to around 3σ on both sides of the distribu-

tion. Figure 9.4.2 explains this concept in graphical form.

f(x)

2σ
x

Figure 9.4.2 Confidence interval of a standard Gaussian distribution. The shaded area

represents the probability that the next measurement of x will lie within the interval

μ2σ, x,μ1σ. For a perfect Gaussian distribution, this turns out to be 0.6827, meaning

that one can be up to 68.27% sure that the value will not be out of these bounds.
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9.5 Measurement uncertainty

There is always some uncertainty associated with a measurement, no matter how

good our measuring device is or how carefully we perform the experiment. There

are different types of uncertainties associated with any measurement, but they can

be broadly divided into two categories: systematic and random.

9.5.A Systematic errors

All measurements, direct or indirect, are taken through some type of measuring

device. Since there is no such thing as a perfect device, one should expect some

error associated with the measurements. This type of error falls into the category of

systematic errors, which refer to the uncertainties in the measurement due to mea-

surement procedures and devices. Unfortunately, it is not always easy to character-

ize systematic errors. Repeating the measurements does not have any effect on

them since they are not random. In other words, systematic errors are not statistical

in nature and therefore cannot be determined by statistical methods.

The good thing is that systematic uncertainties can be minimized by modifying

the procedures and using better devices. For example, one can use a detector having

better accuracy or, in case of a gas-filled detector, improve on its accuracy by using

a more efficient gas mixture. Similarly, steps can be taken to decrease the system-

atic uncertainties associated with readout electronics. An obvious example would

be the use of an ADC having better resolution. Another way to decrease the system-

atic uncertainty is to properly calibrate the system.

Systematic uncertainties are system specific and therefore there is no general for-

mula that can be used for their characterization. It is up to the experimenter to care-

fully determine these errors and include them in the results.

9.5.B Random errors

Random errors refer to errors that are statistical in nature. For example, radioactive

decay is a random process. Though we know the average rate of decay of a sample,

we cannot predict when the next decay will happen. This implies that there is an

inherent time uncertainty associated with the process. Similarly, the production of

charge pairs in a radiation detector by radiation is also a random process (see

Chapter 2). We can certainly say that on average this many charge pairs will be

produced by a certain amount of deposited energy, but we cannot associate an abso-

lute number with it. Such uncertainties that are inherent to the process and are sta-

tistical in nature are categorized as random uncertainties.

Fortunately, most physical processes are Poisson in nature. This makes it fairly

easy to estimate the random error associated with a measurement. The random error

associated with a measurement during which N counts are recorded is given by

δstat 5
ffiffiffiffi
N

p
: ð9:5:1Þ
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For example, let us suppose that we measure the activity of a radioactive sample

by taking three consecutive readings with a single-channel analyzer/counter and get

the counts as 2452, 2367, and 2398. The absolute random errors associated with

these measurements can be calculated as follows:

δstat;1 5
ffiffiffiffiffiffiffiffiffiffi
2452

p
5 49:52

δstat;2 5
ffiffiffiffiffiffiffiffiffiffi
2367

p
5 48:65

δstat;3 5
ffiffiffiffiffiffiffiffiffiffi
2398

p
5 48:97:

9.5.C Error propagation

Let us suppose we perform an experiment and make N independent measurements

xi, each having uncertainty δxi and standard deviation σxi : We then use these mea-

surements to evaluate some function u5 f(x1, x2, . . ., xN). To estimate the standard

deviation and error in the quantity, we can use the error propagation formulae,

according to which the combined variance and standard error in the function u can

be evaluated from

σ2
u 5

@f

@x1

� �2
σ2
x1
1

@f

@x2

� �2
σ2
x2
1?1

@f

@xN

� �2
σ2
xN

ð9:5:2Þ

and

δu 5
@f

@x1

� �2
δx211

@f

@x2

� �2
δx221?1

@f

@xN

� �2
δx2N

" #1=2
: ð9:5:3Þ

These general relations can be used to derive formulae for specific functions, as

shown below.

C.1 Addition of parameters

Suppose we have u5 x11 x21?1 xN. In this case the derivatives of u5 f(x) will

be given by

@f

@x1
5

@f

@x2
5?5

@f

@xN
5 1: ð9:5:4Þ

Equation (9.5.3) then reduces to

δu 5 ½δx211δx221?1δx2N �1=2; ð9:5:5Þ

which states that the total error in the measurement is equal to the square root of

the sum of the individual errors squared.
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Note that the above formula also holds if some or all of the parameters have neg-

ative signs. In other words, the formula remains the same whether the parameters

are added or subtracted.

C.2 Multiplication of parameters

Let us now see how the errors propagate if the function has the multiplicative form.

For simplicity we will restrict ourselves to two variables, i.e., we will assume that

u5 x1x2. In this case the derivatives of u5 f(x) are given by

@f

@x1
5 x2 ð9:5:6Þ

and

@f

@x2
5 x1: ð9:5:7Þ

Substituting these values into Eq. (9.5.3) gives

δu
u

5
δx1
x1

� �2
1

δx2
x2

� �2" #1=2
: ð9:5:8Þ

The generalized form of this equation for N parameters is then given by

δu
u

5
δx1
x1

� �2
1

δx2
x2

� �2
1?1

δxN
xN

� �2" #1=2
: ð9:5:9Þ

Note that here δu/u refers to relative error. For absolute error it must be multi-

plied by u. What the above formula tells us is that the relative error in the measure-

ment of N independent measurements is simply the square root of the sum of the

individual relative errors squared.

The reader can verify that the above formula does not change its form in case of

division. For example, the error in u5 x1x2/x3 can be determined from the above

formula without any modifications.

9.5.D Presentation of results

Now that we know how to calculate errors associated with parameters by using

errors in individual measurements, we should discuss how to present our final

results. We saw earlier that there are basically two classes of errors: systematic and

random. Though it is a common practice to combine the two errors together in the

final result, a better approach, adopted by many careful experimenters, is to
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explicitly state them separately. For example, the result of an experiment might be

represented at 1σ confidence as

ξ5 205:436 6:13syst6 14:36rand;

where the superscripts syst and rand stand for systematic and random errors,

respectively.

From the above numbers, one might naı̈vely conclude that all the values would

lie between 2052 6.132 14.36 and 2051 6.131 14.36. This is not really true.

Earlier in the chapter we discussed confidence intervals and we saw that, for nor-

mally distributed data, a 1σ uncertainty guarantees with only about 68% confidence

that the result lies within the given values (i.e., between ξ2σ and ξ1σ). For
higher confidence, one must increase the σ level. For example, for a 99% confi-

dence, the above result will have to be written as

ξ5 205:436 6:13syst6 43:08rand;

where we have multiplied the random error of 1σ by a factor of 3. Note that, since

systematic uncertainty does not depend on statistical fluctuations, there is no need

to multiply it by any factor. Now we can say with 99% confidence that the value of

the parameter lies between 2052 6.132 43.08 and 2051 6.131 43.08.

9.6 Confidence tests

Computing different quantities from a dataset obtained from an experiment is help-

ful in understanding the characteristics of the system. However, if we have a certain

bias about the behavior of the system, we may also want to judge the data against

our hypothesis. This judgment can be qualitative, such as just a visual sense of how

the data looks like with respect to expectations, or quantitative, which is the subject

of the discussion here.

To judge a data sample quantitatively against a hypothesis, we perform the so-

called confidence or goodness-of-fit test. For this we first define a goodness-of-fit

statistic by taking into account both the data and the hypothesis. The idea is to have

a quantity whose probability of occurrence can tell us about the level of agreement

between the data and the hypothesis. Of course, the choice of this statistic is arbi-

trary, but several standard functions have been generated that can be applied in

most cases. Before we look at some of these functions, let us first see how the gen-

eral procedure works.

Let us represent the goodness-of-fit statistic by t, such that large values corre-

spond to poor agreement with the hypothesis h. Then the p.d.f. g(tjh) can be used to

determine the probability p of finding t in a region starting from the experimentally

obtained value t0 up to the maximum. This is equivalent to evaluating the cumula-

tive distribution function
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p � 12PðtoÞ5 12

ð to
2N

gðtjhÞdt or

p5

ðN
to

gðtjhÞdt:
ð9:6:1Þ

A single value of p, however, does not tell us much about the agreement between

data and hypothesis because at each data point the level of agreement may be different.

The trick is to see how the value of p is distributed throughout its range, i.e., between

0 and 1. Of course, if there is perfect agreement, the distribution will be uniform.

Let us now take a look at some commonly used goodness-of-fit statistics.

9.6.A Chi-square (χ2) test

This is perhaps one of the most widely used goodness-of-fit statistics. In the follow-

ing we outline the steps needed to perform the test.

1. The first thing to do is to construct a hypothesis, which has to be tested. This hypothesis

should include a set of values μi that we expect to get if we perform measurements and

obtain the values ui. This set of values may have been derived from a known distribution

that the system is supposed to follow.

2. Decide on the number of degrees of freedom. If we take N measurements, the degrees of

freedom are not necessarily equal to N because there may be one or more relations con-

necting the measured values ui. If the number of such relations is r, then the degrees of

freedom will be given by v5N � r.

3. Using the measured values ui, compute a sample value of χ2 from the relation 9.3.53:

χ2 5
XN
i51

ðui2μiÞ2
σ2
i

:

4. Compute the normalized χ2, i.e., χ2/v.

5. Decide on the acceptable significance level p, which represents the probability that the

data are in agreement with the hypothesis. A commonly chosen value of p is 0.05, which

gives a confidence of 95%.

6. Determine the value of χ2
ν;p at which p is equal to the chosen value. This can be done by

evaluating the integral

p5

ðN
χ2
v; p

f ðxÞdx ð9:6:2Þ

for χ2
ν;p (see also Eq. (9.6.1)). f(x) is, of course, the χ2 probability density function. The

solution to this equation requires numerical manipulation. However, the general practice

is to use standard tables and graphs that can be consulted to deduce the values of χ2
ν;pwith

respect to p and v.

7. Compare χ2=ν with χ2
ν;p=ν:

Let us now see what we can infer from this comparison.
� Case 1: χ2=νCχ2

ν;p=ν; we are up to α3 100% confident that our hypothesis was

correct.
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� Case 2: χ2=ν.χ2
ν;p=ν; this may mean one of the following:

1. The model we have chosen to represent the system is not adequate.

2. The model is adequate but there are some bad data points in the sample. It takes

only a few large excursions in the data that are far away from the mean to yield a

large value for χ2. Care should therefore be taken to ensure that proper filtration of

the data is performed to eliminate such data points.

3. The data values are not uniformly distributed about their means. The is the most

troubling scenario, since it would mean that this goodness-of-fit method is not

really applicable and we should either resort to some other method or look closely

at the data to find out if just a few values are causing this deviation from the normal

distribution. Generally, discarding a few data points does the trick.
� Case 3: χ2=ν,χ2

ν;p=ν; this means that the squares of the random normal deviates are

less than expected, a situation that demands as much attention as the previous one. The

following possibilities exist for this case:

1. The expected means were overestimated. This does not mean that the model was

wrong.

2. There are a few data points that have caused the χ2 value to become too small.

9.6.B Student’s t test

Student’s t test is the most commonly used method of comparing the means of two

low statistical data samples. To perform the test, the following quantity is first

evaluated:

t5
x1 2 x2j j
σ12

: ð9:6:3Þ

Here x1 and x2 represent the means of the first and second datasets and σ12 is the

standard deviation of the difference between the two means. It can be computed from

σ12 5
σ2
1

N1

1
σ2
2

N2

� �1=2
; ð9:6:4Þ

where σ1and σ2are the standard deviations of the two datasets having N1 and N2

number of data points. The next step is to compare the calculated t value with the

tabulated one. The tabulated values, derived from the Student’s t distribution we

presented earlier, are generally given for different degrees of freedom and levels of

significance. The total degrees of freedom for the dataset are given by

v5 ðN1 2 1Þ1 ðN22 1Þ
5N1 1N22 2:

ð9:6:5Þ

The choice of level of significance depends on the level of confidence one

wishes to have in the analysis. If one chooses a value of 0.05 and the calculated t

value turns out to be less than the tabulated one, then one can say with 95% confi-

dence that the means are not significantly different.
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Example:

An ionization chamber is used to measure the intensity of X-rays from an

X-ray machine. The experiment is performed at two different times and yields

the following values (arbitrary units).

Measurement 1: 380, 398, 420, 405, 378

Measurement 2: 370, 385, 400, 419, 415, 375

Perform Student’s t test at 95% and 99% confidence levels to see if the

means of the two measurements are significantly different from each other.

Solution:

First we compute the means of the two datasets:

x1 5
XN1

i51

x1;i

N1

5 396:2

x2 5
XN2

i51

x2;i

N2

5 394:

Next, we determine the standard deviations of the two means:

σ1 5
1

N1 2 1

XN1

i51

ðx1;i2x1Þ25 17:61

σ2 5
1

N2 2 1

XN2

i51

ðx2;i2x2Þ25 20:59:

The standard deviation of the mean is given by

σ12 5
σ2
1

N1

1
σ2
2

N2

2
4

3
5
1=2

5
17:612

5
1

20:592

6

2
4

3
5
1=2

5 11:52:

Now we are ready to compute the t value:

t5
j396:22 394j

11:52

5 0:191:
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To compare this t value with the tabulated values, we must first determine

the degrees of freedom of the dataset. This is given by

v5N1 1N2 2 2

5 51 62 25 9:

For a 95% confidence level and 9 degrees of freedom, the tabulated t value

is 2.26, and for a 99% confidence level the tabulated t value is 1.83. Since

both of these values are greater than the calculated t value of 0.19, we can say

with at least 99% confidence that the means of the two datasets are not signifi-

cantly different from each other.

9.7 Regression

Regression analysis is perhaps the most widely used technique to draw inferences

from experimental data. The basic idea behind it is to fit a function that closely

represents the trend in the data. The function can then be used to make predictions

about the variables involved.

Fitting a function to the data through regression analysis is not always easy,

especially if the data show variations that cannot be characterized by standard func-

tions, such as polynomial, exponential, or logarithmic. The easiest form of regres-

sion analysis is the simple linear regression, which we will discuss in some detail

now. Later we will look at other kinds of regression analysis.

9.7.A Simple linear regression

Simple linear regression refers to fitting a straight line to the data. The fitting is

mostly done using a technique called least square fitting. To understand this tech-

nique, let us start with the equation of a straight line,

y5mx1 c; ð9:7:1Þ

where m is the slope of the line and c is its y-intercept. Since slope and y-intercept

determine the orientation and position of the straight line on the xy plot, our task is

to find their best values. By best values we mean those for which each of the data

points is as close to the line as possible. To quantify this statement we first note

that the value of y at any xi is yi and the value of the straight line at that point is

mxi1 c. The difference between the two at each data point, which can be called

residual, is then given by

R5mxi 1 c2 yi: ð9:7:2Þ
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This residual should be as small as possible for each data point. In other words,

the sum of the residuals should be a minimum. However, there is a problem with this

scheme, namely that the summed residuals would turn out to be zero since the posi-

tive residuals would cancel out the negative ones. To overcome this problem, one

can minimize the sum of the squared residuals instead. That is, we can demand that

χ2 5
X

ðmxi1c2yiÞ2 ð9:7:3Þ

be minimum. Here we have represented the sum of the squared residuals by χ2 as it

is the most commonly used notation for this quantity. Now we need to minimize

this function with respect to c and m. Since the differential of a function vanishes at

its minimum, we have the following two conditions:

@χ2

@c
5 05

@

@c

X
ðmxi1c2yiÞ2

h i
ð9:7:4Þ

@χ2

@m
5 05

@

@m

X
ðmxi1c2yiÞ2

h i
: ð9:7:5Þ

Performing these differentiations gives

X
ðmxi 1 c2 yiÞ5 0 ð9:7:6Þ

and

X
ðmxi 1 c2 yiÞxi 5 0: ð9:7:7Þ

Now we have two equations, which we can solve to determine the required c

and m. A few algebraic manipulations finally yield

m5

P
xiyi 2

P
xi
P

yiP
x2i 2 ðxiÞ2

ð9:7:8Þ

and

c5

P
yi
P

x2i 2
P

xi
P

xiyiP
x2i 2 ðxiÞ2

: ð9:7:9Þ

Note that these are the values at which the sum of the squared residuals is mini-

mum. In other words, these values represent a line that is the best fit to the data.

It is evident that for a large dataset a large number of computations must be per-

formed to determine the line of best fit. Therefore, one normally uses computer

code to perform such regression analyses.
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9.7.B Nonlinear regression

By nonlinear regression we mean fitting a nonlinear function to the data. This could

be a polynomial of the order 2 or more, an exponential, a logarithmic, a combination

of these, or some other function. There are different techniques available to handle

nonlinear regression problems, but the two most practical and common ones are least

squares regression and maximum likelihood regression. The maximum likelihood

function has already been discussed earlier in the chapter and therefore will not be

repeated here. One point that is worth noting here is that, although maximum likeli-

hood regression is a very fine technique, in practice it is not commonly used since it

is computationally more involved than the least squares regression technique.

The basic idea behind least squares regression for nonlinear fitting is the same as

that discussed for simple linear regression. That is, one tries to minimize the sum of

the squared residuals of the dataset. The problem in this case, however, is that due

to the nonlinear nature of the function, analytic forms for the coefficients cannot

generally be found. One then resorts to numerical techniques to solve the equations.

These techniques normally solve the equations recursively, a process that may or

may not converge to an acceptable solution. Even with this shortcoming, the least

squares method is still the most widely used technique for nonlinear as well as lin-

ear regression.

Since the exact form of nonlinear regression equations depends on the type of

function one is trying to fit, it is not worthwhile to go into specific function details.

However, to give the reader a general overview of the technique, we will have a

look at its functional form. Suppose we want to fit a nonlinear function of the form

f(x, α) to the data. Here x represents the independent variables and α represents the

coefficients that need to be determined. For example, the function may be a simple

second-order polynomial given by

f ðx;αÞ5α11α2x1α3x
2: ð9:7:10Þ

Following the procedure described for the case of linear regression, we define

the sum of the squared residuals as

χ2 5
X

½f ðxi;αÞ2yi�2; ð9:7:11Þ

where yi is the data at xi and f(xi, α) represents the value of the function at xi. To

minimize χ2 we differentiate it with respect to all the α’s and equate the result to

zero, i.e.,

@χ2

@α
5 05

@

@α

X
ff ðxi;αÞ2yig2

h i
: ð9:7:12Þ

It is obvious that the function f(x, α) can be of any type, which in fact is the

strongest point of the least squares method. One can essentially fit any function pro-

vided numerical techniques can be developed to solve the resulting equations.
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Example:

Determine the least squares equations to determine the coefficients of a

second-order polynomial.

Solution:

A second-order polynomial can be written as

f ðx;αÞ5α11α2x1α3x
2:

We are required to obtain equations that can be solved to determine the

three coefficients α1, α2, and α3, This can be done by first constructing the

expression for the sum of the squared residuals, which, according to

Eq. (9.7.11), can be written as

χ2 5
X

½α11α2xi1α3x
2
i 2yi�2:

Now, according to Eq. (9.7.12), the first equation is

05
@

@α1

X
fα11α2xi1α3x

2
i 2yig2

h i
.05 2

Pfα1 1α2xi 1α3x
2
i 2 yig:

Similarly the second equation is

05
@

@α2

X
fα11α2xi1α3x

2
i 2yig2

h i
.05 2

Pfα1 1α2xi 1α3x
2
i 2 yigxi:

And the third equation is

05
@

@α3

X
fα11α2xi1α3x

2
i 2yig2

h i
.05 2

Pfα1 1α2xi 1α3x
2
i 2 yigx2i :

9.8 Correlation

There are different techniques in statistics that can be used to determine how one

dataset is associated with another. The specific term used to determine such associ-

ation is correlation analysis. An example where such an analysis would be useful is
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to see how a change in the leakage current of a silicon detector is correlated with

an increase in the absorbed radiation.

The measure of the correlation, no matter what technique is used, always lies

between 21 and 11. A correlation coefficient of 11 signifies perfect correlation,

while a value of 21 shows that the data are negatively correlated. Note that nega-

tive correlation actually means anticorrelation. That is, if one variable is increasing,

the other is decreasing but in a perfectly correlated manner. A correlation coeffi-

cient of 0 represents no correlation.

Though there are several techniques used to determine correlation, the most

commonly used technique is the so-called Pearson r or simple linear correlation.

We will therefore restrict ourselves to this correlation technique.

9.8.A Pearson r or simple linear correlation

In essence, simple linear correlation determines the extent of proportionality

between two variables. The proportionality is quantified through the coefficient of

y

yy

x

y

x

r ~ 0.9

(a) (b)

r ~ 0.5
r ~ 0.1

(c) (d)
x x

r = +1r = −1

Figure 9.8.1 A few examples of regression fits to different datasets and their corresponding

correlation coefficients. It should be noted that r521 in (a) represents anticorrelation,

which in fact signifies perfect correlation just like r5 1. As the data get dispersed, the

correlation coefficient approaches the no-correlation value of 0.
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correlation, which is related to the regression fit of the data. The correlation coeffi-

cient has several equivalent forms but is most conveniently determined from the

relation

r5
N
P

xiyi 2
P

xi
P

yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
P

x2i 2
P

xi
� 	2h i

N
P

y2i 2
P

yi
� 	2h ir ; ð9:8:1Þ

where the summation is over the whole dataset belonging to variables x and y.

The way correlation coefficient is interpreted has already been discussed.

Figure 9.8.1 shows a few examples of regression fits to different datasets and the

corresponding correlation coefficients.

Example:

The following data are obtained in an experiment.

x5 f102; 154; 200; 220; 267; 263; 352; 361; 423; 449; 512; 598; 601; 701; 711g
y5 f28; 98; 132; 98; 129; 202; 265; 243; 291; 324; 376; 412; 524; 511; 560g:

Determine if the data are well correlated.

Solution:

A plot of the data together with a regression fit is shown in Figure 9.8.2. It is

evident that the data are very well correlated. To quantify our confidence we

calculate the correlation coefficient. For this we can use Eq. (9.8.1) to com-

pute the correlation coefficient. To simplify the computation, we create a

x
100 200 300 400 500 600 700

y

0

100

200

300

400

500

600

Figure 9.8.2 Plot of the data given in the example above together with a straight line fit.
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table with the needed terms computed individually. The correlation coefficient

is then given by

r 5
ð15Þð2113232Þ2 ð5914Þð4193Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½ð15Þð2875604Þ2 ð5914Þ2�½ð15Þð1574209Þ2 ð4193Þ2�
q

5 0:98:

Hence, we can say with high confidence that the variables are very well

correlated (Table 9.8.1).

9.9 Time series analysis

Most experiments involve taking data at regular intervals of time. These time series

data are then analyzed using different techniques. The analysis depends on the

application and the inferences to be drawn from the data. For example, one might

be interested in simply determining the expectation values of the variables involved

or the much more complicated task of identifying the hidden structures in the time

series. In the following sections we will discuss some of the important techniques

used in time series analysis.

Table 9.8.1 Parameters to compute the correlation coefficient
for the example above

x y xy x2 y2

102 28 10404 784 2856

154 98 23716 9604 15092

200 132 40000 17424 26400

220 98 48400 9604 21560

267 129 71289 16641 34443

263 202 69169 40804 53126

352 265 123904 70225 93280

361 243 130321 59049 87723

423 291 178929 84681 123093

449 324 201601 104976 145476

512 376 262144 141376 192512

598 412 357604 169744 246376

601 524 361201 274576 314924

701 511 491401 261121 358211

701 511 491401 261121 358211

711 560 505521 313600 398160

5914 4193 2875604 1574209 2113232

The last row is the sum of each column.
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9.9.A Smoothing

As the name suggests, smoothing refers to getting rid of small fluctuations in data.

In time series analysis, however, smoothing can cause information to be lost, which

of course is not desirable. For example, data from detectors generally have low-

level fluctuations embedded in the signal output. Since these fluctuations can give

insight into the noise sources, it is not a good idea to smooth out the data.

However, in some instances one is interested in determining the baseline of the out-

put, as shown in Figure 9.9.1. Baselines are generally determined by taking the

average of all the data points. This gives a constant value that can be used as a ref-

erence to determine the parameters related to the pulse. Another smoothing tech-

nique is the so-called moving average. This involves taking averages of smaller

subsets of the data in succession. For example, let us suppose we want to compute

the moving averages of the data: 3, 4, 2, 6, 4, 3, 2, 5, . . .. For this we first take the

first three points and calculate their average, which turns out to be

31 41 2

3
5 3:

Simple average
Moving average

Time

Time

A
m

pl
itu

de
A

m
pl

itu
de

Figure 9.9.1 Simple and moving average smoothing of the baseline of a typical detector

pulse. The moving averages were calculated by taking the simple average of three-point

sets in succession such that at each subsequent step the set is moved forward by one data

point.
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Next we move one step forward and take the average of three data points exclud-

ing the first one, i.e.,

41 21 6

3
5 4:

In the next step we exclude one more point and compute the average of the next

three numbers. Note that one can choose essentially any number of data points in

one set, and the choice depends on how the data are varying.

Figure 9.9.1 shows the result of moving averages for three-point subsets of data.

It is evident that such a technique is not suitable for determining the baseline.

However, there are other instances where this technique gives better results than

simple all-data averaging. Actually, moving average is most suitable for situations

where small-scale fluctuations are superimposed on a large-scale fluctuation. In

other words, if the data contain high-frequency components on top of low-

frequency components, then smoothing by simple average would smooth out the

low-frequency components as well. On the other hand, moving average smoothing

would retain the low-frequency components. In this respect we can say that moving

average acts like a low pass filter with a pass band that depends on the number of

data points selected in each set.

Simple and moving averaging are not the only smoothing techniques available.

In fact, with the availability of fast computers, the trend now is to use the more

involved techniques, such as exponential smoothing. The basic idea behind expo-

nential smoothing is to calculate weighted averages instead of simple averages. The

weights are assigned in an exponentially deceasing fashion, hence the name expo-

nential smoothing.

9.10 Frequency domain analysis

Sometimes it is desired that time series data be analyzed in the frequency domain

rather than the time domain. This is particularly true if there is a need to obtain

the frequency and phase content of the signal. For example, one may want to see if

the time series data from a detector have 50 or 60 Hz components, which would indi-

cate coupling of the system with a power line. Similarly, one might be interested in

determining the time periodicities in the signal, which stand out as frequency peaks

in the frequency domain. Another application of frequency domain analysis is filtra-

tion of digitized pulses, which allows the frequencies to be selectively filtered out.

Frequency domain analysis is also sometimes referred to as spectral analysis.

However, spectral analysis is a much broader term that involves other types of anal-

ysis as well, such as fractal dimensional analysis. Here, by frequency domain analy-

sis we mean transformation of the signal into the frequency domain through Fourier

transformation and then analyzing the resulting power spectrum. A power spectrum

is the variation of the square of the Fourier transform amplitude with respect to

frequency.
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The basic idea behind Fourier transformation is that any signal can be decom-

posed into a sum of simple sinusoidal functions with coefficients that represent

amplitudes. In other words, no matter how complex a signal is, it can be repre-

sented by a sum of sinusoids. The resulting function is known as a Fourier series.

We will not go into the details of this series but will concentrate on how a time-

varying function can be transformed into frequency space. Any function g(t) can be

Fourier transformed according to

Fðf Þ5
ðN
2N

gðtÞe2i2πftdt; ð9:10:1Þ

where f represents frequency. This equation is good for continuous functions that can

be evaluated analytically, and therefore if we want to transform experimental data

which generally cannot be represented in a functional form, it is not very useful. For

such a situation the above equation can also be written in discrete form, i.e.,

Fn 5
XN21

j50

gj e
2i2πnj=N ; ð9:10:2Þ

where N is the number of data points.

Discrete Fourier transformation is an extensively used technique in data analysis.

There are different algorithms to solve the above equations, but the most common

one is the so-called fast Fourier transform or FFT. As the name suggests, this algo-

rithm performs the transformation faster than any other technique. FFT performs

2N log2 N (log2 is the base 2 log) computations as compared to the standard algo-

rithm that requires 2N2 computations.

Figure 9.10.1 shows an example of the utility of Fourier transformation. The

figure shows a sinusoid function and its power spectrum obtained by taking the

square of the amplitude of the Fourier transformed data. Suppose the sinusoid repre-

sents the output of an electronics chain in response to a perfect sinusoidal input.

The breadth of the peak in the power spectrum tells us that the system is behaving

as a damped harmonic oscillator. But we know that damping in electronic systems

is characterized by charge injection. Hence, if the peak is too broad we can say that

there is significant charge injection in the circuitry, and if it was used to read out a

detector output the signal-to-noise ratio may not be acceptable.

9.11 Counting statistics

Detection of single events is perhaps the most widely used investigation method in

particle physics, nuclear chemistry, nuclear medicine, radiology, and other related

disciplines. In such applications one is interested in determining whether or not a

particle interacted in the detector. This is not a difficult task since here one is not
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really interested in the shape of the pulse, but rather its presence or absence. In

other words, one simply counts the interesting pulses. Which pulses are interesting

depends on a lot of factors, including the type of particles to be detected, the

signal-to-noise ratio of the system, and the precision required. The uninteresting

events or pulses are then either blocked or eliminated by the analysis software. For

example, with a neutron detector, one might want to eliminate the α-particle events.
This can be accomplished easily since the energy deposited by an α-particle is gen-

erally much higher than that deposited by a neutron and all one needs to do is to set

an upper limit on the pulse amplitude.

In counting experiments, statistics plays a crucial role. The reason is that most of

the underlying phenomena are random in nature. Take the example of measuring

the activity of a radioactive sample. The emission of particles from the sample is a

random phenomenon. To detect these particles one must allow them to interact with

some detection medium. If the medium is a scintillator, it will produce light as a

result of particle interaction. This process is governed by quantum mechanics,

which is essentially a statistical theory. The light thus produced can be detected by

a photomultiplier tube by first converting it into electrons and then by multiplying

the electron population. The underlying processes occurring during these steps are

statistical in nature. Hence, in essence, we can say that statistics is of primary

importance in counting experiments. The physical and detection limits should there-

fore be deduced by statistical methods. This is the subject of our next section.

A
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itu

de
Po

w
er

Frequency

Time

Figure 9.10.1 Fourier transformation of an imperfect sinusoidal function and its power

spectrum. The power is obtained by taking the square of the amplitude of the Fourier

transform. The breadth of the peak determines the quality of the sinusoid.
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9.11.A Measurement precision and detection limits

Most counting experiments follow Poisson statistics. Accordingly, the standard

deviation of a measurement is equal to the square root of its magnitude, i.e.,

σ5
ffiffiffiffi
N

p
; ð9:11:1Þ

where N represents the observed counts. Note that here we have not yet taken into

account any detector-related issues. The standard error in measurements obtained in

this way reflects only the physics of the underlying processes. In other words, it

gives us the physical limit of the measurement error. One cannot have a dataset that

is spread out less than what is suggested by σ. The physical limit of the error in

measurement is then given by

δN 5
σ
N

ð9:11:2Þ

5

ffiffiffiffi
N

p

N
5

1ffiffiffiffi
N

p : ð9:11:3Þ

This quantity, after multiplying by 100, is sometimes referred to as the physical

limit of the measurement precision (multiplying by 100 simply evaluates the preci-

sion as a percentage). That is, one cannot achieve a precision better than this value.

This statement needs some clarification, though. What we are assuming here is that

the measurement duration is not changing. If we increase the measurement time, N

would increase and so would the measurement precision. Hence the physical limit

on measurement precision actually depends on the measurement duration.

The discussion above applies to measurement at a point only. How can we deter-

mine the precision in measurement if measurements are made at several points? An

obvious example is energy spectroscopy, where the goal is to obtain an energy

spectrum of particles. Such measurements generally produce one or more peaks

over a background. The main analytical tasks are to identify the peaks and measure

their respective areas. Both of these tasks are tied to the identification and elimina-

tion of background. The difficulty lies in determining the true area of the peak, i.e.,

the counts that contribute to the peak and not the background. To simplify the mat-

ter, let us first assume that the peak is background-free, as shown in Figure 9.11.1.

This is a Gaussian-like peak with two tails. Now, the tails are not part of the back-

ground but could have arisen because of the errors induced by the measuring

device.1 That is, there is some uncertainty associated with them. Hence we would

want to exclude them from the measurement of peak precision. This requires selec-

tion of a region of interest in the peak, as shown in the figure. It should be noted

that there is no universally accepted method of selecting the region of interest, but

1Some experimenters prefer to include tails in the background as well. However, a better approach is to

treat tails and background separately.

585Essential statistics for data analysis



most experimenters use the area above a line that cuts the peak at 10% of its maxi-

mum. The width of the peak at this line is called full width at one tenth of the

maximum.

It is apparent that the best error estimate will be obtained if we take all the

counts in the peak Nt, i.e.,

δNt
5

1ffiffiffiffiffi
Nt

p : ð9:11:4Þ

If we consider only the counts in the region of interest Ni, then the error in mea-

surement will be given by

δNi
5

1ffiffiffiffiffi
Ni

p : ð9:11:5Þ

Of course, the value of δNi
will depend on our choice of the area of interest. As

the area approaches Nt, the error in Ni approaches the error in Nt. This becomes

obvious if we divide Eq. (9.11.5) by Eq. (9.11.4):

δNi

δNt

5

ffiffiffiffiffi
Nt

Ni

s

. δNi
5

ffiffiffiffiffi
Nt

Ni

s
δNt

:

ð9:11:6Þ

FWTM

1/10 of Max.
Region of
interest

FWHM

Figure 9.11.1 Distribution of counts in an experiment with no background. The region of

interest (shaded portion), with an area of Ni, has been chosen such that counts below 10% of

the peak amplitude get discarded. The total area of the peak is Nt.
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It was mentioned earlier that most peaks encountered in spectroscopic measure-

ments are Gaussian-like and generally FWTM is used to define the region of inter-

est. For a Gaussian peak the FWTM can be obtained by using the definition of

Gaussian distribution as follows:

2
x2

2σ2
5

1

10

.x5 σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnð10Þ

p
.FWTM5 2x5 σ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnð10Þ

p
ð9:11:7Þ

The reader is encouraged to verify that for a Gaussian peak FWHM� 2.35σ.

FWTM � 4:29σt: ð9:11:8Þ

Dividing both sides by Nt gives

σt

Nt

� δNt
5

FWTM

4:29Nt

: ð9:11:9Þ

We now substitute this expression in Eq. (9.11.6) and obtain

δNi
5

ffiffiffiffiffi
Nt

Ni

s
FWTM

4:29Nt

5
FWTM

4:29
ffiffiffiffiffiffiffiffiffi
NiNt

p ;

ð9:11:10Þ

which can be written in a more convenient form as

δNi

ffiffiffiffiffi
Nt

p
5

FWTM

4:29
ffiffiffiffiffi
Ni

p : ð9:11:11Þ

If the quantity on the left-hand side of the above equation approaches unity, the

error in Ni will approach the least possible spread in Ni, i.e., σt 5
ffiffiffiffiffi
Nt

p
: This implies

that for best measurement precision we should have

FWTM

4:29
ffiffiffiffiffi
Ni

p 5 1

. FWTM 5 4:29
ffiffiffiffiffi
Ni

p
:

ð9:11:12Þ

Since it is not a requirement that FWTM be used to define the region of interest,

we can write the above equation in a general form as

w5 ε
ffiffiffiffiffi
Ni

p
; ð9:11:13Þ
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where w is the width of the peak at the bottom of the region of interest and the factor

ε depends on the definition of the region of interest. We now want to write

Eq. (9.11.6) in terms of FWHM, which is a commonly measured quantity in spectros-

copy. For that, we first note that

FWHM � 2:35σt: ð9:11:14Þ

Dividing both sides by Nt gives

σt

Nt

� δNt
5

FWHM

2:35Nt

: ð9:11:15Þ

Substituting this expression in Eq. (9.11.6) gives

δNi
5

ffiffiffiffiffi
Nt

Ni

s
FWHM

2:35Nt

5
FWHM

2:35
ffiffiffiffiffiffiffiffiffi
NiNt

p
ð9:11:16Þ

.δNi

ffiffiffiffiffi
Nt

p
5

FWHM

2:35
ffiffiffiffiffi
Ni

p : ð9:11:17Þ

As before, for best precision in the measurement of Ni, the right-hand side of the

above equation should approach unity, i.e.,

FWHM

2:35
ffiffiffiffiffi
Ni

p 5 1

. FWHM 5 2:35
ffiffiffiffiffi
Ni

p
:

ð9:11:18Þ

Dividing Eq. (9.11.13) by Eq. (9.11.22) gives

w

FWHM
5

ε
2:35

.w 5
ε

2:35
FWHM:

ð9:11:19Þ

If we define the region of interest using full width at tenth maximum, then

ε5 4:29 and the above equation becomes

w � 1:82 FWHM: ð9:11:20Þ

In general, it is recommended that the region of interest be chosen such that the

width w is approximately twice the FWHM.
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Up to now we have not taken the background into consideration, which of course

is not a very realistic situation. In spectroscopic measurements, one generally finds

peaks embedded in a background. Figure 9.11.2 shows such a peak. It is apparent

that the background adds uncertainties to the measurements, which are not only due

to channel-by-channel variations but also statistical fluctuations in background

counts. In the example shown in the figure, the background has a linear trend,

which is not really representative of the majority of spectra. However, it will serve

well to introduce the reader to a simple method of background elimination.

The first step in the elimination of background is to define a region of interest,

as shown by the shaded portion of the spectrum in Figure 9.11.2. This region has

two parts, as depicted by a horizontal line in the figure. The upper part is what we

are interested in. The bottom part is the background that needs to be subtracted

from the total area. The question is, how do we draw that horizontal line? One way

to do it is to simply connect the two ends of the peak. But this method may not

work very well since local fluctuations in the background may introduce too large

an uncertainty in the result. Another simple method is to use two other regions to

estimate the background counts, as shown in Figure 9.11.2. We first choose two

regions of equal widths v/2 on either side of the background area. The total area of

these regions is Nb11Nb2. We then assume that the ratio of this total area to the

total width of these regions is equal to the ratio of the background area to the back-

ground area width, i.e.,

Nb

w
� Nb1 1Nb2

v
ð9:11:21Þ

Nb1 Nb2

dd

w

Nb

Ni

v/2 v/2

Figure 9.11.2 Subtraction of background for determination of peak area.
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.Nb �
w

v
Nb1 1Nb2½ �: ð9:11:22Þ

Having estimated Nb, we can now calculate the area of the peak from

Ni 5Nt 2Nb; ð9:11:23Þ

where Nt represents the total area of the region of interest (shaded portion in

Figure 9.11.2).

We are now interested in determining the error in our measurement of the area.

For that we can use the error propagation formula (9.5.5), according to which the

standard deviation in measurement of Ni is given by

σi 5 σ2
t 1σ2

b

� �1=2
; ð9:11:24Þ

where the subscripts i, t, and b refer to the peak, the total, and the background,

respectively. The spread in the total counts is given by σi 5
ffiffiffiffiffi
Nt

p
: To calculate the

spread in the background counts we note from Eq. (9.11.22) that since v and w are

constants, the spread in Nb is equal to the spread in Nb11Nb2, i.e.,

σb �
w

v
Nb11Nb2½ �1=2: ð9:11:25Þ

This can be simplified by substituting the value of Nb11Nb2 from Eq. (9.11.22).

Hence we get

σb � w

v

v

w
Nb

h i1=2
: ð9:11:26Þ

Substitution of σt and σb in Eq. (9.11.25) yields

σi 5 Nt1
w

v
Nb

h i1=2
: ð9:11:27Þ

This equation can also be written in terms of Ni by substitution of Nt5Ni1Nb:

σi 5 Ni1Nb1
w

v
Nb

2
4

3
5
1=2

5 Ni1 11
w

v

0
@

1
ANb

2
4

3
5
1=2

:

ð9:11:28Þ
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Dividing both sides of this equation by Ni gives us the error in measurement of Ni:

σi

Ni

� δNi
5

1ffiffiffiffiffi
Ni

p 11 11
w

v

� �Nb

Ni

� �1=2
: ð9:11:29Þ

Note that, in the absence of background (Nb5 0), this equation reduces to

Eq. (9.11.5). This equation sets the limit to accuracy of the measurement of peak

area using our simple background elimination technique. To get an idea of how it

compares to the minimum possible error δNt
5 1=

ffiffiffiffiffi
Nt

p
, let us divide it on both sides

by δNt
:

δNi

δNt

5

ffiffiffiffiffi
Nt

Ni

r
11 11

w

v

� �Nb

Ni

� �1=2
: ð9:11:30Þ

One conclusion we can draw here is that the error in peak area depends on the

total background count. This is due to statistical fluctuations in the background

counts. So the common notion that the size of the background does not matter as

long as it is constant is not really correct. The only way background can be sup-

pressed is by improving the experimental setup. For example, proper shielding can

suppress background considerably.

Problems

1. Show that for large numbers of data points, the maximum likelihood function approaches

the Gaussian distribution function.

2. Using the maximum likelihood method, show that the number of measurements needed to

get a particular value of the parameter ξ with a certain accuracy can be obtained from

N5
1

ðΔξÞ2
ð
1

L

@L

@ξ

� �2
dx;

where L is the likelihood function. The accuracy of the measurement is characterized by

Δξ. (Hint: Start by writing Eq. (9.3.49) for N number of measurements.)

3. In a radioactive decay experiment for measuring activity of a long-lived sample, the fol-

lowing counts are observed:

2012; 2154; 1993; 2009; 2028; 2129

� What would be the maximum likelihood function? (Hint: Radioactive decay can be

characterized as a Poisson process.)
� Estimate the value of the most probable activity (counts) using the maximum likeli-

hood method.

4. For the function of the previous exercise, estimate how many measurements must be per-

formed to get a value of μ5 0.5 with 1% accuracy.
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5. Given the following ADC counts observed in a radioactive decay counting experiment,

perform Student’s t test to determine if the means of the following two datasets differ sig-

nificantly from each other:

Measurement 1: 200; 220; 189; 204; 199; 201; 217
Measurement 2: 190; 230; 179; 188; 218:

6. In a research paper the following experimental results of two separate measurements of a

quantity are given:

112:566 0:78
104:236 0:34:

If the number of data points for each measurement was 12, determine at 95% confi-

dence level if the two means are significantly different from each other.

7. In two different experiments, the half life of a radioactive sample is found to be

15.56 2.3 days and 16.26 1.5 days. Determine the best estimate of the half life by com-

bining the two results.

8. In a radiation hardness study of a silicon detector, the system is exposed to a constant flux

of radiation over a long period of time. The damage caused by the integrated flux is mea-

sured by noting the leakage current at regular intervals of time. The following data are

obtained (units are arbitrary):

Integrated flux: 0; 100; 200; 300; 400; 500; 600
Leakage current: 453; 638; 773; 958; 980; 1120; 1334:

Determine the degree of correlation between the two datasets.

9. Suppose you want to fit an exponential function of the form a exp(2 bx) to a dataset.

Determine the least squares fit equations that you will need to solve to determine the coef-

ficients a and b.
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10Software for data analysis

With the advent of electronic detectors and fast data acquisition systems, the

amount of data available for analysis has grown tremendously. A natural conse-

quence of these developments has been the application of sophisticated analysis

techniques to the datasets. However, this would not have been possible without the

availability of affordable computing power and memory. Today’s computers per-

form millions of floating point operations in a flash, something that was unthink-

able before computers became available.

In the early days of personal computing, the trend was to develop data analysis

packages from scratch and according to the particular needs. Most of these packages

were developed in the programming language Fortran, which was and still is a very

powerful language. Later on, as more and more program routines became available

to the general user, the trend shifted toward implementing these small program snip-

pets to develop the required software. This trend is still continuing, though with a bit

of a twist now. Specifically, developers now use C11 classes instead of Fortran sub-

routines. These classes are reusable programs, which can be modified by the pro-

grammer according to the specific needs without recoding. This powerful concept is

at the heart of the object-oriented programming languages.

10.1 Standard analysis packages

In this section, we will visit a few data analysis packages that are commonly used

in the field of radiation detection and measurement. But before we start, it should

be noted that the descriptions given here are not meant to be complete in any sense,

and no attempt has been made to extensively test or compare the packages. Each

package has its own advantages and disadvantages and therefore we do not recom-

mend any one over the others. To make an informed decision, the reader should go

through the detailed descriptions of these packages as available on their respective

websites and elsewhere.

10.1.A ROOT

ROOT is a very powerful data analysis and visualization package. It was originally

developed for the high-energy physics community by René Brun and Fons

Rademakers at CERN in the mid 1990s. An important part of ROOT is its C11
interpreter called CINT, developed independently by Masa Goto from Japan. CINT

has been integrated into ROOT for its command line and script processing.
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ROOT is a freely available program and is open source, meaning that its source

code is also available for modification. This approach has enabled users in the

scientific community to modify segments of the program independently and make

the modified code available to other users. Hence the software can be said to be in

continuous development.

Although ROOT was originally developed to tackle analytical tasks encountered

in high-energy physics, it is in no way limited to this field and is being successfully

used in a variety of disciplines.

ROOT has an object-oriented framework. This means that the utilities that are

commonly needed for analysis have already been provided and the user can simply

use those to develop custom analysis code. One of the main advantages of this

approach is that it shrinks considerably the amount of code that must be written for

any particular analysis. Other advantages include customization of the utilities and

their repeated usage. Of course, ROOT has inherited these aspects from the object-

oriented nature of C11.

A.1 Availability

ROOT can be downloaded free of charge from its dedicated server: http://root.cern.

ch/. The software is open source, which means that its source code is available as

well. Software binaries are also available for most of the standard hardware plat-

forms including Windows and Linux. The installation of ROOT depends on the

platform, and therefore the user should read through the installation instructions

available on the Internet site mentioned above.

In the following sections, we will briefly discuss the basic structure of ROOT

and introduce the reader to its syntax using some examples. For further information,

the interested reader is encouraged to look at the manuals available on ROOT’s

Internet site. Although the examples discussed here have been tested only on an

Intel x86 machine running under Fedora Core 1, the codes should work on any

platform.

A.2 Data handling, organization, and storage

ROOT can handle data in various formats. In fact, since it is based on C11, one

can tailor the analysis routine to import/export data in any format.

For organizing and storage, ROOT’s authors have developed a specific method

called trees. The tree structure is designed to optimize the access and storage of

data. A tree consists of branches, buffers, and leaves. The structure is stored in a

special binary format file with an extension.root. The ROOT file is composed of

directories containing objects in several levels. Thus, the structure looks like a stan-

dard UNIX file directory. The best way to browse a ROOT file is to use the

TBrowser method. This can be done by creating a TBrowser object on ROOT’s

command line by typing TBrowser b;, which creates a window similar to the one

shown in Figure 10.1.1.
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As the name suggests, the TBrowser window is a platform where the whole

ROOT file can be browsed. The browser not only shows the current directory but

also a directory called ROOT Files, where the ROOT file being browsed exists.

Note that ROOT does not create a new physical directory, but rather loads the file

to a location in the TBrowser’s memory (Figure 10.1.2). When one double-clicks

on a ROOT file in any physical directory, the file is loaded into the ROOT Files

location, where it can be browsed.

Double-clicking the ROOT file in the ROOT Files location expands it into

objects as shown in Figure 10.1.3.

The individual objects can then be double-clicked for examination. For example,

Figure 10.1.4 shows the histogram that was obtained by double-clicking the first

icon in Figure 10.1.3. In the example shown, the ROOT file contains only a few

histograms. However, the design of ROOT allows it to contain any allowed object,

such as trees.

The tree structure is a generalization of the ntuple structure, which contains only

floating point numbers. A tree, on the other hand, may consist of many objects,

such as histograms and arrays. The main advantages of saving data and analyses in

a tree structure are faster data access and processing. The faster speed is a conse-

quence of the way the tree structure has been designed. It has a hierarchical struc-

ture consisting of leaves, branches, and buffers. These objects can be accessed

independently of other similar objects in a tree, and therefore reprocessing does not

require the whole dataset to be accessed.

Figure 10.1.1 TBrowser window of ROOT.
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Figure 10.1.2 When a ROOT file is clicked twice in any directory, the TBrowser loads it

into the ROOT Files location.

Figure 10.1.3 When a ROOT file in the ROOT Files location is clicked twice, the TBrowser

expands it into its constituents. The figure here shows a ROOT file consisting of a number of

histogram objects.
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A.3 Data analysis capabilities

Since ROOT has been specifically designed to address the needs of high-energy

physicists, and therefore its libraries are geared toward the appropriate analyses and

methods. However, this does not in any way limit the utility of ROOT in other fields.

The reason is that most of the methods adapted in high-energy physics analysis can

be applied to other fields as well. An obvious example is regression analysis, which

is often required to model experimental data.

The main difference between ROOT and other analytical software is that ROOT

provides the user with a framework on which a complete custom analysis package

can be designed. This feature comes in handy when designing a large-scale analysis

package that is capable of handling very large datasets. That is why ROOT is gen-

erally preferred in high-energy physics experiments where immense amounts of

data have to be analyzed.

At present ROOT has almost all the commonly used statistical analysis methods

built into it. ROOT also has very efficient matrix manipulation libraries.

A.4 Graphics capabilities

ROOT has very strong data visualization capabilities. Different types of one-

and two-dimensional graphing functions are available, which produce publication-

quality graphics. The figures can be manipulated either through commands or

through a graphical interface (Figure 10.1.5).

Figure 10.1.4 A ROOT histogram obtained by double-clicking the appropriate icon in the

test.root file.
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The plotting methods available in ROOT have all the functionalities that are nor-

mally required. For example, one can draw error bars, choose the type of data point

display, manipulate labels and tiles, and save the figure in different formats.

One- and two-dimensional histograms can be filled, drawn, and displayed in ROOT

with only a few lines of code. The histogram statistics can also be drawn on the

same canvas. Modification of a histogram is also permitted after it has been drawn.

A.5 Using ROOT

ROOT can be used in the following three different ways.

� Interactive mode: In this mode the user invokes the CINT to interactively issue com-

mands. If one types root at the command prompt, the CINT gets invoked with a screen

dump similar to the one shown in Figure 10.1.6. At this point CINT is ready to call stan-

dard C11 or ROOT routines. However, running in interactive mode does not mean that

the user must issue all the commands successively and one at a time. One also has the

option to create a macro and then execute it from the command line. A macro is simply a

collection of all the commands in the order in which they are supposed to be executed.

A macro can be executed from command line by typing root[ ].x macrofile.C;. Note that

a macro does not have a main function.
� Executable mode: A ROOT macro with all the required files and a main function can be

compiled and linked using a Makefile. The executable macro can then be run indepen-

dently of the ROOT package.
� Interface mode: In this mode the classes of ROOT are used to develop a custom analysis

package according to particular needs. This is the most common mode in which ROOT

is used.

Figure 10.1.5 The figure editor of ROOT can be used to manipulate the figures, such as

adding text or graphics.
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Since C11 is the programming language for ROOT, all the commands must be

C11 commands. For some, this is a disadvantage since it requires one to become

familiar with C11. But for those who already know C11, using ROOT is a simple

matter. One thing that should be pointed out is that for small to moderate analysis

tasks, one need only know the basic C11 methods, and therefore one can essen-

tially start working with ROOT and learn C11 at the same time.

A.6 Examples

Now that we have some idea of what ROOT is and how it can be used, let us have

a look at some practical examples of its usage.

We will start with the most basic of C and C11 commands in the interactive

mode of ROOT. We want to see if CINT accepts standard output commands of C

and C11. Figure 10.1.7 shows a screen dump of this exercise. It is apparent that

the CINT syntax is exactly the same as that of C and C11. The first command is a

C11 output stream command, which by default sends the output to the screen dis-

play. The second is a C command to display a text. In the third, a loop has been

introduced that prints out a sentence five times on the screen.

As mentioned earlier, it is also possible to write all the commands in a file and

then run it as a macro. To show how this is done, we will write all the above com-

mands in a file named example1.C (Figure 10.1.8) and then run it from ROOT. The

macro can be executed with the command.x example1.C, as shown in Figure 10.1.9.

Let us have a look at another example. Suppose we have some experimental

data that we want to plot as well as perform a regression fit on. We will first write

a macro to plot the data. For simplicity we will hardwire the data into the macro,

which in fact is not a preferred method. Usually one would read the data from a file

Figure 10.1.6 Typical screen dump at startup of ROOT’s command line interpreter CINT.
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Figure 10.1.7 Screen dump of ROOT output to three text display commands.

Figure 10.1.8 Macro to run from the command line interface of ROOT.

Figure 10.1.9 Screen dump of ROOT output of the macro example1.C executed at the

command line.
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using standard C or C11 commands. The macro, together with comments explain-

ing different commands, is shown in Figure 10.1.10.

To run this macro we type.x graph.C; at the command line interface of ROOT.

This produces a graph of y versus x as shown in Figure 10.1.11. Our next step is to

fit a regression line to the data.

Figure 10.1.10 Macro graph.C to produce a two-dimensional graph.

Figure 10.1.11 Result of running the macro graph.C.
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As mentioned earlier, ROOT provides a number of libraries for fitting standard

and user-defined functions to data. Here, since the data show an obvious linear

trend, we will try to fit a straight line. The easiest way to do this is to use ROOT’s

fit panel, which is a graphical user interface specifically designed for fitting. It can

be invoked by right-clicking on any data point in the graph and then selecting the

Fit Panel method (Figure 10.1.12). Since we know that a straight line is a first-

order polynomial, we will select pol1 from the panel. Subsequent clicking on Fit

produces a screen dump on the command line interface, as shown in

Figure 10.1.13. Since we did not select the Do not draw function option from the fit

panel, the corresponding fit line will also be drawn on the graph (Figure 10.1.14).

Fit panel provides the user with built-in options for fitting polynomials of up to

order 9. Other built-in functions include Gaussian, Landau, and exponential.

However, one is not restricted to these functions only. In fact, any function can be

fitted by clicking on the user tab on the fit panel, which uses a function named user

to perform the fit. Therefore, before using this method, the user function must

already have been defined and loaded. The easiest way to do this is to write a short

macro containing the definition of this function and run it before calling the Fit

Panel. The disadvantage with this method is that modifying the function would

mean changing it in the macro and running it again.

It is not absolutely necessary to use the fit panel for fitting. A few lines of code

in a macro can also produce the same results. In fact, performing a fit from a macro

Figure 10.1.12 Fit panel of ROOT.
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has the advantage of more flexibility in terms of choosing the fitting function.

Fit panel is most useful if one intends to fit library functions manually through the

user panel.

10.1.B Origins

Origin1 is an easy-to-use and a very versatile data analysis package developed by

OriginLabs Corporation. One of its attractive features is its ability to produce pro-

duction- and presentation-quality graphics. But perhaps its strongest point is its use

of well-tested numerical algorithms from Numerical Algorithms Group (NAG).

These algorithms and their C libraries have been independently developed and

tested by NAG and are known to produce dependable results. Origin provides

access to these libraries not only through the simple menu-driven point-and-click

Figure 10.1.14 Straight-line fit of the data.

Figure 10.1.13 Fitting parameters produced by ROOT.

1Origins is a registered trademark of OriginLab Corporation.
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commands, but also through its own C language called Origin C. This slightly

modified form of ANSI C language includes some features of C11 as well.

Its compiler has been built to fully recognize ANSI C, and therefore a user can

choose to write code in simple C and still be able to call NAG routines.

Following are some examples of the types of analysis performed through NAG

data analysis routines in Origin:

� Descriptive statistics
� Correlation analysis
� Regression analysis
� Interpolation
� Curve fitting
� Surface fitting
� Nonparametric statistics
� Fourier transformation

Most tasks in Origin can be performed through its menu-driven commands.

However, in order to develop a complete customized data analysis package, one

uses its programming environment. A typical screen shot of Origin is shown in

Figure 10.1.15. Note that here we have converted the image into grayscale from its

original multicolor version.

Figure 10.1.15 A typical screen shot of Origin.

(courtesy of OriginLab).
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B.1 Data import capabilities

In order to make Origin compatible with most standard software packages, its

authors have designed it such that it can import/export data from/to very diverse

data file formats. Following are some of the data formats for which Origin has

built-in import utilities:

� ASCII-delimited text (DAT, CSV, TXT, etc.)
� Lotus
� Data Interchange Format
� Thermo Galactic SPC
� MATLAB
� MiniTab
� LabTech
� SigmaPlot
� Sound (WAV)
� Mathematica
� Kaleidagraph
� pCLAMP (Axon binary and data files)
� Microsoft Excel spreadsheet

In addition to these formats, it can also access data from SQL2 Server, MySQL,3

Microsoft Access, and other databases using ODBC.4 The user can also import data

written in any other format as long as the details of the format are known. The newer

version of Origin has a data import wizard that takes the user stepwise through the

process. Several data filtration options are also available, which can save the user

from coding these tasks in the script.

B.2 Graphics capabilities

The graphics capabilities of Origin are among the finest available in commercial

data analysis packages. With Origin one can generate essentially any type of two-

or three-dimensional graph. The graphs can be generated either using Origin C lan-

guage or through menu-driven commands. The graphs can also be edited using user

interfaces.

B.3 Data analysis capabilities

Origin’s data analysis libraries are based on NAG5 routines, which are not only reli-

able but are also known for fast algorithms. This assures the user that the analysis

is being performed by one of the best codes available.

2Structured Query Language or SQL is a computer language used for handling data in relational database

management systems.
3MySQL is a multithreaded, multiuser SQL database management system.
4ODBC is an acronym for open database connectivity. It provides a standard software application pro-

gramming method for using database management systems.
5NAG stands for Numerical Algorithms Group. The group has released a large number of numerical

computation libraries for C and C11.
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Origin provides the user with a very broad range of data analysis libraries and

methods. Following are some examples of the types of analysis that can be per-

formed in Origin. This list is not complete, and the interested reader is encouraged

to consult Origin manuals for an up to date list.

� Linear and polynomial regression
� Nonlinear curve fitting
� Signal analysis
� Baseline and peak finding
� Curve smoothing
� Descriptive statistics
� One- and two-way ANOVA
� t-test
� Survival analysis

B.4 Programming environment

Origin has a powerful development environment Code Builder to write, compile,

link, run, and debug code in its specifically designed language Origin C. Origin C

is fully compatible with ANSI C but also includes some features of C11. A strong

base of NAG C libraries is also available to facilitate designing of custom analysis

packages.

B.5 Examples

Let us now have a look at a few examples of Origin usage. It should be pointed out

that here we will be performing very simple analyses, which are not meant to show

the effectiveness of Origin as a data analysis package. The intention is to outline

the basic data analysis workflow in Origin.

Let us first assume that we have some data that we have gathered from a detec-

tor at equal intervals of time. First we want to quickly look at the data and have a

qualitative idea of its time evolution. For this we must first import the data into

Origin’s spreadsheet. The newer version of Origin has an import wizard, which can

be used to import any type of data. Import wizard is a very user-friendly interface

that guides the user through the data import process. At the end, it dumps the data

into the chosen spreadsheet. We used this wizard to import the data and then plotted

it by first selecting the columns and then invoking the Line command from the Plot

pull-down menu. This produced the desired graph, as shown on the left of

Figure 10.1.16. Now, looking at this time series, we realize that there are some peri-

odicities in the data. The best way to determine the periodicities is to perform a fast

Fourier transform or FFT on the data. Performing FFT in Origin is simply a matter

of a few mouse clicks, since a number of FFT algorithms are already built into its

library. First we select the data columns and then from the Analysis pull-down

menu we invoke the FFT method, which causes a popup menu to appear on screen.

Here one can change the box method for FFT, choose between Amplitude and

Power, and select some other functions. The result of the FFT appears in a

new table that contains frequencies, real and imaginary components, phase, and
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amplitude (or power density). The amplitude or power density and phase are auto-

matically plotted in a publication-quality template as shown on the right side of

Figure 10.1.16. It is obvious that the frequencies in the data are clearly marked in

the power density spectrum. This method of finding periodicities in the data is very

common. However, it has the limitation that the data must be regularly spaced and

must have been sampled at or above the Nyquist frequency (see chapter on data

analysis and statistics). For irregularly spaced data one can use Lomb method

instead.

Let us now move to another example. What we now want is to fit a nonlinear

function to data. We follow the same steps as outlined in the previous example for

importing and plotting the data. From the Tools pull-down menu we select

Nonlinear fit wizard method. A popup window appears where one can choose the

fitting function or define a new one. Origin has a very large number of built-in

functions, and one rarely needs to define a custom function. For our example, we

chose to fit a fifth-order polynomial to the data. The result is shown in

Figure 10.1.17. The statistics related to the fit are also displayed along with the

plot. The fitted curve itself is superimposed on the actual data plot, giving the user

a qualitative way to judge the fit. Another very useful feature of the fitting wizard

is that it also shows the form of the selected fitting function, which gives the user

some idea of whether the function would be a good fit to the data or not.

Figure 10.1.16 Plotting a time series and performing FFT in Origin.
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All of the fitting functions available in the fitting wizard are also available in

Origin C. Hence, if one decides to write a code for data analysis, all these methods

can be called by using built-in Origin C functions. This route is generally chosen

when repeated analyses of large datasets are to be performed. In such a case, one is

better off writing a code once and running it each time instead of invoking the

menu-driven functions.

Let us now look at another example. Suppose we want to draw a histogram

from a dataset. Recall that a histogram is a plot of the frequencies at which a

parameter assumes different values. It is a very important tool since it characterizes

the distribution function of the parameter under consideration. And if we know the

distribution function, we can determine the expectation value of the parameter

under any confidence interval (see chapter on data analysis). So, first, we import

the data using the import wizard of Origin. Then from the Statistics pull-down

menu we choose the frequency function. A popup menu appears with minimum

and maximum values of the parameter along with a bin size. All these values can

be changed if needed. The result of the frequency count appears in a table, which

can then be plotted from the Plot pull-down menu. Figure 10.1.18 shows the histo-

gram created in this way and plotted as a bar chart. Next, a Gaussian fit was

also performed using the fitting wizard. The result has been plotted on the same

histogram.

Figure 10.1.17 Result of fitting a fifth-order polynomial in Origin.
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10.1.C MATLAB

MATLAB is a very powerful high-level computing language and interactive devel-

opment environment developed by Mathworks. It is capable of handling extremely

complicated data analysis and visualization tasks. The MATLAB programming lan-

guage is an easy-to-learn and easy-to-use high-level language, which, together with

its interactive environment, provides the user with the capability of integrating the

code with other programming languages, such as C, C11, and Fortran. A typical

screen shot of MATLAB’s development environment is shown in Figure 10.1.19.

C.1 Toolboxes

A very strong feature of MATLAB is the availability of a number of very powerful

toolboxes to perform specific tasks. These toolboxes are add-ons to the standard pack-

age and must therefore be installed before their respective functions can be used. At

the time of the writing of this book, the following toolboxes are available as add-ons:

Math, statistics, and optimization
� Symbolic Math Toolbox
� Partial Differential Equation Toolbox
� Statistics Toolbox

Figure 10.1.18 A histogram and its Gaussian fit.
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� Curve Fitting Toolbox
� Optimization Toolbox
� Global Optimization Toolbox
� Neural Network Toolbox
� Model-Based Calibration Toolbox

Control system design and analysis
� Control System Toolbox
� System Identification Toolbox
� Fuzzy Logic Toolbox
� Robust Control Toolbox
� Model Predictive Control Toolbox
� Aerospace Toolbox

Signal processing and communications
� Signal Processing Toolbox
� DSP System Toolbox
� Communications System Toolbox
� Wavelet Toolbox
� RF Toolbox
� Phased Array System Toolbox
� LTE System Toolbox

Figure 10.1.19 A typical screen shot of MATLAB’s interactive development environment.

(courtesy of Mathworks).
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Image processing and computer vision
� Image Processing Toolbox
� Computer Vision System Toolbox
� Image Acquisition Toolbox
� Mapping Toolbox

Test and measurement
� Data Acquisition Toolbox
� Instrument Control Toolbox
� Image Acquisition Toolbox
� OPC Toolbox
� Vehicle Network Toolbox

A quick look at this list reveals that MATLAB is more than a simple data analy-

sis package. Data analysis is merely a part of the extremely diverse tasks it can

perform.

C.2 Data acquisition and import capabilities

MATLAB allows the user to import data from different sources in a variety of for-

mats, including

� ASCII text files
� Microsoft Excel files
� Image files in any standard graphics format
� Sound files
� Video files

The user can also access other types of binary files, files from web pages, and

XML files through low-level functions available in MATLAB. The data acquisition

tool box can be used to acquire data from hardware devices. Examples of such

devices are a computer’s standard communication ports and custom-designed com-

puter interfaces. Online data acquisition coupled with real-time analysis libraries

and database support make MATLAB a complete data acquisition, analysis, display,

and storage system.

C.3 Data analysis capabilities

As mentioned earlier, MATLAB has a number of toolboxes to handle essentially

any data analysis task. However, most of the commonly used data analysis func-

tions are already available in the standard package, some of which are listed below:

� Descriptive statistics
� Curve fitting
� Correlation
� Filtering
� Fourier transformation
� Matrix analysis
� Interpolation
� Smoothing
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C.4 Visualization capabilities

MATLAB has very strong and user-friendly plotting libraries to produce

publication-quality plots. It also has an interactive environment where users can

modify and create graphics. This environment can be used to change the shape and

properties of any object on the graphics. One can also drag and drop new datasets

onto an existing figure. Furthermore, operations like zooming in/out, rotating, and

panning are also available.

Any type of two- and three-dimensional graph can be produced in MATLAB

with a few mouse clicks or by writing a few lines of code. The two-dimensional

plotting functions available in MATLAB include the following:

� Scatter, line, bar, and pie charts
� Histograms
� Polygons and surfaces
� Animations

MATLAB also has three-dimensional plotting capabilities. For example, one can

create surface, contour, or mesh plots from data. Three-dimensional surfaces can

also be created interactively.

C.5 Programming environment

As stated earlier, MATLAB is a high-level programming language with very strong

library support. A large number of mathematical and statistical functions are avail-

able in MATLAB, which can be accessed through high-level commands. The

MATLAB language is different from traditional programming languages in that it

has a high-level and very easy-to-use syntax. For example, the user does not have

to worry about declaring variables or initializing them before use. A new user can

learn the basic syntax very quickly.

C.6 Examples

Let us now have a look at a few examples of MATLAB usage. We will first gener-

ate a time series consisting of three sinusoidal frequencies and white noise. We will

then plot the series, perform the Fourier transform, and plot the power spectral den-

sity. Although we can perform these tasks on the command line interface of

MATLAB, it is always better to write all the commands in a macro and run it.

The program written in the code editor of MATLAB is shown in Figure 10.1.20.

The different lines in the code are explained below:

� Lines 1�3: Comments that are ignored by the compiler.
� Line 5: Generate the time axis from 0 to 5 s in steps of 0.001 s. This is equivalent to sam-

pling the data at 1/0.0015 1 kHz. Hence, according to the Nyquist theorem, we should be

able to identify frequencies of up to 500 Hz in the dataset.
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� Line 6: Generate the data (which could be ADC counts) consisting of four sinusoids with

frequencies of 50, 100, 150, and 100 Hz. We have arbitrarily assigned weights to these

sinusoids as well. The factor 300 is also arbitrary and is meant to keep the data values

positive at all times.
� Line 7: Add white (random) noise to the values generated in the previous step.
� Line 8: Creates first canvas for the figure. This is not needed if one intends to generate

only one figure.
� Line 9: Plot the time series (Figure 10.1.21).
� Line 10�12: Set title and labels of the plot just generated.
� Line 13�16: Calculate mean, median, maximum value, and standard deviation of the

data. The values are sent to the standard output, which for MATLAB is its command line

interface. We did not need to compute these values for this example, and they are only

meant to demonstrate this capability of MATLAB.
� Line 17: Compute the FFT of the data.
� Line 18: Compute the power spectral density from the real and imaginary components

computed in the previous step.
� Line 19: Normalize the frequency and select one half of the transform since the other half

is the image copy of the first one.
� Line 20: Set the first value to be zero since it is simply the sum of all values.
� Line 21: Create another canvas to plot the second figure.
� Line 22: Plot the power spectral density (Figure 10.1.22).
� Lines 23�24: Set the title and x-axis label.

Figure 10.1.20 A simple code written in the code editor of MATLAB.
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Figure 10.1.21 A time series plot generated in MATLAB.

Figure 10.1.22 Power spectral density of the data shown in Figure 10.1.21.
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10.2 Custom-made data analysis packages

Sometimes it is not feasible to use an existing software analysis package due to

availability, cost, or customization difficulties. In such a situation one must develop

a custom analysis code. This, in fact, is not as complicated a task as it sounds,

thanks to the availability of a whole line of high-level programming languages,

numerical recipes, and graphics libraries. Fortunately, a very large number of data

handling and analysis routines have already been written and are available free of

cost. For example, if one wishes to incorporate an integration algorithm into the

code, it is not necessary to write the code from scratch as there are a number of

libraries available that can simply be used in the code. Now, this does not mean

that writing a data analysis package means merely adding some available bits and

pieces together. In fact, a whole package has many more components besides the

core analysis routines. In general, any data analysis package has the following four

basic parts:

� Data import/export routines
� Data analysis routines
� Data visualization and storage routines
� User interface

Of course, the most important among these are the data analysis routines, which

depend on the particular methods and algorithms that are to be coded. Hence, dur-

ing the development of any data analysis package, careful attention should be paid

to development and implementation of the analysis methods.

In the following sections, we will spend some time discussing the different parts

of a typical data analysis package.

10.2.A Data import/export routines

Such routines can be fairly easily developed in any modern high-level programming

language. Different languages provide the developer with different ways to handle

input/output. For example, C11 has input/output streams that can import and

export data in different formats.

An important aspect of any data acquisition and storage system is the format of

the data file it generates. Since the data analysis program has to read data from

such files, one should be careful in choosing their format. The choice depends on

many factors, but perhaps the most important is the size of the dataset. For small

data files, on the order of a few megabytes, one is better off writing data in delim-

ited ASCII text format. The reason is that it becomes fairly easy for the user to

visually inspect the entries in the data file if needed. One can do this for a binary

file as well, but only with the help of a binary-to-text translator. For very large data

files, on the order of gigabytes or more, one should use binary format. The format

of such a file depends on several factors, such as user accessibility and data

handling routines. There are standard binary formats, such as ZEBRA, for which

extensive read/write routines are available in different languages. Using such a
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standardized format is advantageous since it simplifies the task of the developer as

well as the user.

One good thing about binary format is that its access is much more efficient and

faster than the ASCII text format. The efficiency of reading ASCII data files

decreases with file size, and therefore for moderate-size datasets one should weigh

the pros and cons of saving the data in both formats before designing the package.

Coming back to the data analysis package, the developer should first understand

the format of the data file and devise efficient and faster means of accessing the

data. For example, extensive use of rewinding ASCII text files decreases the speed,

and therefore one is generally better off reading all the entries, even if they will be

used in a later part of the code, and keeping them in arrays.

10.2.B Data analysis routines

It has been mentioned a few times before that it is advantageous to use available

data analysis routines that are based on tested algorithms. However, in some cases

one may resort to complete code design and development. The prerequisite to

writing data analysis routines is the development or availability of an algorithm.

In fact, algorithms are the heart of any data analysis system. If it has not been

properly developed, the code can produce false results. The program in this case

might not produce any errors, and if the values are not far off from the expecta-

tions, the user would never know that the results were actually incorrect. Hence,

development and implementation of algorithms requires extreme care and attention

to detail.

The first two parts of the algorithm development process are understanding the

task and choosing a method to handle that task. For example, for a certain analysis

package one might be interested in determining the correlation of two datasets

belonging to two variables. Since there are different ways to determine the correla-

tion, one should determine which method would best suit in the particular situation.

In general, there are different ways to solve a particular problem, and the choice

depends on several factors, including

� The application
� The required accuracy of the results
� The available computing power
� The amount of available processing time

After deciding on the method to solve the problem, the step-by-step computa-

tional tasks are defined in a so-called flow diagram. A flow diagram is simply a

graphical display of the steps that are to be taken, such as data transfer, computa-

tions, storage, and display. It helps the code developer by dividing the program into

smaller segments, which makes the program not only more efficient but also helps

during modifications and debugging. Though development of a flow diagram is a

standard and very useful procedure, it is not universally practiced, especially for

smaller programs.
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10.2.C Code generation

After an algorithm has been developed, the next step is to implement it in a pro-

gramming language. At this point the developer has to decide on a particular lan-

guage for coding the algorithm. Practically speaking, most of the time this decision

is based on the personal liking and experience of the developer for a particular lan-

guage. However, one should take into account at least the following factors while

deciding on a language:

� Amount of computations
� Available computing power
� Display requirements
� Code reusability requirements
� Code expandability requirements

The first two of these requirements are not of much significance due to the avail-

ability of today’s computing power. It is arguable whether the languages specially

designed for scientific computing, such as Fortran, are actually more efficient than

other languages, such as C or C11. Therefore, the earlier trend of writing scientific

code in Fortran has now shifted to C11, which provides the user with more flexi-

bility and better designing power compared to Fortran. The codes written in C11
are comprised of small segments called classes, which can actually be reused. This

strong feature of object-oriented languages has revolutionized program design and

development.

10.2.D Result display

Displaying results is one of the more difficult tasks as it requires special program-

ming skills. The difficulty also comes from the fact that display methods depend on

the platform. A method that works well on a machine running Microsoft Windows

may not work at all on a Unix-based system. This difficulty can be overcome by

using a language that is platform independent, such as Java.
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11Dosimetry and radiation

protection

The extensive use of radiation in many fields has prompted the development of the

field of radiation dosimetry. The main purpose of dosimetry is to measure the inte-

grated and/or instantaneous radiation dose received by a person or a material.

Originally the emphasis was on determining the integrated dose received by a per-

son working in a radiation-intensive environment to ensure safety. However, the

discovery that radiation may also affect materials to the point that they become

unusable has stretched the applicability of this field to the study of materials in

industrial and research environments. We have already seen in the chapter on semi-

conductor detectors that radiation damage poses a major problem, especially in

high radiation fields. This has led researchers, such as physicists working at particle

accelerators, to establish continuous dosimetry programs for their detectors. Other

areas where dosimetry plays a central role are medical diagnostics, radiation ther-

apy, and nuclear power generation.

Most of the detectors used for dosimetry are based on the designs we have

already discussed in earlier chapters. In this chapter we will look at the most com-

monly used dosimetry techniques.

11.1 Importance of dosimetry

It is a universally accepted fact that radiation causes damage, which can range

from a subtle cell mutation in a living organism to bulk structural damage in a

semiconductor detector. The type of damage depends mainly on the type and

energy of radiation and the type of material. This damaging mechanism of radia-

tion is sometimes exploited for the benefit of mankind. An obvious example is

the radiation therapy for cancer, where cancer cells are targeted and destroyed by

radiation.

Unfortunately, the damage caused by radiation cannot always be easily quanti-

fied. Some types of cell mutations caused by radiation take years to develop into

detectable cancers. The same is true for electronic components in a hostile radiation

field. The damage is so slow that often it is hard to notice the small degradation in

performance. The question is, how then do we find out if a particular individual or

equipment has received a high enough dose? The answer lies in statistics. There

have been extensive studies to determine safe radiation levels for individuals, radia-

tion workers, and equipments using statistical inferences drawn from the data
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collected over long periods of time. Based on these studies, standards have been set

for maximum allowable dosage to humans. For materials, in most cases the issue is

performance degradation and not safety, and therefore no universally accepted stan-

dards exist.

11.1.A Dose and dose rate

As radiation passes through a medium, it deposits energy, which can cause damage

to the material. This damage can be acute if a high-level dose is delivered in a short

period of time. This happens when the dose delivered per unit of time is so high

that the material does not get enough time to heal itself. In literature, this kind of

dose is sometimes referred to as the instantaneous dose. However, this designation

is somewhat misleading. The acute damage always depends on the time integrated

energy is deposited by the radiation. If the energy deposition time is shorter than

repair mechanisms require, acute damage can occur. Hence the safe practice is to

use dose and dose rate to refer to the integrated energy deposition and the

energy deposition per unit time, respectively. In this book, wherever the term high

instantaneous dose is mentioned, it will refer to a high dose delivered in a short

period of time.

11.2 Quantities related to dosimetry

11.2.A Radiation exposure and dose

Radiation is capable of causing damage to both living and nonliving things through

different processes. It is natural to think that the severity of the damage would

depend on the amount of radiation absorbed by the material. Though this is true for

the case of acute radiation damage, there are also statistical processes that may

cause damage. The severity of these statistical effects does not depend on the inten-

sity of the radiation. One such effect is the mutation in cells, where even low levels

of radiation can cause permanent damage. In this case, the amount of radiation can

not only increase the probability of initiation of damage but also its severity. Many

organizations keep track of the fatal cancer risk factor in their radiation workers by

computing the integrated dose they have received over a given time period. Apart

from cancer, exposure to high radiation can also cause severe skin burns and tissue

damage. In medicine, radiation dose calculations and measurements are routinely

performed to minimize the harmful effects of radiation.

Because the amount of radiation is an important factor in quantifying the possi-

ble damage to materials, the terms radiation exposure and radiation dose have been

devised. It has been found that both living and nonliving things are affected not

only by high levels of instantaneous doses but also by low levels of sustained doses.

With the availability and use of high radiation environments, such as particle accel-

erators, the question of radiation damage to electronic circuitry and detectors is get-

ting more and more attention. For example, a lot of research is being carried out to
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produce so-called radiation-hard semiconductor detectors for use in high-energy

particle colliders. Most semiconductor detectors become unusable after being

exposed to high radiation fields for an extended period of time (1 or 2 years) and

consequently require replacement. This is a major drawback of these otherwise

highly sensitive detectors.

A.1 Roentgen (R)

A roentgen is a measure of exposure due to photons only (x-rays or gamma rays)

and is based on the amount of ionizations they produce in air; 1R equals the dose

needed to ionize and produce 2.583 1024 coulombs of positive and negative

charges in 1 kg of air. The roentgen is not used in dosimetry any more since the

measure is not applicable to all tissues, such as bones, and because it represents

dose due to photons only.

A.2 Absorbed dose

The amount of energy deposited in a medium per unit mass of the medium by ion-

izing radiation is called absorbed dose. It is measured in units of J/kg. For the

absorbed dose the particular name of this unit has been chosen to be gray (Gy),

with

1 Gy5 1 J=kg:

Apart from Gy, there is another unit of absorbed dose called the rad. Even

though rad has mostly been replaced by Gy, it can still be found in literature. The

rad was introduced in 1953 to replace the roentgen, which was the unit of exposure

due to x-rays and γ-rays only. It is defined as the dose equivalent to the absorption

of 0.01 joule of energy per kilogram of tissue.

A.3 Equivalent dose

It is often said that absorbed dose cannot be used to characterize the biological

effects of radiation. In fact, absorbed dose cannot be used to characterize damage to

any material. All it represents is how much energy has been absorbed by the

medium and not what damage it has caused. In this respect, absorbed dose treats all

types of radiation equally. That is, for absorbed dose there is no difference between

a photon and an α-particle if they deposit the same amount of energy. Hence, when

it comes to the effects of radiation, one cannot use absorbed dose as the relevant

quantity. Now, since dosimetry is primarily concerned with the safety of personnel,

another quantity called the equivalent dose has been defined to characterize the

damaging effects of radiation on tissues. The basic idea is fairly simple: Multiply

the absorbed dose by a factor representing the biological effectiveness of radiation

and the location of its source to cause damage; that is,

HT ;R 5wR � DT ;R; ð11:2:1Þ
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where HT,R is the equivalent dose due to radiation type R, DT,R is the mean

absorbed dose delivered by radiation R, and wR is the radiation weighting factor.

The radiation weighting factor is given by

wR 5QR � NR: ð11:2:2Þ

Here QR and NR are the quality and modified factors for the radiation type R respec-

tively. For external sources of radiation, NR is taken to be unity. For internal

sources, its value depends on how radiation interacts with the material. In most

cases, it assumes a value near unity, and therefore NR5 1 can be safely used in the

above equation. Hence, knowledge of the quality factor is generally sufficient to

calculate the weighting factor. The radiation weighting factors for different types of

radiation are listed in Table 11.2.1.1

Table 11.2.1 Radiation weighting factors for different types of
particles [26]

Type of radiation Quality factor (wR)

Photons 1

Electrons, muons 1

α-particles 20

Fission fragments 20

Heavy nuclei 20

Protons and charged pions 2

Neutrons (Since dose due to

neutrons depends heavily

on neutron energy, ICRP

recommends using

equations given here to

calculate the radiation

weighting factor for

neutrons at a particular

energy. Note that the

energy of neutron in

these equation is in

MeV.)

2:5118:2exp½2flnðEnÞg2=6�;En,1MeV

wR55:0117:0exp½2flnð2EnÞg2=6�;1MeV#En#50MeV

2:513:25exp½2flnð0:04EnÞg2=6�;En.50MeV

1In Table 11.2.1 as well as in earlier sections the particle energies have been given in electron volt units

(keV, MeV) instead of the conventional SI units of joules. This convenient unit of energy is defined as

the energy attained by an electron when it is made to accelerate by an electric potential difference of 1 V.

E5 qV5 ð1:63 10219CÞ J

C

� �

This gives

1 eV5 1:63 10219J:
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Note that the above formula is valid for only one type of radiation. In the case of

a mixed field, the total equivalent dose can be obtained by summing the contribu-

tions from all types of radiation:

HT 5
X
R

wR � DT ;R: ð11:2:3Þ

Since the weighting factor is a dimensionless quantity, the equivalent dose is

measured in units of J/kg. However, in this case the specific name given to the unit

is the sievert and it is represented by the symbol Sv. There is also an older unit

called rad equivalent for man or rem, which is still in limited use. The conversion

from Sv to rem is given by

1 Sv � 100 rem:

Example:

In a mixed radiation environment, a person receives a dose of 20 mGy of

γ-rays and 2 mGy of electrons. Calculate the total equivalent dose received by

the person.

Solution:

As the source is external, we can take NR 5 1, and the weighting factors for

the two radiation types as given in Table 11.2.1 are

wγ 5 1 and we 5 1:

The equivalent doses due to γ-rays and electrons are calculated as follows:

HT ;γ 5wγ � DT ;γ

5 ð1Þð20Þ
5 20 mSv:

HT ;e 5we � DT ;e

5 ð1Þð2Þ
5 2 mSv:

The total dose received by the person is then sum of these individual doses:

HT 5HT ;γ 1HT ;e

5 201 2

5 22 mSv
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A.4 Effective dose

The equivalent dose as described above can be used for one tissue type only, as

it does not address the sensitivity of different tissue types to the same type of

radiation. The question is, how can we determine the whole-body equivalent dose

to estimate the level of risk in a certain radiation environment? Or, how can we

estimate the whole-body dose if the dose received by a particular organ is

known? This is done by using the quantity called effective dose as defined by the

relation

E5wT � HT ; ð11:2:4Þ

where wT is the tissue weighting factor and HT is the equivalent dose in the tissue T.

The rationale behind multiplying the equivalent dose with wT is that, as explained

earlier, each tissue or organ responds differently to radiation. As with equivalent

dose, the effective dose is also measured in units of sievert. The wT for different

tissues and organs are given in Table 11.2.2. The reader should note that these

numbers are based on the International Commission on Radiological Protection

(ICRP) recommendations at the time of the writing of this book. For the most up-

to-date factors the reader is encouraged to refer to the most recent ICRP

publications.

The effective dose as computed from the above relation is good for any single

tissue or organ and only one type of radiation. In the case of mixed radiation expo-

sure to more than one tissue and organ, the total effective dose can be obtained by

adding the respective contributions together; that is,

Etotal 5
X
i

wT ;iHT ;i: ð11:2:5Þ

Here wT ;i is the tissue weighting factor for organ i and HT ;i is the total equivalent

dose as calculated from Eq. (11.2.3).

Table 11.2.2 Tissue weighting factors wT according to 2007
recommendations of ICRP [27]

Tissue or organ wT

Gonads 0.08

Bone marrow (red), colon, lung, stomach, breast, remaining tissuesa 0.12

Bladder, liver, esophagus, thyroid 0.04

Skin, bone surface, brain, salivary glands 0.01

aRemaining tissues: adrenals, extrathoracic region, gallbladder, heart, kidneys, lymphatic nodes, muscle, oral
mucosa, pancreas, prostate (R), small intestine, spleen, thymus, uterus/cervix (Q).
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Example:

During a CT scan of the stomach that had to be repeated several times, a

patient receives a total absorbed dose of 0.3 Gy. Compute the total effective

dose received by the patient.

Solution:

Since a CT scan is performed with x-rays, the radiation weighting factor

wR5 1. The equivalent dose received by the patient’s stomach is

HT ;R 5wR � DT ;R

5 ð1Þð0:3Þ
5 0:3 Sv:

The tissue weighting factor for the stomach is wT5 0.12, as given in

Table 11.2.2. The effective dose is then given by

E5wT � HT ;R

5 ð1Þð0:3Þ
5 0:3 Sv5 36 mSv:

The usual effective dose received during a typical CT scan of the abdomen

is around 10 mSv, which means that this patient received more than three

times the usual dose.

11.2.B Flux or fluence rate

We know that the ionizing power of radiation is directly related to the energy it car-

ries. This can be understood by noting that in most gases the number of charge pairs

produced per unit of absorbed energy is almost independent of the type of radiation

(see the chapter on gas-filled detectors). In the case of solids, even though this inde-

pendence is not guaranteed, still the ionization caused by radiation depends to a

large extent on the energy it delivers. Therefore, in dosimetry one is mostly inter-

ested in determining the amount of energy carried by the radiation. Energy flux is a

measure that can be used to characterize this quantity. Another quantity closely

related to energy flux is the particle flux.

In order to define particle and energy fluxes, let us first assume that we have a

monoenergetic beam of particles incident on a material having a cross-sectional

area da: If we count the number of particles dN incident on this area in a time dt,

then the particle flux can be calculated from

Φr 5
d

dt

dN

da

� �
: ð11:2:6Þ
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Hence, the particle flux represents the number of particles incident on a surface

per unit area per unit time. In the field of dosimetry this quantity is also known as

particle fluence rate. In the case of a monoenergetic beam of particles, we can use

the above relation to compute the energy flux as follows:

Ψr 5Ep

d

dt

dN

da

� �
: ð11:2:7Þ

Here Ep is the energy carried by a single particle. The energy flux is a measure of

the total energy incident on a surface per unit area per unit time. Another term used

for this quantity is the energy fluence rate. Energy fluence rate is the terminology

that has been widely adopted in the field of dosimetry. It is evident that the energy

fluence rate and particle fluence rate are directly related through the relation

Ψr 5EpΦ: ð11:2:8Þ

Up to now we have considered the radiation beam to be absolutely monoener-

getic; that is, all the particles have the same energy. This is certainly not true since

an absolutely monoenergetic beam of particles is impossible to create. A realistic

beam has an energy spectrum with a range of energies. If the energy spectrum is

well defined, in most instances we can assign an average energy Ep for all the parti-

cles and still use the above formulas to compute the energy flux. However, a better

approach is to compute the energy flux spectrum using the relation

dΨr 5Esp

d

dt

dN

da

� �
; ð11:2:9Þ

where dΨ represents the energy flux at the energy Esp: A practical way to do this is

to increment the discriminator windows in a single-channel analyzer in small steps

and count the particles for a certain time period. This procedure, when carried out

for the whole range of particle energies, yields the energy flux spectrum. Of course,

a better way would be to use a multichannel analyzer, which generates the spectrum

without the need to change the discriminator level repeatedly. For such counting

experiments, the above equation can be written as

ΔΨr 5Esp

ΔN

Δt �Δa
;

where ΔN is the number of counts recorded in time interval Δt due to particles

passing through area Δa:

11.2.C Integrated flux or fluence

Sometimes it is desirable to compute the flux and fluence rates integrated over a

certain time period. For example, this may be required for determining the radiation

dose received by a patient undergoing radiation therapy.
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The flux integrated over a period of time is called integrated flux or fluence.

Mathematically, it is given by

Φ5
dN

da
; ð11:2:10Þ

where dN represents the number of particles passing through the area da. Since this

relation does not explicitly contain time, it can also be interpreted to represent the

number of particles incident on a surface at any instant in time. However, this defi-

nition is somewhat misleading since, practically speaking, this quantity is unmea-

surable. The reason is that a counting experiment always involves the time during

which the counting is performed. This time can be made very small, but its width is

still limited by the timing resolution of the readout circuitry. It is therefore prefera-

ble to see the particle fluence as representing the particle flux integrated over a

time period.

Just as with particle fluence, we can define the energy fluence or integrated

energy flux as the amount of energy incident on a surface area within a certain time

period. Mathematically speaking, this can be written as

Ψ5Ep

dN

da
; ð11:2:11Þ

where, as before, Ep represents the average particle energy.

Example:

1.53 104 photons having an average wavelength of 0.12 nm pass through a

surface of area 1.8 cm2/s. Determine the energy fluence rate and the integrated

particle flux for 1 s of irradiation.

Solution:

For a counting experiment, the energy fluence rate for photons can be written as

Ψr 5E
ΔN

Δt �Δa
;

5
hc

λ
ΔN

Δt �Δa
;

where λ is the average wavelength of the photons. Substituting the given

values in this equation yields

Ψr 5
ð6:633 10234Þð2:993 108Þ

0:123 1029

1:53 104

ð1Þð1:83 1024Þ
5 1:373 1027 J=m2 s:
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The integrated flux can be computed as follows:

Φ5
dN

da
� ΔN

Δa

5
1:53 104

1:83 1024

5 8:333 107 m22

5 8:333 103 cm22:

11.2.D Exposure and absorbed dose: mathematical definitions

We have already defined the terms exposure and absorbed dose. Here we will look

at their proper mathematical definitions.

Exposure X is defined as the charge dQ produced by heavy charged particles

(ions) per unit mass dM of dry air when all the electrons liberated by the incident

photons are completely stopped. Mathematically, we can write this as

X5
dQ

dM
: ð11:2:12Þ

The fundamental problem with this definition is that it is valid only for photons

in dry air. Of course, the intention in defining it in this way was to standardize the

quantity and to develop a yardstick for comparison. However, since the ways

photons interact with target materials are very different from other particles, such

as neutrons or α-particles, exposure has not been found to be very useful in charac-

terizing damage due to other types of radiation.

Example:

Estimate how much energy deposition of photons per unit mass of dry air is

equivalent to 1R.

Solution:

We know that

1 R5 2:583 1024 C=kg:

To determine the number of charge pairs per kilogram corresponding to 1R,

we simply divide the right-hand side of the above equivalence by the unit

electrical charge:
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N5
Q

e

5
2:583 1024

1:6023 10219

5 1:613 1015 charge pairs per kg:

ð11:2:13Þ

The production of charge pairs is related directly to the energy deposited

(E) and the energy needed to produce a charge pair (W) through the relation

N5
E

W
:

The W-value for most gases including air is approximately 34 eV. Using

this and the value of N as calculated above we can determine the required

energy equivalent to 1R as follows.

E5NW

5 ð1:613 1015Þð34Þ
5 5:473 1016 eV kg21

5 5:473 107 MeV g21

In laboratory environments it is often desired to estimate the exposure expected

from a known radioactive source. Intuitively thinking, we can say that the exposure

from a radioisotope is proportional to the following quantities.

� Source activity: The higher the activity, the larger number of decays and hence the high-

er the exposure. Source activity is given by λdN, with λd and N being the sample’s decay

constant and the number of radioactive atoms in the sample, respectively.
� Inverse of distance squared: Exposure decreases with increasing distance from the

source. According to the inverse square law, the flux of radiation varies by the inverse of

the square of the distance from a point source. Since exposure is directly related to flux, it

is also inversely proportional to r2, with r being the distance between the source and the

point of measurement. A point worth mentioning here is that a source can be considered a

point source if the distance between the point of measurement and the center of the source

is much larger than the mean radius of the source.
� Exposure time: Radiation exposure increases with increasing exposure time. Combining all

of the above, we can reach the following relation for the exposure from a radiation source:

X ~
λdNt

r2

5Γ
λdNt

r2
;

ð11:2:14Þ
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where t is the exposure time and Γ is generally known as the gamma constant. The

gamma constant is specific to the type of radioisotope, and its values for most isotopes

are available in literature (see Table 11.2.3). The usual quoted units of Γ are Rcm2/MBqh

and Rcm2/mCih.

Example:

Calculate the exposure received in 2 h at a distance of 3 cm from a 10 mCi

cobalt-60 source.

Solution:

The gamma constant for cobalt-60 is 13.2 Rcm2 mCi21/h. To calculate the

exposure we substitute this and the given values in Eq. (11.2.14):

X5Γ
λdNt

r2

5 13:2
ð10Þð2Þ
32

5 29:3 R

: ð11:2:15Þ

Note that, since λdN corresponds to the activity of the material, we did not

need to use the individual values of λd and N.

Since exposure cannot be used for particles other than photons, another quantity

called absorbed dose has been introduced. It is defined as the average energy dE

absorbed in an infinitesimal volume element dV per unit density ρ of the medium.

D5
1

ρ
lim
V!0

dE

dV
ð11:2:16Þ

Note that this definition has a smaller number of parameters than the definition

of exposure and therefore is much easier to measure and compare. The parameter

that needs a bit of attention here is the volume element, which according to the def-

inition should be infinitesimally small. The question is, how small is infinitesimally

small? The answer lies in the physical limit of signal-to-noise ratio set by the statis-

tics of charge pair production. We know that the production of charge pairs is a sta-

tistical process with the standard deviation given by
ffiffiffiffi
N

p
for the production of N

charge pairs. Now, the rate of production of charge pairs depends on the number of

molecules available, which depends on the volume element. Hence, the volume ele-

ment should not be so large as to cause high fluctuations in charge pair production.

Of course, the fluctuations also depend on the energy flux of the radiation, and

therefore one cannot generally say how big the volume element should be for all

energies.
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Table 11.2.3 Gamma constants and predominant decay modes other than γ-decays of
some radioisotopes [4]

Isotope (mode) Г Isotope (mode) Г Isotope (mode) Г

227
89 AcðβÞ 2.2 198

79AuðβÞ 2.3 228
88RaðβÞ 5.1

124
51SbðβÞ 9.8 181

72HfðβÞ 3.1 106
44RuðβÞ 1.7

72
33Asðγ; e1Þ 10.1 124

53IðECÞ 7.2 46
21ScðβÞÞ 10.9

140
56BaðβÞ 12.4 130

53IðβÞ 12.2 75
34SeðECÞ 2.0

7
4BeðECÞ 0.3 132

53IðβÞ 11.8 110
47AgðEC;βÞ 14.3

47
20CaðβÞ 5.7 192

77IrðβÞ 4.8 22
11NaðECÞ 12.0

11
6 CðECÞ 5.9 59

26FeðβÞ 6.4 24
11NaðβÞ 18.4

134
55CsðEC; βÞ 8.7 140

57LaðβÞ 11.3 85
38SrðECÞ 3.0

137
55CsðβÞ 3.3 28

12MgðβÞ 15.7 182
73TaðβÞ 6.8

38
17ClðβÞ 8.8 52

25MnðECÞ 18.6 121
52TeðECÞ 3.3

57
27CoðECÞ 0.9 65

28NiðβÞ 3.1 187
74WðβÞ 3.0

60
27CoðβÞ 13.2 95

41NbðβÞ 4.2 88
39YðECÞ 14.1

154
63EuðEC;βÞ 6.2 42

19KðβÞ 1.4 65
30ZnðECÞ 2.7

72
31GaðβÞ 11.6 226

88RaðαÞ 8.25 95
40ZrðβÞ 4.1

All values are given in Rcm2 mCi21 h21.



In general, one can express the absorbed dose in terms of energy absorbed per

unit mass; that is,

D5
dE

dM
; ð11:2:17Þ

where dM5Vρ is the mass of the sample. From this definition it is evident that the

SI units for absorbed dose are J/kg. This is generally known as a gray and is repre-

sented by the symbol Gy.

Radiation quantities and conversion factors relating to dosimetry are listed in

Table 11.2.4.

11.2.E Kerma, cema, and terma

In this section we will describe three quantities, kerma, cema, and terma, which are

in common use in the field of dosimetry due to their effectiveness in characterizing

the macroscopic effects of radiation.

E.1 Kerma

Kerma is an acronym of kinetic energy released in a medium per unit mass. It is

defined as the total kinetic energy of all the charged particles (dEkin) liberated by

uncharged particles per unit mass of the target material dm; that is,

K5
dEkin

dm
: ð11:2:18Þ

Kerma is generally measured in the same units as the absorbed dose, that is, J/kg

or Gy. Note that here dEkin is the kinetic energy of the charges produced as a result

of radiation interaction. This energy is not necessarily equal to the energy trans-

ferred by the incident radiation since some of the energy can also go into other pro-

cesses, such as radiative and radiationless transitions. The other point to note here

is that the mass element dm is assumed to be very small.

Table 11.2.4 New and old units of quantities related to radiation
dose and their conversion factors

Old unit New unit Conversion factor

Name Symbol Name Symbol

Radiation absorbed dose rad Gray Gy 1 Gy5 100 rad

Rad equivalent for man rem Sievert Sv l Sv5 l00 rem

Curie Ci Becquerel Bq 1 Bq5 2.73 10211 Ci
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The above definition of kerma is actually a simplified form of the actual micro-

scopic definition, which takes the form

K5 lim
ΔV!0

ΔEkin

ρΔV
: ð11:2:19Þ

In this equation the condition of the volume element shrinking to zero ensures

that the deposition of energy by radiative transfers remains infinitesimally small. In

this way kerma is actually an approximation to the absorbed dose.

Kerma is not independent of the type of the target material, and therefore must

always be defined with respect to the medium. For example, the energy released in

air per unit mass of the air is written as air kerma.

The energy lost by the incident radiation has two main components: collisional

loss and radiative loss. K can therefore be divided into Kcol and Krad corresponding

to collisional and radiative losses, respectively. The total kerma is then given by

K5Kcol 1Krad: ð11:2:20Þ

It is customary to denote the energy loss through radiative processes as a fraction

of the radiative to total Kerma. This fraction is generally known as radiative frac-

tion and is given by

g5
Krad

K
: ð11:2:21Þ

Note that this ratio g is mainly a function of the energy loss through

Bremsstrahlung, which in most situations can be neglected; that is, g� 0. The

above equation implies that the total kerma can be evaluated from

K5
Kcol

12 g
: ð11:2:22Þ

Earlier in the chapter we introduced the term energy fluence, which has the

dimensions of energy per unit area. If we multiply this quantity by the mass energy

transfer coefficient μm;tr, the result will have the dimensions of kerma. In fact, this

is how total kerma is often computed; that is,

K5μm;trΨ; ð11:2:23Þ

where Ψ is the energy fluence. Note that here the use of mass energy transfer coef-

ficients ensures that we obtain total kerma. If one wishes to calculate only collision

kerma, the relevant parameter to use would be mass absorption coefficient μm;col:

Kcol 5μm;colΨ: ð11:2:24Þ
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There also exists a direct relationship between air kerma and the exposure we

introduced earlier in the chapter. The reader may recall that the exposure deter-

mines the amount of charge (either electrons or ions) produced per unit mass of air,

while collision kerma represents the kinetic energy released per unit mass due to

collisions. Now, since this energy goes into creation of charge pairs, the two terms

should be directly related. To derive this relationship we first note that the total

charge produced in air can be written as

dQ5 eN5 e
dEcol

Wair

; ð11:2:25Þ

where N is the total number of charge pairs created, dEcol is the collision energy

loss, and Wair is the energy needed to create an electron�ion pair in air. Dividing

both sides of the above equation by the mass element dm, we get

dQ

dm
5

e

Wair

dEcol

dm
ð11:2:26Þ

or X5
e

Wair

Kcol;air; ð11:2:27Þ

which is our required relation between exposure and collision kerma in air. Now,

since the factor Wair /e� 33.85 is constant for air, we can also write

Kcol;air � 33:85X: ð11:2:28Þ

This collision kerma can also be used to determine the total air kerma. To do

this we combine Eqs. (11.2.22) and (11.2.28) and obtain

Kair 5
33:85X

12 g
: ð11:2:29Þ

In most instances one is interested in collision kerma as opposed to total kerma.

The reason is that most of the photons produced as a result of radiative energy

transfer escape the medium without depositing energy. Such photons do not contrib-

ute to the dose and can therefore be ignored. However, if the medium is large

enough or if the distribution of energy transferred is very wide, some radiative

losses may lead to absorption of energy.

Example:

In an earlier example, a 2-h exposure at a distance of 3 cm from a 10 mCi

cobalt-60 source was found to be 29.3R. Compute the air kerma if the quality

is approximately equal to 0.01.
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Solution:

The air kerma can be computed from Eq. (11.2.29). But first we need to con-

vert the exposure to units of Ckg21. Using the conversion 1R5 2.583
1024 Ckg21 we get

X5 ð29:3Þð2:583 1024Þ5 7:563 1023 Ckg21:

Substituting this and the given value of g into Eq. (11.2.29) gives us the

required air kerma:

Kair 5
33:85X

12 g

5
ð33:85Þð7:563 1023Þ

12 0:01

5 0:258 J=kg

:

Another parameter commonly used to quantify the distribution of energy

between the absorbed dose D and radiative losses is given by

η5
D

Kcol

: ð11:2:30Þ

The value of η changes as the beam traverses into the medium, as shown in

Figure 11.2.1. The three regions in the graph based on the value of η are described

below:

� η, 1: This refers to the case where absorbed dose is less than the collisional energy loss

of radiation. It occurs at short depths in the target. As the radiation penetrates the material,

more and more collisional energy gets absorbed and contributes to the total dose.

η = 1 η > 1η < 1

A
bs

or
be

d 
do

se

Depth

Figure 11.2.1 Plot of absorbed dose with respect to the depth of the target material.
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� η5 0: At some depth the collisional loss becomes equal to the absorbed dose. That is, all

the energy lost by the radiation through collisional processes contributes to the dose and

all the radiative energy transfer results in photons escaping from the target material.
� η. 1: As the radiation penetrates deeper, the probability of photons being absorbed inside

the medium increases, mainly due to their broader energy spectrum. In this case the dose

can actually become higher than the collision kerma.

E.2 Cema

One limitation of kerma is that it is defined only for uncharged particles, such as

photons. For charged particles, another quantity called cema has been introduced. It

is analogous to kerma in its definition and is mathematically written as

C5
dEcon

dM
; ð11:2:31Þ

where dEconv is the energy lost by charged particles in a material of mass dM. The

SI units of Cema are J/kg or Gy.

E.3 Terma

In Chapter 2 we discussed different mechanisms of energy transfer when radiation

passes through matter. We saw that the absorption of radiation may lead to several

different types of excitations as well. Some of these excitations may not lead to the

release of kinetic energy and therefore would not be included in kerma. To over-

come this shortcoming, another quantity called terma has been defined. Terma is

the acronym for total energy released in a medium per unit mass and can be evalu-

ated from

T 5
dEtotal

dM
: ð11:2:32Þ

where dEtotal is the total energy transferred by the incident radiation to the medium

having mass dM. Just like kerma and cema, the usual units for terma are also J/kg

or Gy.

11.2.F Measuring kerma and exposure

We saw earlier that air kerma is directly related to the exposure through the relation

(see Eqs. (11.2.27) and (11.2.29))

Kair 5
Wair

eð12 gÞX; ð11:2:33Þ

where g is a factor that characterizes the loss of energy through radiative pro-

cesses. This equation implies that measuring kerma is essentially equivalent to
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measuring exposure. This is one of the reasons that even though exposure is

termed an obsolete quantity, it is still widely mentioned in the literature and used

in measurements.

Exposure and kerma can be measured by different kinds of detectors, including

semiconductor devices. However, ionization chambers have been, and still are,

extensively used for the purpose.

11.2.G Cavity theories

Absorbed dose is a very useful quantity in terms of determining the strength of radi-

ation interactions in a material. For example, one might be interested in determining

the dose received by a patient during radiation therapy to evaluate the effectiveness

of the method. Measuring the dose, however, is not as easy as it may sound. The

reason is that the detection medium used to measure dose may not be the same as

the surrounding material. Hence, the dose measured from the instrument would be

different from what it should actually be. For example, if one uses a carbon

dioxide-filled ionization chamber to measure the dose, the results will not be

directly applicable to the air surrounding the chamber. This is where cavity theories

come into play, since they relate the dose measured by the detector to the dose in

the surrounding medium. In the following we will discuss two of the most impor-

tant cavity theories.

G.1 Bragg�Gray cavity theory

A Bragg�Gray cavity refers to a small detection volume in a medium that does

not influence the particle fluence. Theoretically, this would mean constructing a

detector having an infinitesimally small volume. If this condition holds, then,

according to Bragg�Gray cavity theory, the ratio of the dose absorbed in the

cavity (i.e., the detector) to the dose absorbed in its surrounding medium Dmed is

given by

Dmed

Dcav

5
ðL=ρÞmed

ðL=ρÞcav
; ð11:2:34Þ

where the factor L=ρ represents the spectrum averaged unrestricted mass collision

stopping powers of the cavity and the medium. The term unrestricted implies that

that the δ-electrons (i.e., secondary electrons) are not considered. This, as we will

shortly see, is one of the problems with this theory. The reader may recall that

the term mass stopping power was introduced in Chapter 2 as well. Although

there we used a different notation, in effect both represent the same parameter;

that is,

L

ρ
� 1

ρ
dE

dx
: ð11:2:35Þ
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Since the right side of Eq. (11.2.34) represents the ratio of stopping powers, it is

conventionally written as

L

ρ

� �med

cav

� ðL=ρÞmed

ðL=ρÞcav
: ð11:2:36Þ

The unrestricted mass collisional stopping power can be evaluated fairly accu-

rately for most materials and radiation types using an energy spectrum that ignores

the δ-electrons. Hence, if we measure the dose using a detector, which to a good

approximation can be considered a Bragg�Gray cavity, we can determine the

absorbed dose expected in the medium under the same conditions. Let us suppose

we use a gas-filled ionization chamber to determine the absorbed dose in another

material, say water. We first need the ratio of the spectrum averaged mass collision

stopping powers for water and gas. This can be evaluated from the known spectrum

of electron fluence. The second quantity that we need is the dose measured by the

ionization chamber. We know that an ionization chamber does not directly measure

the dose, but it can be used to determine the total charge produced by the radiation.

If the total charge is dQgas, then the dose is given by

Dgas 5
dEgas

dmgas

5
dQgas

dmgas

Wgas

e
;

ð11:2:37Þ

where dEgas refers to the total energy deposited in the mass element dmgas and Wgas

is the energy needed to produce a charge pair. If the gas is air, then Wair /e� 33.9 J/C

and the above relation is reduced so that

Dair 5 33:9
dQgas

dmgas

: ð11:2:38Þ

At first sight it may seem that determination of the absorbed dose is fairly

straightforward. Unfortunately, the situation is not that simple due to nonlinearities

in the detector’s response. For example, since the electric field inside an ionization

chamber is not uniform, charge collection is not the same at all locations. To

account for these nonlinearities, instead of the actual mass of the gas, an effective

mass is used. This effective mass is determined through calibrations.

Bragg�Gray cavity theory has many limitations. For example, it assumes that

the cavity is infinitesimally small, which certainly is not true. Another problem is

that it assumes that the walls of the cavity are of the same material as the medium.

Since most ionization chamber dosimeters are constructed with graphite walls, they

do not meet this condition. Uniform irradiation of the cavity is another condition

that is not always possible to satisfy. However, even if one does not account for
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these anomalies, the computed dose values are generally correct to 95% or better

for well-designed dosimeters. A well-designed dosimeter usually refers to a cham-

ber with walls made of a low-Z material such as graphite. If the walls are made of

high-Z materials, Bragg�Gray theory gives highly inaccurate results. The reason

for this lies in the way the right-hand side of Eq. (11.2.34) is computed. In

Bragg�Gray theory, this quantity (the stopping power ratio) is calculated from the

electron fluence spectrum, which is computed in the continuous slowing down

approximation. In this approximation, the production of δ-electrons during the slow-

ing down process of primary electrons is completely neglected. Now, if these

δ-electrons are also taken into account, then the total electron fluence is much

larger, especially at the low end of the energy spectrum. This effect is highly pro-

nounced if the walls of the cavity are made of high-Z materials, which favor the

production of δ-electrons.

G.2 Spencer�Attix cavity theory

The main shortcoming of Bragg�Cavity theory, the fact that it does not take into

account the δ-electrons, was overcome by the Spencer�Attix cavity theory. In this

theory the δ-electrons are divided into two distinct groups based on the energy they

possess. The first group contains the δ-electrons that are locally absorbed and thus

do not contribute to the electron fluence. The other group represents the rest of the

δ-electrons that have energy high enough to escape the local absorption. These elec-

trons do contribute to the total electron fluence. The energy level used to distin-

guish between these two groups is traditionally represented by the symbol Δ.

Although there are different ways in which this energy can be defined, the original

definition proposed by Spencer and Attix is still widely used. This definition is

based on the idea that Δ should correspond to the energy needed by an electron to

cross the cavity. This implies that it depends on the cavity dimensions and can

therefore be easily calculated.

The result of including δ-electrons in the fluence spectrum is that the total elec-

tron fluence assumes a higher value. Note that the basic formula to compute the dose

in Spencer�Attix cavity theory is the same as in Bragg�Gray cavity theory; that is,

Dmed

Dcav

5
L

ρ

� �med;Δ

cav;Δ
; ð11:2:39Þ

where, as in the Bragg�Gray equation, the term on the right-hand side represents

the ratio of the stopping powers in the medium to that in the cavity; that is,

L

ρ

� �med;Δ

cav;Δ
� ðL=ρÞmed;Δ

ðL=ρÞcav;Δ
: ð11:2:40Þ

The stopping powers in this equation are different from those calculated in

Bragg�Gray cavity theory, though. Here we calculate stopping power considering
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the δ-electrons as well. In terms of conventional notation for stopping power, we

can write the equivalence

L

ρ

� �
Δ
� 1

ρ
dE

dx

� �
unres

; ð11:2:41Þ

where the subscript unres stands for unrestricted and implies that the δ-electrons are
to be considered when evaluating the quantity.

11.2.H LET and RBE

Earlier in the chapter we used the term linear energy transfer or LET on a few occa-

sions. Due to its importance in dosimetry it is worth spending a little time describ-

ing this quantity. LET is a measure of the energy absorbed in a medium when

charged particles pass through it. It is closely related to the stopping power

(2dE/dx) of charged particles as presented in Chapter 2. The difference between

the two is that LET is supposed to exclude delta rays that carry away energy from

the dosimeter. The equivalence of LET and stopping power is therefore guaranteed

for very large targets in which the secondary electrons also get fully absorbed. For

smaller targets, such as biological cells, the target volume is quite small, and there-

fore a significant fraction of the total energy lost by charged particles manages to

leave the target without getting absorbed. This escaped energy does not cause any

damage to the target and should therefore be excluded from the dose calculations.

That is why, instead of stopping power, generally LET is used in dosimetry. Later

on, during the discussion on microdosimetry, we will see that there LET is replaced

by a more useful statistical quantity called lineal energy.

Now let us turn our attention to a very important parameter extensively used in

dosimetry, namely the relative biological effectiveness or RBE. To understand this

quantity we first note that the main purpose of dosimetry is to quantify the effec-

tiveness of radiation on biological organisms. The problem, however, is that the

quantity absorbed dose does not faithfully represent the damage a particular radia-

tion field is capable of causing. The difference actually lies in the fact that different

kinds of radiation can cause different types of damage to varying degrees. To

account for such differences, the quantity RBE has been defined as follows:

RBE5
Dref

Dtest

; ð11:2:42Þ

where Dref is the x-ray dose and Dtest is the dose from the test radiation that produces

the same biological effect. Unfortunately, it is not at all trivial to determine RBE analyt-

ically, as can be appreciated from the following list of parameters on which it depends:

� Dose
� Dose rate
� Type of biological entity
� Linear energy transfer.
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11.2.I Beam size

An important parameter that must be known when making dose calculations is the

size of the radiation beam. The reason is that the absolute exposure or dose cannot

be calculated without knowing the area of the beam. To clarify further, let us take

the example of a radiotherapy setup. The radiation beam produced by a source,

such as an accelerator, is made to pass through a set of collimators before the sub-

ject is exposed to the beam. The collimators define the shape of the beam. If one

knows the beam flux (number of particles per unit time per unit area), one can mul-

tiply it by the area of the beam to find the total number of particles impinging on

the target per unit time. The situation for dose calculations is not that simple,

though. In most of the formulae derived for dosimetry, one generally assumes a cir-

cular or square beam. However, in practice, a beam can have different shapes:

square, rectangular, circular, or even irregular. The problem is that one cannot sim-

ply calculate the area of a beam having arbitrary shape and substitute the result in

these equations. One needs to know the effective area that would have the same

impact as a beam having circular or square area.

To a good approximation, a square beam can be equated to a circular beam hav-

ing the same area; that is,

Asq 5Acir

. x2 5πr2

. x 5
ffiffiffiffiffiffi
πr;

p ð11:2:43Þ

where x represents a side of the square and r is the radius of the equivalent circle.

On the other hand, the area of a rectangular beam cannot be simply equated to the

area of a circular or a square beam. However, one can translate a rectangular beam

into a square beam such that the ratio of their areas to their perimeters remains the

same; that is,

Asq

Psq

5
Arect

Prect

; ð11:2:44Þ

where A and P represent area and perimeter, and the subscripts rect and sq refer to

rectangular and square beams, respectively. In terms of sides, we can write the

above equality as

x2

4x
5

yx

2ðy1 zÞ

.x5
ð2yzÞ
y1 z

;

ð11:2:45Þ

where x represents a side of the square, and y and z represent the adjacent sides of

the rectangle.
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What these equations imply is that one can translate essentially any beam shape

into either a square or a circular shape (see example below). This greatly simplifies

computations of the parameters related to dosimetry.

Example:

Calculate the equivalent radius of a rectangular beam of sides 0.5 and 1.2 mm.

Solution:

The radius of the equivalent circle can be found by equating Eqs. (11.2.43)

and (11.2.45):

ffiffiffiffiffi
πr

p
5

2yz

y1 z

.r5
2yzffiffiffi

π
p ðy1 zÞ

5
ð2Þð0:5Þð1:2Þffiffiffi
π

p ð0:51 1:2Þ
5 0:4 mm:

11.2.J Internal dose

We now turn our attention to a very important class of dosimetry, namely calcula-

tion and measurement of internal doses. Here, by internal dose we mean the dose

received by internal organs due to radioactive sources inside the body. These

sources may or may not be uniformly distributed throughout the organ under con-

sideration. However, for most practical purposes we can assume that they are actu-

ally uniformly distributed. The reason is that the sources digested or inhaled follow

the usual metabolic path and then reside inside an organ, such as the liver. The

slow intake of the source assumes almost uniform distribution throughout the tis-

sues of the organ. Now, the question is how we know which source ends up where.

For example, one would assume that an inhaled source may reside inside the lungs

for an extended period of time. This is certainly true, but the source can also diffuse

to other organs. Still, it can be fairly accurately determined where most of a particu-

lar source would converge to. For example, radium and strontium almost always

end up in bones. Cesium and tritium get distributed throughout the body, while

iodine finds its way into the thyroid glands.

With advances in microdosimetry, it has become possible to measure dose inside

the human body due to external and internal sources. In certain situations, it is not

really required that the dose be actually measured. For example, in medical diag-

nostics, when radiation sources are introduced into the body, one is only interested

in determining the expected dose. In this case it is certainly impractical and also

unnecessary to actually measure the dose.
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In the next two subsections we will discuss the doses received by tissues due to

charged particles and thermal neutrons. A number of diagnostic and therapeutic

radioactive sources emit such particles and therefore estimation of their respective

doses is a routine practice in nuclear medicine.

J.1 Internal dose from charged particles

Both α- and β-particles can inflict damage to tissues. There is a large number of

naturally occurring and man-made radionuclides that emit these particles. If one

knows the activity concentration of a radionuclide in the tissue and the energy of

the particles, the dose can be calculated from

D5AmE Δ t; ð11:2:46Þ

where Am is the activity per unit mass of the tissue, E is the average particle energy,

and Δt is the exposure time (or the time for which the integrated dose is to be cal-

culated). Usually Ag is given in the units of Bq/g and E in MeV/disintegration. If

Δt is in seconds, the above equation with these units can be written as

D½Gy�5 1:63 10210AmE Δ t: ð11:2:47Þ

J.2 Internal dose from thermal neutrons

Thermal neutrons are known to be extremely hazardous due to their ability to pene-

trate deep into the atom. Recall that a thermal neutron has energy in the vicinity of

0.025 eV. A tissue is mostly composed of light elements: hydrogen, carbon, oxygen,

and nitrogen. The cross sections of thermal neutrons for these elements, especially

hydrogen and nitrogen, are fairly high. For example, a thermal neutron reacts with

hydrogen according to

1
1H1 n ! 2

1H1 γð2:224 MeVÞ; ð11:2:48Þ

with a cross section of 0.33 barns. The 2.2 MeV γ-rays thus emitted may deposit all

of their energy in the tissue. The same is true for other elements present in the tis-

sue. The cross section for nitrogen (1.7 barns) is even higher than that for hydrogen,

and in this case a proton is emitted. The proton, being a charged particle, quickly

loses its energy along its track. In such a case the probability that the released

energy gets deposited within the tissue under consideration is much higher than in

the case of capture by hydrogen. Therefore, even though nitrogen density is more

than an order of magnitude lower than that of hydrogen in a typical tissue, its effect

is significant and cannot be ignored.

The dose due to neutron capture by a single element can be estimated from

D5
Φ
ρm

σcEρa; ð11:2:49Þ

645Dosimetry and radiation protection



where Φ is the incident photon flux, ρm is the mass density of the tissue, σc is the
capture cross section for thermal neutrons in the tissue, E is the energy released,

and ρa is the atom density of the element in the tissue.

The above formula is valid for one element in the tissue. The total dose can be

obtained by simply summing the contributions from all elements; that is,

D5
Φ
ρm

X
i

ðσc;iEiρa;iÞ; ð11:2:50Þ

where now the subscript i refers to the ith element in the tissue. The atom densities

and capture cross sections of different elements in a typical soft tissue are listed in

Table 11.2.5. To compute the energy released, one must first write the equation for

the capture reaction and then calculate the Q-value using energy conservation (see

example below).

Example:

Compute the energy released after the capture of a thermal neutron by

nitrogen-14 at rest.

Solution:

The capture reaction can be written as

14
7N1 n ! 14

6C1 p:

Conservation of energy implies that

m0;1c
2 1m0;nc

2 5m0;2c
2 1mp;2c

2 1Ep

where m0,1 and m0,2 represent the rest masses of nitrogen and carbon, respec-

tively; m0,n and m0,p are the rest masses of the neutron and proton, respec-

tively; and Ep represents the kinetic energy of the released proton. Note that

here we have ignored the kinetic energies of all particle, except of course of

the released proton. The reason is that the nitrogen and carbon are bound in

Table 11.2.5 Percentage by mass, atom densities, and capture cross
sections of elements in a typical soft tissue

Element Percentage

(by mass)

ρa (cm23) σc (Barn)

Oxygen 76.2% 2.453 1022 1.93 1024

Carbon 11.1% 9.033 1021 3.53 I023

Hydrogen 10.1% 5.983 1022 0.33

Nitrogen 2.6% 1.293 1021 1.70
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the bulk mass of the tissue by chemical bonds, and therefore their kinetic ener-

gies (mostly vibrational) are very small compared to their rest energies. The

thermal neutron, on the other hand, though moving, has a kinetic energy much

smaller than its rest energy.

The energy released is therefore given by

Ep 5 ðm0;1 1m0;n2m0;2 2m0;pÞc2J
. Ep 5 ðm0;1 1m0;n2m0;2 2m0;pÞ931:48 MeV;

where the masses in the first equation are in kg, while those in the second are

in amu. The second equation is much more convenient to use since it gives

the result in units of MeV. Substituting the values of rest masses from atomic

data tables in the above equation gives

Ep 5 ð14:0030741 10086652 140032422 1:007825Þ931:48
5 0:626 MeV

11.3 Passive dosimetry

Passive dosimetry involves using a material to record the dose and then taking the

material out of the radiation environment to read the recorded value. This method is

not suitable for measuring instantaneous dose rates but is highly successful and con-

venient for measuring integrated doses. Some commonly used passive dosimetry

techniques are discussed below.

11.3.A Thermoluminescent dosimetry

In the chapter on solid-state detectors we briefly mentioned that there is a class of

solids that can store radiation energy. This stored energy is released in the form of

photons when the material is heated. Since the released energy is proportional to

the stored energy, these materials can be used as dosimeters. Such materials are

known as thermoluminescent materials, and the detectors based on them are known

as thermoluminescent dosimeters or simply TLDs.

TLDs can measure only integrated doses since they must be allowed to absorb

and store energy for some period of time. Though other more efficient detectors are

now available, due to their simplicity of operation, TLDs are being extensively

used in different fields. Generally, the intention is to determine the dose received

by a person or a piece of equipment over a long period of time. For example, radia-

tion workers are required to wear badges made of some TL material whenever they

are working in an environment where radiation is higher than the nominal back-

ground level. After a predefined period of time, usually several months, the badge

is read out to determine the integrated dose received by the person. The dose level

is then compared with the limit set by the organization to ensure that the person has

not received more than what she or he is supposed to.
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TLDs are also used routinely in experiments at particle accelerators, where the

aim is to determine the integrated dose received by radiation-vulnerable devices,

such as silicon detectors. This approach has been highly successful since these

devices do not need any electronic circuitry for operation and can be easily installed

and retrieved. The drawback is that they cannot be used to measure instantaneous

doses and are also not as accurate as electronic detectors. Another area in which

TLDs are attracting interest is in clinical dosimetry, which has traditionally been

served by ionization chambers and semiconductor detectors.

A.1 Working principle and glow curve

The TL materials save information by trapping electrons and holes in the lattice

defect sites. When these charges are released by heating the material, they give off

energy in the form of light photons. The intensity of the emitted light is propor-

tional to the energy transferred by the incident radiation to the material. The rate of

release can be enhanced by providing uniform heat energy to the material. It has

been found that the probability of energy release increases with temperature. If we

increase the temperature of the material at a constant rate, the charges in different

defect levels will escape at different temperatures. Hence a plot of output light

intensity versus temperature (or time, as it is proportional to the temperature for lin-

ear temperature increase) shows different peaks corresponding to charges stored at

different levels.

The main building blocks of a TLD readout system are shown in Figure 11.3.1.

The material is slowly heated by a heater supply. The emitted light is filtered and

then detected by a photomultiplier tube. The temperature of the material is recorded

through a thermocouple.

A typical plot of the output light intensity versus temperature is shown in

Figure 11.3.2. The same curve can also be drawn with time on the x-axis as

HV

Optical
filter

Heater
Thermocouple

TLD

Recorder

Power supply

Amplifier

Light photons

PMT

Figure 11.3.1 Block diagram of a simple TLD readout system with a photomultiplier tube (PMT).
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explained above. Such a plot is known as the glow curve. Since peaks in the curve

correspond to the defect energy levels, each TLD material has a specific shape of

glow curve. The height of each peak, however, can be different for different dose

levels, types of materials, and heat transfer rates.

The question as to whether the number of charges stored at each level is propor-

tional to the absorbed dose or not depends on the radiation field. In the case of a

single radiation field, such as only γ-rays or only neutrons, each peak is approxi-

mately proportional to the dose absorbed at the corresponding energy level. In a

mixed field, however, this is generally not true since the probability of populating a

certain level is dependent on the type of incident radiation. This problem is gener-

ally solved by using coupled TLDs, which will be discussed shortly.

A.2 Common TL materials

There are quite a few TLDs available commercially, some of which are listed in

Table 11.3.1. Each of them has its own characteristics, which should be taken into

consideration when deciding on a material for a particular application. In some

situations, choosing a TLD can be difficult, though. This can happen, for example,

when a TLD shows good performance characteristics in high radiation fields but

has very poor neutron detection efficiency, while another one is good for neutrons

but cannot handle high radiation fields. In such a situation it may be a good idea to

use both types of TLDs at the same time. There are no universally accepted guide-

lines for choosing a TLD, but the decision should normally be based on the follow-

ing criteria:

� Minimum dose rate and total expected dose: It is always good to have an idea about

the expected dose rate, since then it will be possible to estimate the integrated dose over

the course of deployment. Sometimes the length of time the TLD has to stay in the area is
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Figure 11.3.2 Typical glow curve obtained by constant rate heating of a TLD exposed to

radiation. Different peaks in the curve correspond to the defect energy levels of the material.

The total area under the curve is proportional to the total absorbed dose.
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determined by other considerations. For example, in a particle accelerator, the TLDs can

only be removed during a shutdown period. On the other hand, in medical applications

the time may be very limited. With the expected dose rate and the period of deployment,

one can calculate the expected integrated dose. This total dose can then be used to decide

on the best possible TL material based on signal-to-noise ratio considerations.
� Energy response: Not all TL materials respond equally to the energy deposited by the

incident radiation. It is therefore recommended that one match the expected energy spec-

trum of the incident radiation with the energy response parameters supplied by the TLD

manufacturer.
� Fade characteristic: Every TL material fades with time; that is, the trapped electrons in

the defect levels escape even at room temperature. However, most of the materials are

designed such that this fading is not significant. Still, it is a good practice to compare the

fade characteristics of the material to the total length of time from its deployment to the

eventual readout.
� Type of incident radiation: As stated earlier, not every TL material is suitable for all

types of radiation. One should therefore be careful in making a choice for a particular

application. In particular, thermal and epithermal neutron dosimetry can be done only

with special TLDs, most of which have either lithium-6 or boron-10 as the neutron-active

medium. The neutrons react with these materials according to

n1 6
3Li ! 3

1H1α ð11:3:1Þ

and n1 10
5B ! 7

3Li1α ð11:3:2Þ

The α-particles thus produced then deposit all of their energy into the material.

Although these materials are used for neutron dosimetry, there are two problems associ-

ated with them. First, these materials have low cross sections for fast neutrons, and there-

fore the TLDs made with them have low fast neutron efficiencies. Second, it has been

observed that the response of these materials to γ-rays decreases with neutron exposure.

Hence they can yield inaccurate results if used in situations where neutrons are also

accompanied by γ-rays, which actually is the case for fast neutron fields.

Table 11.3.1 Common TL dosimeters

Material Commercial name

LiF: Mg, Ti TLD-100

LiF: Mg, Cu, P TLD-100H

LiF: Mg, Ti TLD-600

LiF: Mg, Cu, P TLD-600H

LiF: Mg, Ti TLD-700

LiF: Mg, Cu, P TLD-700H

CaF2: Dy TLD-200

CaF2: Mn TLD-400

AlO2: C TLD-500

Li2B4O7: Mn TLD-800

CaSO4: Dy TLD-900
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A.3 Advantages and disadvantages of TL dosimeters

Following are some of the reasons for preferring TL dosimeters over other types of

detectors.

� No electronic circuitry: A TL dosimeter does not require high voltage and readout cir-

cuitry. It essentially acts as a memory device from which the information can be retrieved

offline using a TL reading device. Hence, its deployment in a radiation environment does

not require any cable connections.
� Small size: A typical TL dosimeter is less than 5 mm long and 2 mm wide. This makes it

perfect for installation in very narrow spaces where electronic detectors would be hard to fit.
� Wide dynamic range: General TL dosimeters can record doses in a wide range.

TLDs also have some undesirable characteristics that do not allow them to be

used in certain situations:

� Dose rate: TL dosimeters cannot be used to measure dose rate. However, the average

dose rate can be estimated by dividing the absorbed dose by the exposure time. For accu-

rate dose rate measurements, an electronic detector is more suitable.
� Types of radiation: There is no universal TL material that can be used to measure doses

from all types of radiation. For example, there are some materials that accurately measure

dose from γ-rays but show very poor performance for neutrons. A good strategy in this

case is to use a combination of materials in the environment where different types of radi-

ation are expected to be present.

11.3.B Optically stimulated luminescence dosimetry

Thermal stimulation is not the only means of retrieving stored energy from materi-

als. There are also materials which emit light when stimulated by light photons.

These materials, called optically stimulated luminescence or simply OSL materials,

form a new class of dosimeters with qualities much superior to conventional TL

dosimeters. OSL materials can store energy in the same way as TL materials, but

they give off light when stimulated optically instead of thermally.

Some advantages of OSL dosimetry are listed below. We have made comparison

with TL dosimetry only because functionally it is closest to OSL dosimetry.

� Faster processing: OSL dosimetry requires light to retrieve the dose information. This

process is significantly faster and more efficient compared to heating the TLDs.
� Higher precision: Since the light used to retrieve the dose information can be controlled

much more precisely than heat, the dose measurements from OSL dosimeters are much

more accurate than those from TL dosimeters.
� High dynamic range: OSL dosimeters are much more sensitive to very low and very

high doses compared to TLDs. Typical crystals can be used from about 1 mrad up to sev-

eral thousand rads.
� Multiple readouts: Most of the energy stored in a TLD material gets released upon heat-

ing, leaving no possibility of rereading the material. This is not the case with OSL dosi-

meters since they release only a fraction of the absorbed energy when optically

stimulated. Hence an OSL dosimeter can be read out a number of times, which reduces

the uncertainty in the results.
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� Shapes and forms: OSL crystals can be formed in a variety of forms and shapes. They

can even be produced in the form of fibers and powders.
� Mechanical stability: OSL materials are highly stable with respect to large variations in

temperature and humidity.

Looking at the list above, it is quite evident that OSL materials have many desir-

able characteristics. Therefore, since the realization of their potential, OSL dosi-

meters are becoming increasingly popular.

B.1 Working principle and OSL curve

It has been observed that most TL materials, at least to some extent, possess OSL

characteristics. This points to the possibility that the underlying energy retrieval

mechanism for the two types of stimulation should be similar. In other words, in

both cases the energy storage mechanism seems to be the same. However, there

have been some experiments pointing to the fact that a fairly intact TL glow curve

can be obtained from the same material after optical stimulation (see

Figure 11.3.3). On this finding it is argued that the two storage mechanisms should

be intrinsically different. It should, however, be pointed out that the energy released

by optical luminescence is very small as compared to thermal luminescence. In

fact, it is only a fraction of the energy stored by the material. Therefore, the argu-

ment that the storage mechanisms are intrinsically different may not hold.

A typical OSL curve is shown in Figure 11.3.3. It is apparent that an OSL curve

has a much faster decay time than a glow curve, which makes the reading process

much faster.

B.2 Common OSL materials

Although a number of materials have been identified with good OSL characteris-

tics, the most commonly used one is carbon-doped aluminum oxide (Al2O3: O).

This material is good for γ-ray and electron dosimetry but cannot be very effec-

tively used for neutrons.
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Figure 11.3.3 Typical OSL and glow curves obtained in succession from a material that

exhibits both OSL and TL properties.
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A big advantage of OSL materials is that they do not have to be heated and

hence do not have to possess high temperature stability. This one less constraint on

the choice of material has been shown to be most advantageous for fast neutron

dosimetry, especially in the field of medicine. In medical dosimetry of fast neu-

trons, one strives to use a material that is as close in content to the tissue as possi-

ble. Since most of the fast neutrons are absorbed by the hydrogen atoms in the

tissue, the most suitable dosimeter would be one that has high hydrogen content.

An example of such a material is NH4Br: Tl, which has been shown to possess

good dosimetry properties for fast neutrons.

11.3.C Film dosimetry

Film dosimetry is based on so-called radiochromatic materials, which change color

when exposed to radiation. Since the amount of this coloration is proportional to

the delivered dose, radiochromatic films provide a direct means of dose

measurement.

The coloration of the film becomes evident when white light is made to pass

through it after irradiation. Since white light is composed of photons of different

wavelengths, its transmission through the film depends on the absorption coefficient

at each wavelength. Hence the film appears colored. The degree to which the light

is blocked by the film depends on its optical density, which is defined by

OD5 log
I0

I

� �
; ð11:3:3Þ

where I0 and I are the incident and transmitted radiation intensities, respectively.

The reason for defining optical density in this way is that the ratio I0 /I has an expo-

nential dependence on dose D. Hence we can write

D~OD: ð11:3:4Þ

This relation forms the basis for radiochromatic film dosimetry. With proper cal-

ibration, the above relation guarantees a linear relationship between the measured

optical density and the absorbed dose.

C.1 Advantages and disadvantages of film dosimeters

Following are the main advantages of using radiochromatic materials for dosimetry:

� No postirradiation processing: Radiochromatic films do not have to be processed after

irradiation, as in the case of TL and OSL dosimeters.
� High spatial resolution: The cost-benefit ratio of film dosimetry is much smaller than

other types of position sensitive dosimetry techniques, such as TLD arrays or electronic

detectors. Spatial resolution of a fraction of a millimeter is not uncommon for radiochro-

matic films.
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� Good spatial uniformity: Radiochromatic films can be manufactured with a high degree

(typically better than 95%) of spatial uniformity.

Film dosimetry has some disadvantages as well, some of which are mentioned

below:

� Fading: As with TL materials, radiochromatic films show postirradiation fading. This

fading is highest immediately after irradiation and then slows down after some time. It is

therefore recommended to delay optical density reading for about 2 days to allow the film

to stabilize. However, one must ensure that this delay is the same as used during

calibrations.
� Temperature dependence: The optical density of radiochromatic films has strong tem-

perature dependence. Therefore, the temperature must be kept as uniform as possible dur-

ing irradiation and optical scan.
� UV sensitivity: Most radiochromatic materials are sensitive to ultraviolet light.
� Film orientation: Radiochromatic materials are nonisotropic crystals, and therefore their

orientation matters. Optical density should be measured at the same orientation as that at

which the film was exposed to radiation.

C.2 Common radiochromatic materials

The most commonly used radiochromatic film is called Gafchromic. These films

are made of submicron-sized crystals of a monomer, which become polymerized

after irradiation. Since this polymerization is highly localized and does not spread,

the spatial resolution from these films can be achieved up to the size of the crystal.

11.3.D Track etch dosimetry

Earlier we noted the problems associated with radiation damage to materials. There

is one application where this damage can actually be exploited to determine the

dose delivered by the radiation. The process is fairly simple and starts with allow-

ing the material to absorb radiation for an extended period of time. After exposure

the material is etched with a suitable solution, which reveals the damaged zones or

tracks of particles. The number of these tracks and their geometry are a measure of

the particle fluence and can therefore be used to estimate the dose.

Track etch detectors are usually made of plastics in the form of polymer foils.

Since these materials are fairly inexpensive, they are widely used for personal and

environmental radiation monitoring.

Estimation of dose from track etch detectors is based on the principle that the

damage caused by radiation is directly related to the linear energy transfer or LET.

Therefore, the dimensions of the tracks bear a direct relationship to the stopping

power of the radiation. And since stopping power is related to the atomic number

of the incident particles, the track dimensions are proportional to the atomic number

as well. A particle entering the material deposits its energy as it traverses the mate-

rial, as shown in Figure 11.3.4. The damaged zone is generally a deformed cone but

can also have sharp boundaries and other shapes. Depending on the thickness of the
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material and the energy and type of radiation, the incident particle may or may not

be fully stopped.

After irradiation the material is etched with a suitable chemical, such as a hot

sodium hydroxide solution. In earlier days of track etch dosimetry, the tracks were

counted by visual inspection, a process that was prone to human error. Modern sys-

tems are equipped with automated microscope readers and are therefore much more

precise and accurate.

D.1 Advantages and disadvantages of track etch dosimeters

Following are some advantages of using track etch detectors as dosimeters:

� Cost effectiveness: Due to their low cost, these dosimeters have found wide application.
� Good sensitivity: Track etch polymers are sensitive to almost all types of ionizing radia-

tion, with the exception of photons.
� Operationally safe: Since these materials are nontoxic, they can be handled without any

extra precautions. This has made them highly suitable for use in households by nonspecia-

lists for radon dosimetry surveys.

Track etch detectors also suffer from several disadvantages, some of which are

listed below:

� Track fading: Since the tracks left by the radiation fade away with time, the readout can-

not be delayed more than a few days.
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Figure 11.3.4 (a) Damage caused by incident radiation to a track etch dosimeter. (b) The

damaged track after chemical etching of the material.
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� Insensitivity to photons: Track etch dosimeters are not sensitive to photons and therefore

cannot be used to properly assess the dose in a mixed radiation environment.
� Dependence on etching rate: The results depend to some extent on the etching process.

In particular, the etching rate has been seen to affect dose estimation.

The most commonly used track etch material is the so-called CR39 plastic,

which is composed of polyallyl diglycol carbonate. The material can be bought in

the form of large sheets, which can then be cut into desired sizes.

11.4 Active dosimetry

Active dosimetry involves the use of an electronic detector and is suitable for mea-

suring both instantaneous and integrated doses. The most commonly employed

active dosimeters are described below.

11.4.A Ion chamber dosimetry

Ionization chambers have long been used in all types of dosimetry because of their

simplicity of design and low operating cost. In clinical practice, they have become

standard dosimetry tools, though the trend is now shifting toward other types of

detectors such as semiconductor devices.

In the following sections we will look at two methods commonly used in ion

chamber dosimetry and discuss their pros and cons.

A.1 Free in air ion chamber dosimetry

As the name suggests, this type of ionization chamber measures exposure or kerma

in free air. Such chambers are commonly used to determine air kerma for x-rays.

The main idea behind this method is to ensure secondary electron equilibrium or

SEE. SEE is said to exist if the energy taken away by the secondary electrons

escaping from a small mass element is compensated by the energy brought into the

element by the secondary electrons produced outside the element. This concept is

graphically depicted in Figure 11.4.1. The primary electrons, shown by small open

circles, lose all their energy within the measurement volume (large circle), but the

secondary electrons (solid circles), having larger range, deliver their energy outside

the volume element. This amounts to a loss of energy and consequent underestima-

tion of the dose. But if the irradiation is constant outside the volume element as

well, then the secondary electrons generated there may deposit their energies inside

the measurement volume. Now, if the volume element is very small, then we can

assume that the secondary electrons escaping the element will be compensated by

the secondary electrons generated outside but absorbed inside the measurement

volume.

The requirement of SEE can be realized in a parallel plate ionization chamber.

A simplified diagram of such a dosimeter is shown in Figure 11.4.2. The small
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shaded volume element subtended by the narrow beam and the electric lines of

force between anode and cathode form the measurement volume. The energy

absorbed in this volume is measured and constitutes the absorbed dose or air kerma.

The secondary electrons escaping from this volume are compensated by the second-

ary electrons produced in the compensating volume elements on either side. The

guard electrodes are mainly used to smooth out the electric field nonlinearities at

the edges of the anode and also provide safety against high voltage on the anode.

Let us now see how we can measure air kerma using this chamber. Earlier in the

chapter we saw that air kerma can be computed from (see Eq. (11.4.2))

Kair 5
Wair

eð12 gÞX;

Secondary electronPrimary electron

Photons

Figure 11.4.1 Concept of SEE for free air ion chamber dosimetry. See text for explanations.

Measurement volume

Air

Enclosure

Cathode

Anode

Photons

Compensating volume

Collimator

Guard electrodes Guard electrodes

Figure 11.4.2 Simplified diagram of a free in air ionization chamber designed for air kerma

or dose measurement.

657Dosimetry and radiation protection



with exposure X given by

X5
dQ

dm

5
dQ

ρdV
:

Here dm is the mass of air having density ρ in the volume element dV. dQ is the

total charge of either sign created by the radiation in the volume element dV.

For the case of the ionization chamber shown in Figure 11.4.2, this volume element

is the darker shaded measurement area. Substituting this expression for exposure

in the equation for air kerma gives

Kair 5
Wair

eð12 gÞ
dQ

ρdV
: ð11:4:1Þ

Note that this equation can only be used for an ideal detector since it does not

take into account the errors introduced by different parts of the system. The easiest

way to do this is to multiply the above equation by a correction factor kt.

Kair 5
Wair

eð12 gÞ
dQ

ρdV
kt ð11:4:2Þ

This correction factor kt is composed of a number of correction factors related to

individual sources of error; that is,

kt 5 kdkhkrkskf kpkikako; ð11:4:3Þ

where

kd is the correction factor for the variation in density of air,

kh is the correction factor for the dependence of humidity on Wair,

kr is the correction factor for the loss of charges due to recombination,

ks is the correction factor for scattering of electrons outside the region of interest,

kf is the correction factor for the nonuniformity in the electric field,

kp is the correction factor for penetration of radiation through the collimator material,

ke is the correction factor for loss of secondary electrons on electrodes,

ka is the correction factor for attenuation before the measurement volume, and

ko is the correction factor for other design-specific sources of error.

It should be noted that the uncertainties due to these factors in well-designed

chambers lies well below 1%. For example, kd for 10�100 keV x-rays is only

0.03%. In fact, the uncertainties associated with other factors in Eq. (11.4.2) are

much larger. The error introduced by W-value, for example, can be as high as

0.25%. The same is true for the g factor as well.
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A.2 Cavity ion chamber dosimetry

The free air ionization chamber technique we just studied is only good for moderate

photon energies up to about 400 keV. As the mean energy of the incident photons

increases, the average energy of the secondary electrons also increases. This results

in secondary electrons traveling farther in the chamber before being absorbed and

even escaping from the active volume. One can argue that increasing the volume of

the chamber may solve this problem. However, this may not be possible due to

engineering difficulties. For example, as the chamber size becomes larger, the elec-

trode distance also widens and thus requires higher voltage to achieve ionization

chamber plateau. Recall that ionization chamber plateau is the flat region in the

voltage-pulse height curve that corresponds to the minimum recombination and col-

lection of almost all charge pairs created by the incident radiation. Now, the higher

the voltage the more probable it becomes that electrical discharges between one of

the electrodes and a nearby metal start occurring. For this reason one cannot indefi-

nitely increase the bias voltage.

The solution to this problem is to use a Bragg�Gray cavity, which was

described earlier in the chapter. Since now we are not required to ensure SEE, there

is no need to construct a large chamber. On the contrary, Bragg�Gray cavity theory

actually requires the chamber to be as small as permissible with the following two

conditions:

1. The fluence of the primary, secondary, and all subsequent electrons should be uniform

throughout the detector’s active volume.

2. The total energy delivered by the radiation to the air molecules should be much larger

than the energy delivered to the secondary electrons.

A simple ion chamber dosimeter that fulfills the Bragg�Gray cavity conditions

is shown in Figure 11.4.3. The chamber consists of a cylindrical cathode with a thin

anode wire stretched across its axis. The chamber is filled with air under standard

atmospheric conditions. The main problem with this chamber is that it has walls

with a material that is very different from air. Therefore, the dose measured from

the chamber inevitably has errors due to interaction of charges and radiation in the

wall material. We will see later how these errors are taken into account, but first let

us see how the dose can be calculated from the chamber.

Wall (cathode)

Insulator

HV

Signal

Anode

Insulator
Insulator

Air

Air

Figure 11.4.3 A simple air-filled ion chamber dosimeter.
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The radiation passing through the chamber produces electron�ion pairs that drift

in opposite directions under the influence of the externally applied electric poten-

tial. The number of charge pairs created by the radiation and the total charge carried

by them can be calculated if one knows the energy deposited by the radiation and

the W-value of air through the following relations:

Nair 5
Edep

Wair

ð11:4:4Þ

.Qair 5 e
Edep

Wair

: ð11:4:5Þ

Here Edep is the total energy deposited by the radiation inside the active volume

of the detector. The charge Qair is a measurable quantity since it is proportional to

the current flowing through the chamber, which can be measured using

suitable electronic readout circuitry. If Qair is known, the deposited energy Edep can

be calculated from the above relation. This energy can then be used to calculate the

absorbed dose according to

Dair 5
Edep

Mair

5
WairQair

eMair

; ð11:4:6Þ

where Mair is the mass of the air in the chamber. Up to now we have not considered

any sources of error. In other words, the dose calculated from the above expression is

good only for an ideal detector. A practical system, no matter how perfectly it is built,

always introduces some uncertainties in the measurements. To take these uncertainties

into account we multiply the above expression by a correction factor kt; that is,

Dair 5
WairQair

eMair

kt; ð11:4:7Þ

where kt, to a large extent, depends on the design of the chamber as well as envi-

ronmental conditions. It can be factorized into individual correction factors exactly

as in Eq. (11.4.3).

This is all good as long as we want to measure the dose inside the chamber.

How we relate this dose to the material surrounding the chamber is something that

can be handled with Bragg�Gray cavity theory. Note that even if the detection

medium and the material surrounding the chamber are under the exact same condi-

tions, the dose calculated from the above expression does not represent the expected

dose in the medium. To apply Bragg�Gray cavity theory we make use of

Eq. (11.2.34). Substituting the expression for Dair in this equation gives
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ð11:4:8Þ

The above equation, though very simple, gives a fairly accurate measure of the

dose, provided the chamber walls are not made of high-Z elements and the chamber

size is small. As mentioned earlier in the chapter, the dose computed from

Bragg�Gray theory has a few sources of error, the most important of which are

listed below:

� Measuring the mass of air in a chamber is not trivial since it has dependence on tempera-

ture and pressure. This is further complicated by the fact that, due to nonuniformity of the

electric field inside the chamber, the charge collection efficiency deviates from the ideal

case. This is compensated in the above equation by taking an effective mass of air instead

of the absolute mass.
� Bragg�Gray theory assumes continuity between the two media. Since ionization cham-

bers have walls, this assumption is not strictly valid, especially for walls that are made of

high-Z elements.
� The irradiation may not be uniform as assumed by Bragg�Gray theory.

The uncertainties due to these errors are included in the correction factor kt
in the above equation, with the exception of the wall correction, which is gener-

ally done separately. The wall correction is actually a two-step process. The first

step involves estimating the dose in the wall material using Bragg�Gray

Eq. (11.4.8):

Dwall 5
QairWair

eMair

L

ρ

� �wall
air

kt: ð11:4:9Þ

The dose in the surrounding medium can then be obtained by simply multiplying

the above equation by the ratio of the mass energy absorption coefficients of the

medium and the wall. This gives

Dmed 5
QairWair

eMair

L

ρ

� �wall
air

ðμm;enÞmed
wallkt; ð11:4:10Þ

where

ðμm;enÞmed
wall �

ðμm;enÞmed

ðμm;enÞwall
: ð11:4:11Þ
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Here μm;en is the mass energy absorption coefficient. This coefficient should be

computed from

μm;en 5
μm;tr

12 g
; ð11:4:12Þ

where μm,tr is the mass energy transfer coefficient and g is the fraction of loss of

energy of the secondary charged particles through radiative processes, such as

Bremsstrahlung.

So far we have explicitly used Bragg�Gray cavity theory to derive expressions

for dose equivalence. However, as we saw earlier in the chapter, even with all the

corrections made, this theory does not give very accurate results, especially in

situations where the wall is thick and is made of high-Z elements. Since

Spencer�Attix theory gives better results than Bragg�Gray theory, the general

practice is to start with the Spencer�Attix equation and then apply some correc-

tion factors to it. The modified form of this equation for an ion chamber dosimeter

can be written as

Dmed

Dcav

5
L

ρ

� �med;Δ

cav;Δ
kt; ð11:4:13Þ

where, as before, kt represents the total correction factor and

L

ρ

� �med;Δ

cav;Δ
� ðL=ρÞmed;Δ

ðL=ρÞcav;Δ
:

Using the expression for Dcav5Dair as derived earlier for the Bragg�Gray cav-

ity, the computational form of the Spencer�Attix equation becomes

Dmed 5
QairWair

eMair

L

ρ

� �med;Δ

cav;Δ
kt: ð11:4:14Þ

As noted earlier, there are uncertainties associated with various quantities in the

expressions we have derived so far. Fortunately, in well-designed chambers the

combined uncertainty is typically less than 1%. Still, it is a good practice to care-

fully analyze all sources of uncertainties before inferences from the measurements

are drawn. Table 11.4.1 lists some of the parameters and their typical uncertainties.

The reader should note that these values cannot be assumed to represent all kinds

of chambers, and therefore uncertainties for specific dosimeters should either be

experimentally determined or, in case of a commercial product, evaluated from the

data provided by the manufacturer.
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11.4.B Solid-state dosimetry

We have already seen a few examples of solid-state dosimeters, namely the TL,

OSL, and film dosimeters. Apart from these so-called passive dosimeters, there

are also active solid-state dosimeters that are now being extensively used, espe-

cially in the field of radiation therapy. Perhaps the most commonly used active

solid-state dosimeters are based on silicon diodes. The silicon detectors used in

dosimetry are similar to the usual silicon diode detectors we studied in the chap-

ter on solid-state detectors. These mostly single-channel devices have many

advantages over their gas-filled counterparts. Most importantly, due to their small

sizes they can be used in in vivo2 dosimetry, something that is highly desired in

radiation therapy.

We will not discuss here the construction details and working principles of

common semiconductor dosimeters based on junction diodes since similar devices

have already been discussed in the chapter on solid-state detectors. However, a

relatively newer form of semiconductor dosimeter, namely the MOSFET device,

will be discussed in some detail in the next section. Later on we will also discuss

diamond dosimeters, which are now gaining popularity due to their radiation

hardness.

B.1 MOSFET dosimeter

MOSFET is an acronym for metal oxide semiconductor field effect transistor. The

simplified diagram of a p-channel type MOSFET dosimeter is shown in

Figure 11.4.4. Such a device is fabricated on an n-type silicon substrate having a

typical thickness of 500 μm.

Table 11.4.1 Typical uncertainties in air-filled ionization chambers
used in dosimetry

Source Uncertainty (%)

Measurement of sensitive volume (each dimension) 0.05

Humidity 0.05

High-voltage ground shifts 0.02

Inhomogeneity of electric field 0.02

Pulse height measurement 0.02

Ion collection 0.10

Charge measurement (capacitance uncertainty) 0.05

W-value for dry air 0.20

Stopping power ratio 0.40

Perturbation correction factor 0.15

2In vivo means in a living thing (plant or animal).
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The working principle of the device as shown in Figure 11.4.4 is fairly simple.

Application of a high voltage to the polysilicon forces a large number of holes to

move from the surrounding regions into the oxide layer and the adjacent silicon

substrate. If a large number of holes are gathered in that area, they form a current

channel between the source and the SiO2 (drain) regions. A small voltage, called

the threshold voltage, can then initiate the current flow. The radiation passing

through the oxide region produces electron�hole pairs. The holes move toward the

interface of silicon and SiO2, where they get trapped. This excess positive charge

induces current in the channel between the source and the drain. Consequently, the

threshold voltage shifts to an extent that is proportional to the positive charge

buildup. And since this charge buildup is proportional to the energy deposited by

the incident radiation, the change in the threshold voltage is a measure of the radia-

tion dose delivered to the material.

Note that, in principle, it is possible to operate a MOSFET dosimeter without

any applied bias. However, in this case the recombination rate of electrons and

holes is significantly large, resulting in a nonlinear signal loss. Hence, in most

instances, MOSFET dosimeters are operated with a negative bias applied to the

polysilicon.

MOSFET dosimeters have many advantages over conventional ion chambers

and even silicon diode dosimeters. Some of their advantages are listed below:

� Small size: MOSFET dosimeters are very small in size, with typical dimension of less

than a millimeter. This makes them highly suitable for in vivo dosimetry.
� Good spatial resolution: Due to their small size, MOSFET dosimeters offer excellent

spatial resolution.
� Good isotropy: The axial anisotropy exhibited by typical MOSFET dosimeters is 62%

for 4π, which is acceptable in most applications.
� Large dynamic range: Because of their large dynamic range they can be used in very

low to very high radiation fields.
� Radiation type sensitivity: Since MOSFET dosimeters work on the principle of electron�

hole production by the incident radiation, they can be used for dosimetry of any type of

radiation.

p+(Drain)p+(Source)

Silicon substrate

Al Al

SiO2SiO2
Oxide

Polysilicon

SiO2

Metal

Kapton

Figure 11.4.4 Simplified schematic of a p-channel MOSFET dosimeter.
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MOSFET dosimeters also have some disadvantages, some of which are listed

below.

� Sensitivity to bias instability: MOSFET devices are very sensitive to drifts in bias volt-

age and therefore require highly stable power supplies.
� Radiation damage: Being semiconductor devices, MOSFET dosimeters are highly sus-

ceptible to damage caused by radiation. Therefore, if they are used in high radiation

fields, their response may change after irradiation.
� Temperature dependence: Like all semiconductor devices, their response is vulnerable

to small drifts in temperature. However, specially designed double MOSFET devices have

shown good temperature stability.

B.2 Diamond dosimeter

Diamond is a radiation-hard substance and can therefore be used in hostile radiation

environments. The reader may recall that in the chapter on solid-state detectors we

discussed detectors based on Chemical Vapour Deposition (CVD) diamond. The

dosimeters based on CVD diamond actually have the same type of structure except

that they are smaller in size. Therefore, we will not discuss the construction details

of such detectors but it is certainly worthwhile to discuss their advantages.

� Radiation hardness: Diamond shows high radiation tolerance, which makes it

suitable for use in very hostile radiation environments. The particle beams generally used

in radiation dosimetry are fairly intense, and therefore the use of diamond-based dosi-

meters is gaining interest in this field.
� Stability against water: Diamond does not absorb water, which is an added advantage

for their use in in vivo dosimetry.
� Good temperature stability: Diamond dosimeters have shown very good temperature

stability, with a typical value of less than 0.1% per degree Celsius. This makes them

superior to conventional MOSFET dosimeters.
� Good isotropy: Their behavior is fairly isotropic, making them easy to use in practical

applications.
� Good energy response: The energy response of diamond dosimeters is fairly linear, and

therefore they can be used over a large dynamic range without the need for correction

factors.
� Small size: Typical diamond dosimeters are fairly small, on the order of a few mm3. This

allows them to measure dose without appreciably affecting the radiation field.
� Good spatial resolution: Due to their small size, diamond dosimeters show very good

spatial resolution.
� Tissue equivalence: Since diamonds are based on carbon, they have good tissue equiva-

lence. This makes them advantageous compared to semiconductor dosimeters, which

require energy corrections. Of course, this only holds true for medical dosimetry

applications.

The disadvantages of diamond dosimeters include the following:

� Dose rate dependence: Diamond dosimeters show some dependence on dose rate.
� Polarization: If diamond dosimeters are not in a radiation field, they tend to become

polarized. Therefore, to minimize this effect they must be irradiated before being

deployed.
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11.4.C Plastic scintillator dosimeter

A scintillator is a material that produces light when irradiated. Detectors based on

such materials are called scintillation detectors. We discussed these materials and

the different types of detectors based on them in the chapter on scintillation detec-

tors. The interested reader is encouraged to read through the relevant sections of

that chapter to understand how such devices work.

Scintillators are available in many shapes and forms, but for dosimetry purposes

the most popular are plastic scintillators. A typical plastic scintillator dosimeter

consists of a plastic material, an optical fiber to carry the light photons, and a PMT

to count the photons. Sometimes another fiber and a PMT are added to the setup to

measure and subtract the background light. In the following we list some advan-

tages of plastic scintillators.

� Small size: Typical dimensions of plastic scintillator dosimeters are less than 1 mm3,

which makes them suitable for medical dosimetry.
� Temperature stability: Plastic scintillators show high temperature stability with respect

to changes in temperature.
� Good spatial resolution: Plastic scintillation dosimeters show excellent spatial

resolution.
� Good energy response: The linear energy response of these devices makes them highly

suitable for use in radiation therapy applications.
� Radiation hardness: The response of plastic scintillators does not deteriorate signifi-

cantly with irradiation.
� Good isotropy: The isotropy of plastic scintillator dosimeters is comparable to that of

diamond detectors.
� Large dynamic range: The large dynamic range makes them suitable for use in diverse

radiation environments.
� Water equivalence: The composition of plastic scintillators is approximately equivalent

to water. This makes them suitable for phantom measurements in clinical dosimetry.

Perhaps the biggest disadvantage of plastic scintillator dosimeters is that they are

highly susceptible to background Cherenkov light. This can be overcome by using

a background subtraction counter, which requires another set of fibers and PMT.

11.4.D Quartz fiber electroscope

A quartz fiber electroscope is a pocket dosimeter that has the capability of measur-

ing instantaneous dose. It is therefore generally called a self-reading pocket dosime-

ter or SRPD. It consists of the following main components.

� Ionization chamber: This consists of a very small-volume gas-filled chamber where the

incident radiation produces electron�ion pairs.
� Quartz fiber electrometer: This is used to measure the charge produced by the radiation

in the ionization chamber. It consists of a movable quartz fiber and a metal frame forming

its two electrodes. The separation of these electrodes depends on the amount of charge on

the metal electrode.
� Microscope: The purpose of the microscope is to facilitate the reading of the fiber image.
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The working principle of the electroscope is quite simple. The incident radiation

produces charge pairs in the chamber volume, which creates a current flow.

Consequently, the charge on the electrode decreases. Due to this decrease, the

quartz fiber moves, and its deflection can be projected by a light source to a cali-

brated scale through an objective lens. To do this, the user points the dosimeter to

any external light source while looking into the microscope eyepiece. Since the

deflection of the fiber is proportional to the current flowing through the chamber, it

is a measure of the dose delivered by the radiation. The electroscope is precali-

brated, and therefore no calibration is required of the user. Upon full discharge, the

electroscope can no longer be used before being charged again. This is done by

applying high voltage through a charging pin.

Figure 11.4.5 shows the working principle of a typical quartz fiber electroscope.

The electrometer of an electroscope that has not seen any radiation is fully charged

and the reading pointer is at null position. As the incident radiation produces

electron�ion pairs in the ionization chamber, the effective voltage on the fixed

electrode decreases. Consequently, the quartz fiber moves toward the fixed elec-

trode and the reading pointer moves forward.

200 4000

(b)

0 200 400

Fixed
electrode

Quartz fiber

Radiation
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Ionization chamber

Ionization chamber

Reading pointer

Figure 11.4.5 (a) Quartz fiber electroscope without any absorbed radiation. (b) Incident

radiation produces charge pairs in the ionization chamber, which decreases the charge on the

electrometer, pushing the electrodes close together. The eyepiece of the microscope is shown

to read a dose of 140 units.
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D.1 Advantages and disadvantages of quartz fiber electroscope

The advantages of this instrument include the following:

� Visual readout: Even though the quartz fiber electroscope is an active dosimeter, it does

not require any electronic circuitry to read the dose. The readout can be done visually at

any time.
� Good accuracy: Although the accuracy of the electrometer cannot compare with that of

an electronic dosimeter, it does give a modestly accurate measure of the integrated dose.

In most organizations the electroscope is used in conjunction with some other dosimeter,

such as a TLD.
� Repeated usage: The electroscope can be used repeatedly after being recharged, which is

a fairly simple procedure and is done through a special unit.
� Easy handling: This device is the size of a pen and can be carried in a pocket. Its outer

metallic surface makes it sturdy against mechanical shocks, and therefore it does not have

any special handling requirements.

Quartz fiber electroscopes also suffer from some disadvantages, some of which

are listed below.

� Readout errors: The readout scale of the electrometer is fairly narrow, and therefore it

cannot be read out very precisely.
� Low dynamic range: The very small volume of the ionization chamber does not allow

accumulation of large doses. Therefore, in hostile radiation environments, the instrument

gets saturated fairly quickly.
� Low accuracy: The accuracy of the instrument is lower than that of other types of

dosimeters.

11.5 Microdosimetry

Microdosimetry is a technique used to measure the stochastic distribution of energy

deposited by radiation at microscopic sites. It has been found to be an extremely

valuable tool in assessing energy transfer to very small volumes, such as cellular

and subcellular structures. For example, in radiation therapy one is often interested

in determining the distribution of energy transfer inside single cancer cells so that

the cells can be effectively targeted. Conventional dosimetry does not provide such

information since it deals with macroscopic description of energy transfer in large

volumes. Microdosimetry has, in fact, been developed mostly for dealing with such

issues in radiation therapy.

The statistical fluctuations involved in energy transfer processes deserve special

attention in microdosimetry measurements. In conventional dosimetry this is not of

much concern since there the number of particles interacting is so large that the sta-

tistical fluctuations are much smaller than the systematic errors in the system. The

reason is that the energy transfer can be considered a Poisson process. The statisti-

cal fluctuations of a Poisson process are equal to the square root of the number of

interacting particles or
ffiffiffiffi
N

p
: If N is small the relative fluctuations are large and so is

the relative measurement uncertainty.
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11.5.A Microdosimetric quantities

The quantities used in microdosimetry are somewhat different than those used in

conventional dosimetry. This section is therefore devoted to a discussion of the

most commonly used microdosimetric quantities.

A.1 Linear energy transfer and dose

In microdosimetry one is interested in measuring or estimating the distribution of

energy transfer along a particle’s track. Earlier in this chapter and also in Chapter 2

we introduced a term, linear energy transfer or LET, to characterize how a particle

loses energy along its track. Though this quantity can be used in microdosimetry,

one should be cautioned that it actually is a macroscopic quantity. Let us first

understand how LET can be used to characterize the absorbed dose.

The absorbed dose is related directly to the linear energy transfer through the

relation

D5
1

ρ
LtΦ; ð11:5:1Þ

where Φ represents the average fluence of particles passing through the medium of

density ρ. Lt represents the track average LET, which can be computed from

Lt 5

ð
Lf ðLÞdL; ð11:5:2Þ

where f(L) is the normalized probability distribution function for LET and the inte-

gration is carried out over the whole track length. Since we are essentially taking the

weighted average of LET at each point along the track, Lt is referred to as the track

average LET. One can similarly define the dose average LET through the relation

Ld 5

ð
LDðLÞdL; ð11:5:3Þ

where D(L) represents the normalized dose distribution as a function of LET. It is

given by

DðLÞ5 1

ρ
LΦðLÞ; ð11:5:4Þ

with Φ(L) being the fluence distribution as a function of LET.

One problem with the use of LET in microdosimetry is that it does not properly

characterize the differences in the biological effectiveness of different radiation types.

In other words, the biological effectiveness of two types of radiation can be different

even though they might have the same LET. This implies that one should be careful in
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using this quantity to derive dosimetric inferences. For of this reason, statistical quanti-

ties such as specific energy and lineal energy are more commonly used.

A.2 Specific energy

The specific energy is defined as the ratio of the energy imparted by radiation to

the matter in a volume to the mass of the matter; that is,

z5
E

m
; ð11:5:5Þ

where m represents the mass of the matter and E is the energy imparted. Since

energy impartation is a statistical process and suffers from random fluctuations, the

specific energy has similar uncertainties associated with it.

A.3 Lineal energy

Lineal energy is defined as the ratio of the energy imparted to the medium in a sin-

gle event to the average chord length; that is,

y5
E

l
; ð11:5:6Þ

where E is the energy imparted in a single event and l is the average chord length.

Lineal energy is generally measured and computed in units of keV/μm. To under-

stand the average chord length, we first note that any particle track in a medium

leaves a number of randomly oriented chords behind. The average length of these

chords is what is represented by the parameter l: In general, both the chord lengths

and their orientations are randomly distributed.

Note that, as with specific energy, here too the imparted energy is a random vari-

able. Therefore, the lineal energy is also a statistical quantity and is described by its

own frequency distribution function f(y). Now, just as with LET, we can use this

distribution to determine the average track lineal energy; that is,

yt 5

ð
yf ðyÞdy; ð11:5:7Þ

where we have assumed that the distribution f(y) has been normalized. Similarly,

we can also define a dose average lineal energy by

yd 5

ð
yDðyÞdy; ð11:5:8Þ

where D(y) represents the normalized dose distribution as a function of lineal

energy. It can be evaluated from

DðyÞ5 1

yt
yf ðyÞ: ð11:5:9Þ
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Substituting this into the expression for yd reveals that the dose average lineal

energy is simply the second moment of the distribution f(y); that is,

yd 5
1

yt

ð
y2f ðyÞdy: ð11:5:10Þ

The prime objective of microdosimetry is determination of the lineal energy dis-

tribution along the particle’s track. Since the physical dimensions involved in such

a study are extremely small, typically ranging from a nanometer to a few micro-

meters, the experimental techniques are also somewhat modified versions of con-

ventional dosimetry.

It was mentioned earlier that statistical fluctuations constitute the most signifi-

cant source of error in microdosimetry, provided the dosimeter has been carefully

designed. The quantities we just described for microdosimetry are all statistical in

nature and therefore suffer from uncertainties because of statistical fluctuations.

These fluctuations can be due to a number of factors, such as

� delta rays, which are the electrons emitted as a result of radiation interaction in the

medium;
� lineal energy variation with particle track;
� energy straggling;
� range straggling; and
� chord length variations.

11.5.B Experimental techniques

Microdosimetry techniques are somewhat different from conventional dosimetry.

The reason is that in conventional dosimetry one is only concerned with macroscopic

deposition of energy, which is not very useful in deriving microdosimetric quantities.

In this section we will survey some commonly used microdosimetry techniques.

B.1 Tissue equivalent proportional counter

We have discussed the working principle of proportional counters earlier in this

book. In essence, these counters work on the principle of charge multiplication in the

presence of externally applied high electric field. The tissue equivalent proportional

counter (TEPC) is a modified version of the conventional proportional counter. The

fundamental difference between the two is that a TEPC is constructed such that it is

as close in physical properties to a tissue as possible. A dosimeter that is not equiva-

lent to the tissue cannot be used to measure the true dose absorbed by the tissue.

The most common approach to building such a chamber is based on simulating

the tissue volume by a relatively larger filling gas volume. The requirement of

equivalence can be approached by assuring that the energy loss of charged particles

in the gas is the same as in the tissue; that is,

Eg 5Et; ð11:5:11Þ
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where Eg and Et represent the mean energy losses in the active gas volume of the

chamber and the tissue. Now, let us suppose the mean distance traveled by a

charged particle in the gas is dg. For a small spherical chamber, this will be the

diameter of the sphere. If the mass stopping power of the particles in the gas vol-

ume is Sρ,g (see Chapter 2 for discussion on mass stopping power) and the density

of the gas is ρg, the mean energy deposited is given by

Eg 5 Sρ;gρgdg: ð11:5:12Þ

Similarly, the mean energy deposited in the tissue can be evaluated from

Et 5 Sρ;tρtdt; ð11:5:13Þ

where Sρ,t is the stopping power of the same particles in the tissue having density

ρt. The equivalence of absorbed energy requires

Sρ;gρgdg 5 Sρ;tρtdt: ð11:5:14Þ

Now, suppose that the atomic composition of the gas and the tissue are identical.

In this case the mass stopping powers in the two media will be the same; that is,

Sρ,g5 Sρ,t. With this condition the above equation becomes

ρgdg 5 ρtdt: ð11:5:15Þ

This condition for TEPCs is generally written as

ρg 5 kρt; ð11:5:16Þ

where k� dt/dg is equal to the ratio of the tissue diameter to the chamber diameter

for spherical chambers. Looking closely at the above relation we find that, for a

fixed chamber dimension, the only parameter that can be varied to ensure the equiv-

alence of energy deposition is the gas density. This is the basic working principle

of a TEPC that is, the density of the gas is adjusted such that the above relation is

satisfied. In such a chamber, the absorbed dose is equivalent to the dose absorbed

in the tissue.

Adjusting the gas density is generally done by adjusting the gas pressure. This

simple principle gives a fairly accurate measure of the dose in tissues. Low-

pressure TEPCs were the most common microdosimeters constructed, and they are

still widely used. A typical TEPC has a spherical or cylindrical geometry. Except

for the lower gas density, its working principle is the same as for conventional pro-

portional counters. Such detectors have already been discussed at length in the

chapter on gas-filled detectors.

Design and construction of a TEPC requires special attention to the uncertainties

that can be caused by the walls of the chamber. These uncertainties can be due to
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several effects. One such effect is due to the so-called reentry mechanism. What

happens is that an electron produced by the incident radiation can move out of

the chamber’s active volume and then reenter it at a later time. In a real tissue, the

probability of this happening is small due to smaller volume [see Figure 11.5.1(a)].

The dose measured in this case will then be higher than the dose expected in the tis-

sue. Another effect that can add uncertainty to the measurements is the scattering of

electrons. An incident particle can scatter off another particle before entering the

active volume of the chamber. If the scattered particle deposits its energy within the

chamber volume, it will lead to a larger pulse or an extra event, thus overestimating

the dose [see Figure 11.5.1(b)]. Figure 11.5.1(c) shows an effect that is said to pro-

duce V-tracks. A neutron interacting with a nucleon in the wall material may break

(b)

(a)

(d)

(c)

TEPC

Tissue

Wall

Figure 11.5.1 Processes leading to measurement uncertainty in a walled TEPC as

compared to a tissue. (a) Reentry effect. (b) Scattering effect. (c) V-track effect. (d) Delta-

ray effect.
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it up into two heavy charged particles. These particles traverse the gas volume in

different directions, forming a V, hence the name V-track. This effect is significant

only at high neutron energies, on the order of 20 MeV and above. Another class of

events that can cause error in measurements is related to delta rays. The delta rays

produced outside the chamber’s active volume can also lead to double events, as

shown in Figure 11.5.1(d). A real tissue, on the other hand, will miss delta rays

with a higher probability.

The discussion in the preceding paragraph leads us to the conclusion that cham-

ber walls introduce errors in measurements. A good approach would then be to

build a wall-less chamber. The reader may recall that during discussion of conven-

tional dosimetry we introduced a wall-less ionization chamber in which the volume

was subtended by the electric lines of force and the beam of incident particles. That

is, there was no physical wall defining the active volume of the chamber. The same

approach has been adapted in building TEPCs. However, such dosimeters suffer

from small variations in the electric field intensity, which lead to fluctuations in the

active volume.

Another approach to building a TEPC is to use gridded walls. Using a gridded

wall minimizes the wall material and hence reduces the uncertainties associated

with the wall effects. The main advantage of this approach is that the active volume

of the chamber remains well defined even with slight variations in the electric field

intensity. The disadvantage, of course, is that the counter is not really wall-less and

therefore suffers from associated uncertainties, though at a smaller scale than a

usual walled counter.

B.2 Solid-state nuclear track detector

Earlier in the chapter we discussed track etch dosimeters. Such solid-state nuclear

track detectors or SSNTDs can also be used as microdosimeters. To remind the

reader, a particle passing through a track etch detector leaves behind a damaged

zone. This zone can be revealed through the process of chemical or electrochemical

etching. The reason these detectors can be used as microdosimeters is that the track

parameters are directly related to the linear energy transfer and the type of incident

particle. In modern systems these parameters are determined through an automated

process, which is less prone to human errors. The apparatus generally consists of an

optical image analyzer with a built-in microscope.

Determination of the LET is done through a parameter called etch rate ratio,

given by

V 5
Vt

Vb

; ð11:5:17Þ

where Vt and Vb are, respectively, the track and bulk etch rates. Since the track ratio

V is proportional to the linear energy transfer, with proper calibration it can be used

to determine the absolute LET of the radiation. The calibration can be performed by

irradiating a similar SSNTD with known radiation.
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B.3 Silicon microdosimeter

Microdosimeters based on silicon offer some advantages over conventional TEPCs,

and therefore they have gained some popularity in the field of hadron therapy.

A silicon microdosimeter is similar to a conventional pn-diode detector.

However, it has some features that are specific to the requirements of microdosime-

try. These requirements are listed below.

� Tissue equivalence: Tissue equivalence is, of course, the basic condition in microdosime-

try for radiation therapy. A silicon detector should be constructed such that it satisfies this

condition as closely as possible.
� Small size: The active volume of the detector should be so small that it could simulate a

biological cell.
� Defined collection volume: We saw earlier that TEPCs suffer from the disadvantage of

either not having a well-defined volume or wall effects. Having a well-defined volume is

important in the case of silicon microdosimeters as well.
� High sensitivity: The detector should be able to measure very low lineal energies, on the

order of 1 keV/μm.

The condition of having a well-defined collection volume is not satisfied in con-

ventional pn-junction diode detectors. The main cause of the uncertainty in active

volume is the diffusion of charges from the bulk silicon. To overcome this problem,

another type of silicon device, called silicon-on-insulator or SOI, has been intro-

duced. The main idea is to subtend the depletion region between insulators such

that the possibility of charge transfer from the bulk silicon is minimized. A simpli-

fied diagram of such a device is shown in Figure 11.5.2.

There are many advantages to SOI technique, some of which are listed below:

� Well-defined volume: The active volume of the dosimeter is defined by the depletion

region. Since the region is surrounded by insulation, the charge diffusion from outside

remains low and hence the volume is well defined.
� Good spatial resolution: A typical silicon microdosimeter system is based on a number

of closely spaced detectors, like that shown in Figure 11.5.2. With small cell and pitch

dimensions, on the order of 10�40 μm, high spatial resolution can be achieved.

Silicon substrate

p-Type silicon
N+

SiO2

Al
SiO2SiO2

Figure 11.5.2 Structure of a typical SOI microdosimeter. The potential to the substrate is

applied through a P1 layer (not shown) similar to the N1 layer. The connection to the supply

is made by feed through aluminum implant. A typical microdosimeter system has a number

of similar structures implanted on a single substrate.
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� Low voltage operation: The active layer of p-type silicon of an SOI has a width of about

2 μm. This enables operation of the detector at very low voltages, as opposed to TEPCs,

which require fairly high voltage to allow charge multiplication.

Another advantage of the silicon microdosimeter with respect to a TEPC is that

its overall dimensions can be made fairly small by integrating the front-end elec-

tronic components on the same silicon substrate. This makes the handling of the

system easy by avoiding the need to install external electronic components near the

detector.

SOI is not the only technology available to build silicon microdosimeters. In

fact, the earliest silicon dosimeters were simple pn-diode detectors. SOI technology

has attracted more interest due to its advantages, as described above. However, it

should not be though that the microdosimeters based on this technology are perfect

devices. In general, silicon microdosimeters (or for that matter, microdosimeters

based on any semiconductor material) suffer from some disadvantages as well,

some of which are listed below:

� Tissue equivalence: Semiconductor materials cannot be considered equivalent to tissues.

Hence the dose measured by them cannot be said to represent dose in a tissue. To over-

come this problem, some semiconductor microdosimeters are equipped with a converter

material.
� Geometry: The geometry of a silicon microdosimeter is a parallelepiped, as compared to

a TEPC, which can have spherical geometry. This implies that the chord length distribu-

tion in a silicon microdosimeter is different from that in a TEPC.
� Radiation damage: Since semiconductors are not very radiation tolerant, the lifespan of a

silicon-based microdosimeter is shorter than that of a TEPC.
� Field funneling: The high-LET particles passing through a semiconductor produce local

distortions in the electric field. These distortions may favor collection of charge pairs pro-

duced in the undepleted regions. For newer SOI technology, this is not of much concern

because of the insulator layers.

11.6 Biological effects of radiation

All living organisms are made of cells, which themselves are made of atoms. As we

have seen earlier, radiation can interact with these atoms in many different ways.

At the most basic level, radiation can either ionize an atom or interact with its

nucleus. In terms of biological damage, both of these interactions can have serious

consequences if they result in weakening the bonds between atoms. A weak bond

may eventually break up and cause the cell to malfunction.

A chromosome, which carries DNA, is arguably the most important part of a liv-

ing cell. Any damage to a chromosome has the potential of causing cell mutations

leading to adverse genetic changes. In fact, it is believed that cancerous growths are

often the result of such mutations. Unfortunately, these effects occur very slowly

and take a long time to become noticeable. All types of ionizing radiation, no

matter how intense, are capable of causing such mutations. However, the probabil-

ity of their occurrence decreases with decrease in radiation flux or intensity.
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Cell mutation is not the only type of damage caused by radiation. A high-level

dose can, in fact, cause so much ionization that the cell dies. If a large number of

cells in an organ die, they can cause the organ to malfunction and can even lead to

total failure. For example, it is believed that receiving a whole-body dose of

approximately 500 rem for a few minutes can cause death to 50% of the population.

However, such a high dose is expected to be delivered only in extreme radiation

environments, such as atomic explosions.

Figure 11.6.1 shows the possible effects of radiation on biological cells. As

shown in the figure, one possibility is that the cell simply dies after irradiation.

This is not of much concern unless a large number of cells in an organ die, causing

it to malfunction or fail. The other possibility is that the cell does not die but is

damaged. By damage we mean that the bonds between atoms are weakened and as

a result new chemicals are formed. The natural repair mechanisms of the cells, for

the most part, take care of such localized damage. The probability that the repair is

successful depends on the extent and locality of the damage. However, it should be

mentioned that any part of a cell can be repaired, including the chromosomes. In

fact, cell damage and repair occur constantly in biological organisms. The damages

caused by low-level radiation are therefore not much different from damages caused

by other sources, such as foreign chemicals or autoimmune disorders.

Unfortunately, not all repair mechanisms always function perfectly. For example,

if at the time of irradiation a cell is in the middle of performing a certain task, the

repair may not go through successfully. This may cause the cell to start operating

abnormally. Such a cell can eventually cease to reproduce or start reproducing

uncontrollably. The latter is the source of the development and spread of cancer or

genetic disorders. If the cell does not reproduce itself, it can still cause operational

problems and genetic effects. However, such effects will be localized unless a very

large number of cells start behaving likewise.

Uncontrolled
reproduction

Radiation 
damage

Natural 
repair

Cell 
death

Operate 
normally

No 
reproduction

Benign 
conditions

Genetic 
effects

Cancer

Operate 
abnormally

Figure 11.6.1 Diagram of possible damage and repair steps a cell may follow after irradiation.
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A point to note is that not all cells are equally prone to radiation damage. For

example, the cells that produce blood have been found to be highly susceptible to

radiation damage. In general, the more reproductively active a cell is, the more sen-

sitive it is to damage.

Now that we understand the basic radiation damage mechanisms in individual

cells, let us discuss the macroscopic effects of radiation dosage.

11.6.A Acute and chronic radiation exposure

It has been found that both high instantaneous and high integrated doses are harmful

to health. A high instantaneous dose leads to so-called acute exposure, while a low

instantaneous dose received for a long period of time is termed a chronic exposure.

We will discuss the effects of such exposures in the following two subsections.

A.1 Acute exposure

A high instantaneous dose received over a short period of time can cause severe

damage to skin and internal organs. It is generally accepted that a radiation dose of

greater than 0.1 Gy received within a short period of time (hours to a few days) can

be classified as a source of acute exposure. The severity of the damage caused by

an acute dose depends on the dose level, while recovery depends on the general

health of the individual.

In the following, damage to specific organs and the resulting symptoms have

been listed according to the dose level. Note that the higher the dose the more likely

it is to cause multiple kinds of damages.

� Dose. 50 Gy: This extremely high dose can cause permanent damage to cells of the nervous

system. The damage can result in internal bleeding and fluid buildup in the brain, ultimately

leading to death. The exposure can cause severe shock and even coma. At a minimum, the

exposed person may suffer from confusion, speech difficulty, and coordination loss.
� Dose. 25 Gy: This much exposure can cause epidermal and deep skin necrosis.
� Dose. 10 Gy: A dose higher than 10 Gy can cause damage to the lining of the intestines

and stomach, leading to gastrointestinal complications. The exposed person initially suf-

fers from nausea, vomiting, and diarrhea, which can lead to dehydration. Severe effects

include the formation of ulcers and inability to digest food. Other probable damage is

atrophy of the skin with complications.
� Dose. 5 Gy: This can lead to visual impairment and cataracts.
� Dose. 3.5 Gy: This dosage can lead to permanent sterility if the reproductive organs are

directly exposed.
� Dose. 2 Gy: A dose higher than 2 Gy can cause hair loss and erythema or reddening of

the skin.
� Dose. 1 Gy: A number of organs such as bone marrow, spleen, and lymphatic tissues

are highly susceptible to radiation damage, and therefore even a moderate dose of 1 Gy

can cause severe damage to their cells. The damage can cause internal bleeding, leading

to bacterial infections and possibly death.
� Dose. 500 mGy: Benign tumor growths in thyroid glands are common after receiving a

dose higher than 500 mGy. Other effects include damage to bone marrow and opacities in

the ocular lens.
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A.2 Chronic exposure

In the preceding section we saw that an acute dose can bring serious health hazards.

The same is true for a low-level dose received over a long period of time. Such

exposure is said to be chronic. The distinguishing aspect of chronic exposure is that

it is very difficult to assign deterministic effects to it.

The effects of chronic exposure become obvious after a long time, on the order

of several years. For example, some kinds of cancers can take up to 25 years to pro-

duce symptoms and get diagnosed. At that time it becomes difficult to determine

whether the cause of the cancer was radiation exposure or something else. Such a

long incubation period of the disease makes it difficult to determine safe levels of

dosage for workers and the general population. One way to derive such statistical

inferences is to study disease rates in populations that are exposed to different

levels of radiation. Such studies have been undertaken by many researchers, but the

results have not been found to be sufficiently statistically significant to make pre-

dictions. Due to this difficulty, so-called safe levels have been derived by extrapo-

lating acute doses with known deterministic effects.

11.6.B Effects and symptoms of exposure

In the preceding sections we discussed how radiation affects living organisms and

also looked at its effects on human body. In general, the effects on humans can be

divided into two categories: somatic effects and genetic effects.

B.1 Somatic effects of radiation

The somatic effects are those that appear in a person who is exposed to radiation.

As discussed earlier, the effects can become obvious immediately after the exposure

or they can take a long time to cause noticeable changes. For example, a high dose

to the skin can cause immediate reddening of the exposed area. Such a prompt

exposure is typical of high levels of radiation delivered in a short period of time.

On the other hand, most cancers take many years to develop and cause noticeable

symptoms. Such delayed effects are caused by cell mutations and subsequent

uncontrolled reproduction. Whether the effect is prompt or delayed, if it appears in

the person being exposed, it is called a somatic effect.

B.2 Genetic effects of radiation

We saw earlier that if the chromosome of a cell is permanently damaged, it can

lead to genetic changes. If the exposed cell is related to reproduction, damage to its

DNA can lead to developmental problems in the offspring of the person. Such cell

changes are generally termed as germline mutations and do not affect the exposed

person. The hazards associated with germline mutations range from premature

death and miscarriage to cancer in later life.

A number of studies have been performed to determine the probability of dam-

age due to germline mutations. Since it is difficult to determine whether a germline
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mutation in an individual has occurred or not, these studies have largely been based

on finding the correlation of the dose received by radiation workers and genetic dis-

orders in their children. Fortunately, up to now, no conclusive evidence of strong

correlation between exposure and childbirth defects has been found. However, a

few studies have indicated that the occurrence of leukemia in children whose

fathers received occupational exposures was about 2�2.5 times higher than in the

general population. Unfortunately, these studies have suffered from low statistics.

Because of this, many researchers do not regard this inference as conclusive evi-

dence of leukemia occurrence in children. It should, however, be mentioned that

the type of exposure to the father has been found to be important in this regard.

Internal exposure to radionuclides is considered to contribute more to childhood

cancer as opposed to whole-body exposure.

11.6.C Exposure limits

We just saw that radiation can not only induce acute damage but can also cause

subtle cell mutations. For example, it has been observed that people who are contin-

uously exposed to low levels of radiation have a high probability of developing

some kind of cancer. The question then arises as to what are the safe limits of expo-

sure and when one should start worrying about the exposure. Unfortunately, there is

no simple answer to this question since most of the effects of radiation are statisti-

cal in nature. One must then resort to statistical techniques and apply them on large

population samples to determine safe radiation limits. This has actually been done

to determine safe levels for radiation workers and the general public. Based on

those studies, limits for radiation workers and general public have been suggested

by the ICRP. These limits, given in Table 11.6.1, are ICRP recommendations and

therefore voluntary. The legal basis of these limits has been established by the regu-

latory frameworks of different countries.

Table 11.6.1 Exposure limits of different body parts for radiation
workers and the general public [26]

Dose type Maximum permissible equivalent dose

Occupational General public

Equivalent dose to

skin

500 mSv/year 50 mSv/year

Equivalent dose to

the lens of the eye

150 mSv/year 15 mSv/year

Equivalent dose to

hands and feet

500 mSv/year �

Effective dose Maximum of 50 mSv in 1

year with 20 mSv/year

averaged over 5 years

1 mSv (a higher value in a year

may be allowed if the average

over 5 years does not exceed

1 mSv in a year)
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The effective whole-body dose limit set by ICRP is 20 mSv per year for radi-

ation workers and 1 mSv per year for the general public averaged over 5 years

[26]. This limit and those given in Table 11.6.1 are considered the absolute

maximum, and therefore no radiation worker should ever be allowed to keep

working in radiation environments after receiving doses higher than these limits.

For additional safety, another principle that has now been almost universally

adopted is the so-called ALARA principle. ALARA stands for as low as reason-

ably achievable. What this means is that one should strive to aggressively limit

the exposure to individuals within the limitations of the working environment

and cost.

The ALARA principle does not relax the maximum permissible doses as given

in Table 11.6.1. On the contrary, it actually provides a framework for radiation

safety personnel to monitor workers more closely and take safety precautions

accordingly. The utility of the ALARA principle becomes evident when one con-

siders the possibility that a worker may get a high dose within a short time period,

say a month, without exceeding the yearly dose. This can be problematic since

continuing to work in such an environment may prove to be harmful due to the

increased probability of damage. For such situations, most organizations define

different ALARA levels. Two-level systems are fairly common; in these, if the

dose received by the worker exceeds the first level, the environment is surveyed

and the worker is put on an aggressive monitoring routine. In case the worker

exceeds the level 2 dose, she or he may then be barred from working in any radia-

tion environment for an extended period of time. Most of the time ALARA levels

are defined according to dosimeter readout periods. Dosimeter badges are gener-

ally read out every month or two, at which time the dose is monitored according

to the ALARA guidelines specific to the organization. Table 11.6.2 gives an

example of a three-level ALARA guideline for whole-body dosage for radiation

workers.

11.7 Radiation protection

Though radiation has been found to be very useful in different fields, its use has

extreme hazards associated with it as well. The protection of personnel and equipment

from the harmful effects of radiation is of primary concern in any radiation environ-

ment. In this section we will concentrate on radiation protection for personnel.

Table 11.6.2 A typical 3-level ALARA system for radiation workers
of age 19 and older

Maximum permissible

whole-body dose

ALARA (mSv)

Level 1 Level 2 Level 3

20/year 0.2/month 0.3/2 months 0.4/3 months
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11.7.A Exposure reduction

In many situations it is extremely difficult, if not impossible, to completely eliminate

the possibility of radiation exposure to personnel. However, one can work on minimiz-

ing the exposure using some simple techniques mentioned in the following sections.

A.1 Time

Low-level doses integrated over a long period of time can cause significant harm to

a person. The dose can therefore be minimized by carefully planning the activities

such that exposure time is as short as possible. Workers in radiation environments

are required to wear dosimeters to record the dose received. After some time the

dosimeter is read out through a reading device and the exposure level is compared

with the limits set by the regulatory authority. If the limit has been approached the

worker is not allowed to enter any other radiation environment for a specific period

of time.

A.2 Distance

Radiation follows the inverse square law unless there is significant scattering and

absorption in the medium. This law states that the radiation flux is proportional to

the square of the distance from the point source; that is,

φ~
1

r2
; ð11:7:1Þ

where r is the distance of the measurement point from the point source.3

A point worth mentioning here is that for the inverse square law to be valid the

radiation should not suffer from significant scattering and absorption in the

medium. In other words, this law holds for all types of radiation only in vacuum.

This does not mean that the law is not valid in the laboratory environment where

the medium is generally air. For example, since photons traveling in air suffer very

little scattering and absorption, x-rays and γ-rays traveling in air do actually follow

the inverse square law to a very good approximation. On the other hand, for mas-

sive particles, such as electrons and α-particles, the law does not hold at all. These

particles quickly lose their energy in the medium and are removed from the beam

after traveling very short distances. For example, the range of even highly energetic

α-particles in air is only a few centimeters.

Let us assume that we have an environment that does not significantly absorb or

scatter radiation. The dose to a person in that environment can be minimized by

maximizing the distance of the person from the source. Since dose is directly

related to the radiation flux, we can also write the inverse square law for dose as

3As a reminder to the reader, a point source is one whose dimensions are much smaller than the distance

from the measurement point.
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D~
1

r2
: ð11:7:2Þ

Certainly, we can write a similar expression for exposure as well:

X ~
1

r2
: ð11:7:3Þ

Note that this principle of maximizing the distance also holds for radiation that

does not follow the inverse square law. In other words, keeping a large distance from

a source is always a good idea, irrespective of the radiation and the environment.

Example:

A person is expected to receive an exposure of 500 mR if he stays at a dis-

tance of 12 cm from the source for 8 h. What would be the total exposure if

he is asked to stay at a distance of 1.2 m from the source for the same 8 h?

Solution:

According to Eq. (11.7.3), the ratio of exposure at two positions is given by

X1

X2

5
r22
r21
:

If subscripts 1 and 2 represent distances from the source of 12 cm and

1.2 m, then the required exposure is given by

X2 5

�
r1

r2

�2
X1

5

�
12

120

�2
500

5 5 mR:

This example clearly demonstrates the advantage of increasing distance from the

source. Increasing the distance by 10 times decreases the exposure by 100 times.

A.3 Shielding

Shielding is an integral part of any radiation facility. In most situations, it is the most

effective way of reducing radiation exposure to personnel. In Chapter 2 we saw that

the intensity of a photon beam decreases exponentially with distance; that is,

I5 I0e
2μx; ð11:7:4Þ
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where I is the photon intensity at a depth x, I0 is the initial intensity of the beam, and μ
is the attenuation coefficient of the material. Recall that μ is a function of the material

as well as the energy of the radiation. At any specific energy its value depends strongly

on the atomic number of the material. Therefore, high-Z elements, such as lead, pro-

vide the most effective means of shielding. Use of lead as a shielding material is very

common in radiation laboratories. In radiation-hostile environments, a combination of

high-Z elements and concrete is used to construct thick shields.

Since exposure and absorbed dose are directly related to radiation intensity, the

above equation can also be written as

X5X0e
2μx ð11:7:5Þ

and D5D0e
2μx: ð11:7:6Þ

Of course, these expressions hold for the respective rates as well. One might

argue that, since exposure is defined for air only, the first of these expressions can-

not be used for materials other than air. This is certainly not true, since one can

always assume that the exposure is being measured outside the material. For exam-

ple, it can be used to determine the thickness of a shielding material such that the

exposure falls to a certain level, provided the exposure in air without a shield is

known (see example below).

Example:

An americium-241 source emits 60 keV γ-rays. If the exposure rate in air at a

certain distance from the source is 500 mR/h, estimate the thickness of lead

needed to decrease the exposure rate to 10 mR/h at the same location. Assume

the attenuation coefficient to be 50 cm21.

Solution:

According to Eq. (11.7.5), the required thickness is given by

x 5
1

μ
ln

X0

X

0
@

1
A

5
1

50
ln

500

10

0
@

1
A

5 0:078 cm:

There are two terminologies that are commonly used in dosimetry applications.

These are half-value layer or HVL and tenth-value layer or TVL. The HVL is

defined as the thickness of the shield that reduces the intensity by a factor of 2.

Similarly, the TVL decreases the thickness by a factor of 10. The values of HVL

and TVL depend on the value of the attenuation coefficient. This can be seen by
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substituting I5 I0 /2 (decrease in intensity by a factor of 2) in the above expression

for intensity variation as follows.

I0

2
5 I0e

2μHVL

. HVL 5
lnð2Þ
μ

:
ð11:7:7Þ

Similarly, the expression for TVL can be obtained by substituting I5 I0/10 in

Eq. (11.7.4):

I0

10
5 I0e

2μTVL

.TVL5
lnð10Þ
μ

:
ð11:7:8Þ

The relationship between HVL and TVL can be obtained by taking the ratio of

Eqs. (11.7.7) and (11.7.8); that is,

HVL

TVL
5

lnð2Þ
lnð10Þ

. HVL 5 0:33TVL:

Example:

Cesium-137 emits 662 keV γ-rays. Determine the HVL and TVL for lead hav-

ing an attenuation coefficient of 1.15 cm21.

Solution:

The HVL and TVL can be computed from Eqs. (11.7.7) and (11.7.8) as follows.

HVL5
lnð2Þ
μ

5
lnð2Þ
1:15

5 0:6 cm

TVL5
lnð10Þ
μ

5
lnð10Þ
1:15

5 1:0 cm
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A point to note here is that when very high-energy photons pass through a mate-

rial such as lead, they produce high-energy electrons. These electrons quickly lose

their energy and as a result give rise to Bremsstrahlung radiation. This radiation is

also highly penetrating and therefore should be considered when estimating the

thickness of the shielding material. Such computations are fairly complex and labo-

rious and are generally performed through computer code that simulates the passage

of radiation through matter.

Problems

1. In laboratory environments, radioactive samples are tagged with their initial activities.

If considerable time has elapsed as compared to its half life, the current activity of a

sample should be computed using the decay rate equation. This and the next example

would demonstrate how simply it can be done. A radioactive sample having a half life of

20.6 days has an initial activity of 80 μCi. What would be its activity after 200 days?

2. The half life of a radioactive sample is found to be 21.5 days. How long would it take

for its activity to decrease by 70%?

3. A radiation worker receives an exposure of 25R after working for 3 h at a distance of

5.5 cm from a cobalt-60 source. Compute the activity of the source.

4. If the worker in the previous problem had to work at the same distance for the same

amount of time in front of a cesium-137 source, estimate the activity of the source if at

the end he received the same amount of exposure as in the case of the cobalt-60 source.

5. In a radiation therapy setup it was assumed that the incident radiation beam was circular

with a radius of 0.3 mm. However, the actual beam was rectangular. If one side of the

rectangle was 0.05 mm, compute the other side. What would be the area of an equivalent

square beam?

6. Compute the energy released after the capture of thermal neutrons by oxygen-12 and

carbon-14 nuclei.

7. Estimate the dose absorbed by a soft tissue if an internal source of thermal neutrons

remains in the tissue for 24 h. Assume that, on average, the source emits 103 neutrons/

cm2/s.

8. A patient is exposed to 0.02 nm wavelength photons for a period of 2.5 seconds. If

6.73 106 photons strike the patient per second, compute the particle and energy fluence

rates.

9. Calculate the exposure rates from a 30 mCi cobalt-60 source at distances of 10 and

100 cm from the source.

10. For the exposure computed in the previous problem, determine the air kerma. Assume

the quality factor to be 0.01.

11. In a laboratory experiment, a 20 mCi radioactive source that emits γ-rays is to be

shielded. Estimate the width of lead blocks needed to shield the source such that the

exposure rate falls to 5% of its value at 10 cm in air.

12. If the mass attenuation coefficient of lead for γ-rays emitted by 241Am (60 keV) is

50 cm21, calculate the HVLs and TVLs.

13. Suppose a GM counter having an efficiency of 15% measures a count rate of 3500

counts per minute in a radiation environment. Determine the activity this would corre-

spond to if the measurement was made at a distance of 1.6 m from the source.
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14. A radiation worker works for 4 h a day for 5 days in the radiation environment depicted

in the previous problem. If, on average, he remained at a distance of 2 m from the source

for the whole work period, determine the total dose he received. Should this worker be

allowed to keep working in radiation environments?

15. Estimate the thickness of lead required to decrease the exposure rate from a cobalt-60

source by 99%. Assume the attenuation coefficient to be 0.6 cm21.
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12Radiation spectroscopy

Radiation spectroscopy refers to a class of techniques that utilize different proper-

ties of radiation for the study of materials and particles. Due to its extensive use in

industrial and research environments, radiation spectroscopy has seen immense

developments not only in techniques but also in related instrumentation. Though

this entire chapter has been devoted to the discussion of this field, it is not intended

to be a comprehensive guide. For more in-depth discussion, the interested reader is

referred to the bibliography at the end of the chapter.

Most of the discussions in this chapter have been organized with respect to radia-

tion types. This was necessary due to the differences among the techniques and

instruments that are used for different kinds of radiation.

12.1 Spectroscopy of photons

12.1.A γ-ray spectroscopy

Because of their deep penetrating power, γ-rays are routinely used in nuclear spec-

troscopy. The lower-energy photons that originate from electronic transitions, such

as x-rays, are not suitable for this purpose mainly due to their lower penetration

power compared to γ-rays.
The standard system used for γ-ray spectroscopy consists of a NaI(Tl) scintillator

and a photomultiplier tube. The scintillator converts the γ-ray photons into visible

light photons, which are detected by the photomultiplier tube. A photomultiplier

tube is not absolutely necessary since, in principle, any photodetector with appropri-

ate efficiency and sensitivity can be used. However, the scintillator�photomultiplier

combination is more popular. The reader is encouraged to go through the relevant

sections in the chapter on scintillators and photodetectors for more details. Here we

will concentrate on their use in γ-ray spectroscopy.

A typical γ-ray spectroscopy setup using a NaI scintillator is shown in

Figure 12.1.1. The shield shown in the figure has two purposes: to protect personnel

from radiation exposure and to minimize the background radiation seen by the detec-

tor. The source and the detector are positioned such that most of the γ-ray photons

from the source reach the scintillator. To guide the light photons toward the photo-

multiplier tube, the scintillator is surrounded by a light reflector assembly. The light

photons produced in the scintillator are then absorbed by the photocathode of the

photomultiplier tube (PMT), which emits photoelectrons. These photoelectrons are

multiplied through the dynode assembly and ultimately lead to a measurable signal.
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In the above description we have not considered the γ-ray photons that hit the

shielding material. Since these photons can produce a sizable effect on the output,

they must be taken into account. Figure 12.1.2 shows the photon interaction mechan-

isms in the detector as well as in the surrounding shield. In Chapter 2 we discussed

different ways in which a photon can interact with material. We saw that the three

most important interaction mechanisms are the photoelectric effect, Compton scat-

tering, and pair production. The γ-ray photons interact with the detector material and

the shield through all of these modes, provided they carry high enough energy.

The usual method adopted in spectroscopy is pulse height analysis. This technique

is based on the fact that the height of the output pulse is proportional to the energy

deposited in the detector’s active medium. Therefore, if one plots the number of

pulses registered with respect to the height of the pulses, it will correspond to the

energy spectrum of the deposited energy. Now, since the deposited energy is directly

related to the energy carried by the incident radiation, the spectrum thus obtained

actually corresponds to the spectrum of the incident radiation. Pulse height analysis

can be done using a single-channel analyzer, though the process in that case is labor

intensive. The fastest and most commonly used technique involves the use of a multi-

channel analyzer or MCA. An MCA records the number of pulses in each pulse bin.

Normally all pulse bins are of equal size. The bin size is defined by the user and is

usually selected according to the particular constraints of the experiment, such as the

required resolution and the available time. The MCA spans its full dynamic range in

equal width pulse bins and generally displays the output on a screen. The data can

also be saved, printed, or transferred. Modern MCAs can also be directly interfaced

to a computer for further analysis, display, and storage of data.

As shown in Figure 12.1.1, the photons from a radioactive source are emitted in

all directions. Those moving directly to the scintillator deposit the most energy and

produce the highest energy peak. The FWHM of this peak determines the resolution

of the system at that particular energy. In a typical γ-ray source spectrum, other

peaks are also visible. In Chapter 2, during the discussion on Compton scattering,

we saw that the two other peaks generally found are the Compton edge peak and

the backscatter peak. The Compton edge appears at approximately Eγ2 255 keV

and corresponds to the Compton scattering of electrons at an angle such that the

electrons carry away the maximum possible energy. This scattering can actually be

Scintillation
detector

HV
PMT Amplifier MCA

Source

Shield

Figure 12.1.1 Block diagram of a typical γ-ray spectroscopy setup with a scintillation

detector (such as NaI(Tl)) and a PMT.
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visualized as a head-on collision of an incoming photon with an electron at rest

such that the electron starts moving forward and the photon scatters back at 180�.
The highest energy peak and the Compton edge are sketched in Figure 12.1.3,

which represents a typical energy spectrum of a radioactive source. Following are

the other notable features of the spectrum.

� Compton continuum: The curve below the Compton edge is called the Compton contin-

uum. This corresponds to the distribution of energy between incident photons and the scat-

tered electrons during Compton scattering at different angles. Since Compton scattering is

possible at all angles, this continuum can extend up to the beginning of the spectrum.
� Noise peak: Most MCAs allow the user to gate off the noise counts from the spectrum.

This is done be selecting a threshold pulse height below which no events are recorded or

displayed. However, in some situations one might be interested in keeping this informa-

tion in the data stream. The noise peak shown in Figure 12.1.3 refers to this case.
� Escape peaks: If the energy of the incident photon is greater than the threshold for pair

production, that is, Egamma. 1.02 MeV, it can produce an electron�positron pair in the

Photoelectron

PMT

Beta absorber

Source

Photon

Electron/positron

Reflector

X-ray

X-ray

PP

An

An

PP: Pair production
An: Annihilation

Scintillator

Lead shielding

Photocathode

PP

Figure 12.1.2 Photon interaction mechanisms in a γ-ray spectroscopy setup.
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detector as well as in the shield. A pair production event in the detector is shown in

Figure 12.1.4. The positron thus produced has a very short half life and quickly combines

with a nearby electron to produce photons, a process known as annihilation. Most of the

annihilation events produce two photons traveling in opposite directions. Now, as shown

in Figure 12.1.4, it can happen that one or both of these photons may escape the detector

volume without depositing any appreciable energy. If one photon escapes and the other

deposits most of its energy, it leads to a single escape peak in the spectrum

(Figure 12.1.3). The single escape peak can be easily identified since it appears at the

energy of Eγ2 0.511 MeV. Just like a single escape peak, a double escape peak is also

sometimes visible in the spectrum. This corresponds to the escape of both annihilation

photons from the detector. The double escape peak appears at Eγ2 0.511 MeV. It could

happen that none of the annihilation photons escapes the detector. In this case, the full

energy carried by the incident photon gets deposited in the detector. The height of the out-

put pulse then corresponds to the full energy peak of the spectrum (Eγ in Figure 12.1.3).
� Shield scattering peaks: These are the peaks that appear when photons hit the shielding

material and are scattered into the detector. Since these photons lose most of their energy

during the collision, these peaks appear at the lower end of the spectrum. A very com-

monly seen shield scattering peak is the so-called backscatter peak. This peak corresponds

to the deposition of energy by photons that are backscattered from the shield into the

detector. The backscatter peak is generally fairly broad due to scattering of photons at

angles that are close to 180�.
� X-ray peak: When γ-ray photons interact with the high-Z material of the shield, they can

produce x-ray photons. The energy of these photons is substantially lower than that of the

original γ-ray photons. Therefore, as shown in Figure 12.1.3, the energy deposited by

them in the detector produces a peak at the lower end of the energy spectrum.
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Figure 12.1.3 Typical γ-ray pulse height spectrum for a shielded setup of source and

detector.
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12.1.B Calibration

Calibrating the apparatus is the first step for any spectroscopic measurement. By

calibration we mean determining the relationship between MCA channels and the

energy absorbed in the detector. A good multichannel analyzer has a very linear

response in its full dynamic range. That is, the bins or channels of the MCA are

directly proportional to the energy absorbed in the detector. This implies that if one

plots the absorbed energy with respect to the MCA channel, the result should be a

straight line. Without this linearity it may become very difficult, if not impossible,

to calibrate the system.

In essence, calibration is a fairly straightforward process and can be performed

using one or more known radioactive sources. We saw in Figure 12.1.3 that the

highest peak corresponds to the energy of the γ-ray. Therefore, one can determine

the bin interval of the MCA corresponding to this peak. Repeating the experiment

with another source produces another bin-interval to energy relation. These two

points can be used to determine the calibration curve. One can also use other peaks

in the spectrum to obtain more statistics and hence better calibration parameters.

One might be tempted to calibrate the system using only one peak from a source.

This can be done provided the null points of the MCA bin and the energy scale

coincide. In general, this is not true due to the presence of an offset on the MCA

bin axis. That is, the zero energy does not correspond to the zero pulse height. This

offset is due purely to electronics and can be determined by using an external

pulser. However, if one uses several known peaks in the spectrum and fits a straight

line to the data, the offset can be determined by extrapolating the line to the x-axis.
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Figure 12.1.4 Energy deposition of high-energy photons above pair production threshold in

a detector.
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12.1.C X-ray spectroscopy

X-rays, due to their high penetration power, are an excellent material probe. But

this is not all, since spectroscopic techniques based on x-rays can be used to deter-

mine intricate details about the material they pass through. Since the advent of

modern synchrotron radiation sources, the field of x-ray spectroscopy has seen

extensive research and development. In the following sections we will look at the

most commonly used x-ray spectroscopic techniques.

C.1 X-ray absorption spectroscopy

We know that the absorption probability of x-rays depends on the type of material

they interact with. Hence, the absorption profile of x-rays in a material can be used

to determine physical details of the material. This is the main idea behind x-ray

absorption spectroscopy. Specifically, one strives to determine the x-ray absorption

fine structure or XAFS of the material by measuring the photon absorption at differ-

ent x-ray wavelengths. The concept is fairly simple but, since it requires a very

intense source of x-rays, the experiment can only be done at specialized laborato-

ries. In fact, most XAFS measurements are performed at synchrotron radiation

facilities. Synchrotron radiation was introduced in Chapter 1 as a highly intense

beam of x-rays. In all accelerators where charged particles are accelerated in curved

paths, synchrotron radiation is produced as a byproduct. Since the realization of its

potential as an excellent non-destructive tool for materials research, it has found

more prominence in scientific and industrial communities, so much so that dedi-

cated synchrotron radiation facilities now exist in different parts of the world where

experimental time is made available to researchers.

The principal aim of x-ray absorption spectroscopy is to determine the XAFS of

the material. To understand how this is done, we should first revisit the mechanisms

of photon interaction with matter. Fortunately, with x-rays we are not concerned

with all the interaction mechanisms since x-ray photons interact with atoms pre-

dominantly through the process of photoelectric absorption. This interaction is

graphically depicted in Figure 12.1.5. Whenever a photon having energy equal to or

greater than the binding energy of the core electron interacts with the atom, it sets

the electron free. The vacancy created in the K-shell acts as an effective positive

charge and is sometimes referred to as a hole. We will shortly discuss its role in

absorption spectroscopy, but first let us see how the elevation of the electron can

lead to the determination of XAFS. The process of photoelectric absorption

completely eliminates the photon, resulting in a reduction in beam intensity.

Measurement of the beam intensity after passing through the material can therefore

lead to the estimation of absorption by the material. And since the absorption is

related to the binding energy of the material, this can lead to determination of the

electronic states of the material and possibly identification of the elements compos-

ing the material. This is the basic principle of transmission XAFS. The reason

transmission XAFS works so well can be understood by recalling that the absorp-

tion of photons in a material follows an exponential of the form
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Ix 5 I0e
2μðEÞd; ð12:1:1Þ

where I0 and Ix are the incident and transmitted intensities, d is the thickness of the

material, and μ is the absorption coefficient of the material at that energy. This rela-

tion can also be written as

μðEÞ5 1

d
ln

I0

Ix

� �
: ð12:1:2Þ

Note that the absorption coefficient μ is energy dependent. If the energy of the

photons is increased slowly, there comes a point when the absorption coefficient

suddenly increases (Figure 12.1.6). This happens when the photon energy equals

the binding energy of the core electron. The sudden increase in the absorption coef-

ficient results in a corresponding decrease in measured intensity. This change in

absorption coefficient is known as an edge. A material can have a number of edges

corresponding to electronic transitions from different shells. For x-ray energies, one

generally deals with K-edges. The important point to note here is that an edge is a

unique signature of an element and can therefore be used to identify it from a mix-

ture. This technique is generally known as transmission spectroscopy since here

one simply measures the intensity of transmitted x-rays at different energies. The

simplicity of this technique should not undermine its usefulness, though. As a

matter of fact, as we will shortly see, besides its simplicity it is also the most effi-

cient technique available for absorption spectroscopy.

hνm

ν < νm

ν ≥ νm

L

M

K

Continuum

X-rays

Electron

Hole

Figure 12.1.5 Graphical depiction of the process of photoelectric absorption of x-ray

photons by an atom. An atom in the ground state is transparent to photons having energy less

than the binding energy of the core electron. X-rays having energy greater than the binding

energy are absorbed by an inner core electron. The electron then gets elevated to the

continuum and becomes free to move around. The vacancy left by the electron is called a

hole since it acts as an attractor for electrons from outer shells.
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Figure 12.1.7 shows a typical absorption spectrum obtained through transmission

spectroscopy. As shown in the figure, such spectra are generally divided into two

regions. The one near the absorption edge contains the near-edge x-ray fine struc-

ture or NEXAFS. Spectroscopy done in this region is then referred to as NEXAFS

or XANES (x-ray absorption near-edge structure) spectroscopy. The second region

on the side in Figure 12.1.7 contains the extended x-ray absorption fine structure or

EXAFS. These structures are explored through EXAFS spectroscopy.

The attenuation coefficient shown in Figure 12.1.7 has been plotted against the

x-ray photon energy. However, the general practice is to plot it with respect to the

photoelectron wavenumber instead. The rationale behind this is that the fine struc-

tures are generated due to the interference effect and are therefore more closely
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Figure 12.1.6 Variation of mass absorption coefficients of iron and copper for photons. The

edges shown correspond to K-shell transitions.
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Figure 12.1.7 Typical x-ray absorption spectrum. The spectrum is divided into two regions

of near-edge and extended fine structures.
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related to the wave nature of the photoelectron. The transition from the photon

energy to the photoelectron wavenumber is fairly straightforward. We start with

the basic relation between the wavelength of an electron λe and its momentum pe;

that is,

λe 5
h

pe
; ð12:1:3Þ

where h is the Planck’s constant. Using non-relativistic considerations, we can write

the momentum of the electron as

pe 5meve

5
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2meEe

p
;

ð12:1:4Þ

where me is the mass of the electron, ve is its velocity, and Ee is its kinetic energy

given by Ee 5mev
2
e=2. Substituting pe 5

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2meEe

p
in the above equation gives

λe 5
hffiffiffiffiffiffiffiffiffiffiffiffiffi

2meEe

p : ð12:1:5Þ

The kinetic energy Ee of a photoelectron is related to the energy of the incident

photon Eγ through

Ee 5Eγ 2Eb; ð12:1:6Þ

where Eb is the binding energy of the atom. Hence, the wavelength of a photoelec-

tron can be calculated from

λe 5
hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2meðEγ 2EbÞ
p : ð12:1:7Þ

Now, the wavenumber of a particle having wavelength λ is given by k5 2π/λ.
The above equation can then also be written as

2π
k
5

hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2meðEγ 2EbÞ

p

.k5
2meðEγ2EbÞ

h̄2

" #1=2
;

ð12:1:8Þ

where h̄� h/2π. Using this expression, the attenuation coefficient of the material

for x-rays can be scaled to k. A typical plot of μ(k) with respect to k is shown in

Figure 12.1.8. Note that the scaling of μ with respect to k does not affect its shape.
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The variations of the absorption coefficient with respect to energy or wavenum-

ber are generally known as oscillations. These oscillations are believed to be due to

the interference effect. This implies that, in the absence of any interference, one

should have a nearly flat response. Note that this does not mean that μ does not

vary with respect to k. In Figure 12.1.9 such a case is depicted by the function

μ0(k). This function is very useful in XAFS since it can be used to quantify the

oscillations according to the following equation:

χðkÞ5 μðkÞ2μ0ðkÞ
Δμ0ðk0Þ

: ð12:1:9Þ

Here Δμ0(k0) is simply a normalization factor, called the edge step. A plot of

χðkÞ with respect to k depicts the oscillations. The structure of these oscillations

gives insight into the structure of the material and its constituents. A typical XAFS

oscillation curve is shown in Figure 12.1.9.

Let us now discuss how XAFS spectra can be obtained using the transmission

technique. The basic building blocks of a typical transmission experimental setup

are shown in Figure 12.1.10 and described below.
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Figure 12.1.8 Typical variation of x-ray absorption coefficient with respect to photoelectron

wavenumber as obtained by XAFS spectroscopy.
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Figure 12.1.9 Typical XAFS oscillation curve normalized to the edge step.

698 Physics and Engineering of Radiation Detection



� X-ray source: One of the basic requirements of an XAFS measurement setup is the avail-

ability of a highly intense source of x-rays. The reason is that the number of photons sur-

viving absorption should be large enough to obtain a well-defined spectrum with fine

structure details. Another important requirement is that the x-rays should be tunable. That

is, one should be able to tune the x-ray beam to particular frequencies. Synchrotron radia-

tion sources fulfill both of these requirements since they produce highly intense beams of

x-rays having continuous spectra. Hence, most XAFS experiments are performed using

synchrotron radiation. In fact, modern synchrotron facilities are equipped with dedicated

XAFS beam lines, which are designed to provide highly stable beams of x-rays.
� Monochromator: The job of a monochromator is to tune the synchrotron beam to well-

defined frequencies. Most monochromators in use today are made of silicon and exploit

the process of Bragg diffraction to tune the beam. It is important that the monochromator

provide good energy resolution in order to reveal all the fine structures. In general, one

strives to have an energy resolution of better than 1024, which is achievable through sili-

con devices.
� Collimator: A collimator is used to align the beam to minimize dispersion.
� Detectors: In general, one needs two detectors to correctly identify fine structures. The

detector before the sample ensures that any structure in the beam itself does not get

wrongly identified as a fine structure. However, there are stringent requirements on the

working of this detector. For example, it should not attenuate the beam too much, say

more than 10%. At the same time its resolution should be high enough to identify fine

details in the spectrum. A resolution of better than 1024 is generally required but is diffi-

cult to achieve. The main reason is the conflicting requirements of the resolution and the

attenuation. For high resolution the detector should absorb large numbers of photons.

Recall that the physical limit on resolution is set by the statistical noise of photon absorp-

tion. The larger the number of photons absorbed, the lower the relative uncertainty or

noise. Since the detector after the sample does not have the attenuation constraint, it can

absorb as many photons as required to achieve good signal-to-noise ratio. In most XAFS

applications, use of ionization chambers as transmission detectors is fairly common. Such

detectors are based on parallel plate geometry and generally have several chambers.

Though it is the most widely used one, transmission measurement is not the only

technique available for absorption spectroscopy. The other two techniques are so-

called fluorescence spectroscopy and Auger electron spectroscopy (AES). To under-

stand these methods, the reader is referred to Figure 12.1.11. The sketches shown

here depict the possible relaxation modes of an atom after absorbing an x-ray

photon. Note that absorption of an x-ray photon, which results in the emission of a

photoelectron, makes the atom unstable. To regain stability one or more electronic

I0 Ix

Collimator
Monochromator

Sample

X-rays d

Figure 12.1.10 A basic setup for XAFS spectroscopy using transmission technique.
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transitions take place quickly after the photoelectric absorption. Let us first concen-

trate on Figure 12.1.11(a). Here the vacancy left behind by the photoelectron is

shown to have been filled by an electron from the L-shell. Since this electron was

originally at a higher energy level, it releases the excess energy in the form of a

fluorescence photon while making the transition to the lower level. Obviously, the

energy of this photon is less than that of the original x-ray photon. Fluorescence

spectroscopy involves detecting these photons and deriving the absorption coeffi-

cient from the measured fluorescence intensity. However, it should be noted that

now the absorption coefficient for x-rays does not follow relation 12.1.2. In fact,

the actual dependence is fairly complicated due to self-absorption of these photons

in the material. The reader should note that we are now dealing with two attenua-

tion coefficients: one for the x-rays and the other for the fluorescence photons.

The fluorescence photons, having longer wavelengths compared to x-ray photons,

νi

νi νf  < νi

νf  < νi

(a)

(b)

X-ray photon

M

L

K

Fluorescence photon

Continuum Photoelectron Auger electron

Hole

X-ray photon Fluorescence photon

Continuum

M

L

K
Hole

Photoelectron

Figure 12.1.11 Generation of (a) a fluorescence photon and (b) an Auger electron following

x-ray photon absorption.
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generally get absorbed more quickly in the material. Nevertheless, a very simple

relationship between the absorption coefficient for x-rays and the intensity of fluo-

rescence photons exists and is given by

μðEÞ~ If

I0
: ð12:1:10Þ

Here If refers to the intensity of the fluorescence photons and I0 is the intensity of

the incident x-rays. This relationship assumes little or no self-absorption of fluores-

cence photons and therefore should be used carefully when interpreting data. The

most damaging effect of self-absorption is the damping of the fine structures,

making the technique useless as far as spectroscopy is concerned. Figure 12.1.12

shows a basic setup designed for fluorescence and transmission spectroscopy of

x-rays. Note that, in terms of detection setup, fluorescence spectroscopy is more

demanding than transmission spectroscopy. The main reason is that the fluorescence

photons are essentially emitted in all directions.

As mentioned earlier, another type of absorption spectroscopy is Auger spectros-

copy. This involves detection of the Auger electrons, which are produced following

photoelectric absorptions. The mechanism is graphically depicted in Figure 12.1.11(b).

Here, the vacancy created by the photoelectron transition to the continuum is

shown to have been filled by an electron in the M-shell. The excess energy carried

by this electron is given off in the form of a fluorescence photon. This photon has

the ability to knock off an electron from the L- or M shells. The figure shows the

transition of an L-shell electron to continuum after absorbing the fluorescence pho-

ton. Such an electron is called an Auger electron. The energy of these electrons is

fairly low, and therefore they can get absorbed close to their generation site. The

Auger electrons that are produced near the surface of the material can actually

manage to escape and get detected. AES is therefore quite a challenging task. In a

very simplified case, for the Auger electrons produced on and near the surface of

the material, one can assume that the intensity of these electrons is related to the

absorption coefficient of x-rays through the relation

μðEÞ ~ IA

I0
; ð12:1:11Þ

Ix

If

I0

Collimator
Monochromator

X-rays

Sample

Figure 12.1.12 A basic setup for XAFS spectroscopy using transmission and fluorescence

techniques.
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where IA and I0 represent the intensities of Auger electrons and x-ray photons,

respectively, and μ is the absorption coefficient of the material for the x-ray

photons. As with fluorescence spectroscopy, here also this relation does not take

into account the damping of fine structures due to self-absorption of Auger

electrons.

As a final note, it should be mentioned that here we are dealing with absorption

of radiation and not scattering. In techniques that use scattering as the basis for

spectroscopy, the material should have a crystalline structure. This limits the appli-

cability of such methods to a narrow band of materials that can be crystallized. As

opposed to that, x-ray absorption spectroscopy can be used for virtually any mate-

rial in any form, thus making it a highly desirable materials research tool.

C.2 X-ray photoelectron spectroscopy (XPS)

The XAFS measurements we studied in the previous section mostly involve detection

of transmitted x-ray photons or fluorescence photons. Only in a very limited number

of cases does one resort to the technique involving detection of Auger electrons. No

matter what technique we use, the main process of x-ray photon absorption is always

the photoelectric effect. During our discussion on XAFS we did not mention the

photoelectrons. However, for spectroscopic purposes, these electrons can play an

important role. This can be understood by referring to the basic definition of the pho-

toelectric effect, which states that this process involves total absorption of a photon

by a bound electron such that the electron assumes the energy given by

Ee 5Eγ 2Φ; ð12:1:12Þ

where Eγ is the incident photon energy and Φ is the work function. This work func-

tion refers to the binding energy of the most loosely bound electron in the atom.

Since there are other electrons as well that can absorb photons, we can write a gen-

eralized photoelectric equation as

Ee;i 5Eγ 2Eb;i; ð12:1:13Þ

where Ee,i refers to the energy of the photoelectron having a binding energy of

Eb,i. This implies that if one measures the energies of the emitted electrons, the

corresponding spectrum would show peaks at the binding energies of the atom.

And since binding energies are specific to each element, the spectrum can be

used to identify the constituents of the sample. This technique is called x-ray

photoelectron spectroscopy or XPS. Note that, as opposed to x-ray absorption

spectroscopy, here one does not need to perform measurements at different x-ray

energies.

The principle of XPS is graphically depicted in Figure 12.1.13. The most tightly

bound electron is the 1s electron, which assumes the lowest energy after absorbing

an x-ray photon. Electrons in the higher energy levels are emitted with higher ener-

gies. Detection of these electrons and measurement of their energies yields a
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spectrum such as the one shown in Figure 12.1.14. The peaks correspond to the

transitions depicted in Figure 12.1.13.

Let us now discuss the practical aspects of XPS. The experimental setup required

for XPS is more complicated than that for XAFS spectroscopy. The reason is that here

one is required not only to detect electrons but also to measure their energies. Since

electrons cannot travel very far even in air, the sample and the detector must be kept in

a vacuum chamber (Figure 12.1.15). The setup also requires an electron energy ana-

lyzer to measure the photoelectron energy. Different types of electron energy analyzers

exist, but probably the most common is the so-called hemispherical deflection analyzer

or HDA. An HDA is also known as a concentric hemispherical analyzer or CHA, as it

consists of two concentric hemispheres. The purpose of these hemispheres is to set

a pass band of electron energies, that is, to block all of the electrons that are outside a
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Figure 12.1.13 Principle of XPS.
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Figure 12.1.14 A simple XPS photoelectron spectrum. Each peak corresponds to the

emission of photoelectrons from an atomic level. A typical spectrum contains a number of

peaks corresponding to different elements in the sample.
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defined energy range. A sketch of a typical HDA is shown in Figure 12.1.16. The first

part of the apparatus consists of a series of focusing lenses. These lenses perform two

tasks. The first is to focus the electrons to the center of the slit and the second is to

slow down the electrons such that they fall within the required energy pass band of the

analyzer. However, this slowing process is not arbitrary since then the energy informa-

tion will be lost. The second main component of an HDA consists of two metallic

hemispheres. Application of electric potentials on these hemispheres creates an electric

field in the volume subtended by them. All of the electrons coming from the focusing

lenses experience this electric force. The higher energy electrons are deflected toward

the outer hemisphere, while the lower-energy electrons go toward the inner hemi-

sphere. Hence, only electrons having energies within a narrow band will pass through

the hemispheres and get detected by the electron detector (Figure 12.1.16). The energy

and intensity measurements are done by the lens parameters and the counts are regis-

tered by the electron detector.

C.3 X-ray diffraction spectroscopy (XDS)

XAFS spectroscopy and XPS, which we discussed earlier, do not give us insight

into the internal physical structure of the material. The reason is that these techni-

ques exploit the processes leading to the absorption of x-ray photons and then

detection of particles emitted as a result. Since there is no correlation between the

emitted particles and the bonding structure of the material, one cannot deduce

the physical structure from such measurements.

XDS is a technique that can actually be used to determine the internal structure

of crystalline materials. As the name suggests, this technique is based on the pro-

cess of diffraction of x-ray photons. To understand the process, the reader is

referred to Figure 12.1.17, which depicts a simplified picture of three atomic planes

Sample
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Figure 12.1.15 Conceptual design of an electron energy analyzer.
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of a crystalline lattice. Parallel beams of x-rays are shown to be reflected from these

planes. The reflected rays can interfere constructively as well as destructively. The

condition for constructive interference of two parallel x-rays, according to Bragg’s

law, is given by

Focusing lenses

Electron detector

Low-energy
electron

High-energy
electron

Band-pass
electrons

Hemispherical
deflection assembly

Slit

Slit

Electrons

Slit

Figure 12.1.16 Conceptual design of a hemispherical deflection analyzer.
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Figure 12.1.17 Reflection of parallel x-rays from atomic planes of a crystalline lattice.
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2d sin θ5 n λ; ð12:1:14Þ

where λ is the wavelength of x-rays, d is the distance between the two atomic

planes, θ is the angle of incidence of x-rays with respect to atomic planes, and n is

an integer. Bragg’s relation implies that if we scan the intensity of diffracted x-rays

of known wavelength at all angles, we can determine the spacing of atomic planes.

Since a typical lattice has planes with different spacings, the distribution of scatter-

ing angles can give information about the shape of the lattice. This is the principle

of XDS.

Let us now move on to the practical aspects of XDS. What we need is an x-ray

source and a detector that can measure the diffracted x-ray intensities at different

angles. The choice of x-ray source depends on the type of sample, desired accuracy,

and cost. Although synchrotron radiation is the best choice in most instances, its

use is tagged with fairly high beam time cost. If cost is a limiting factor, one can

resort to conventional x-ray beams capable of delivering x-rays in the required

energy range. The other apparatus we need for an XDS setup is a photon detector

to detect diffracted x-rays. Certainly, the best choice would be to use a position-

sensitive detector covering the full range of angles of diffraction. However, this

may not be possible due to cost and complexity. A more practical approach is to

use a single-channel detector mounted on a movable assembly, as shown in

Figure 12.1.18. Generally, the mounting assembly is designed such that it has the

capability to rotate the sample as well. This enables one to study the diffraction pat-

terns with respect to different lattice planes.

X-ray source

Output

2θ

Sample

Photon
detector

Figure 12.1.18 A simple setup for XDS. The diffracted x-rays make an angle of 2θ with

respect to the direction of motion of incident x-rays (see also Figure 12.1.17).
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A typical distribution of photon intensity with respect to the angle of reflection θ
is shown in Figure 12.1.19. The peaks shown in the figure correspond to constructive

interferences of diffracted x-rays. Since these peaks satisfy Bragg’s criteria, the angle

information can be used to determine the atomic plane spacing through Eq. (12.1.14).

Example:

In an XDS experiment a first-order diffraction peak was found to be at

2θ5 37�. If the wavelength of the x-rays used in the study was 1.3 Å, find the

atomic plane spacing corresponding to the observed peak.

Solution:

A diffraction peak occurs when the Bragg’s condition 12.1.14 is satisfied; that is,

2d sin θ5 n λ:

This can be rearranged to give

d5
n λ

2 sin θ
:

Substituting the given values of n5 1, λ5 1.33 10210 m, and θ5 37�/25
18.5� in the above equation gives

d5
ð1Þð1:33 10210Þ
ð2Þ½sinð18:5�Þ�

5 2:0483 10210 m

5 2:048 Å:

20 25 30 35 45 50 55 60 6540
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Figure 12.1.19 XDS pattern of WO3 powder obtained after heating in air for 8 h at 90�C.
Redrawn from [19].
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12.2 Spectroscopy of charged particles

12.2.A α-particle spectroscopy

A large number of radionuclides emit α-particles carrying well-defined energies.

Since these particles are emitted from the nucleus of the atom, their spectroscopic

parameters allow one to deduce information about the nuclear structure. This makes

α-particle spectroscopy a very valuable tool in nuclear physics.

A typical α-particle spectroscopy setup is shown in Figure 12.2.1. It consists of a

vacuumed enclosure for source and the detector, a pulse amplification system, and a

pulse analyzer. The vacuumed enclosure for the source and the detector is absolutely

necessary to avoid parasitic absorption of α-particles in the space between the source

and the detector. The reader may recall that the range of α-particles emitted by radio-

active sources in air is very small, on the order of a centimeter. Even if the source

and the detector are placed very close to each other, there would still be some air

between them. Since the cross section of air molecules for α-particles is very high,

there would be significant absorption, leading to loss of information and lowering of

the signal-to-noise ratio. The latter effect is due to the statistical nature of α-particle
interactions, leading to the addition of a statistical noise term in the expression for

the signal-to-noise ratio. There are two ways to avoid the parasitic absorption of

α-particles. One is to place the source inside the active volume of the detector, which

would ensure total absorption of energy. This can only be done with gas-filled detec-

tors and carries handling and operational difficulties. The other technique, shown in

Figure 12.2.1, is to place the source and the detector in a vacuumed enclosure.

Let us now move on to the types of detectors suitable for α-spectroscopy. In princi-

ple, any detector capable of detecting α-particles can be used. In the early days of

α-spectroscopy, mostly gas-filled detectors were used. This trend has now shifted

toward semiconductor detectors. There are a few reasons behind the preference for semi-

conductor detectors over their gas-filled counterparts, some of which are listed below.

� Resolution: Resolution is a very important parameter in spectroscopy. By resolution we

mean how well the detector can differentiate between two particles depositing unequal

energies into its active volume. Note that we are not talking about the electronics’ resolu-

tion. The electronic resolution of the detector is a separate issue and is concerned with

how well the deposited energy corresponds to the pulse height.

MCA

Oscilloscope

Amplifier

Pulser

Preamplifier

Bias supply

Detector

Source

Vacuum
pump

Figure 12.2.1 Block diagram of a typical setup for α-particle spectroscopy.
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� Linearity: It is an established fact that semiconductor detectors show better linearity for

particles of low to moderate energies.
� Parasitic absorption: A big issue with gas-filled detectors is that they need an enclosure

to contain the filling gas. The enclosure is generally made of a metal with an entrance

window for the radiation. One can make such a window very thin, on the order of a few

microns, provided the gas is kept at approximately ambient pressure. However, even in

such thin windows there is a high probability of α-absorption. Of course, this parasitic

absorption leads to signal loss and may contribute to nonlinearity in the detector’s

response. A way around this problem is to place the source inside the active volume of

the detector, which has its associated handling and operational difficulties. Semiconductor

detectors do not share this problem since they do not have any entrance windows. The

incident α-particles directly interact with the material in the active volume and deposit

their energies.

The analog signal from the detector has to be amplified and shaped before being

processed by the pulse height analyzer. These analog units are generally installed

very close to the detector output. The output of the amplifier/shaper is a

well-shaped pulse with height proportional to the energy deposited by the incident

α-particle. This shaped pulse is then fed into a pulse height analysis system. Earlier

in the book we discussed one such instrument called the multichannel analyzer or

MCA. In brief, an MCA first digitizes the analog pulses and then increments the

counts of its channels according to the height of the pulse. The channels of an

MCA, also called bins, span its whole dynamic range. These bins are divided into

intervals or bin widths. In general, all the bin widths are of equal size, but some

modern MCAs allow the user to manually set different bin widths as well. The bin

width used in the analysis and the overall MCA resolution set the limit on the peak

resolution of the system. This concept is graphically depicted in Figure 12.2.2. As

shown in the figure, if the peaks are too close together, they cannot be resolved and

hence appear as a single peak in the MCA spectrum.

Before the spectrum of an unknown source is obtained, the detection system

must be calibrated. This is usually done with the help of a pulser and a known

Unresolvable peaks
Bin width

MCA channel

C
ou

nt
s

Figure 12.2.2 Effect of bin width of an MCA on its energy resolution.
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radioactive source. Commonly used sources for calibration are listed in

Table 12.2.1. It should be noted that, except for americium, none of the sources

listed here have an energy spectrum with two or more resolvable peaks.

Calibration of the spectroscopy instrument is extremely important for absolute

measurements. We will therefore spend some time discussing how it is performed

in practice. Suppose we try to calibrate the setup using a source that emits mono-

energetic α-particles. The spectrum captured by the MCA will show a single peak

occupying some of its channels. We can try to calibrate the whole dynamic range

of the MCA using the center of this peak. However, since this method uses a single

point, it will be prone to large uncertainties. A better technique is to use two

sources separately or as a mixture. This ensures that two calibration points corre-

sponding to the two peaks are clearly identifiable. An important point that must be

considered during calibration is the so-called zero point energy. In a perfect system

one would expect that the lowest bin of the MCA would correspond to the zero

energy. That is, the straight line between the energy and the MCA channel would

cross the axes at the origin. However, in general, this is not true due to unavoidable

system offsets. It is therefore very important that the zero point energy be included

in the calibration curve. Some modern MCAs allow the user to reset the lowest

channel to correspond to the zero energy. Generally, this is done before the calibra-

tions are performed, which ensures that the zero point is also available to determine

the calibration curve.

We just mentioned that at least two sources should be used for calibrating the

spectroscopy instrument. It is also possible to calibrate the equipment with the help

of a source and a pulse generator (Figure 12.2.1). The pulser shown in the figure is

connected to the preamplifier by a dotted line because this is an optional instrument

and not all preamplifiers are equipped with an external charge injection circuitry.

Since the range of α-particles in air is very small, the source must be kept in a

vacuumed container. An oscilloscope is used to look at individual α-particle pulses

Table 12.2.1 Common α-particle sources used for calibrations

Source Isotope Energy (MeV) Branching ratio

Polonium 210
84Po 5.304 100%

Plutonium 239
94Pu 5.157 73.3%

5.144 15.1%

5.106 11.5%

Americium 241
95Am 5.486 84.5%

5.443 13%

53.882 16%

Curium 244
96Cm 5.805 76.4%

5.763 23.6%
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and helps in adjusting the gain of the preamplifier. The following steps are typically

taken to perform calibrations using a source and a pulser.

� Step 1: The source is placed in the enclosure. Air is then pumped out of the enclosure to

create high vacuum.
� Step 2: The bias supply is turned on and the high voltage to the detector is slowly

increased until the recommended value is reached.
� Step 3: The gain of the preamplifier is varied until an identifiable peak is observable on

the oscilloscope. The amplitude of the pulse is noted.
� Step 4: The MCA is reset and data acquisition is started.
� Step 5: The MCA channel corresponding to the peak is identified. The peak is generally

symmetric but has a finite width due to statistical fluctuations of various processes

involved in the detection. The centroid of the peak is taken to represent the expected

energy of the particles.
� Step 6: The pulser is calibrated against this peak to determine the linearity of the system

and the offset. If the system is linear, then the energy of the α-particles will be related to

the MCA channel number N by

Eα 5CðN2N0Þ; ð12:2:1Þ

where C is the calibration factor in units of energy per channel (such as MeV/MCA-bin)

and N0 is the channel offset. Before connecting the pulser to the preamplifier, the source

should be taken out of the container. Pulses are injected into the preamplifier and the signal

amplitude is varied until the oscilloscope shows the same pulse height as the source. The

MCA spectrum of the pulser is then accumulated and it is verified that the pulser peak is at

the same channel number as the source peak. This signal amplitude of the pulser is noted.
� Step 7: The signal amplitude of the pulser is varied in steps such that it spans the whole

expected range of particle energy. For example, for a polonium-210 source it may span

from 0 to 6 MeV. At each step the MCA spectrum is obtained and the channel number

corresponding to the peak is recorded.
� Step 8: The channel number is plotted against the energy corresponding to the pulser’s

signal amplitude.
� Step 9: A straight line fit to these data points is performed. If there is no offset, the line

should end at the origin of the plot. If not, the offset is one of the calibration parameters

and must be included in any further calculations. The slope of the straight line gives the

required calibration constant C in terms of energy per channel (Figure 12.2.3).

ΔN

ΔE
Eα

N0

Δ N
Δ EC=

N (MCA−bin)

Figure 12.2.3 Typical calibration curve obtained from a known source and a pulser. The

pulser helps in determining the overall system linearity and the offset.
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We mentioned earlier that a pulse generator is not always required to calibrate the

equipment. One can also use two or more radioactive sources instead to acquire more

data points. In this case the procedure would be to first adjust the zero point of the

MCA, obtain the spectra of the two sources, and then draw the calibration curve.

A.1 Energy of an unknown α source

In the previous section we saw how a detection system can be calibrated. After the

calibration has been performed, one can place essentially any source in the

vacuumed container, obtain the MCA spectrum, and determine the energies corre-

sponding to the various peaks observed. The peaks can then be used to identify the

isotopes present in the sample.

A.2 Range and stopping power of α-particles in a gas

Using the setup shown in Figure 12.2.1, one can determine the range and stopping

power of α-particles in air provided the vacuum system is equipped with a precision

pressure gauge.

A.3 Activity of an α source

A very commonly performed experiment in radiation laboratories is to find the

activity of an α source. An α spectroscopy system can be used for the purpose.

The experiment is fairly straightforward and involves capturing the α peak of the

source. The source is placed at a known distance from the detector, as shown in

Figure 12.2.4, and the energy spectrum is captured for a known period of time. The

spectrum shows a peak (Figure 12.2.5), which characterizes the activity due to the

α particles.

r

d

Detector

d
r

Detector

Source

Source

Figure 12.2.4 Source-detector geometry for determination of α activity of a source.
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The α activity can then be calculated from the relation

A5
Cα

T

4πd2

πr2
: ð12:2:2Þ

Here Cα represents the area under the α peak, T is the measurement time, d is the

perpendicular distance between the source and the detector, and r is the radius of

the detector. The second term on the right side of this equation corrects for the solid

angle subtended by the source at the detector. This is necessary since we know that

a radioactive source emits particles in all directions.

A point worth mentioning here is that determination of the area under the α
peak requires subtraction of the background. The reason is that the peak is actually

embedded on top of the background activity (Figure 12.2.5). The simplest proce-

dure is to discard the area below a line stretched between two baseline points of the

peak. The baseline points at the two ends can be determined by taking averages of

a few points on the two tails of the peak. A more involved method is to fit the peak

with a Gaussian function and then determine the end points using some criterion

based on the properties of the function. However, such methods do not offer much

improvement over the simple method mentioned above and are therefore not gener-

ally used.

12.2.B Electron spectroscopy

Just as α-particle spectroscopy is used for nuclear structure analysis, electron spec-

troscopy can be used for characterization of atomic structure. The experimental set-

ups and procedures for electron spectroscopy with radionuclides are similar to the

α-particle spectroscopy we have already discussed.

Earlier we discussed XPS and AES. We saw that the spectra of the electrons,

which are emitted as a result of photoelectric absorption of x-ray photons, can

reveal the intricate details of the atomic orbitals and the bonding between atoms.

That is why XPS is sometimes referred to as electron spectroscopy for chemical

Energy

In
te

ns
ity

Figure 12.2.5 Typical α spectrum of a source. The area under the peak is proportional to the

source activity.
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analysis or ESCA. In AES, instead of photoelectrons, Auger electrons are used for

spectroscopic purposes.

ESCA and AES are very useful techniques to analyze the surfaces of solids. The

reason is that if such electrons are produced deep inside the solids, they cannot

escape to the surface and be detected. In most materials the escape depth of these

electrons is not more than a few nanometers. This is a good thing in the sense that

one can then analyze the surfaces without worrying about the interactions deep

inside the material.

It is also possible to use electron beams for spectroscopic analysis. Electron

energy loss spectroscopy or EELS is one such technique. Here, the material under

investigation is bombarded with electrons. Some of these electrons suffer inelastic

scatterings with the atoms and cause electronic transitions. The resulting spectrum

can then be used to determine the chemical structure of the sample.

12.3 Neutron spectroscopy

Spectroscopy of neutrons is an emerging and very active area of research. The big-

gest advantage of neutrons as a material probe is their high penetration power,

owing to their neutral electrical charge. In this section we will look at different

techniques and instruments used in spectroscopy with neutrons. But before we do

that, let us quantitatively see why neutrons are useful for spectroscopy.

12.3.A Neutrons as matter probes

In the first chapter of this book we discussed the idea of wave-particle duality. We

saw that particles sometimes behave as waves and can actually be assigned a wave-

length. This wavelength is related to a particle’s momentum p through the relation

λ5
h

p
; ð12:3:1Þ

where h is the usual Planck’s constant. This relation can also be written in terms of

the particle’s energy by noting that

E5
p2

2m
; ð12:3:2Þ

where m is the particle’s mass. Substituting p from Eq. (12.3.5) in this relation

gives

E5
h2

2m λ2
: ð12:3:3Þ
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For a neutron this relation reduces to

En 5
ð6:6263 10234Þ2

ð2Þð1:67493 10227Þλ2

5
1:31063 10240

λ2
n

J

ð12:3:4Þ

where λn is in units of meters. It is more convenient to transform this relation such

that λn can be entered in angstroms and the energy is obtained in electron volts. For

this, we multiply the above relation with conversion factors for joules to electron

volts and for meters to angstroms. This gives

En 5
1:31063 10240

λ2

1

ð1:6023 10219Þð10220Þ

5
81:8128

λ2
n

meV;

ð12:3:5Þ

where meV stands for milli-electron volts and λn is in Å. Now that we have a rela-

tion between neutron energy and wavelength, we can estimate the wavelength of

neutrons of any kinetic energy. Let us see what we get for thermal neutrons, which

typically have energy of 25 meV. Using above equation we get

λn 5
81:8128

En

2
4

3
5
1=2

5
81:8128

25

2
4

3
5
1=2

5 1:81 Å;

ð12:3:6Þ

which corresponds to the typical inter-atomic distance in most materials. This

makes slow neutrons an excellent tool for studying structure of materials. Note that

25 meV corresponds approximately to thermal excitations at room temperature

(see example below).

Example:

Determine the thermal excitation energy corresponding to the room tempera-

ture of 300 K.

Solution:

The energy of thermal excitations is given by

E5 kBT ;
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where kB is Boltzmann’s constant and T is the absolute temperature. For

T5 300 K this equation gives

E5 ð1:38063 10223Þð300Þ
5 4:14183 10221 J

5
4:14183 10221

1:6023 10219
5 0:0258 eV

5 25:8 meV:

In neutron spectroscopic analysis, most experimenters prefer to use the term

wave vector instead of wavelength. Wave vector was previously defined for

x-rays as k5 2π/λ. This definition applies to neutron wavelength as well.

Hence, expression 12.3.5 can also be written as

En 5 2:0723k2n; ð12:3:7Þ

where kn has units of Å21. This equation can be used to estimate the magni-

tude of the wave vector for any given neutron energy (see example below).

Note that here the energy is in units of meV.

Example:

Determine the magnitude of the wave vector for a neutron having energy

equivalent to the thermal excitation energy at room temperature of 300 K.

Solution:

In the previous example we saw that the energy of thermal excitations at room

temperature of 300 K is 25.8 meV. Substituting this value in Eq. (12.3.7) gives

the required value of the wave vector.

kn 5
En

2:0723

2
4

3
5
1=2

5
25:8

2:0723

2
4

3
5
1=2

5 3:5284 Å
21

:

As mentioned earlier, the biggest advantage of neutrons as scattering probes

is that their wavelengths correspond to the thermal excitations. The other
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advantage is their low cross section for most materials, which allows them to

penetrate deep into the materials. For spectroscopic purposes, generally either

thermal neutron sources or cold neutron sources are used. The former have an

energy range of up to about 100 meV, while the latter can assume an energy

of up to about 10 meV.

12.3.B Neutron spectrometry techniques

In this section we will look at some of the common neutron spectrometry techni-

ques and discuss the related instrumentation. Let us first have a quick look at the

process of neutron scattering. Suppose a beam of neutrons interacts with a sample

and gets reflected as shown in Figure 12.3.1. Neutrons can undergo elastic as well

as inelastic scattering with the nuclei. These processes are described below.

� Elastic scattering: In an elastic scattering event the energy of the scattered electrons is

equal to that of the incident neutrons; that is,

Ef 5Ei

and kf 5 ki;

Ef

kf

ki

Ei

ki

kf

Detector

2θ

Sample

(b)

(a)

Neutron

Q2θ

Figure 12.3.1 (a) A simple setup to study neutron scattering. The movable detector can be

positioned to detect diffraction maxima. (b) Addition of initial and final wave vectors to

obtain the momentum transferred to the sample.
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where the subscripts i and f refer to the states before and after scattering. In this case, we

have

Ei 2Ef 5 h̄ω5 0 ð12:3:8Þ

.ω5 0: ð12:3:9Þ

� Inelastic scattering: During an inelastic scattering process a neutron can lose or gain

energy; that is,

Ef 6¼ Ei

and kf 6¼ ki:

This implies that

h̄ω5Ei 2Ef 6¼ 0:

The quantity on the left-hand side of the above equation represents the energy trans-

ferred to the sample. It can be obtained in terms of wave vector by using the relations

p5 h/λ5 h̄k and E5 p2/2m as follows:

E5
p2

2m
5

h̄2k2

2m

.h̄ω5
h̄2

2m
k2i 2 k2f

h i

.ω5
h̄

2m
k2i 2 k2f

h i
: ð12:3:10Þ

Another important quantity is momentum transfer, which is normally represented by

Q. It can be obtained in terms of the wave vector k by noting that the magnitude of the

wave vector is directly related to the momentum through p5 h̄k. Momentum transfer is

generally represented only as the difference of the two wave vectors; that is,

Q5 ki 2 kf : ð12:3:11Þ

Note that here all the quantities are vectors and should therefore be treated accordingly

(Figure 12.3.1(b)). The quantity Q is a function of the angle of reflection and its value

depends solely on the structure of the sample. This implies that it can be used to deduce

information about the structure. However, the usual practice is to derive a scattering func-

tion S based not only on Q but also on ω. Since this scattering function contains more

information than the parameter Q alone, it provides a deeper insight into the structure of

the material. A typical plot of S with respect to the energy transfer to the sample is shown

in Figure 12.3.2.
� Quasi-elastic scattering: The elastic peak shown in Figure 12.3.2 is broadened at higher

values of energy transfer. This broadening is due to the so-called quasi-elastic scattering pro-

cess. Note that in an ideal case the elastic peak should be a delta function. However, due to
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crystal imperfections and other effects related to measurements, the peak assumes a finite

width. The peak gets further broadended due to the quasi-elastic process. Quasi-elastic scat-

tering is a physical process characterized by small energy transfers on the order of 2 meV.

A very important point to note here is that, during the processes of quasi-elastic

and inelastic scatterings, the scattered neutron energy can be lower or higher than

the incident neutron energy. In other words, the incident neutron can also gain

energy during the scattering process.

Now that we understand the basics of neutron scattering, we can move on to a dis-

cussion of the practical aspects of neutron spectroscopy. As mentioned earlier, there

are two parameters, namely Q and ω, which can reveal information about the sample’s

internal structure. Therefore, neutron spectroscopy is concerned with determining neu-

tron intensity as a function of these two parameters. Since these parameters depend

on the wave vector and the scattering angle, the spectrometer should be able to deter-

mine the neutron intensity at different angles with respect to the initial direction of neu-

trons. The wave vector can be determined by a number of instruments that employ

techniques that are conceptually different from one another. In the following we list

the three most commonly used techniques together with their respective instruments.

� Bragg Diffraction

� Triple-axis spectrometer (TAS)

� High flux backscattering spectrometer (HFBS)

� Filter analyzer spectrometer (FAS)
� Time-of-Flight

� Disk chopper spectrometer (DCS)

� Fermi chopper spectrometer (FCS)
� Larmor Precession

� Spin echo spectrometer.

A comprehensive discussion of these spectrometers is beyond the scope of this

book. However, it is worthwhile to briefly introduce the reader to their design

principles.

S(
Q

, ω
)

ω

Inelastic

Quasielastic

Elastic

Figure 12.3.2 Typical variation of neutron scattering function with respect to energy

transfer. The contributions of elastic and inelastic scatterings are clearly visible as

distinguishable peaks, while that of quasi-elastic scattering appears as a broadening of the

elastic peak.
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Triple-axis spectrometry

As the name suggests, this instrument is based on three axes to determine the wave

vectors. The principle of TAS is shown in Figure 12.3.3. The spectrometer consists

of a monochromator, a sample holder, an analyzer, and a detector. All these compo-

nents can be rotated on their axes.

The neutrons emitted by the source are elastically scattered by the monochroma-

tor, which works on the principle of Bragg diffraction. We have already seen that

the Bragg condition of constructive interference is given by

nλi 5 2dm sin θm; ð12:3:12Þ

where dm is the atomic plane spacing of the monochromator, λi is the wavelength

of the neutrons scattered off the monochromator, and θm is the monochromator scat-

tering angle. The above equation can also be written in terms of wave vector by

using the identity ki5 2π/λi:

2πn
ki

5 2dm sin θm: ð12:3:13Þ

For first-order diffraction (n5 1), this equation reduces to

ki 5
π

dm sin θm
: ð12:3:14Þ

Since dm for the monochromator is known a priori and θm is measured, the wave

vector can be determined from this relation. The second wave vector, kf, can be

determined in a similar manner using the analyzer (Figure 12.3.3). The defining

equation for kf is

kf 5
π

da sin θa
: ð12:3:15Þ

Ef
Ei

kf

2θa

2θs

2θm

ki

SampleNeutron source Detector

AnalyzerMonochromator

Figure 12.3.3 Principle of triple-axis neutron spectrometry.
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where da is the atomic plane spacing of the analyzer and θa is the analyzer scattering
angle. Once we know ki and kf we can determine ω. Also, using the sample’s scatter-

ing angle θs, we can calculate the momentum transfer Q through relation 12.3.11.

Let us now turn our attention to the energy resolution of the system. We first

note that it depends on the resolution of the neutron wavelength. This can be seen

by differentiating Eq. (12.3.3) on both sides:

dE52
h2

mλ3
dλ ð12:3:16Þ

.δE ~ λ23δλ: ð12:3:17Þ

Next we differentiate Eq. (12.3.12) (with n5 1) on both sides to get

δλ5 2d cos θδθ: ð12:3:18Þ

Substituting δλ into Eq. (12.3.17) gives

δE ~
d

λ3
cos θδθ; ð12:3:19Þ

which implies that the energy resolution has dependence on the angular resolution of

the system as well as the wavelength of neutrons and the atomic plane spacing

of the crystal. TASs can typically provide up to about 1 meV of resolution, which

is adequate for most applications. Further enhancement in resolution is possible by

using lower-energy or cold neutrons.

B.1 High flux backscattering spectrometer

As we saw in the previous section, the energy resolution of a TAS has a depen-

dence on the spread in the wavelength of neutrons (see Eqs. (12.3.18) and

(12.3.18)). It is apparent from Eq. (12.3.18) that one can in principle obtain perfect

resolution if θ5 π/2, which gives δλ5 0 and δE5 0. This is the case when neu-

trons are backscattered. Of course, the ideal case of θ5 0 for all neutrons is not

practically achievable, but one can design an instrument such that most of the neu-

trons are backscattered. In this case we will have

δE ! 0 if θ ! π
2
:

Practically speaking, this condition requires a higher flux of incident neutrons as

compared to the case of TAS. That is why the spectrometer based on this condition is

called a HFBS. Such instruments are able to offer energy resolution in the μeV range.
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B.2 Filter analyzer spectrometer

A FAS is similar to the TAS with one exception. The energy analyzer part of the

instrument is made of a filter analyzer instead of a crystal analyzer. The analyzer is

still made of a crystalline structure but is used such that it filters out all the Bragg

scatterings. In other words, it is assured that very minimal Bragg scatterings occur in

the crystal. For this, neutron energy is chosen such that the wavelength does not cor-

respond to any of the atomic lattice plane spacings. Generally, one chooses very low-

energy neutrons having very long wavelengths, which are far away from the Bragg

wavelengths of the crystal. With the possibility of elastic scattering minimized, the

other two processes that may lead to loss of neutrons are absorption and inelastic scat-

tering. To avoid absorption of neutrons, one uses a material composed of atoms hav-

ing very low neutron absorption cross sections. And to minimize the possibility of

inelastic scattering, the whole instrument is cooled to liquid nitrogen temperature. The

operation of an FAS consists of detecting filtered neutrons at a fixed final energy.

The experiment is performed at different incident neutron energies.

A sketch of the principle of FAS design is shown in Figure 12.3.4. Note the simi-

larity of this design to that of the TAS. The filter assembly is made of several layers

of filters. Common materials used for the filter are bismuth, graphite, and beryllium.

The filter�detector assembly is generally constructed such that it can be moved

around the sample. However, due to the two fixed wedge-shaped filter�detector

assemblies, the additional movement and alignment structures are not needed.

B.3 Disk chopper spectrometer

A DCS is an instrument that uses time-of-flight information of neutrons to deter-

mine the inelastic scattering spectrum of the sample. Its working principle is fairly

simple: Mono-energetic neutrons are allowed to pass through the sample and the

scattered neutrons are detected through a large array of detectors. The time of

arrival of the neutrons is used to determine the type of scatterings they have gone

through. The basic idea is that the neutrons that gain energy during the scattering

Ei

2θs

2θm

ki kf

Ef

SampleNeutron source

Monochromator
Analyzer

Detector

Figure 12.3.4 Principle of a FAS. The whole filter assembly is kept at liquid nitrogen

temperature to avoid inelastic scattering of neutrons. The filter is generally made of layers of

beryllium, graphite, or bismuth.
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process arrive earliest. They are followed by the elastically scattered neutrons.

The neutrons that lose energy during collisions arrive latest. This implies that the

timing information can give insight into the dynamics of scattering.

The design principle of a DCS is shown in Figure 12.3.5. Such an instrument is

generally designed to work on a nuclear reactor where high-intensity beams of neu-

trons are available. The experiment is performed in neutron bursts. The reason is

that the precise time or arrival of neutrons at the sample is required for proper time-

of-flight measurements. Since neutron sources produce neutrons continuously, a

DCS uses a chopper assembly to produce burst of neutrons, hence the name disk

chopper spectrometer. A typical DCS has about 1000 neutron detectors for time-of-

flight measurements. Since the detectors are used for timing measurements, their

timing resolution is of high importance.

An important practical consideration for disk choppers and similar instruments is

that they should have proper beam-stop assemblies. The reason is that a typical neu-

tron source used in such an experiment produces an intense beam of neutrons. Not

all of these neutrons get reflected from the sample. In fact, a good fraction of these

neutrons simply pass through the sample without undergoing any interaction. These

neutrons must be stopped for safety reasons. In Figure 12.3.5 such a beam-stopping

assembly is symbolically represented by a black circle.

B.4 Fermi chopper spectrometer

A FCS is similar to the DCS except that it uses a suitable crystal to produce a

monochromatic beam of neutrons. The monochromator is followed by a chopper

assembly to create neutron bursts as in the DCS. The conceptual design of a FCS is

shown in Figure 12.3.6.

Beam-stop
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Time-of-flight
detectors

Sample
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Neutrons

Choppers
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Argon-filled
chamber

Neutron guide

Figure 12.3.5 Design principle of a DCS.
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B.5 Spin echo spectrometer

All of the neutron spectroscopy techniques we have discussed so far demand use of

single-wavelength neutrons at a time. A typical reactor source of neutrons emits

neutrons with a broad energy spectrum. One then needs to use a monochromator to

select the neutrons of the right energy needed for the analysis in hand. This is not

very convenient as the process greatly reduces the neutron flux. Spin echo spec-

trometry is a technique that does not require the neutrons to be monochromatic to

ensure good energy resolution.

The idea behind spin echo spectrometry is graphically depicted in Figure 12.3.7.

The neutrons from the source are first selected by a velocity selector. The velocity

selector is not required to have a high resolution, as a wavelength spread of

10�15% can be tolerated. The selected neutrons are then made to pass through a

polarizer, which aligns their spins in one direction. The next step is to flip the neu-

tron spin by π/2 through a flipper, using an externally applied magnetic field. This

orients the neutron spin perpendicular to the magnetic field. The neutrons then

Beam-stop
assembly

Time-of-flight
detectors

Sample

Collimator

Argon-filled
chamber

Choppers

Neutrons

Monochromator
assembly

Neutron guide

Figure 12.3.6 Design principle of a FCS.
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Figure 12.3.7 Design principle of a spin echo neutron spectrometer.
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travel through the magnetic field and as a result precess with an angular frequency

given by

ω5 γ B; ð12:3:20Þ

where γ is the neutron’s gyromagnetic ratio and B is the applied magnetic field. ω
is generally known as Larmor frequency. The neutrons continue precessing until

they reach the sample. We can determine the total precession angle by simply mul-

tiplying the frequency by the time it takes them to reach the sample; that is,

θ5ωt: ð12:3:21Þ

The time t can be determined from

t5
d

v
; ð12:3:22Þ

where d is the distance traveled by the neutrons having velocity v: The total preces-

sion angle is then given by

θ5
γBd
v

: ð12:3:23Þ

Before the neutrons can interact with the sample, their spins get flipped by 180�

by a π-flipper. These neutrons then interact with the sample and undergo elastic,

quasi-elastic, and inelastic scatterings. The presence of the magnetic field after the

sample ensures that the neutrons keep precessing. However, now, since their polari-

zation has been changed by 180�, the neutrons precess in the opposite direction.

The total angle of precession swept by the neutrons after traveling a distance d0 in a

magnetic field B0 is given by

θ0 52
γB0d0

v0
; ð12:3:24Þ

where v0 is the velocity of the neutron after leaving the sample. Here the negative

sign signifies the fact that the precession is in the opposite direction. Now, for sim-

plicity, assume that the magnetic field and the distance traveled before and after the

sample are equal, that is, B0 5B and d05 d. In this case the above equation becomes

θ0 52
γBd
v0

: ð12:3:25Þ

This equation implies that in the case of elastic scattering when there is no

change in neutron’s velocity, that is, v0 5 v, we will have

θ0 52θ: ð12:3:26Þ

725Radiation spectroscopy



This is the so-called echo condition, hence the name spin echo spectroscopy. If a

neutron undergoes inelastic scattering, it can either gain or lose energy. Let us

assume that the neutron loses some energy. In this case, v0, v and consequently

jθ0j. jθj. This shift in the angle of precession can be measured by detecting the

neutron polarization. However, an easier way to do this is to vary the magnetic field

such that the echo condition gets satisfied. The magnitude of the magnetic field will

then be a measure of the change in neutron velocity. This echo condition, according

to Eqs. (12.3.23) and (12.3.24), can be written as

B0d0

v0
5

Bd

v
: ð12:3:27Þ

If the distances traveled by the neutrons before and after the sample are equal,

then the magnetic field needed to achieve the echo condition is given by

B0 5B
v0

v
: ð12:3:28Þ

The values of B and v are known a priori, while that of B0 is determined when

the echo condition has been satisfied. The final velocity of the neutrons can then be

determined from the above equation. Figure 12.3.7 shows the basic components of

a spin echo spectrometer.

12.4 Mass spectroscopy

Mass spectroscopy is a method that is extensively used to determine properties of

charged particles. The basic principle of this technique is to dissociate the sample

into smaller fragments and then let them pass through a high magnetic field. The

charged particles get deflected in the magnetic field, with the degree of deflection

proportional to their mass-to-charge ratio (m/e). These deflected particles are then

collected by a position-sensitive detector, such as a microchannel PMT.

The incident particle of choice for mass spectroscopy is the electron, for several

reasons. First of all, it is a fundamental particle and does not fragment during the

collision. Also, its small mass makes it easier to be accelerated in a small-scale

accelerator. A highly intense beam of electrons is therefore easy to produce as com-

pared to other heavier particles, which require large accelerators.

A typical mass spectrometer is shown in Figure 12.4.1. The sample is first

vaporized by a heater and then bombarded by a beam of electrons. The impact of

electrons dissociates the sample into small fragments. The positively charged frag-

ments are accelerated toward a powerful magnet through electrodes that are kept at

high electrical potentials. Upon their passage through the magnet the fragments fly

apart from each other. The amount of deflection is proportional to their mass-to-

charge ratio. However, since most of the fragments have unit positive charge, their
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separations are proportional to their masses. The result is the production of several

beams of like-mass particles, which are detected by a position-sensitive detector. In

the earlier days of mass spectroscopy, photographic films were used to detect the

particles. With the availability of large-area position-sensitive electronic detectors,

the use of photographic films has faded away.

12.5 Time spectroscopy

In time spectroscopy one is interested in determining the relationship between the

arrival times of particles emitted as a result of some event. Note that here we are

not talking about coincidence timing, but rather difference in the arrival time of

pulses. However, a time spectroscopy system can as well be used for coincidence

spectroscopy.

Any detector having sufficient time resolution and response time can be used to

build a time spectrometer. In most cases, a combination of a scintillator and a PMT

is used. A typical time spectrometry setup is shown in Figure 12.5.1. The two

detectors individually produce pulses as a result of passage of radiation. These

pulses are made to pass through two so-called time pickoff circuits. A pickoff

circuit produces a sharp logic pulse as soon as the input pulse amplitude crosses

a set threshold. In other words, it simply puts a stamp on the arrival time of the

pulse. The logic pulses thus produced are fed into a time-to-amplitude converter

(TAC). The TAC produces a pulse with the amplitude proportional to the differ-

ence in the arrival times of the logic pulses. The way it is accomplished is fairly

simple: one of the logic pulses is delayed by a set time period. The direct logic

pulse, as it enters into the TAC circuitry, starts charging (or discharging) a capaci-

tor through some internal or external source. The capacitor keeps charging (or dis-

charging) until the second delayed logic pulse arrives. The output of the TAC is
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Figure 12.4.1 Working principle of a mass spectrometer.
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therefore a voltage pulse with amplitude proportional to the difference in arrival

times of the two logic pulses.

Each event recorded by the two detectors gives rise to one TAC pulse. The

distribution of the amplitudes of these pulses is called the timing spectrum. In

most cases one simply hooks up a multichannel analyzer to the TAC to obtain

the timing spectrum. However, for more demanding applications, one can first

digitize the pulse and then use a computer code to perform analysis tasks on the

digitized data.

As mentioned earlier, the setup shown in Figure 12.5.1 can also be used for coin-

cidence spectroscopy. Here one is interested in determining whether the two

detected pulses were coincident or not. This is done by looking at the FWHM of

the distribution (i.e., the timing spectrum). A typical timing spectrum for coinci-

dence events is Gaussian-like, as shown in Figure 12.5.2.

D
et

ec
to

r 
2

D
et

ec
to

r 
1

Source

Preamplifier

Preamplifier

Delay

TAC MCA

Time
pickoff
circuit

Time
pickoff
circuit
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Problems

1. Compute the atomic plane spacing of a crystal if an x-ray beam of 1.542 Å produces a

first-order diffraction peak at 2θ5 43.5�.
2. Compute the wavelength of thermal neutrons.

3. Compare the wave vector and wavelength of 1.5 MeV neutrons with photons having the

same energy.

4. A TAS is modified such that its angular resolution improves by 10% for neutrons having

a certain energy. Assuming that d remains the same, estimate the change in the energy

resolution.
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13Data acquisition systems

Data acquisition is an extremely important part of any radiation detection system.

A typical modern data acquisition system is composed of analog and digital proces-

sing modules, computer interface, computer, software, and storage device. There

are essentially three ways in which a complete data acquisition system can be

designed. The first one is to use so-called modular instruments, which consist of

pre-built modules. These modules are designed such that they can be joined

together to form a complete system. This approach was very popular in the early

days of electronic detector development due to the ease they offered in design and

implementation of data acquisition systems. The main disadvantage with this

approach is that the modules are used as black boxes and it is difficult to modify

them according to specific requirements. Another approach is to design a

completely application-specific system. This requires large investment in capital,

manpower, and time and is therefore only advantageous for building large-scale

systems. The third approach is to build a hybrid system, that is, a system based on

modular instruments as well as some application-specific devices. This chapter pro-

vides reviews of both modular and application-specific data acquisition devices.

We will start this chapter with discussions on complete data acquisition systems

without going into the details of their individual building blocks. Later on we will

look at the standards of modular instruments. The last part of the chapter is devoted

to PC-based data acquisition systems.

13.1 Data acquisition chain

In this section we will look at the broader picture of how specific tasks related to

radiation measurements can be performed. Design of a data acquisition system, to a

large extent, depends on the application. For example, a system designed for slow

pulse counting cannot handle high data rates.

13.1.A Pulse counting

Pulse counting is perhaps the most widely used operation mode in radiation detec-

tors. The basic idea is to count the number of good pulses generated by individual

particles as they deposit energy into the active volume of the detector. The defini-

tion of a good pulse is somewhat arbitrary since the experimenter might want to

look at noise pulses only or pulses generated by particles of a certain energy.
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Whatever the definition of a good pulse is, the objective is to discriminate good

pulses from all other pulses reaching the electronics chain. That is, all unwanted

pulses must be blocked. To accomplish this task, a typical pulse counting system

has a device called discriminator. A typical discriminator discriminates among

pulses by comparing their amplitudes with a preset good pulse amplitude window.

The design of this discriminator and other devices depends mainly on the rate

requirements, as discussed in the following two subsections.

A.1 Slow pulse counting

Most radiation measurements in laboratory and industrial environments fall into

this category. The reason is that the rate of particle emission from typical radioac-

tive sources is not very high. However, in the case of particle accelerators, the rate

is too high and cannot be handled by a slow counting system.

The building blocks of a slow pulse counting system are sketched in

Figure 13.1.1. The pulse from the detector is first preamplified. The preamplifier is

usually installed near the detector output. The preamplified pulse is then transported

to the main amplifier/shaper, where the pulse is amplified and shaped according to

the input requirements of the next stage. The amplified pulse is fed into a single-

channel analyzer (SCA), which generates a digital pulse whenever the input pulse

amplitude is within the preset window. In the next stage this digital pulse is

counted. A counter module simply increments the count by one each time an SCA

pulse arrives. The output of the counter can then be fed into a computer for further

analysis and storage.

A.2 Fast pulse counting

The response time of a SCA can be prohibitive long for use in fast pulse counting

applications. In such a case, a fast pulse discriminator can be used. Such a device

blocks all the pulses whose amplitudes lie outside a preset window. The pulses are

then counted by a specially designed fast counter (Figure 13.1.2). Note that a fast

pulse counting application also requires a fast preamplifier. The counter output is

then read out by a computer for further processing and storage.

Detector Preamplifier Amplifier/shaper
Single channel

analyzer

Counter/timer PC

Figure 13.1.1 Block diagram of a simple slow pulse counting system.
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13.1.B Energy spectroscopy

Energy spectroscopy has been thoroughly discussed in the chapter on spectroscopy.

We saw that the best method for this kind of analysis is to use a multichannel ana-

lyzer (MCA). A MCA can be thought of as consisting of an array of SCAs with

adjacent windows. It has a number of channels, each of which corresponds to a spe-

cific range of pulse amplitudes. A pulse with an amplitude corresponding to one of

these channels gets counted. In this way the whole spectrum of pulse heights (or

amplitudes) gets recorded by the analyzer. Since the pulse height is proportional to

the energy deposited by the incident radiation, the spectrum obtained corresponds

to the energy spectrum of the radiation. Such a spectrum is also sometimes referred

to as the pulse height spectrum. The block diagram of a typical energy spectroscopy

system is shown in Figure 13.1.3.

13.1.C Time spectroscopy

In some applications it is desired that the arrival time of detector pulses be precisely

recorded. For example, measurement of the lifetimes of atomic states requires one

to measure times of arrival of photons emitted as a result of electronic transitions.

Such a measurement is generally done through a so-called time-to-amplitude con-

verter or TAC. A simple TAC device converts the time into a voltage pulse with a

height proportional to the time. The idea is to start charging (or discharging)

a capacitor at the arrival of a pulse and stop the process as soon as another pulse

arrives. The charge remaining on the capacitor is then proportional to the time

between start and stop cycles. Of course, this requires proper calibration since the

relationship between time and charge may not be perfectly linear. Apart from a

TAC, one also needs a timing discriminator to build a time spectroscopy system.

A timing discriminator can be a fast SCA. Recall that a SCA produces a logic pulse

Detector

PC

Amplifier/shaper Fast discriminator

Counter/timer

Fast preamplifier

Figure 13.1.2 Block diagram of a simple fast pulse counting system.

PreamplifierDetector Amplifier/shaper Multichannel
analyzer

PC

Figure 13.1.3 Block diagram of a simple energy spectroscopy system.
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whenever the input pulse amplitude is within a preset amplitude window. The lead-

ing edge of this logic pulse can be used to determine the arrival time of the linear

pulse, provided the internal electronic delay is precisely known. Most SCAs also

provide the user with the possibility of adding additional delay if required.

The time resolution required for time spectroscopy depends on the particular

requirements of the experiment. However, for typical applications, it ranges from

a few picoseconds to a few nanoseconds. Obtaining such a high resolution

requires fairly fast electronic components with fast response and settling times.

Figure 13.1.4 shows the block diagram of a typical time spectroscopy system. All

the components in the chain must have fast timing to achieve the required overall

timing resolution.

Sometimes it is desired to perform both timing and energy spectroscopy at the

same time. In such a case one can simply split the preamplifier output into two

pulses such that one goes into the time spectroscopy system while the other passes

through the energy spectroscopy system.

13.1.D Coincidence spectroscopy

Time coincidence units are used to determine the interval between the time of

arrival of particles. For example, in a PET scanner two back-to-back γ-rays in time

coincidence represent an electron�positron annihilation event. Additionally, in

some experiments one might also want to obtain the energy spectrum seen by one

of the detectors.

Figure 13.1.5 shows a simple but complete time coincidence system. The parti-

cles are detected by two separate detectors that are usually of the same type. The

pulse is first amplified and shaped before being transported to the timing SCA.

Whenever the height of a pulse is within the acceptable SCA window set by the

user, a logic pulse is sent to the coincidence module. If two such pulses arrive at

the module within a time window set by the user, it generates a logic pulse. This

logic pulse can be used by a MCA to retain the pulse height information of one of

the pulses related to that particular event. Note that the coincidence logic pulse

must arrive at the MCA before the direct pulse from the detector reaches the MCA.

To ensure this, a delay amplifier is generally used to delay the arrival of the ampli-

fied detector pulse to the MCA.

Detector Fast preamplifier Fast amplifier
Fast timing

discriminator

PC
Time−to−amplitude

converter

Figure 13.1.4 Block diagram of a simple time spectroscopy system.
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13.2 Modular instruments

Modular instruments are very popular in research and industrial environments due

to their off-the-shelf applicability and ease of use. The basic idea is to build a whole

data acquisition system by connecting standalone modules. The obvious advantage

of such systems is that they greatly reduce the cost and time involved in

application-specific design and construction. The downside is that they are not

suitable for large-scale systems. Also, the user is restricted to using the available

I/O (input/output) and controls as designed by the manufacturer instead of dictating

these according to system requirements.

In this section we will look at three most commonly used modular systems:

NIM, CAMAC, and VME.

13.2.A NIM standard

Nuclear Instrumentation Methods (NIM) is an old standard that came into effect in

1964. The basic idea behind its establishment was to introduce standalone and

replaceable modules, which could be combined to form a complete data acquisition

system. The convenience of using modules interchangeably without disturbing other

parts of the system has been the main reason for its widespread use, especially in

research environments. Even though new standards and modular systems have been

introduced, due to its simplicity of integration and use, NIM is still extensively used.

A.1 NIM layout

A complete NIM system consists of a NIM crate (or bin) and NIM modules. A typi-

cal NIM crate has 12 slots available for modules.

The communication and data transfer between the modules is realized through a

built-in backplane. One deficiency of the standard NIM backplane is that it does

Fast amplifier

Source

Preamplifier

Detector

Preamplifier

Detector Fast amplifier Timing SCA

Coincidence unit

Timing SCA
Delay

amplifier

MCA PC

Figure 13.1.5 Block diagram of a coincidence system capable of pulse height spectroscopy.
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not have a digital data bus to allow computer-based control. However, some mod-

ern NIM modules have built-in communication ports, which allow them to be con-

trolled and read out through a computer. Examples of typically available

communication ports are RS232, Ethernet, USB, and IEEE-488.

A standard NIM crate has a built-in power supply that draws power from 110 V

or 240 V AC outlets and converts it into the DC voltages required by its modules.

The voltages are distributed through the backplane and are also available in front of

the crate for other user-specific requirements.

The modules are connected to the backplane through special NIM connectors.

Each slot in a NIM crate is equipped with one such socket. The connector configu-

ration of a standard NIM bin is shown in Figure 13.2.1, and the connector assign-

ments are listed in Table 13.2.1.

A.2 NIM modules

A standard NIM module has a height of 8.75 in. The width of the module can be

variable, but it must be a multiple of 1.35 in. The pin layout of a standard NIM

module is a mirror image of the crate connector assignments shown in

Figure 13.2.1. Both front and rear sides of a typical NIM module also contain a

number of connectors to facilitate different I/O operations. Some modern NIM

modules also contain communication ports (such as RS232) to allow control and

readout through a computer. These ports are necessary due to the unavailability of a

digital data bus in NIM crates.

As mentioned earlier, NIM modules are well suited for small-scale systems that

do not require complicated data handling and control. Most of the NIM modules

are simple plug-and-play devices; that is, one can develop a whole data acquisition

system by connecting off-the-shelf modules together in the right sequence.

A.3 NIM logic

Standard NIM modules are designed to deliver and respond to slow to medium pos-

itive logic signals and fast negative logic signals. Since fast negative logic signals

are more popular, they are generally said to constitute the standard NIM logic.

These negative levels have been defined in terms of current ranges. However, since

the 50 W input/output impedances are also a part of the standard, the levels can be

expressed in terms of voltages as well. The current standards are listed in

Table 13.2.2. These fast negative pulses can have rise times as short as 1 ns. This

makes them susceptible to reflections and they must therefore be properly termi-

nated. The general practice is to use 50 Ω coaxial cables, such as RG-58 or RG-

174, terminated with 50 Ω.
The levels corresponding to the slow to medium positive logic signals are listed

in Table 13.2.3.

It is worth noting that these standards are different from other commonly used

standards, such as TTL and ECL. This is a potential problem since it can limit the

integration capability of NIM modules with systems based on other standards.
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To overcome this difficulty, TTL-NIM and ECL-NIM translation modules have

been made available. This added versatility has significantly broadened the scope

of NIM-based systems.

A.4 Signal transport

Each NIM module has several signal and data I/O ports available on the front and

rear panels. The connections can be made through BNC, LEMO, or SMA connec-

tors. The choice of cable is highly application dependent, but for typical applica-

tions coaxial cables are generally used. For transporting digital signals, using a flat

ribbon cable is sometimes more advantageous and space saving.
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Figure 13.2.1 Rear view of a standard NIM bin. A module connector is simply its mirror

image. The connector assignments can be found in Table 13.2.1.
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13.2.B CAMAC standard

CAMAC is an acronym of computer-automated measurement and control. This

standard was originally defined in 1969 by the ESONE Committee and was later

jointly standardized by the NIM and ESONE committees. With its built-in control-

lers and interface capabilities, CAMAC provides a more versatile architecture than

NIM, though at the expense of much more complicated and difficult customization.

The standard CAMAC backplane is called DATAWAY, which can be directly

interfaced to a computer. This feature of CAMAC system makes it far more advan-

tageous than its NIM counterpart. One can talk to any module in the crate through

simple CAMAC commands without the need to connect it directly to a computer.

Table 13.2.1 Connector assignments of a standard NIM bin
(see Figure 13.2.1)

Pin Function Pin Function Pin Function

1 Reserved 15 Reserved 29 224 V

2 Reserved 16 112 V 30 Spare

3 Bin gate 17 212 V 31 Spare

4 Reserved 18 Spare 32 Spare

5 19 Reserved 33 117 VDC

6 20 Spare 34 Ground (power return)

7 21 Spare 35 Reset

8 1200 VDC 22 Reserved 36 Gate

9 Spare 23 Reserved 37 Spare

10 16 V 24 Reserved 38

11 26 V 25 Reserved 39

12 Reserved 26 Spare 40

13 Spare 27 Spare 41 117 VAC (neutral)

14 Spare 28 124 V 42 Ground (high quality)

Table 13.2.2 Standard fast negative NIM logic levels

Type Input (mA) Output (mA)

Logic 0 24 to 120 21 to 11

Logic 1 212 to 236 214 to 218

Table 13.2.3 Standard slow to medium positive NIM
logic levels

Type Input (V) Output (V)

Logic 0 11.5 to 22 11 to 22

Logic 1 13 to 112 14 to 112
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B.1 CAMAC layout

CAMAC modules are housed in a CAMAC crate, which can accommodate up to

24 normal CAMAC modules. Each module slot is called a station. Besides these

24 stations, there is another reserved for the crate controller module. The controller

module is an integral part of the system and cannot be replaced by another module.

Also, some controller modules have double widths and therefore take up two slot

positions. In such a case the crate can accommodate up to 23 normal modules.

The pin allocation of one of these 23 normal stations is shown in Figure 13.2.2.

The DATAWAY consists of not only control, data, and bus lines but also mod-

ule power lines. These lines are connected to the modules through sockets. There
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Figure 13.2.2 Pin allocation of one of 23 normal stations in a CAMAC crate (as viewed

from front of the crate).
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are standard guidelines for current consumption at these sockets. The current should

not exceed 3 A at any of the socket locations. Furthermore, power dissipation per

station should not exceed 8 W. However, this rating can be relaxed in certain situa-

tions up to a maximum of 25 W. The power rating for the whole crate is 200 W.

B.2 CAMAC controllers

A data acquisition system may consist of more than one CAMAC crate. The mod-

ules in each of these crates are controlled by individual crate controller modules.

These modules are connected to a branch driver through a parallel branch highway.

Each of the crate controllers can be identified on the branch highway through this

driver. The branch driver is connected directly to a data acquisition computer,

which can be programmed to issue the control commands.

B.3 CAMAC logic

CAMAC logic conforms to the standard TTL and DTL series logic with one excep-

tion: The signal convention is inverted such that the high state corresponds to logic

0 and the low state to logic 1.

13.2.C VME standard

VME stands for Versa Module Europa. It was jointly introduced in 1981 by

Mostek, Motorola, Phillips, and Thompson. The original motivation behind VME

development and standardization was to introduce modular approach to highly

intense computing tasks.

The original VME standard is now referred to as VME32 as it can handle up to

32 bits of data. The new standard is called VME64 and has the capability of 64 bit

data processing and transfer. The salient features of VME64 are listed below.

� 64 bit data transfer and addressing modes.
� Two distinct data-address transfer modes: data transfer with the address and address fol-

lowed by the data.
� Multiplexed block transfer of data for faster delivery.
� 40 bit addressing and 32 bit data transfer modes for P1-only systems.
� Jumper selection of address is no longer required.

Another recent modification to VME64 is VME64x. This standard has provided

more flexibility and ease in operation with faster data transfer rates. Following are

the distinguishing features of VME64x.

� Addition of z and d rows to the P1 and P2 connectors, bringing the total number of pins

to 160 per connector.
� User-defined connections available on the rear of the crate (backplane).
� Better grounding scheme.
� More DC voltage points for P1 and P2 connectors.
� A number of spare pins for future additions.
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Further modification have been made to these architectures, leading to even fas-

ter data transfer rates. For example, the so-called 2 edge VME or 2eVME can

essentially double the peak block data transfer rate of standard VME64 and

VME64x up to 160 MB/s.

C.1 VME layout

VME was originally based on the Eurocard standard. A standard VME crate has a

maximum of 21 slots, of which 20 can be used for modules. The first one is used

by the crate manager, just like the crate controller of the CAMAC system. Typical

VME crates are made with 20 slots so that they can fit into standard racks. Crates

with fewer slots are also available.

The height of a VME crate is measured in units of U, with 1 U5 43.60 mm.

Standard VME crate heights are 3 U, 6 U, and 9 U. Standard modules or cards are

therefore available in these heights only. Similarly, the two standard depths of a

VME crate are 160 and 340 mm.

C.2 VME backplane

The backplane of a VME crate is generally referred to as the chassis. The chassis

contains connectors for the VME cards and has different buses for data, addresses,

signals, and power. The following buses are available in standard VME backplanes.

� Utility bus: VME32 has 15 and 612 V supplies. VME64 has a 3.3 V supply as well.

These voltages are supplied to the modules through the utility bus. Other lines present on

this bus are the system clock, system reset, serial data, system failure, and AC failure.
� Data bus: All the data transfer between modules takes place through this bus. The width

of the bus depends on whether the system is VME32 or VME64. The data bus also con-

tains data strobe lines. These lines contain information about the availability and size of

the data. The read and write operations are distinguished by the state of a dedicated

WRITE line of the data bus. The data transfer error signal is carried by a bus error line,

and the data transfer completion is signaled by a transfer acknowledge line.
� Address bus: Each module in a VME crate is identified by the unique address of its register.

A module can therefore be accessed by invoking its register through the address bus line.

The length of the address and the type of data cycle are carried by the address modifier lines.
� Interrupt bus: The interrupt request lines allow initiation of a new data cycle.

C.3 VME modules

A large number of standard VME modules are readily available in the market. With

these off-the-shelf units one can essentially develop a whole data acquisition sys-

tem. However, many researchers prefer to develop customized modules according

to their own requirements. This has led to the development of non-standard VME

backplanes. These backplanes are based on the basic VME principles but differ in

bus topology and size.

Standard VME backplanes have specific connectors to which the modules must

conform. The two most commonly used connector types are referred to as P1 and
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P2. The pin assignments of these connectors for VME32 are different from those of

VME64x. The VME32 P1 and P2 connectors have three rows of 32 pins each, for a

total of 96 pins. On the other hand, the VME64x connectors have five rows of

32 pins, each with a total of 160 pins. The pin assignments of these connectors can

be found in Appendix C. Note that the P1 connector is mandatory irrespective

of module size. Other connector types are also available, such as the 95 pin P0

connector, which has five rows of 19 pins each.

C.4 VME logic

VME is a TTL-based system. That is, its internal functioning follows TTL logic.

However, modules accepting and producing other logic signals can be integrated

into the system.

13.2.D FASTBUS standard

FASTBUS was originally developed in 1986 jointly by the U.S. NIM and the

European ESONE committees. The main motivation for its development was to

introduce capabilities that were not available in the NIM system. Just like the origi-

nal VME architecture, the FASTBUS standard supports 32 bit data transfer and

addressing. The bused architectures allow it to be directly linked to a computer for

control and data handling. The distinguishing feature of FASTBUS is its use of

multiple processor buses linked together in parallel.

D.1 FASTBUS layout

A standard FASTBUS crate has 26 slots. The user should compare this number with

the standard VME crate, which can have a maximum of 21 slots. The larger number

of slots in a FASTBUS crate is due to its compactness and density. In fact, this fea-

ture of FASTBUS makes it very cost effective compared to other architectures.

One of the slots in a typical FASTBUS crate is occupied by the so-called geo-

graphical address and control card or GAC. This card is generally installed in the

last slot but can also go into the 25th slot. Another card that is an integral part of

a complete FASTBUS system is the arbitration timing control card or ATC.

The ATC can occupy the first or second slot in the crate.

Unlike most other architectures, power supply is not an integral part of a

FASTBUS crate. The power requirements of FASTBUS modules therefore dictate

the installation of the proper power supply. The FASTBUS standard specifies the

use of 15, 25.2, 22, 615, and 628 V power supplies.

D.2 FASTBUS backplane

A FASTBUS backplane consists of two distinct parts, namely segment and auxil-

iary units. The auxiliary backplane is generally not used for data transfer and is

reserved for implementing custom features. The main data transfer and addressing

is done over the segment backplane. The timing signals needed for addressing and
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arbitration are provided by the ATC. The GAC, installed on the other side of the

crate, terminates the signal lines. Its main purpose is to establish communication

between a slot’s slave and a master. The GAC can address individual slots by

broadcasting their hardwired geographic addresses.

13.3 PC-based systems

A new trend in data acquisition is to employ PC-based modules. These modules

can be directly connected to a PC and generally provide a complete solution,

including analog processing of the input signals. In this section we will briefly dis-

cuss such solutions.

13.3.A PCI boards

Since most PCs have at least one PCI bus slot available, one can build a data acqui-

sition system by installing a signal conditioning unit into this slot. Such modules

provide the complete solution including signal conditioning, A/D conversion, and

computer interfacing.

Since PCI modules are directly connected to the computer bus, they can handle

high data transfer rates. Fast data polling can therefore be easily implemented in such

systems. However, one important point to note here is that the data transfer rate is

actually limited by how the PCI board (or DAQ1 module) communicates with the

random access memory (RAM) of the computer. The microprocessor’s speed is not

an issue here since modern microprocessors have clock frequencies in the gigahertz

range. However, since a microprocessor in a typical PC does multitasking, it can

delay the data transfer to RAM, thus damping the data acquisition frequency. This is

the mode in which conventional DAQ boards work (Figure 13.3.1(a)). The data acqui-

sition frequency can be increased if the DAQ module performs the so-called bus

mastering, that is, bypassing the microprocessor and sending the data directly to

RAM. The microprocessor then acquires data from RAM and performs the required

operations (Figure 13.3.1(b)). Since modern computers have large RAMs, data is

generally not lost. It is, however, up to the programmer to ensure that the routines

do not allow complete filling of the data buffers at any time.

PCI-based modules are good for building small-scale data acquisition systems

since typical modules can only handle up to 30 input channels. This is good enough

for a few channel detection devices, but for large-scale systems one should resort to

other solutions.

13.3.B PC serial port modules

Most PCs contain one or more serial ports. The most commonly available ports

are the RS232 and USB ports. In this section we will concentrate on RS232

1DAQ stands for data acquisition.
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communications. This port can be used to communicate with data acquisition mod-

ules. However, such systems can only be used for slow data acquisition due to the

serial nature of data transfer. The good thing is that the RS232 port can be used to

transmit data and control signals to large distances. The RS232 standard specifies a

maximum cable length of 50 feet, but this does not mean that longer cables cannot

be used. In fact, the maximum length of the cable depends on the environment,

baud rate, and cable type. In an electromagnetically hostile environment, an

unshielded cable even a few feet long might not work. On the other hand, at a low

baud rate of about 110, one can use a shielded cable that is as long as 5000 ft.

Hence one should not feel constrained by the RS232’s 50-ft. specification as good

shielding and low baud rate can ensure lossless data transfer over long cables.

Another option is to use the so-called RS485 port, which is specified for data trans-

mission up to about 5000 ft.

According to the RS232 standard, the device should use 25-pin connectors.

However, only nine of those are used for communication (plus one for ground).
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Figure 13.3.1 PCI-based DAQ systems. (a) Conventional PCI module data flow. (b) Data

flow with PCI module having bus mastering capability.
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Therefore, most computers have 9-pin connectors instead. The pin configurations

for 25-pin and 9-pin male connectors are shown in Figure 13.3.2. The pin assign-

ments can be found in Table 13.3.1.

The most problematic aspect of serial (or parallel) communication is that it needs

direct connection of a PC with the module. This may become impractical if the

module is to be installed far away from the PC. In such a situation one can use

a serial-to-TCP/IP converter and connect it to the existing computer network.

The data and control signals can then be transported to and from a remote PC

anywhere on the network.

13.3.C PC parallel port modules

Just like the serial ports, the PC parallel ports can be used to communicate with

data acquisition modules. Parallel ports support much faster data transfer rates than
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Figure 13.3.2 (a) 25-pin and (b) 9-pin RS232 male connectors. Pin assignments are given in

Table 13.3.1.

Table 13.3.1 Pin assignments of standard 25-pin and 9-pin RS232
male connectors (see Figure 13.3.2)

Signal Description Pin number

25-pin connector 9-pin connector

TD Transmitted data 2 3

RD Received data 3 2

RTS Request to send 4 7

CTS Clear to send 5 8

DSR Data set ready 6 6

SGND Signal ground 7 5

CD Carrier detect 8 1

DTR Data terminal ready 20 4

RI Ring indicator 22 9
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serial ports and are therefore more suitable for high-rate applications. The biggest

disadvantage of such systems is that the generally available parallel ports cannot

faithfully transmit signals beyond a few feet.

13.3.D USB-based modules

USB stands for Universal Serial Bus. Almost every personal computer is now

equipped with multiple USB ports. Data acquisition modules are available that can

be directly connected to the PC through the USB cable. These USB-based modules

have two advantages over PCI boards. One is their ease in operation, since they are

simply plug-and-play devices. The other advantage is that in most cases there is no

need for an additional power supply since the USB port draws power from the PC.

Of course, the detector must be biased through a separate power supply. All the sig-

nal conditioning units can be run on the USB power.

13.3.E TCP/IP-based systems

A TCP/IP-based data acquisition system can be connected directly to the existing

network through Ethernet connectivity. This makes the data and control available to

users from any point on the local network. If the local network is connected to the

Internet, the user can also access the system from any geographical location.

The most widely used and well-established PC-based data acquisition is through

the RS232 communication port, where the data acquisition hardware is directly con-

nected to the computer’s serial port. However, directly connecting the DAQ module

with a PC is not always possible, especially if the PC cannot be kept close to the

module. TCP/IP-based systems can remedy this situation by connecting the DAQ

module with a serial-to-TCP/IP converter. The TCP/IP module is then connected to

the local area network through Ethernet connectivity. The communication between

the module and the PC is carried over the network. If the local area network is con-

nected to the Internet, the user can communicate with the module from any Internet

access point.

There are many advantages to TCP/IP-based systems over conventional PCI-

based systems, some of which are listed below.

� The system is expandable at minimum cost.
� It eliminates the need to run long cables as the modules can be connected to any nearby

network switch or hub.
� Each module gets its own IP address through which it can be accessed from any point on

the network.
� Each module works independently, and therefore one malfunction does not bring down

the whole system.

A newer class of TCP/IP-based modules incorporate built-in signal conditioning

units. That is, the whole system is in a small box, which can be simply connected

to the sensor and the network. Some of these modules even have web servers

installed in their hardware. The user can simply point to the module’s IP address in
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a web browser to monitor and control the module. For small-scale systems with low

polling frequency, these modules provide an excellent alternative to conventional

serial or parallel port PC-based systems. However, for large-scale systems one is

better off employing a modular approach using standards such as NIM, CAMAC,

and VME.
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Appendix A: Essential electronic

measuring devices

A.1 Multimeters

A multimeter is a general-purpose device used to measure voltage, current, and

impedance. Some multimeters are also equipped with capacitance measuring cir-

cuitry. There are essentially two kinds of multimeters: analog and digital. Before

we go into their descriptions, it is worthwhile to discuss what is actually meant by

measuring voltage and current.

A.1.A Measuring voltage and current

The information carried by a signal is contained in its power given by

P 5VI

.P 5
V2

R
or P ~ V2;

and similarly P 5 I2R or P ~ I2:

This implies that the relevant quantity for measurement is actually the average

of the squared voltage or current and not the simple average. In fact, if we take an

example of a simple, pure sinusoidal wave and take its average, the result will be 0.

The simple average is therefore not a good measure of the power information con-

tained in the signal. Therefore, a multimeter actually measures the average of the

squared voltage and current. This quantity is known as the root mean square value

and is defined for periodic and continuous voltage and current by

Vrms 5
1

T

ðT
0

ðVðtÞÞ2dt
� �1=2

ðA:1:1Þ

Irms 5
1

T

ðT
0

ðIðtÞÞ2dt
� �1=2

; ðA:1:2Þ

where T5 1/f is the period (peak-to-peak time) of a signal having frequency f.



To get a feeling for the rms voltage with respect to the peak voltage, let us look

at the example of a pure sinusoidal wave given by

VðtÞ5V0 sinð2πftÞ; ðA:1:3Þ

where V0 is the peak voltage or amplitude of the signal. Using the above relation,

the root mean square voltage is

Vrms 5 0:707V0: ðA:1:4Þ

This shows that the root mean square value is 70.7% of the peak voltage.

A.1.B Analog multimeter

An analog multimeter (AMM) has a needle pointer to indicate the measured param-

eter value on a printed scale. The scale is generally graduated and difficult to read

because of small subdivisions. Reading is also prone to error if the user’s line of

sight is not perpendicular to the pointer.

The input impedance of an AMM is generally not very high. This is a potential

problem for testing circuits having comparable or higher impedances. A typical

analog meter has an impedance of around 200�300 kΩ, which may not be high

enough for most circuits. One should therefore be very careful in interpreting test

results. The input impedance of an analog meter is generally not stated by the man-

ufacturers. Instead, its sensitivity is quoted. The impedance can be obtained from

the formula

R5 S3Rmax;

where S is the sensitivity of the meter (usually given in kΩ/V) and Rmax is the max-

imum range of the meter in volts.

Another problem with analog meters is that their pointers can be damaged if the

input DC voltage polarity is opposite to what it should be. In such a case, the

pointer moves in the opposite direction and can be damaged by the force pushing it

against the opposite end. The user should remember that conventionally the positive

terminal of the meter is colored red, while the negative terminal is colored black.

A.1.C Digital multimeter

A digital multimeter (DMM) uses a digital display to indicate the measured value

of the parameter and the units. The display is usually an LCD, but LED-based mul-

timeters are also fairly common.

A good thing about DMMs is that they have high constant input impedance.

Most DMMs come with an input impedance of about 10 MΩ, which is suitable for

most electronic circuits. The impedance is generally written on the back of the

DMM and the user should always confirm that it is much higher than the
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impedance of the circuit being tested. Care should be taken because some low-cost

DMMs can have input impedance in the range of 1 MΩ.

A.1.D Measuring voltage

Measuring voltage is analogous to measuring potential difference. That is, the voltage

is always measured between two points. The reference point is generally chosen to be

the circuit ground. In this case, the common lead is connected to any ground point of

the circuit, and the other lead is connected to the point where voltage is to be measured.

It was mentioned earlier that the analog meters do not have very high input

impedances. If the meter’s impedance is not much greater than the circuit’s imped-

ance, it may allow the meter to draw significant current from the circuit, resulting

in incorrect voltage reading. Therefore, one should make sure that the meter’s

impedance is much greater than the circuit’s impedance at the point where voltage

is being measured. The rule of thumb is that the meter’s impedance should be at

least 10 times the highest resistance of the circuit.

A.1.E Measuring current

As opposed to a voltmeter, an ammeter has very low input impedance. The reason

is that the current it is measuring must be allowed to flow through it. To measure

the current the circuit must be broken at the point of measurement. The ammeter

should then be used to bridge the two leads. It is worth mentioning here that a class

of instruments called hall current sensors are also capable of measuring the current

flowing through a cable. A hall sensor generally has a donut-shaped coil, which is

clipped over the cable. This allows a noninvasive measurement of current since it

does not require breaking the circuit.

A.2 Oscilloscopes

An issue with multimeters is that they measure only the rms value of the signal.

The shape of the signal, which carries a wealth of information about the system, is

totally ignored by such meters. An oscilloscope is a device that can be used to actu-

ally see the pulse and measure its properties, such as rise time, decay time, fre-

quency, and amplitude. Moreover, the amount of noise in the signal and its AC/DC

components can also be determined.

There are essentially two types of oscilloscopes: analog and digital. For typical

measurement tasks one can use either of these but, as we will see later, the digital

scope has a few advantages and is generally preferred.

A.2.A Analog oscilloscope

An analog oscilloscope has two main components: display and trigger. The trigger

system is coupled to the display system to create a visual effect based on the time
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profile of the signal. In effect, two properties of the signal are displayed: the ampli-

tude and the time variation. The vertical and horizontal scales of an oscilloscope’s

display represent amplitude and time, respectively.

The typical display system of an oscilloscope consists of an electron gun, deflec-

tion plates, grid, focusing electrodes, and a fluorescent tube. All of these are collec-

tively called a cathode ray tube or simply CRT. This whole assembly is kept in a

vacuum glass enclosure to minimize parasitic electron absorption and scattering.

The basic components of an analog oscilloscope, as shown in Figure A.2.1, will

be discussed in the following subsections.

A.1 Attenuator

The role of an attenuator is to reduce the signal amplitude according to a factor set

by the user. This effectively allows the user to zoom in on the signal trace on the

CRT display.

A.2 Electron gun

The electron gun is the source of electrons that are used to create the image on the

fluorescent screen. It is typically made of a filament that emits electrons when

heated. In the absence of an electric field, these electrons would form a cloud

around the filament. The CRT is provided with a high potential gradient, which

directs these electrons to the fluorescent screen. It should be noted that production

Attenuator

Vertical deflection system

Fluorescent
screen

Electrons

Sweep
generator

Trigger system
Measurement
lead

Electron
gun

Horizontal deflection system

Horizontal
amplifier

Vertical
amplifier

Figure A.2.1 Main components of a typical analog oscilloscope.
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of electrons is not initiated by the input signal. In fact, neither the production of

electrons nor their intensity is dependent on the presence of the signal at the oscillo-

scope input. Whenever the oscilloscope is turned on, the filament gets heated and

starts emitting electrons.

A.3 Electron beam deflection systems

The variation in the input voltage with time is displayed as a waveform on the

oscilloscope’s screen. Generation of this waveform requires deflection of the elec-

tron beam in both vertical and horizontal directions. The vertical position at any

instant in time is proportional to the input voltage at that time, while the horizontal

position carries the time information. In this way, the value of the signal at any

instant in time can be obtained.

Both vertical and horizontal deflections are carried out by letting the electron

beam pass through electric potentials. The potential difference at the vertical plates

depends on the input signal voltage and the range set by the user. The range is usu-

ally set by a knob provided on the front panel and is available in units of volts per

division, where division is a large grid division on the screen. Typical available

range set points or deflection coefficients are 10 mV/div, 20 mV/div, 50 mV/div,

0.1 V/div, 0.2 V/div, . . ., 5.0 V/div. Some oscilloscopes also provide fine range set-

tings between such coarse steps. The deflection coefficient set by the user can then

be multiplied by the height of the signal trace to determine the absolute voltage at

that time.

In almost all modern oscilloscopes there is also the possibility of allowing the

system to adjust the deflection coefficient automatically. In this case, it is not possi-

ble to determine the absolute voltage level. This setting is useful when determina-

tion of absolute voltage is not required and the signal amplitude has unexpected

variations.

All oscilloscopes have at least two input channels with BNC connectors and are

able to display two traces at the same time or alternately. These input channels on

most oscilloscopes are terminated with a 1 MΩ resistor in parallel with a 20 pF

capacitor. This high input impedance ensures the least distortion of the input signal

for proper signal acquisition. Some high-frequency oscilloscopes are also equipped

with 50 Ω impedance inputs.

Most oscilloscopes provide various ways in which multiple channels can be dis-

played on the screen.

� ALT mode: In this alternate mode the display is switched between channels after each

sweep.
� CHOP mode: In this mode the switching between channels is done in small time steps

instead of the full sweep as in ALT mode. The alternating frequency can be very high

(500 kHz or more), creating the illusion that both channels are being displayed

simultaneously.
� ADD mode: This mode can be used when the instantaneous sum of the two channels is

required. The resulting waveform is the sum of the two waveforms at each instant in

time.
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So far we have only discussed how the amplitude of the signal is displayed.

We mentioned waveform but did not explain how the time component of the

waveform is generated. This is done by the horizontal deflection system, which

is used to deflect the electron beam in the horizontal direction, thus producing a

chart of the signal amplitude with respect to time. There are two main compo-

nents of this system: a sweep generator and an amplifier. The purpose of the

sweep generator is to start generating a sawtooth wave as soon as it receives a

trigger initiated by the trigger system. The sawtooth wave is then amplified and

connected to the horizontal deflection plates, allowing the electron beam to

sweep from left to right. The shape of the sawtooth waveform ensures that the

rate of this sweep remains constant until the beam reaches the end of the dis-

play. The beam is then switched off and the trace comes back to the start posi-

tion on the left.

Time can be measured on the horizontal axis by multiplying the divisions by the

current time per division setting. Usually, the time per division is set by a knob on

the front panel and is available with a wide range.

It is not always necessary to use the sweep generator. Sometimes it is desired to

plot one signal with respect to another. Depending on the design of the oscillo-

scope, this can be done in different ways, the most common of which is to connect

the two signal outputs to the two oscilloscope input channels and use the XY mode

of operation.

A.4 Trigger system

We just saw that the horizontal sweep of the beam does not start until the sweep

generator gets a trigger signal. This signal is generated by the trigger system, which

is designed in such as way that, at every sweep, it initiates the trigger signal at the

same height as the input signal. This ensures that each trace of a periodic signal

synchronizes with the previous one and the display looks stable.

Most modern oscilloscopes provide the following three distinct ways to generate

trigger.

� NORM mode: In this normal mode, the user chooses a threshold level for the original sig-

nal such that whenever the signal crosses this level, a trigger signal is generated. This trig-

ger generation can be set to be with either the rising or the falling edge of the signal,

generally referred to as SIGNAL1 or SIGNAL2 on the trigger panel of the oscilloscope.
� AUTO mode: In this mode, the trigger system automatically generates a trigger if, after a

predefined time, no trigger signal is generated. This, of course, depends on the preset trig-

gering conditions. The advantage of this mode is that it always displays a signal even if

the trigger conditions are not met.
� SINGLE sweep mode: This triggering mode is very useful for studying single or nonper-

iodic events, since here the sweep generator sweeps the beam only once. If the trigger

conditions are properly set according to the expected signal shape, then as soon as a signal

trace is found and displayed, the trigger system goes into an idle state. The user then has

the opportunity to study the signal or save it to memory.
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Oscilloscopes are also equipped with the option of triggering on an external sig-

nal, which can be connected to the EXT input. It is also possible to trigger on the

power or line voltage, generally represented by LINE on the trigger panel.

A.2.B Digital oscilloscopes

In digital versions of oscilloscopes, the input signal is first sampled and then con-

verted to digital counts with an A/D converter before being displayed on the screen.

Advantages are the ability to perform complex mathematical operations on the sig-

nal and storage of data in memory. The biggest downside is the dead time associ-

ated with the whole process. For example, it takes some finite time for the ADC to

convert the analog signal, which then has to be converted back to an analog signal

using a digital-to-analog converter (DAC) so that it can be displayed on the fluores-

cent screen in much the same way as in an analog oscilloscope (Figure A.2.2).

The bandwidth of a digital oscilloscope is limited by its sampling speed. Any

signal frequency above the sampling frequency is ignored by the oscilloscope. This

is a serious limitation in such oscilloscopes as compared to their analog counter-

parts, which can be built with very high bandwidths.

A good feature of digital oscilloscopes is that their operations, such as triggering,

can be controlled by external logic units. Similarly, the digital data can also be

retrieved and transported through data bus to the processing and analysis units.

Attenuator

Measurement
lead

Display

Processor

Vertical
amplifier

Time base generator

Horizontal trace system

Trigger system

Analog−to−digital converter

Memory

Vertical trace system

Figure A.2.2 Main components of a typical digital oscilloscope.
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A.2.C Signal probes

A signal probe is used to carry the input signal to be measured to one of the oscillo-

scope inputs. There are different kinds of probes suitable for different kinds of input

signals. But broadly speaking, we can divide them into two categories: passive and

active. In the following we will look at some commonly used probes belonging to

both of these categories.

C.1 Passive probes

A passive probe consists of passive electronic components and a cable to carry the

signal to the oscilloscope. A typical passive probe is shown in Figure A.2.3. This is

the so-called high impedance compensated probe. Due to its high dynamic range, it

can be used in a variety of circuits. In fact, due to its versatility, most oscilloscope

manufactures include this in the standard oscilloscope package. The most problem-

atic thing about this probe is its very low bandwidth, which does not allow it to be

used for highly sensitive measurements. As shown in Figure A.2.3, this probe has a

variable capacitor. This allows the user to match the capacitance to the input capac-

itance of the oscilloscope. The compensation unit of the probe is provided in the

termination box, which is usually at the other end of the probe. The input imped-

ance of the probe is very high, on the order of a few mega-ohms. However, probes

having input impedances of about 1 MΩ are also not uncommon. For typical probes

the input resistance is chosen such that the probe provides a 10:1 attenuation.

Probes with other attenuation factors are also available.

A much simpler probe is shown in Figure A.2.4. It consists of a resistor in series

with a 50 Ω signal carrying cable. Typically, the value of the resistor is chosen such

that it ensures a signal attenuation of 10:1. However, higher attenuation probes are

also available. This kind of probe is good for probing low-level voltage signals,

especially when timing information is important. These probes offer excellent time

measurements due to their very wide bandwidths.

Cable

Tip To scope

Termination box

Figure A.2.3 A high impedance compensative passive probe.

Cable (50 Ω)

Resistor (usually < 1 kΩ)

Tip To scope

Figure A.2.4 A simple low impedance passive divider probe.
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C.2 Active probes

A simple active probe is shown in Figure A.2.5. As the name suggests, this probe

has an active electronic component, which is usually an operational amplifier. This

kind of probe offers excellent resistive and capacitive loading, together with wide

bandwidth. The dynamic range of an active probe is usually limited by the specifi-

cations of its active circuitry, which for typical probes is fairly low.

All of the probes we have visited so far measure signals with ground as refer-

ence. If we wanted to measure a signal that has some other reference point, we

cannot use such probes. In such a situation we need a so-called differential probe.

A differential probe has two tips to probe the two points on the circuit. A simple

active differential probe is shown in Figure A.2.6.

Tip
To scope

Cable (50 Ω)

Figure A.2.5 A simple passive probe.

Cable (50 Ω)

+
−

Tip

Tip

To scope

Figure A.2.6 A simple differential probe.
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Appendix B: Constants and

conversion factors

B.1 Constants

B.2 Masses and electrical charges of particles

Particle Symbol Charge (multiples of e) Mass

Alpha α; 42He21 12 6.6443 10227 kg

3727.379 MeV

Deuteron d; 21H
1 11 3.3433 10227 kg

1875.612 MeV

Electron, beta e, β 21 9.1093 10231 kg

0.511 MeV

Neutron n 0 1.6753 10227 kg

939.565 MeV

Positron e1, β1 11 9.1093 10231 kg

0.511 MeV

Proton p; 11H
1 11 1.6723 10227 kg

938.171 MeV

Constant Symbol Value Units

Atomic mass constant mu 1.6603 10227 kg

Atomic mass constant (energy equivalent) muc
2 1.4923 10210 J

931.49 MeV

Avogadro’s number NA 6.0223 1023 mole21

Boltzmann’s constant kB 1.3803 10223 JK21

8.6173 1025 eVK21

Elementary charge e 1.6023 10219 C

Plank’s constant h 6.6263 10234 Js

4.1353 10215 eVs

Speed of light in vacuum c 2.993 108 ms21

Thomson cross section σe 6.6523 10229 m2



B.3 Conversion prefixes

Prefix Symbol Factor

Peta P 1015

Tera T 1012

Giga G 109

Mega M 106

Kilo k 103

Hecto h 102

Deka da 10

Deci d 1021

Centi c 1022

Milli m 1023

Micro μ 1026

Nano n 1029

Pico p 10212

Femto f 10215

Atto a 10218
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Appendix C: VME connector pin

assignments

Table C.0.1 Pin assignments of standard VME32 P1 and P2
connectors

Pin P1 P2

Row A Row B Row C Row A Row B Row C

1 D00 BBSY� D08 UD 15 V UD

2 D01 BCLR� D09 UD GND UD

3 D02 ACFAIL� D10 UD RETRY UD

4 D03 BG0IN� D11 UD A24 UD

5 D04 BG0OUT� D12 UD A25 UD

6 D05 BG1IN� D13 UD A26 UD

7 D06 BG1OUT� D14 UD A27 UD

8 D07 BG2IN� D15 UD A28 UD

9 GND BG2OUT� GND UD A29 UD

10 SYSCLK BG3IN� SYSFAIL� UD A30 UD

11 GND BG3OUT� BERR� UD A31 UD

12 DS1� BR0� SYSRESET� UD GND UD

13 DS0� BR1� LWORD� UD 15 V UD

14 WRITE� BR2� AM5 UD D16 UD

15 GND BR3� A23 UD D17 UD

16 DTACK� AM0 A22 UD D18 UD

17 GND AM1 A21 UD D19 UD

18 AS� AM2 A20 UD D20 UD

19 GND AM3 A19 UD D21 UD

20 IACK� GND A18 UD D22 UD

21 IACKIN� SERCLK A17 UD D23 UD

22 IACKOUT� SERDAT� A16 UD GND UD

23 AM4 GND A15 UD D24 UD

24 A07 IRQ7� A14 UD D25 UD

25 A06 IRQ6� A13 UD D26 UD

26 A05 IRQ5� A12 UD D27 UD

27 A04 IRQ4� A11 UD D28 UD

28 A03 IRQ3� A10 UD D29 UD

29 A02 IRQ2� A09 UD D30 UD

30 A01 IRQ1� A08 UD D31 UD

31 212 V 15 V SB 112 V UD GND UD

32 15 V 15 V 15 V UD 15 V UD

UD stands for user defined. The asterisk (�) specifies the opposite state of the logic: high is 0 and low is 1.



Table C.0.3 Pin assignments of standard VME64x P2 connector

Pin Row z Row A Row B Row C Row d

1 UD UD 15 V UD UD

2 GND UD GND UD UD

3 UD UD RETRY UD UD

4 GND UD A24 UD UD

5 UD UD A25 UD UD

6 GND UD A26 UD UD

(Continued)

Table C.0.2 Pin assignments of standard VME64x P1 connector

Pin Row z Row A Row B Row C Row d

1 MPR D00 BBSY� D08 VPC

2 GND D01 BCLR� D09 GND

3 MCLK D02 ACFAIL� D10 1V1

4 GND D03 BG0IN� D11 1V2

5 MSD D04 BG0OUT� D12 RsvU

6 GND D05 BG1IN� D13 2V1

7 MMD D06 BG1OUT� D14 2V2

8 GND D07 BG2IN� D15 RsvU

9 MCTL GND BG2OUT� GND GAP�

10 GND SYSCLK BG3IN� SYSFAIL GA0�

11 RESP� GND BG3OUT� BERR GA1�

12 GND DS1� BR0� SYSREST 13.3 V

13 RsvBus DS0� BR1� LWORD GA2�

14 GND WRITE� BR2� AM5 13.3 V

15 RsvBus GND BR3� A23 GA3�

16 GND DTACK� AM0 A22 13.3 V

17 RsvBus GND AM1 A21 GA4�

18 GND AS� AM2 A20 13.3 V

19 RsvBus GND AM3 A19 RsvBus

20 GND IACK� GND A18 13.3 V

21 RsvBus IACKIN� SERCLK A17 RsvBus

22 GND IACKOUT� SERDAT� A16 13.3 V

23 RsvBus AM4 GND A15 RsvBus

24 GND A07 IRQ7� A14 13.3 V

25 RsvBus A06 IRQ6� A13 RsvBus

26 GND A05 IRQ5� A12 13.3 V

27 RsvBus A04 IRQ4� A11 LI/I�

28 GND A03 IRQ3� A10 13.3 V

29 RsvBus A02 IRQ2� A09 LI/O�

30 GND A01 IRQ1� A08 13.3 V

31 RsvBus 212 V 15 V Standby 112 V GND

32 GND 15 V 15 V 15 V VPC

The asterisk (�) specifies the opposite state of the logic: high is 0 and low is 1.
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Table C.0.3 (Continued)

Pin Row z Row A Row B Row C Row d

7 UD UD A27 UD UD

8 GND UD A28 UD UD

9 UD UD A29 UD UD

10 GND UD A30 UD UD

11 UD UD A31 UD UD

12 GND UD GND UD UD

13 UD UD 15 V UD UD

14 GND UD D16 UD UD

15 UD UD D17 UD UD

16 GND UD D18 UD UD

17 UD UD D19 UD UD

18 GND UD D20 UD UD

19 UD UD D21 UD UD

20 GND UD D22 UD UD

21 UD UD D23 UD UD

22 GND UD GND UD UD

23 UD UD D24 UD UD

24 GND UD D25 UD UD

25 UD UD D26 UD UD

26 GND UD D27 UD UD

27 UD UD D28 UD UD

28 GND UD D29 UD UD

29 UD UD D30 UD UD

30 GND UD D31 UD UD

31 UD UD GND UD GND

32 GND UD 15 V UD VPC

UD stands for user defined.
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