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Preface

Data communication networks are probably the most pervasive form 
of technology in modern society. Initially developed to support com-
munication between individuals, data communications are being 
increasingly used to connect smart electronic devices that do not need 
human supervision or interaction. This flavor of data communica-
tions, aptly named “machine-to-machine” (M2M) or “machine-type 
communications,” finds many uses in a number of areas, including, 
but not limited to, smart power and smart grid(s), e-health, trans-
portation management, safety and security, and city automation. 
Most, if not all, of these devices will be interconnected into the vast 
network that is often referred to as the “Internet of things,” which 
will enable intelligent monitoring, reporting, and control of many 
aspects of our daily lives, including our offices and our homes. M2M 
communications technology will thus impact and change our current 
energy production, transmission, and distribution systems, transpor-
tation systems, and many other systems and artifacts that humans 
use on a daily basis.

The sheer scale of M2M communications is vast—the number of 
M2M-enabled devices is forecast to reach 20 to 50 billion by 2020—
and virtually overshadows anything that has been accomplished so far 
in the domain of communications technology. As a result, the need 
exists to investigate the different facets of this exciting new development 
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and to further our understanding of the demands imposed by such 
systems, from both theoretical and practical viewpoints.

This book attempts to address this need by providing a wide cross 
section of many issues related to M2M communications. The ten 
chapters authored by the foremost experts in M2M communications 
can be broadly divided into three groups, each focusing on different 
aspects of M2M technology.

Chapters 1 through 3 provide a generic view of M2M com-
munications, architectures, and traffic modeling and thus build the 
 foundation for the research results presented in the chapters that 
belong to the other two groups. Chapter 1, by Jiafu Wan, Min Chen, 
and Victor C. M. Leung, discusses the general aspects of M2M com-
munications, outlines the issues and challenges that this new tech-
nology poses to designers and application developers, and provides a 
number of case studies that highlight the differences between tradi-
tional data communications and M2M communications technology. 
Chapter 2, by Dejan Drajić, Nemanja Ognjanović, and Srdjan Krčo, 
gives an overview of the different architectural solutions for M2M 
communications and presents the current efforts aimed at the stan-
dardization of various aspects thereof. It also provides an overview 
of the Expanding LTE for Device (EXALTED) project within the 
European Union–sponsored Framework Programme 7; this project 
aims to integrate M2M communications with LTE, the major 4G 
cellular communications standard that is rapidly gaining acceptance 
throughout the world. Chapter 3, authored by Markus Laner, Navid 
Nikaein, Dejan Drajić, Philipp Svoboda, Milica Popović, and Srdjan 
Krčo, presents an in-depth investigation of the current results in 
M2M traffic characterization and modeling, a necessary prerequisite 
for the development of advanced architectures, standards, and sys-
tems in this area.

Chapters 4 through 7 provide insights into a number of commu-
nications technologies aimed at enabling or facilitating M2M com-
munications. Chapter 4, by Yuexing Peng, Yonghui Li, Mohammed 
Atiquzzaman, and Lei Shu, describes a practical scheme for the 
forward error correction (FEC) code design, which allows cluster-
ing, multiterminal cooperation, and distributed turbo coding, as 
well as decoding. Chapter 5, authored by Chao Ma, Jianhua He, 
Hsiao-Hwa Chen, and Zuoyin Tang, investigates the effectiveness 
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of the IEEE 802.15.4 low data rate wireless personal area network 
(LR-WPAN) standard, quite popular in a number of wireless sensor 
network implementations, for use in M2M communications, focus-
ing, in particular, on the impact of hidden terminals, frame colli-
sions, and frame corruption due to noise. A different view of the role 
and issues of M2M networks implemented using 802.15.4-compliant 
devices is provided in Chapter 6, authored by Lei Zheng and Lin Cai, 
where attention is directed toward communication reliability and the 
impact of multiple random effects, including shadowing, fading, and 
network topology. Finally, energy efficiency and its many facets are 
the focus of Chapter 7, authored by Burak Kantarci and Hussein T. 
Mouftah, where issues related to massive access control, resource allo-
cation, relaying, routing, and sleep scheduling are discussed in detail. 
Attention is also given to energy harvesting as one possible way of 
powering the vast number of M2M devices and to the role of M2M 
networks in the context of green communications.

Chapters 8 through 10 deal with applications of M2M com-
munications. Chapter 8, by Melike Erol-Kantarci and Hussein T. 
Mouftah, discusses the challenges posed by the use of M2M com-
munications in the smart grid as well as some use cases, and presents 
an overview of a number of wireless communication technologies 
from the viewpoint of their suitability for use in the smart grid. 
Chapter 9, by Nasim Beigi Mohammadi, Jelena Mišić, Vojislav B. 
Mišić, and Hamzeh Khazaei, discusses M2M communications in 
the smart grid from the aspect of security and proposes an efficient 
intrusion detection system to deal with a number of possible attacks. 
Finally, Chapter 10, by Symeon Papavassiliou, Chrysa Papagianni, 
Salvatore Distefano, Giovanni Merlino, and Antonio Puliafito, pres-
ents a framework that leverages the power of M2M communications 
to achieve mobile crowdsensing applications over the cloud, another 
emerging computing paradigm, through the use of volunteer com-
puting models.

Together, these chapters should give the reader not only a broad 
summary of the existing work in this area but also a founda-
tion for further study to get acquainted with the various aspects of 
M2M communications technology, in particular, its architectures 
and architectural options, the upgrade path from existing systems, 
 performance-related  issues, and security. The reader will thus be 
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better equipped to solve problems related to the design, deployment, 
and operation of M2M communications network and systems.

We wish to thank the contributors for their effort in putting forth 
the chapters, and our editor Rich O’Hanley and the staff at CRC 
Press for their patience and guidance through the publication process.

MATLAB® is a registered trademark of The MathWorks, Inc. For 
product information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com

mailto:info@mathworks.com
http://www.mathworks.com/
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1.1  introduction

In recent years, wireless and wired systems for communications 
between intelligent devices have been one of the fastest-growing 
research areas. Significant progress has been made in many domains, 
such as wireless sensor networks (WSNs), wireless body area networks 
(WBANs), and machine-to-machine (M2M) communications [1,2]. 
Typically, M2M refers to the communications between computers, 
embedded processors, smart sensors, actuators, and mobile devices 
with limited or without human intervention [3]. The rationale behind 
M2M communications is based on two observations: (1) a networked 
machine is more valuable than an isolated one, and (2) when multiple 
machines are interconnected, more autonomous and intelligent appli-
cations can be supported [4].

The impacts of M2M communications will continuously increase 
in this decade according to previous predictions [5]. For instance, 
researchers predict that, by 2014, there will be 1.5 billion wirelessly 
connected devices that are not mobile phones and operated without 
any human interventions. At present, many M2M applications have 
already started to emerge in several fields, such as health care, smart 
robots, cyber-transportation systems (CTS), manufacturing systems, 
smart home technologies, and smart grids [6].

The applications of M2M communications extraordinarily impact 
multiple industries. Consequently, the required scope of standard-
ization is significantly greater than that of any traditional standards 
development. The technical standards for M2M are being developed in 
several standards bodies, such as third generation partnership project 
(3GPP), institute of electrical and electronic engineers (IEEE), tele-
communications industry association (TIA), and European telecom-
munication standards institute (ETSI). The ETSI draft standards [7] 
consider that the structure of an M2M network consists of five com-
ponents: (1) devices, which are usually smart devices with embedded 
processing and capable of replying to requests or sending data autono-
mously; (2) gateway, which provides interworking and interconnection 
between the devices and an external network; (3) M2M area network, 
which furnishes connections between all kinds of intelligent devices 
and the gateway; (4) communication networks, which provide connec-
tions between the gateway and the applications; and (5) applications, 
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which constitute the software that analyzes the data, takes actions, 
and passes data through various application services supported by the 
specific business-processing engines.

While 3GPP defines the features and requirements for machine-
type communications (MTC) [8,9], ETSI focuses on the standardiza-
tion of the service middleware layer independent of access and network 
transmission technologies. It classifies service capabilities to provide 
a common set of functions required by different M2M applications. 
IEEE 802.16 standardizes the air interface and related functions asso-
ciated with wireless metropolitan area networks. It defines the aggre-
gation point for non-802.16 or other 802.16 M2M devices [10].

To briefly introduce M2M communications and related applica-
tions, this chapter provides a conceptual analysis and several case 
studies, and discusses M2M evolution and related challenges. For the 
case studies, some representative applications are presented to illus-
trate the practical use of M2M technologies to benefit people’s qual-
ity of life. Furthermore, a novel M2M architecture in the form of a 
cyber-physical system (CPS) is presented. This architecture integrates 
intelligent road with unmanned vehicle and includes many challeng-
ing issues, such as security, authentication, data integrity, and privacy. 
Also, an example of CTS that combines cyber technologies, transpor-
tation engineering, and human factors is reviewed [11].

This chapter is structured as follows. First, the differences and cor-
relations among WSNs, M2M, CPS, and Internet of things (IoT) 
are analyzed. Then, some applications of M2M communications (e.g., 
M2M for historic artifacts preservation, M2M for manufacturing 
systems, and M2M for home networks) are introduced. CPS as the 
evolution of M2M communications exemplified by the navigation of 
unmanned vehicle by means of WSN localization and an example of 
CTS for avoiding intersection collision are illustrated. Finally, the 
comparison of M2M and CPS is outlined.

1.2  Several related terms: iot, WSns, M2M, and CPS

The definitions for IoT, WSNs, M2M, and CPS have been evolving 
as the technology and implementation of the ideas move forward. The 
following are the current definitions:
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•	 IoT: An IoT is a global network infrastructure linking physical 
and virtual objects through the exploitation of data capture 
and communication capabilities. This infrastructure includes 
the existing and evolving Internet and networks under devel-
opment. It will offer specific object identification, sensor, and 
connection capability as the basis for the development of 
independent cooperative services and applications. These 
will be characterized by a high degree of autonomous data 
capture, event transfer, network connectivity, and interoper-
ability [12].

•	 WSNs: A WSN consists of spatially distributed autonomous 
sensors to monitor physical or environmental conditions, 
such as temperature, sound, pressure, etc., and to coopera-
tively pass their data through the network to a central loca-
tion [13].

•	 M2M: This refers to technologies that allow devices to com-
municate with other devices over both wireless and wired sys-
tems. M2M uses a device (such as a sensor or meter) to capture 
an event (such as temperature and inventory level), which is 
relayed through a network (wireless, wired, or hybrid) to an 
application (software program) that translates the captured 
event into meaningful information [14].

•	 CPS: A CPS is a system featuring a tight combination of, 
and a coordination between, the system’s computational and 
physical elements [15].

Through interfacing with WSNs, a wide range of information can 
be collected by sensors in M2M systems. Thus, in addition to M2M 
communications, machines can also take actions based on the infor-
mation collected through WSNs. With the capabilities of decision 
making and autonomous control, M2M systems can be upgraded 
to CPS. Under the architecture of IoT, CPS has been proposed 
[5] as an evolution of M2M, with the introduction of more intel-
ligent and interactive operations. While the relationships among 
M2M, WSNs, CPS, and IoT are still vague, this section attempts 
to shed new light on the differences and connections between these 
systems.
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1.2.1  Brief Introduction to IoT, WSNs, M2M, and CPS

The term “IoT,” which refers to uniquely identifiable objects, things, 
and their virtual representations in an Internet-like structure, was first 
proposed in 1999 [16]. In recent years, the concept of IoT has become 
particularly popular through some representative applications (e.g., 
greenhouse gas monitoring, intelligent transportation, telemedicine, 
and smart electric meter reading). IoT has four major components (see 
Figure 1.1), including sensing, heterogeneous access, information pro-
cessing, applications and services, and some additional components, 
such as security and privacy. In nature, WSNs, M2M, and CPS are 
similar to IoT since they all have the same components mentioned 
previously. The differences are in the extents of the four components.

WSNs consist of spatially distributed autonomous sensors to moni-
tor physical or environmental conditions, and to cooperatively pass their 
data to a central location. In our view, WSNs emphasizing the infor-
mation perception through all kinds of sensor nodes are the very basic 
scenario of IoT. The advances in wireless communication technologies, 
such as wearable and implantable biosensors, along with recent devel-
opments in the areas of embedded computing, intelligent systems, and 
cloud computing are enabling the design, development, and implemen-
tation of more capable systems for IoT (e.g., M2M and CPS).

Focusing on different types of applications, IoT has different 
incarnations, such as M2M and CPS. M2M refers to technologies 
that allow devices to communicate with other devices over wire-
less or wired systems. Similar to WSNs, an M2M system possesses 

Sensing Networking Analyzing Application

Information
gathering

and
sensing

Network
access

Information
delivering

Data
managing

and
analyzing

Integrated
applications
and services

Privacy and security

figure 1.1 IoT four-layer architecture.
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distinctive characteristics, such as support of a huge number of 
nodes, seamless domain interoperability, autonomous operation, 
and self-organization. Under the architecture of IoT, M2M mainly 
enables MTC that do not involve human intervention while devices 
are communicating end to end and emphasizes on supporting prac-
tical applications (e.g., smart home and smart grid) that are the 
main realizations of IoT at present. However, intelligent informa-
tion processing, such as the use of artificial neural networks, data 
fusion, and distributed real-time control, is not the main consider-
ation of the M2M design. In addition, the five elements structure 
proposed by ETSI forms the three interlinked domains, including 
the M2M area domain formed by an M2M area network and an 
M2M gateway, the communication network domain consisting of 
all kinds of wired/wireless networks such as x digital Subscriber 
Line (xDSL) and 3G, and the application domain [17,18]. Figure 
1.2 shows the M2M architecture domains.

Ambient intelligence and autonomous control are not part of the 
original concept of IoT. With the development of advanced network 
techniques, distributed multiagent control, and cloud computing, 
there is a trend of integrating the concepts of IoT and autonomous 
control in M2M research to produce an evolution of M2M in the 
form of CPS, which features a tight combination and coordination 

Sensing Heterogeneous
access

From the point of view of IoT

Information
processing

Applications and
services

M2M
gateway

M2M
application

Application
domainNetwork domainM2M area domain

Intelligent device
(or sensor)

M2M area network
Service

capabilities

GPS

GPRS, 3G, etc.

xDSL, LAN, etc. M2M coreN1

N2

Ni

figure 1.2 M2M architecture domains.
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between the system’s computational and physical elements (see 
Figure 1.3). Usually, sensor and actuator networks are seen as the 
precursor of CPS. Basically, CPS focuses on incorporating computa-
tion intelligence in the interaction, interactive applications, and even 
distributed real-time control. Therefore, some new technologies and 
methodologies should be developed to meet the more demanding 
requirements in terms of real-time performance, such as low jitter 
and low delay. It is expected that widespread applications of CPS will 
require the support of more research breakthroughs in both theoreti-
cal and practical problems. In the future, high-performance CPS will 
emerge as a more advanced form of IoT.

1.2.2  Correlations among IoT, WSNs, M2M, and CPS

With the support of WSNs, radio frequency identification, perva-
sive computing technologies, network communication technologies, 
and distributed real-time control, CPS as an emerging advanced 
form of IoT is gradually becoming a reality. CPS applications have 
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the potential to benefit from massive wireless networks and smart 
devices, some of which would allow CPS applications to provide 
intelligent services based on knowledge from the surrounding phys-
ical world. The characteristics of the several related terms are briefly 
described above. We outline the correlations among M2M, WSNs, 
CPS, and IoT, as shown in Table 1.1. The space formed by three axes 
(i.e., CPS, WSNs, and M2M) represents the IoT (see Figure 1.4). 
As time goes on, the development of WSNs and M2M will promote 
the CPS applications. Figure 1.5 shows the continuous evolution 
for IoT.

table 1.1 Considered Correlations among IoT, WSNs, M2M, and CPS

ClaSSIfICaTIoN CorrelaTIoNS

WSNs, M2M, and CPS all of them belong to IoT from the architecture perspective.
WSNs WSNs are the very basic scenario of IoT and the foundation of CPS, 

and are regarded as the supplement of M2M.
WBaN It is a very typical scenario of WSNs.
M2M It is the main pattern of IoT at the present stage.
CPS It is an evolution of M2M with intelligent information processing 

and will be an important technical form of IoT in the future.
CTS It is a quite representative scenario of CPS.

M2M

VAS

CE2E
Now

IoTSensing

Monitoring

Supplement

WSNs

IIP Future

DRTC

Foundation

CPS
A case of CPS: CTS

Evolution

IIP: intelligent information processing
CE2E: communicating end-to-end

DRTC: distributed real-time control
VAS: value-added services

figure 1.4 Correlations among M2M, WSNs, CPS, and IoT.
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1.3  M2M Communications: Case Studies

Recently, M2M applications have been the subject of many research 
studies. In this subsection, we introduce the M2M application 
domains and then present three case studies, including M2M for 
historic artifacts preservation, M2M for manufacturing systems, 
and M2M for home networks, to illustrate the excellent prospects of 
M2M applications.

1.3.1  M2M Application Domains

The basic architecture of an M2M application has been described in 
Section 1.2. M2M applications include intelligent transportation, 
health care, smart grid, manufacturing, supply and provisioning, and 
so on, as shown in Table 1.2. Some application cases for M2M have 
been presented in references [19–21].

1.3.2  M2M for Historic Artifacts Preservation

Building on many emerging network and sensor technologies, we 
propose an innovative M2M architecture for historic artifacts pres-
ervation, as shown in Figure 1.6. The system architecture is divided 

Continuous evolution for Internet of things

Sensing

Networking

Analyzing

Application

Security

WSN
wireless sensor

networks

M2M
machine-to-machine

communication

BAN
body

area networks

CPS
cyber-physical

system

More complicated data handling, managing, and processing

Easier to be industrialized

Higher requirements on security issues

figure 1.5 Continuous evolution for IoT.
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into a number of hierarchical networks, namely, neighborhood area 
network (NAN), building area network (BUAN), and house area 
network (HAN). Based on existing standards, IP-based networking 
is preferred for communications among gateways, which permit vir-
tually effortless interconnections with HAN, BUAN, and NAN. The 
location of a piece of antique to which a wireless sensor is attached 
is determined using some location algorithm based on information 
such as radio signal strength indication. Once the antique is moved 
over a certain distance without permission, the information on the 

table 1.2 M2M application Domains

DoMaIN aPPlICaTIoNS

Security Surveillance applications, alarms, object/people tracking
Transportation fleet management, emission control, toll payment, road safety, and 

others
Health care related to e-health and personal security
Utilities Measurement, provisioning, and billing of utilities such as oil, 

water, electricity, heat, and others
Manufacturing Production chain monitoring and automation
Supply and provisioning freight supply, distribution monitoring, and vending machines
facility management Home, building, and campus automation

Heritage management center

3G-based station

Optical fiber connection

NAN2 NAN1

Control center

HAN

BAN

UWB

WSNs localization

NAN gateway

BAN gateway

HAN gateway

Temple building

figure 1.6 M2M architecture for historic artifacts preservation.
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appointed identification number is passed to the heritage manage-
ment center and administrator. For this M2M system, the outstand-
ing design issues are to hide the sensors and ensure positioning 
accuracy. Therefore, we may adopt ultra-wideband (UWB) technol-
ogy to achieve accurate positioning.

1.3.3  M2M for Manufacturing Systems

In the near future, machine tools are anticipated to evolve into 
learning-based intelligent devices. Machine tools have always been 
regarded as objects for integration into larger manufacturing systems, 
but if technologies with intelligence for knowledge acquisition and 
evolution, that is, learning, are further incorporated, the resulting 
intelligent machine tools become adaptable to multiple systems that 
may evolve over time. Figure 1.7 shows the outline of an M2M envi-
ronment that is expected to minimize the roles of human experts by 
taking advantage of computational intelligence [22] through infor-
mation exchanged pertaining to machine and surrounding environ-
ments. The information makes it possible to acquire knowledge in 
real time and learn from the acquired knowledge to evolve different 
knowledge bases for computer-aided manufacturers, tool makers and 
marketers, material producers and marketers, remote service distribu-
tors, and even e-machines. This innovation increases efficiency and 
reduces cost.

CAM houseTool maker

Cutting simulation

NC program

Machining status
Accuracy

Materials
Machine ability

M
2M

e-machinee-machine

e-machineTele-service Intelligent machine with
knowledge evolution

figure 1.7 M2M architecture for manufacturing systems.
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1.3.4  M2M for Home Networks

A possible architecture for home M2M network is proposed in refer-
ence [23]. The network architecture is decomposed into three com-
plementary M2M structures: home networking, health monitoring, 
and smart grid. The main features and promising applications in each 
subnetwork are identified [23]. The home M2M network is essentially 
a heterogeneous network that has a backbone network and multiple 
subnetworks. In the backbone network, there is a central home gate-
way machine that manages the whole network and connects the home 
network to the outside world (e.g., Internet). The network-related func-
tionalities are implemented in the home gateway, including access 
 control, security management, quality-of-service (QoS) manage-
ment, and multimedia conversion. Each subnetwork operates in a self- 
organized manner and may be designed for a specific application. Each 
subnetwork has a subgateway as an endpoint to connect the subnetwork 
to the home gateway and the backbone network. Both home gateway 
and subgateway are logical entities, and their functionalities can be 
physically implemented in a single device (i.e., cognitive gateway).

1.3.4.1 Home Networking The main purpose of home networking is 
media distribution, but home networking can also contain elements 
of the smart grid, as described later. Media distribution systems 
include media storage (media server), media transportation (Wi-Fi, 
Bluetooth, and UWB), and media consumption (high-definition tele-
vision [HDTV], smartphones, tablet computers, desktop comput-
ers). Home networking is currently receiving significant attention as 
an M2M network. A home network is composed of various smaller 
home device subnetworks. Each subnetwork can contain an aggrega-
tor that, in turn, connects to the Internet gateway (router). Examples 
of such subnetworks are ZigBee subnetworks (electrical appliances, 
air conditioner), Wi-Fi subnetworks (laptop, printer, and media 
server), UWB subnetworks (HDTV, camcorder), smart grid sub-
networks (smart meters, smart thermostat, smart switch), body area 
subnetwork (smartphone, monitoring instrument, body sensors), and 
Bluetooth subnetwork (music center, portable audio player). Possible 
aggregators include a cellular phone for the body area subnetwork and 
power meters for the smart grid subnetwork.
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Devices exist in the home that can be connected to the Internet to 
provide extra services to consumers. One example where the M2M 
paradigm might be employed is where a fridge in a home forms part 
of an M2M network. The fridge is able to collect data about the num-
ber and state of items that it contains, for example, the number of 
remaining eggs and the amount of milk left in a container. Many 
fridges can then be connected, via the Internet and their respective 
home routers, to report on stock numbers and states. The reporting 
can be done to a grocery store chain, which can run a dispatch that 
replenishes food items in all the houses that it oversees.

1.3.4.2 Health Monitoring System Figure 1.8 illustrates a general archi-
tecture of a body area network (BAN)–based health monitoring 
system [1]. Electrocardiograph, electroencephalogram, electromyo-
graphy, motion sensors, and blood pressure sensors send data to nearby 
personal  server devices. Then, through a Bluetooth/WLAN connec-
tion, these data are streamed remotely to an electronic health-care 
supporting site for real-time diagnosis by medical practitioners or 
to a medical database for record keeping, or to cause an emergency 
alert to be raised if necessary. In this scheme, the BAN communica-
tions architecture is separated into three components: Tier-1-Comm 

Sensors

EEG
Ear

sensor
Blood

pressure

ECG

EMG

Motion
sensor

Tier-1-Comm Tier-2-Comm Tier-3-Comm Emergency

Access
point

Gateway
Internet

Wireless and
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Medical database
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Machine-to-machine communication
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Interoperability
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and
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figure 1.8 General architecture of a BaN-based health monitoring system.
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(i.e., intra-BAN communications), Tier-2-Comm (i.e., inter-BAN 
communications), and Tier-3-Comm (i.e., beyond-BAN communi-
cations). These components cover multiple aspects that range from 
low-level to high-level design issues and facilitate the creation of a 
component-based, efficient BAN system for a wide range of appli-
cations. By customizing each design component, for example, cost, 
coverage, efficiency, bandwidth, and QoS, specific requirements 
can be addressed according to the application contexts and market 
demands.

1.3.4.3 Smart Grid In this subsection, we present the general design 
of the smart grid communication architecture by referring to Figure 
1.6. Power is delivered from the power plant to end users through two 
components (i.e., the transmission substation located near the power 
plant and a number of distribution substations). The smart grid com-
munication topology is divided into a number of networks according 
to the real-life setups for power distribution in a city or metropolitan 
area. Broadly speaking, a city has many neighborhoods. Each neigh-
borhood has many buildings, and each building may have a number 
of apartments. This dictates that the communication architecture be 
organized in a hierarchical manner.

More specifically, the communication architecture corresponding 
to the power distribution network is divided into the following hier-
archical networks, namely, NAN, BUAN, and HAN. For simplicity, 
each distribution substation is considered to cover only one neighbor-
hood. Each NAN may be composed of a number of BUANs. On the 
other hand, every BUAN covers a number of apartments. In Figure 
1.6, the apartments are shown to have their respective local area net-
works, each of which is referred to as a HAN. In addition, there are 
advanced meters called smart meters deployed in the smart grid archi-
tecture that, together, form the advanced metering infrastructure to 
enable automated two-way communications between the utility meter 
and the utility provider. Smart meters are equipped with two inter-
faces, namely, power reading and communication gateway interfaces. 
The smart meters used in NANs, BUANs, and HANs are referred to 
as NAN gateways, BUAN gateways, and HAN gateways, respectively. 
In addition, based on the existing standards of smart grid, IP-based 
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communications networking is likely to prevail, which permits virtu-
ally effortless interconnections with HAN, BUAN, and NAN.

1.4  issues and Challenges of M2M Communications

In Section 1.3, we briefly introduce three M2M applications. The sys-
tem requirements of M2M communication technologies applied to 
these examples are as follows:

•	 M2M for historic artifacts preservation: For this system, the 
methods for hiding the sensors in the antique and especially 
for ensuring the positioning accuracy in the indoor environ-
ment are the crucial design issues.

•	 M2M for manufacturing systems: The information exchanged 
between controlled devices, such as motors and actuators, 
needs to be secured. When parts of a machine are out of 
order, the M2M manufacturing system needs to dynamically 
adapt its manufacturing capability, and it also needs to switch 
to a safe mode of operation.

•	 M2M for home networks: Minimal human intervention is a 
major property of home M2M communications. This requires 
enhanced system capabilities, including self-organization, self-
configuration, self-management, and self-healing. Also, 
machines implementing wireless interfaces may be resource 
constrained with respect to computation, storage, bandwidth, 
and power supply. There is always a trade-off between energy, 
reliability, and flexibility because of this.

Now, M2M is still a very active new field, so the technology is beset 
with several significant challenges. The following common problems 
need to be addressed:

•	 The rapid development of cloud computing will ease the 
support and increase the deployment of M2M applications. 
However, how to seamlessly integrate cloud computing with 
M2M systems needs further study.

•	 M2M communications will change some business processes 
by putting a huge amount of data in the hands of decision 
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makers. Big data analytics is a new field of research aimed at 
making sense of the huge amount of data to facilite the plan-
ning and operation of business processes.

•	 Integrating M2M elements with one another and integrat-
ing M2M operations with larger systems will require better 
system integration skills.

•	 Creating reliable networks, particularly mesh networks, for 
M2M systems could be complex and expensive.

•	 Security is another important issue as users do not want 
hackers to break into M2M applications designed to con-
trol, for example, building security or environmental con-
trol systems. However, M2M applications generally simply 
count on the security mechanisms provided by the underly-
ing networks.

•	 During the design of M2M, each node with features such 
as low cost, low complexity, low size, and low energy typi-
cally consists of the following basic elements: sensor, radio 
chip, microcontroller, and energy supply. Maintaining long-
running operation requires sophisticated energy management 
techniques.

•	 External interference is often neglected in protocol design. 
However, interference has a major impact on link reliabil-
ity. Medium access control (MAC) and routing protocols 
are often channel agnostic, and wireless channels yield great 
uncertainties. Routing protocols assume perfect location 
knowledge, but in fact, a small error in position can cause 
planarization techniques to fail.

Many M2M devices are designed to consume very low power, 
making them amenable for powering with batteries. In addition, it 
is reasonable to assume that certain M2M networks are expected to 
operate unattended over extended periods of time. Also, advanced 
security mechanisms will be necessary, especially for device authen-
tication and to identify and disable compromised or misbehaving 
terminals as quickly as possible. In this section, we review some poten-
tial methodologies to solve the issues and improve QoS, including 
energy-efficient MAC protocols, MAC protocols for terminals with 
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multiple radio interfaces, cross-layer design, and security mechanisms 
for M2M networks.

1.4.1  Energy-Efficient MAC Protocols

To address the critical issue of extending sensor lifetime, several low-
power MAC protocols have been reviewed for generic WSNs [24,25]. In 
these protocols, the radio is turned on and off periodically to save energy. 
For example, sensor-MAC (S-MAC) [26], traffic-adaptive medium 
access (TRAMA), and timeout-MAC (T-MAC) [27] propose to syn-
chronize their transmission schedule and listening periods to maximize 
throughput while reducing energy by turning off radios during much 
longer sleeping periods. On the other hand, low-power listening (LPL) 
approaches such as Wise Medium access control (WiseMAC) [28] and 
Berkeley media access control (B-MAC) [29] use channel polling to 
check if a node needs to wake up for data transmitting/receiving, thus 
reducing the necessity of idle listening. Scheduled channel polling MAC 
(SCP-MAC) [30] uses a scheduled channel polling to synchronize the 
polling times of all neighbors and eliminates long preambles in LPL for 
all transmissions, thereby enabling ultralow duty cycles. However, all 
these protocols show inadequate network throughput and delay perfor-
mance at varying traffic. For example, SCP-MAC assumes a maximum 
rate of twenty 50-B long packets for 10 nodes, with an average interar-
rival time of 5 s, which is considerably low in BANs. Furthermore, for 
low-power MAC, synchronizing the duty cycles of sensors with varying 
power requirements and traffic characteristics remains a challenge.

1.4.2  MAC Protocol for Terminals with Multiple Radio Interfaces

In reference [31], a MAC protocol for a multichannel, multi-interface 
wireless mesh network using a hybrid channel assignment scheme was 
proposed. The multiradio, multichannel MAC protocols featuring con-
trol separation were surveyed, and a classification of these multichan-
nel protocols based on their purpose of separation was provided [32].

Because smart terminals with multiple radio interfaces provide 
more options for network access, it becomes possible to extend the 
previous approach by using nodes with multiple interfaces [33]. A 
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node, possibly mobile, can be equipped with an 802.11 interface as 
well as an 802.15.4 and/or 802.15.1 interfaces, and can use the one 
with the best connectivity (e.g., it is known that 802.15.1 is the most 
resilient to interference due to the use of frequency-hopping spread 
spectrum). However, it becomes necessary to develop an M2M MAC 
overlay scheme with multiple interfaces that will discover nodes in the 
vicinity and to connect with them using the interface that provides 
the best performance.

1.4.3  Cross-Layer Design

The cross-layer joint admission and rate control (JARC) strategy 
enables QoS resilience of multimedia services, as outlined in the fol-
lowing schemes:

•	 Joint design framework: In reference [17], a JARC scheme for 
QoS provision was proposed for wireless home networks. The 
key feature of JARC is that it supports QoS simultaneously at 
both the application and network layers. This QoS manage-
ment framework has two main components: (1) a rate control 
entity responsible for user-oriented bandwidth configuration 
and (2) an admission control entity that controls the number 
of sessions in the network to guarantee the QoS of current 
multimedia services at the network level.

•	 Cross-layer routing protocol for capillary M2M: “Capillary 
M2M network” is a generic term that refers to any network 
technology that provides physical and MAC layer connectiv-
ity between various M2M devices connected to the same cap-
illary M2M network or that allows an M2M device to gain 
access to a public network via a router or a gateway. Routing 
in capillary M2M is conducted from the metering node to the 
M2M gateway toward a cellular network or Internet. Since 
the availability of channels for MAC depends on the current 
interference and sleeping status of the uplink node, the rout-
ing algorithm needs to cooperate with the MAC protocol to 
get information about link availability (time slot/ frequency 
channel). Assuming that links are always available, node 
sleeping schedules can be customized to maintain the activity 
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of the network following a spanning tree approach. However, 
under the sporadic availability of links in frequency and time, 
network connectivity cannot be guaranteed, and as a conse-
quence, node access delay can have large variations.

1.4.4  Security Mechanisms for M2M Networks

Research in security for M2M communications is still in its infancy. 
In this sense, security research mainly targets the identification of 
potential attacks, threats, and vulnerabilities of M2M communica-
tions systems. In general, attacks in M2M can be classified as either 
passive or active. A passive attack does not disrupt the operations of 
an M2M communications system, but it attempts to learn informa-
tion about M2M communications by eavesdropping. Although dif-
ficult to detect, a passive attack causes less damage if well-designed 
confidentiality mechanisms are adopted. In contrast, an active attack 
is easy to detect, but the damages can be huge because it attempts 
to deliberately modify sensory and decision data in the M2M and 
network domains, or even gain authentication credentials to access 
the back-end server in the application domain. In addition, active 
attacks can be further divided into external and internal attacks. An 
external attack is launched by attackers who are not equipped with 
key materials in an M2M communications system, while an internal 
attack is one from compromised M2M nodes that hold the key data. 
Compared to an external attack, an internal attack may cause more 
damage to the overall M2M communications system being affected. 
In reference [17], two mechanisms adapted to the M2M security 
domain are introduced, including early detection of a compromised 
node with couple and bandwidth-efficient cooperative authentication 
to filter false data.

Currently, most accepted security solutions are based on the authen-
tication, authorization, and accounting architecture [34], which is not 
directly applicable to M2M application scenarios. The reason for this 
is that many M2M terminals operate under power constraints, which 
means that full-fledged security solutions such as X.805 [35] cannot 
be supported. Instead, low computational complexity algorithms and 
techniques should be used. We assume that the cellular core network 
is secure, as are the M2M servers that are owned and operated by 

 



20 jiafu wan et al.

mobile network operators and M2M service providers. What remains 
to be addressed is the security of other components of the overall 
M2M system: M2M terminals; communication between the termi-
nals and the M2M gateway; and M2M data, including subscriber 
information.

1.5  evolution of M2M Communications: from M2M to CPS

In recent years, due to the development of distributed real-time con-
trol, cloud computing, advanced networking, and WSN techniques, 
as an evolution of M2M, CPS has gained interest in M2M applica-
tions and research. CPS bridges the cyber world (e.g., information, 
communication, and intelligence) and the physical world through the 
use of sensors and actuators (see Figure 1.9). A CPS may consist of 
multiple static/mobile sensor and actuator networks integrated under 
an intelligent decision system. For each individual WSN, issues such 
as network formation, network/power/mobility management, and 
security would remain the same. However, CPS is featured by cross-
domain sensor cooperation, heterogeneous information flow, and 
intelligent decision/actuation.

In this section, we introduce a prototype platform for multiple 
unmanned vehicles, with WSN localization in the form of CPS; 
analyze a CTS example that takes a multidisciplinary approach to 
combine cyber technologies, transportation engineering, and human 
factors; and then outline the issues and challenges of CPS designs.

WSNs Cyberspace

Social
network

Green
computing

Body area
networks

Virtual
world

Human and society Information world Physical world

Human–machine physical world
Harmonious existence and development

figure 1.9 CPS integrating computation and physical processes.
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1.5.1  Comparison of M2M and CPS

We have reviewed some typical applications of M2M and CPS. A 
CPS application may bridge multiple remote WSNs and take actions. 
Data from such applications are expected to be continuous streaming 
data at a very large volume; therefore, storing, processing, and inter-
preting these data in a real-time manner are essential. To compare 
M2M with CPS, we analyze the case studies and summarize some 
features for M2M and CPS as follows:

•	 The community of M2M focuses more on supporting the 
autonomous communications of all kinds of intelligent nodes.

•	 The community of CPS focuses mainly on the development 
of cross-domain intelligence, the optimization of multiple 
WSNs, and the interactions between the virtual world and 
the physical world.

•	 CPS emphasizes the closed-loop/real-time control and high 
degrees of automation (e.g., multiple unmanned vehicles with 
WSN localization and CTS).

•	 By contrast, the M2M system stresses on the connectivity 
without or with limited human intervention (e.g., M2M for 
historic artifact preservation).

In recent years, the applications of M2M have improved human life, 
and the emerging CPS applications (e.g., CTS) are gradually becom-
ing a reality. The important factors contributing to the success of CPS 
applications mainly include the management of cross-domain sensing 
data, embedded and mobile sensing technologies, elastic computing 
and storage technologies, distributed real-time control technologies, 
privacy and security designs, etc. Table 1.3 shows a qualitative com-
parison of M2M and CPS.

1.5.2  Multiple Unmanned Vehicles with WSN Localization

With the support of WSNs, distributed real-time control, embed-
ded systems, mobile agents, and M2M communications, some new 
solutions may be applied to unmanned vehicles. A research program 
with the integration of intelligent road and unmanned vehicle in the 
form of CPS is being tested by our research group, which essentially 

 



22 jiafu wan et al.

involves M2M technology [36,37]. Figure 1.10 shows a case of CPS, 
namely, a prototype platform for multiple unmanned vehicles with 
WSN localization. Currently, the application of this proposed plat-
form is being conducted through miniature prototypes, and little 
work is aimed at their practical implementations.

The architecture is mainly made up of WSNs, unmanned vehicles, 
and M2M communications. Sensor nodes form WSNs with features 
of dynamic reorganization and reconfiguration. The unmanned vehi-
cles with sensor nodes get real-time data from WSNs and further 
process the information to determine the current behaviors of the 
vehicles. An unmanned vehicle consists of a vision system, a Global 
Positioning System (GPS) receiver, a main body mainboard, and so 
on. The GPS receiver and vision system only serve to provide auxiliary 

table 1.3 Qualitative Comparison of M2M and CPS

NeTWorkS/feaTUreS M2M CPS

Communication pattern Query-response flows ✓ ✓
arbitrary communication flows ✓ ✓
Cross-domain communication flows ✓
Deterministic delay communication flows ✓

Network formation random deployment ✓ ✓
Dynamic topology ✓ ✓
Time-varying deployment ✓ ✓
Interconnection among multiple networks ✓ ✓

Power management opportunistic sleep ✓ ✓
Multiple sleep modes of nodes ✓ ✓
Power management techniques for both 

sensors and central servers
✓ ✓

Network connectivity and 
coverage

Connectivity ✓ ✓
Coverage ✓ ✓
Heterogeneous coverage ✓

knowledge mining Data mining and database management ✓ ✓
Multidomain data sources ✓
Data privacy and security ✓ ✓

QoSs Networking QoS ✓ ✓
Multiple data resolution across domain ✓

real-time feedback control Data acquisition ✓ ✓
Distributed real-time/autonomous control ✓
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location information. The navigation function of the unmanned vehi-
cles depends mainly on the real-time localization of WSNs [38,39].

The navigation of unmanned vehicle is realized by computing the 
locations of the beacon nodes and mobile nodes. Via WSN naviga-
tion, the unmanned vehicles can freely move anywhere on the flat sur-
face. Assume that the unmanned vehicle moves from a starting point 
to an ending point. Before the experiment, the location information 
about the ending point should be sent to the unmanned vehicle that 
conducts path planning to determine an optimizing trajectory. In the 
process of running, wireless sensor nodes belonging to the unmanned 
vehicle exchange real-time data with the nearby beacon nodes. This 
way, the use of dynamic programming achieves a rational trajectory. 
According to the current position of the unmanned vehicle, the wire-
less sensors for communications continually switch their roles. If a 
sensor goes wrong, this fault is solved by the recurring reorganization 
and reconfiguration of WSNs.

1.5.3  Vehicle Making a Left Turn with CTS Assistance

In recent years, vehicular ad hoc networks (VANETs) have become 
a reality by equipping cars to function as communication nodes in a 
mobile network. VANETs may be regarded as an example of M2M 
applications. In this subsection, we propose CTS as a special sce-
nario of CPS, which is an evolution of VANET by integrating more 

Focusing on distributed real-time control

Inter-cluster services

360 sensing

Mobile node

Beacon node

Cloud services

External networks

M2M gateway

GPS

figure 1.10 a case of CPS: multiple unmanned vehicles with WSN localization.
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intelligent and interactive capabilities. The design of CTS takes a 
multidisciplinary approach that combines cyber technologies, trans-
portation engineering, and human factors, as shown in Figure 1.11 
[40]. CTS is helpful for improving road safety and efficiency using 
cyber technologies, such as wireless technologies and distributed real-
time control theory.

At present, research on CTS focuses on the following two aspects: 
(1) design and evaluation of new CTS applications for improving traf-
fic safety and traffic operations, and (2) design and development of 
an integrated traffic-driving-networking simulator [41]. To improve 
traffic safety, we must develop and evaluate novel algorithms and pro-
tocols for prioritization, delivery, and fusion of various warning mes-
sages. At the same time, the next-generation traffic management and 
real-time control algorithms for both normal and emergency opera-
tions (e.g., during inclement weather and evacuation scenarios) should 
be designed.

In addition, as the design and evaluation of CTS applications 
require an effective development and testing platform integrating 
human and transportation systems with cyber elements, a simulator 
that combines the main features of a road traffic simulator, a net-
working simulator, and a driving simulator need to be developed. 

CTS applications
(road safety improvement, on-road
infotainment, ad hoc carpool, traffic

information sharing, etc.)

A tran–disciplinary vision

Cyber field
Human factors field

Service provider
(vehicles, road-side
access points, etc.)

Vehicle receiver/
on-board system

(service reception/
display, etc.)

Human driver
(brain processing/

reaction, etc.)

Wireless medium
(limited bandwith, failure, etc.)

Human–machine interface bandwidth
(audio/video display, preemption)

figure 1.11 CTS: an evolution of M2M communications.
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The integrated simulator will allow a human driver to control a sub-
ject vehicle in a virtual environment with realistic background traf-
fic, which is capable of communicating with the driver and other 
vehicles with CTS messages. Fortunately, the current technological 
developments of WSNs, embedded systems, cloud computing, and 
distributed real-time control can be integrated to support the design 
requirements of CTS.

Figure 1.12 shows an example of CTS applications for a vehicle 
that makes a left turn with CTS assistance [41]. Once the intersection 
controller detects the approaching hazard vehicle A, it immediately 
broadcasts an intersection violation warning. On the other road, the 
first vehicle B making a left turn slams on the brakes, causing hard 
braking warnings. Meanwhile, the second vehicle C also slams on the 
brakes. From sensing to execution, the process must be finished in a 
short span of time. Therefore, the efficiency of this system particularly 
depends on the real-time capabilities.

The performance of this system is affected by many factors, such 
as network response time, processing power of embedded systems, 
and cooperation abilities of multiple vehicles. Once a hazard happens, 
the driver or automatic system needs to ensure the prompt response 
by slamming on the brakes. If an automated braking system is used 
to stop or slow down, then how to select the braking rate is crucial. 
From the information transfer perspective, we should establish a new 

A is accelerating to go
through yellow light

A broadcasts real-time
status (speed, acceleration,

location, etc.) Yellow light
Inter-cluster services

IC: intersection controller

A

IC

B

C

B gets a warning: Caution!
A is accelerating! Cloud services

figure 1.12 Vehicle making a left turn with CTS assistance.
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message process mechanism to schedule the important messages to 
improve the responsiveness. In a word, the potential problems and 
challenges of CTS design include emergency vehicle routing, dealing 
with extreme events and failures (failure safe to failure operational), 
security and privacy, etc.

1.5.4  Issues and Challenges of CPS Designs

Recent research advances in CPS have mainly focused on several 
respects, including energy management, network security, data trans-
mission and management, model-based design, distributed real-time 
control technique, system resource management, platforms and systems, 
etc. [42]. As a whole, although researchers have made some progress 
in modeling, control of energy and security, and approach of software-
based design, among others, research on CPS remains in the embryonic 
stage. A variety of issues need to be addressed at different layers of the 
architecture and from different aspects of system design to ease the inte-
gration of the physical and cyber worlds. The existing research challenges 
have been summarized from various viewpoints in references [42] to 
[44]. In the following, we briefly review these technical challenges:

•	  Networking issues: Since CPS spans from WSNs to M2M, 
many interworking issues such as safety and security have to 
be further resolved.

•	  Design and verification tools: Tools are needed to support simu-
lation and codesign, as well as achieving an automated devel-
opment process from modeling to code. Unfortunately, the 
existing tools are not suited for CPS design spanning multiple 
disciplines.

•	  Real-time capabilities: For some CPS applications (e.g., CTS), 
we must ensure that the real-time performance meets the 
specific requirements of the respective application. However, 
many factors, such as hardware platform and control meth-
ods, affect the response time. We should design the novel 
real-time communication protocol, high-performance hard-
ware platform, advanced control methodology, etc.

•	  Cross-domain optimization: CPS applications involve the 
information fusion of multiple domains and hierarchical 
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architectures. Studies of cross-domain optimization techniques 
are crucial for ensuring system performance.

•	  Cross-domain interference avoidance: Communication reli-
ability is critical when multiple devices coexist. For example, 
Wi-Fi, Bluetooth, and ZigBee networks may coexist in the 
same 2.4-GHz industry, scientific, and medical band to pos-
sibly interfere with each other. Use of cognitive techniques to 
minimize mutual interference in coexistent situations requires 
further investigations.

•	  QoS and cloud computing: For future CPS, it is a challenge to 
minimize energy consumption and maximize QoS. Cloud 
computing techniques supported by ubiquitous connectivity 
and virtualization may greatly help in this aspect and merit 
further studies.

•	  Location-based services: There are roughly three different mod-
els for location-based applications (Google Latitude, Find 
Friends, and WNM Live) on mobile devices. All share that 
they allow one’s location to be tracked by others. Currently, 
more functions such as location history and custom location 
labels should be developed.

•	  Monitoring services and beyond: CPS-based monitoring ser-
vices would extend to cross-WSN, cross-M2M, and coopera-
tive models. Carriers of sensors will include mobile phones, 
vehicles, and many other tools. New services can be devel-
oped and evaluated.

•	  Security and privacy challenges: Since sensing data are no longer 
owned by local devices, security and privacy issues become 
more critical in CPS and require lightweight but secure 
solutions.

•	  Standards development: CPS applications depend on many 
technologies across multiple industries. Consequently, the 
required scope of standardization is significantly greater than 
that of any traditional standards development.

•	  Design of support tools: Existing tools for network simula-
tion (e.g., NS2 and OPNet) and embedded system design 
(e.g., MATLAB® and Truetime) are not suited for CPS design 
involv ing multiple disciplines. New tools need to be developed.
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2
Architecture And 

StAndArdS for M2M 
coMMunicAtionS

De j a n  D r a j i ć , 
n e m a n j a   O g n j a n Ov i ć ,   a n D 

S r D j a n  K rč O

In this chapter, the existing proposals and standardization efforts for 
M2M communications will be presented. Standardization of M2M 
communications and systems is mainly covered by two standardiza-
tion bodies, namely, 3rd-generation partnership project (3GPP) and 
European Telecommunications Standards Institute (ETSI). Basically, 
there are two reference architecture proposals: the one defined by 
3GPP, namely, 3GPP machine-type communications (MTC), and 
the other one defined by ETSI, namely, ETSI machine-to-machine 
(M2M) architecture. There is also an ETSI M2M initiative toward 
defining a combined ETSI/3GPP architectural model [1]. The main 
focus of 3GPP MTC recommendations is on communications, 
while ETSI M2M focuses more on applications. Other research 
activities for further improvement of existing networks toward 
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M2M communications and applications are included in framework 
 programme 7 (FP7) projects. One of the most dedicated projects to 
M2M communication architecture is the expanding LTE for devices 
(EXALTED) FP7 project [2]. The aim of EXALTED is to lay out 
the foundations of a new scalable network architecture supporting 
the most challenging requirements for future wireless communica-
tion systems and providing secure, energy-efficient, and cost-effective 
M2M communications suitable for low-end devices. The research areas 
of EXALTED include the long term evolution for MTC (LTE-M) 
system that extends long term evolution (LTE) specifications for 
M2M communication, advanced mobile networking capabilities that 
establish a comprehensive end-to-end (E2E) architecture for M2M 
systems as a stepping stone toward the future Internet of things, low-
cost automated security and provisioning solutions for M2M over 
LTE, and device improvement enabling enhanced autonomy in the 
scope of M2M services. Baseline architectures considered for the 
work in the EXALTED are the aforementioned 3GPP MTC and 
ETSI M2M architectures. However, the goal of EXALTED is not 
to simply adopt these architectures but to establish a complete archi-
tecture with additional options.

In Sections 2.1 and 2.2, the current status of 3GPP and ETSI 
standardization efforts is given, while in Section 2.3, the EXALTED 
architecture and achievements are presented.

2.1  3gPP mTC architecture

In this subsection, a high-level overview of the 3GPP MTC 
architecture is presented based on a 3GPP document [3], which 
evaluates the architectural aspects of the requirements for system 
improvements, specified in the service requirements for MTC 
document [4]. 3GPP MTC architecture is supposed to support 
a large number of MTC devices in the network, fulfil the MTC 
service requirements, and support combinations of architectural 
enhancements for MTC.

In the document [4], service requirements for “Network improve-
ments for machine-type communications” are identified and specified. 
Service aspects where network improvements are needed (compared 
to human-to-human [H2H]–oriented services) for the specific nature 
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of MTC are identified, and requirements for unidentified service 
aspects are specified.

Based on 3GPP definition, MTC is a form of data communica-
tion that involves one or more entities that do not necessarily need 
human interaction. Obviously, a service optimized for MTC differs 
from a service optimized for H2H communications. In comparison to 
the existing mobile communication services, MTC involves different 
market scenarios, data communications, lower costs and effort, and a 
potentially very large number of communicating terminals with, to a 
large extent, little traffic per terminal. ANNEX A [4] gives an over-
view of potential MTC use cases, where the diverse characteristics of 
MTC services are illustrated. The MTC device is a user equipment 
(UE) equipped for machine type communication, which commu-
nicates through a public land mobile network (PLMN) with MTC 
server(s) and/or other MTC device(s). The MTC server is an entity 
that connects to the 3GPP network to communicate with the UE 
used for MTC and nodes in the PLMN.

Based on the communication between MTC application and 3GPP 
network, different models of communication are defined (Figure 2.1).

In the direct model (Figure 2.1a), the MTC application communi-
cates with the UE for MTC directly as an over-the-top application on 
the 3GPP network, without the use of any MTC server.

MTC
application

MTC
application

MTC
application

MTC
server

MTC
server

3GPP
boundary

3GPP
boundary

3GPP
network

3GPP
network 3GPP

network
Direct
model

Indirect
model

Indirect
model

UE UE UE

(a) (b) (c)

figure 2.1 MTC communication models. (a) Direct communication under 3GPP operator control, 
(b) service provider–controlled communication, and (c) 3GPP operator–controlled communication. 
(From 3GPP TR 23.888 v11.0.0. 2012. System Improvements for Machine-Type Communications. 
Release 11.)
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On the other side, in the indirect model, the MTC application 
communicates with the UE for MTC by using additional services 
provided by the 3GPP network, and an MTC server is required. 
The MTC server could either be outside of the operator domain 
(MTC service provider–controlled communication; Figure 2.1b) 
or inside the operator domain (3GPP operator–controlled com-
munication; Figure 2.1c). There are a few submodels of the indirect 
model:

•	 The MTC application can use the MTC server, provided by a 
third-party MTC service provider, that is, outside the 3GPP 
responsibility, and the interface between the MTC server 
and the MTC application is totally out of the scope of 3GPP. 
The MTC server communicates with the 3GPP network by 
means of an interface or a set of interfaces.

•	 The MTC application can use the MTC server provided 
by  the 3GPP operator (which then becomes a service pro-
vider). The interface between the MTC server and the MTC 
application still remains out of the scope of 3GPP, while the 
communication between the MTC server and the 3GPP net-
work becomes internal to the PLMN.

•	 The aforementioned models are not mutually exclusive but 
complementary, so it is possible for a 3GPP operator to com-
bine them for different applications. In that model, the 3GPP 
operator provides value-added services to an MTC applica-
tion and, in addition, offers telecom services to a third-party 
MTC service provider.

Communication at the application level between the MTC device 
and the MTC application is out of the scope of 3GPP standardiza-
tion. The E2E aspects of communication between MTC devices and 
MTC servers (which can be located outside or inside the network 
operator’s domain) are out of the scope of the study in  reference [3]. 
However, the transport services for MTC as provided by the 3GPP 
system and the related optimizations are considered. From the E2E 
perspective, communication between the MTC UE and the MTC 
application uses transport and communication services provided 
by the 3GPP system (including 3GPP bearer services, IP multi-
media subsystem, and short messaging service [SMS]) and various 
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optimizations that can facilitate MTC. The architecture reference 
model for MTC is shown in Figure  2.2, where the UE used for 
MTC is connecting  to the 3GPP network (UTRAN, evolved univer-
sal terrestrial radio access network evolved universal terrestial access 
network (E-UTRAN), GSM edge radio access network (GERAN), 
interworking-wireless local area network (I-WLAN).

The architecture is universal and covers discussed architectural 
models:

•	  Direct model (direct communication provided by the 3GPP operator):  
The MTC application connects directly to the operator net-
work without the use of any MTC server.

•	  Indirect model (MTC service provider–controlled communication):  
The MTC server is an entity outside of the operator domain. 
The MTCsp and MTCsms are external interfaces (i.e., to a 
third-party M2M service provider).

•	  Indirect model (3GPP operator–controlled communication): The 
MTC server is an entity inside the operator domain. The 
MTCsp and MTCsms are internal to the PLMN.
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figure 2.2 Reference architecture for 3GPP MTC. (From 3GPP TR 23.888 v11.0.0. 2012. System 
Improvements for Machine-Type Communications. Release 11.)
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•	  Hybrid model: The direct and indirect models are used simul-
taneously in the hybrid model (e.g., connecting the user plane 
using the direct model and doing control plane signalling 
using the indirect model).

The MTC application entities and the reference point application 
programming interface (API) in the figure are outside of the scope of 
3GPP. The MTC application can be collocated with the MTC server. 
The 3GPP architecture supports roaming scenarios in which the UE 
used for MTC obtains service in a visited public land mobile network 
(VPLMN).

The following 3GPP network elements provide the functionalities 
to support defined models of MTC. As 3GPP notes, since further 
development of the MTC architecture takes place, further network 
elements may be defined in the future.

•	  MTC–internetworking functions (IWF): The MTC-IWF hides 
the internal PLMN topology and relays or translates sig-
naling protocols used over MTCsp to invoke specific func-
tionality in the PLMN. MTC-IWF includes the following 
functionalities [3]:
•	 Terminates MTCsp, S6m, T5a, T5b, T4, and Rf/Ga ref-

erence points
•	 May authenticate the MTC server before communication 

establishment with the 3GPP network
•	 May authorize control plane requests from an MTC server
•	 Supports control plane messaging from an MTC server:

 − Receive device trigger request
•	 Supports the following control plane messaging to an 

MTC server:
 − May report device trigger request acknowledgement
 − Device trigger success/failure delivery report

•	 Interrogates the appropriate home location register 
(HLR)/home subscriber server, when needed, to map 
E.164 mobile station international subscriber direc-
tory number (MSISDN) or an external identifier to the 
international mobile subscriber identity (IMSI) of the 
associated UE subscription and gather UE reachability 
information
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•	 Selects the most efficient and most effective device trigger 
delivery mechanism and shields this detail from the MTC 
server based on the following:

 − Current reachability information of the UE
 − Possible device trigger delivery services supported by 

the home public land mobile network (HPLMN) and, 
when roaming, VPLMN

 − Device trigger delivery mechanisms supported by the 
UE

 − Any mobile network operator (MNO) device trigger 
delivery policies

 − Any information received from the MTC server
•	 Generates device trigger charging data records (CDRs) 

and forwarding to charging data function (CDF)/ 
charging gateway function (CGF) over a new instance 
of Rf/Ga

•	 May support secure communications between the 3GPP 
network and the MTC server

•	 Performs protocol translation, if necessary, and forwarding 
toward the relevant network entity (i.e., serving GPRS sup-
port node [SGSN]/mobility management entity [MME] 
or short message service - service centre [SMS-SC] inside 
the HPLMN domain) of a device trigger request to match 
the selected trigger delivery mechanism

•	 The characteristics of the MTC-IWF includes the 
following:

 − Multiple MTC-IWFs can be used with an HPLMN.
 − System shall be robust to a single MTC-IWF failure.

•	  HLR/HSS: HLR and HSS specific functionality to support 
the indirect and hybrid models of MTC. Functionality for 
triggering includes the following [3]:
•	 Terminates the S6m reference point where MTC-IWFs 

connect to the HLR/HSS
•	 Stores and provides the mapping/lookup of E.164 MSISDN 

or external identifier(s) to IMSI, routing information (i.e., 
serving MME/SGSN/mobile switching center [MSC] 
address), configuration  information, and UE reachability 
information to the MTC-IWF
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•	  SGSN/MME: SGSN and MME specific functionality to 
support the indirect and hybrid models of MTC includes the 
following [3]:
•	 SGSN terminates the T5a reference point.
•	 MME terminates the T5b reference point.
•	 SGSN/MME receives device trigger from MTC-IWF 

and optionally stores it.
•	 SGSN/MME encapsulates device trigger delivery infor-

mation in the non-access stratum (NAS) message sent to 
the UE used for MTC.

The MTC-related reference points in the 3GPP architecture are 
as follows:

•	  MTCsms: The reference point that an entity outside the 
3GPP  system uses to communicate with the UEs used for 
MTC via SMS

•	  MTCsp: The reference point that an entity outside the 3GPP 
system uses to communicate with the MTC-IWF–related 
control plane signaling

•	  T4: The reference point used by MTC-IWF to route device 
trigger to the SMS-SC in the HPLMN

•	  T5a: The reference point used between MTC-IWF and serv-
ing SGSN

•	  T5b: The reference point used between MTC-IWF and serv-
ing MME

•	  S6m: The reference point used by MTC-IWF to interrro-
gate HSS/HLR for E.164 MSISDN or an external identifier 
mapping to IMSI and gather UE reachability and configura-
tion information

Details for each reference point can be found in reference [3].

2.2  eTSi architecture for m2m

This section gives an overview of the ETSI M2M architecture. The 
ETSI M2M functional architecture is designed to use an IP-capable 
underlying network, including the IP network service provided by 
3GPP, Telecommunications and Internet Converged Services and 
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Protocols for Advanced Networking (TISPAN), and 3GPP2-
compliant systems. The use of other IP-capable networks is not inten-
tionally excluded. The main scope of the ETSI architecture is to 
specify a framework for developing M2M applications with a generic 
set of capabilities, independent of the underlying network. Its key 
architectural elements are domains, service capabilities (SCs), refer-
ence points, and resources.

The scope of the ETSI technical committee (TC) M2M is to 
define the E2E M2M service platform and the intermediate service 
layer that is the key component of the horizontal M2M solution, and 
to develop and maintain the overall telecommunication architecture 
for M2M. ETSI TC M2M Release 1 core standards are published 
as a set of three ETSI specifications: M2M service requirements [5], 
functional architecture [6], and interface descriptions [7]. ETSI has 
started the work on M2M Release 2 and has already set priorities. 
Potential aspects under consideration for M2M Release 2 are charg-
ing, data models and semantics, security extensions, the standardized 
use of operators’ network interfaces, multioperator service platforms, 
service discovery, area network management, and service interwork-
ing profiles. M2M Release 2 is still not finished at the time this text 
was written.

2.2.1  System Architecture and Domains

A high-level M2M system architecture is shown in Figure 2.3. It pro-
vides an overview of the components of a system, as well as the rela-
tionship between the individual components. This architecture fully 
endorses the need for M2M SCs (in the network, in the device, or in 
the gateway) that are exposed toward applications.

The high-level M2M architecture consists of two domains, namely, 
M2M device and gateway domain and network domain.

The device and gateway domain is composed of the following 
elements:

•	  M2M device: A device that runs M2M application(s) using 
M2M SCs and network domain functionalities. M2M 
devices can be connected to the network domain in the fol-
lowing ways:
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•	  Direct connectivity: In this case, M2M devices are con-
nected to the network domain via the access network, that 
is, devices are connected directly to the operator access net-
work. The M2M device performs procedures such as reg-
istration, authentication, authorization, management, and 
provisioning with the network domain. Also, the M2M 
device can provide service to other devices (e.g., legacy) 
connected to it that is hidden from the network domain.

•	  Gateway as a network proxy: Here, the M2M device con-
nects to the network domain via an M2M gateway. M2M 
devices connect to the M2M gateway using the M2M 
area network. The M2M gateway acts as a proxy for the 
network domain toward the M2M devices that are con-
nected to it, for the following procedures: authentication, 
authorization, management, and provisioning.

  M2M devices can be connected to the network domain via 
multiple M2M gateways.

Network domain

M2M applications

M2M service capabilities

Core network (CN)

Access network

M2M
management
functions

Network
management
functions

Device and gateway
domain

M2M
applications

M2M
applications

M2M service
capabilities

M2M service
capabilities

M2M gateway

M2M gateway

M2M area
network

M2M
device

figure 2.3 High-level M2M system architecture. (From ETSI TS 102 690 v1.1.1. 2011. Machine-
to-Machine Communications [M2M]: Functional Architecture.)
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•	  M2M area network: Provides physical and media access con-
trol (MAC) layer connectivity between M2M devices and 
M2M gateways. Examples of M2M area networks include 
wireless personal area network technologies such as IEEE 
802.15.x, ZigBee, Bluetooth, Internet Engineering Task 
Force (IETF) Routing over Low-Power and Lossy (ROLL) 
networks, ISA100.11a, etc., or local networks such as Power 
Line Communications, Meter-Bus (M-BUS; a European 
standard [EN 13757-2 physical and link layer, EN 13757-3 
application layer] for the remote reading of gas or electric-
ity meters), Wireless M-BUS, KNX is the chosen name for 
standard but there is no meaning behind them (standardized 
[EN  50090, ISO/IEC 14543], open systems interconnect 
[OSI]-based network communications protocol for intelligent 
buildings), or Wi-Fi.

•	  M2M gateway: A gateway that runs M2M application(s) 
using  M2M SCs. M2M gateway ensures the interworking 
and interconnection of M2M devices to the network and 
 application domain. The gateway acts as a proxy between 
M2M devices and the network domain. The M2M gate-
way may also run M2M applications and provide service to 
other devices (e.g., legacy) connected to it that are hidden 
from the network domain. As an example, an M2M gateway 
may implement an application that collects and treats various 
information (e.g., from sensors and contextual parameters). 
Typically, an M2M gateway is a piece of hardware with a 
communication module (e.g., global system for mobile commu-
nications [GSM]/general packet radio service [GPRS]/LTE) 
toward wireless/mobile networks and at least one communi-
cation module that allows access to the M2M area network.

The network domain is composed of the following elements:

•	  Access network: Network that allows the M2M device and 
gateway domain to communicate with the core network 
(CN). Access networks include (but are not limited to) digital 
subscriber line (xDSL), hybrid fiber coaxial (HFC) satellite, 
GSM edge radio access network (GERAN), universal terres-
trial access network (UTRAN), evolved universal terrestrial 
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access network (E-UTRAN), wireless local area network 
(WLAN), and worldwide interoperability for microwave 
access (WiMAX).

•	  CN provides the following:
•	 Functions relating to IP connectivity and interconnection 

(with other networks).
•	 Service and network control functions.
•	 Roaming with other CNs.
•	 Different CNs offer different feature sets. CNs include 

(but are not limited to) 3GPP CNs, ETSI TISPAN CN, 
and 3GPP2 CN.

•	  M2M SCs: They provide M2M functions that are to be 
shared by different applications through a set of open inter-
faces. M2M SCs use CN functionalities and simplify and 
optimize application development and deployment through 
hiding of network specificities.

•	  M2M applications: Applications that run the service logic 
and use M2M SCs accessible via an open interface.

•	  Network management functions: They represent all the func-
tions required to manage the access network and the CN. 
These include (but are not limited to) provisioning, supervi-
sion, fault management, etc.

•	  M2M management functions: All the functions required to 
manage M2M SCs in the network domain are included. The 
management of the M2M devices and gateways uses a spe-
cific M2M service capability.

2.2.2  ETSI SC Framework and Reference Points

In this section, an overview of the M2M SCs and a description of the 
reference points are given. The framework used to build the ETSI TC 
M2M architecture is shown in Figure 2.4.

•	 M2M SCs are functionalities offered to M2M applications 
by each domain and shared by different applications. M2M 
SCs can use CN functionalities through a set of exposed 
interfaces, for example, existing interfaces specified by 3GPP, 
3GPP2, ETSI TISPAN, etc. Additionally, M2M SCs can 
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interface to one or several CNs. The M2M service capabil-
ity layer (SCL) exposes these functionalities on reference 
points. Whenever a feature provided by a domain is directly 
manageable by an M2M application, it should reside in the 
corresponding SCL. Taking into account that not all the 
capabilities are mandatory for deployment and that not all 
SCs are specified by standards, the M2M framework is cre-
ated with possibilities of extensibility. The possibility to plug 
in SCs and make them discoverable by the application is of 
high importance for operational flexibility and standards [8].

In ETSI [6], the following terms are adopted to refer to SCs in the 
network domain, M2M gateway, and M2M device.

•	  NSCL: Network SC layer refers to M2M SCs in the network 
domain.

•	  GSCL: Gateway SC layer refers to M2M service capabilities 
in the M2M gateway.

•	  DSCL: Device SC layer refers to M2M SCs in the M2M 
device.

•	  SCL: SC layer refers to any of the following: NSCL, GSCL, 
or DSCL.

•	  D/G SCL: Refers to any of the following: DSCL or GSCL.

M2M device/M2M gateway

M2M applications

dIa

M2M service
capabilities

layer

mId

mIa

M2M applications

M2M service
capabilities

layer

Communication modules Core network connection

Core network A Core network B

figure 2.4 M2M SC functional architecture framework. (From ETSI TS 102 690 V1.1.1. 2011. 
Machine-to-Machine Communications (M2M): Functional Architecture.)
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The list of M2M SCs that ETSI identified is given below:

•	  Application enablement (xAE): Provides a single API inter-
face to applications

•	  Generic communication (xGC): Manages all aspects pertain-
ing to secure transport session establishment and teardown, 
as well as interfacing with bearer services provided by the CN

•	  Reachability, addressing, and repository (xRAR): Provides a 
storage capability for state associated to applications, devices, 
and gateways and handles subscriptions to data changes

•	  Communication selection (xCS): Provides network and net-
work bearer selection for devices or gateways that are reach-
able via multiple networks or multiple connectivity bearers, 
for example, Wi-Fi or GPRS

•	  Remote entity management (xREM): Provides functions per-
taining to device/gateway life cycle management, such as 
software and firmware upgrade and fault and performance 
management

•	  SECurity (xSEC): Implements bootstrapping, authentica-
tion, authorization, and key management; interfaces with an 
M2M authentication server—for example, via diameter—to 
obtain authentication data

•	  History and data retention (xHDR) (optional): Stores records 
pertaining to the usage of the M2M SCs. xHDR may be used 
for law enforcement purposes such as privacy.

•	  Transaction management (xTM) (optional): Manages 
transactions

•	  Compensation broker (xCB) (optional): Manages compensa-
tion transactions on behalf of applications

•	  Telco operator exposure (xTOE) (optional): Provides access, 
via the same API used to access the SCs, to traditional net-
work operator services, such as SMS, multimedia messaging 
service (MMS), unstructured supplementary service data 
(USSD), and location

•	  Interworking proxy (xIP): Allows a non-ETSI-compliant 
device to interwork with the ETSI standard

where x can be N for network, G for gateway, and D for device. 
Descriptions of SCs are taken from reference [8].
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The M2M SCs above provide recommendations of logical group-
ing of functions but does not mandate an implementation for M2M 
SCs layer. The M2M SCs are therefore not represented as separate 
entities in the message flows. However, the external reference points 
(mIa, mId, dIa) are mandated and are required for ETSI M2M 
compliance. A more detailed description of M2M SCs is given later 
on in the ETSI document for all domains. Not all M2M SCs are 
foreseen to be instantiated in the different parts of the system. In 
the ETSI document, it is also claimed that the description of the 
M2M SCs is informative and the description of the reference points 
is normative.

•	  M2M applications: M2M applications can be one of the fol-
lowing: device application (DA), gateway application (GA), 
and network application (NA). DA could reside in an M2M 
device that implements M2M SCs or alternatively reside in 
an M2M device that does not implement M2M SCs.

•	  Reference points:
•	  mIa reference point: Allows an NA to access the M2M 

SCs  in the network domain. This reference point estab-
lishes an interface between an M2M application in the 
network domain and the network application enablement 
(NAE) service capability. More about this interface can be 
found in reference [7].

•	  dIa reference point: Allows a DA residing in an M2M 
device to access the different M2M SCs in the same M2M 
device or in an M2M gateway; allows a GA residing in an 
M2M gateway to access the different M2M SCs in the 
same M2M gateway. This reference point establishes an 
interface between a device or gateway SC and the net-
work generic communication (NGC) SC. A service capa-
bility in the DSCL or the GSCL accesses all network SCs 
through NGC over mId. More about this interface can be 
found in reference [7].

•	  mId reference point: Allows an M2M SC residing in an 
M2M device or M2M gateway to communicate with the 
M2M SCs in the network domain and vice versa. mId 
uses CN connectivity functions as an underlying layer. 
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This reference point establishes an interface between an 
M2M application in the device and gateway domain and 
the device application enablement (DAE) or gateway 
application enablement (GAE) SC. An M2M application 
in device and gateway domain (D/GD) accesses all device 
or gateway SC through the DAE or GAE over dIa. More 
about this interface can be found in reference [7].

2.2.3  Resources

The ETSI TC M2M has adopted a Representation State Transfer 
(REST) architectural style [6], that is, information is represented 
by resources that are structured as a tree. ETSI TC M2M stan-
dardizes the resource structure that resides on an M2M SCL 
and offers capabilities to M2M applications and other SC to 
exchange information. Each SCL contains a resource structure 
where the information is kept. M2M application and/or M2M SCL 
exchange information by means of these resources over the defined refer-
ence points. Applications access to resources over mIa and dIa reference 
points following REST guidelines. Similarly, DSCL and GSCL 
access the NSCL over mId reference point following the REST 
guidelines. ETSI M2M standardizes the procedure for handling 
the resources.

2.2.4  3GPP and ETSI

While 3GPP MTC mainly focuses on communications, ETSI 
M2M focuses on the applications, including SCs, security, and 
device management. The two organizations have identified this 
issue, and very recently (June 2012), they initiated a common action, 
which aims to design the M2M functional architecture that makes 
use of an IP-capable underlying network as the IP network service 
provided by 3GPP [1] (please note that this is still a draft version of 
the document).

The document [1] contains the M2M functional architecture, 
including the identification of the functional entities, related refer-
ence points, and procedures, when the 3GPP system is used as the 
underlying IP network by
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•	 Endorsing the options and capabilities specified in references 
[6] and [7], Release 1, needed to interwork with 3GPP sys-
tems as specified in Release 11 and earlier

•	 Describing how the M2M service layer, NSCL, supports the 
different models depicted in 3GPP MTC work [9]

•	 Identifying existing procedures in 3GPP systems and speci-
fying procedures in the ETSI M2M architecture needed to 
complete a solution for interworking with the 3GPP system

2.3  eXaLTeD System architecture

In this section, the proposed EXALTED system architecture is ana-
lyzed in detail. Among its main project goals, EXALTED specifies 
a system architecture whose main purpose is to improve and facilitate 
M2M communication over an LTE network, but with a decreased 
complexity and cost of end devices, and an improved security and 
provisioning of a large number of them.

The architectural design and further evolution and refinement of 
the EXALTED architecture started at the very beginning of the 
project by identifying the most relevant M2M use cases. These use 
cases, namely, Intelligent Transportation Systems, Smart Metering 
and Monitoring, and e-Health, were taken into account when defin-
ing particular functionalities, features, topologies, traffic charac-
teristics, and bandwidth requirements for a common system. The 
system is named “LTE-M,” which stands for the extension of LTE 
for machines. The requirements for LTE-M are derived from the use 
cases and identified in the project’s deliverable [10].

The idea was to design an effective E2E system that would fill the 
gaps in the existing ETSI M2M and 3GPP MTC systems, but would 
still keep the highest possible interoperability and backward compat-
ibility with both of them. Therefore, they are taken as referent archi-
tectures for the LTE-M, and all innovations are improvements that 
fit into the two frameworks.

The architectural components and corresponding functionalities 
are identified based on the EXALTED technical requirements. A 
component is either a physical entity, such as, a device, or a logical 
element summarizing certain functions, for example, the evolved 
packet core (EPC). The high-level presentation of the EXALTED 
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architecture is given in Figure 2.5 [11]. The components depicted and 
listed here are explained further in the text.

The EXALTED components are grouped into two domains:

•	 Network domain (ND)
•	 M2M device and gateway domain (DD)

The ND includes all components that control the applications run-
ning on devices and servers, provides secure E2E communication, 
and performs device management operation. Wide area network is 
restricted to the LTE/LTE-M.

Another part of ND is the EPC, responsible for the management 
of cellular radio network and eNodeBs (eNB) in the E-UTRAN. The 
applications running on M2M servers are accessible from the network 
using the EPC. Other logical components in ND are also defined, 
such as the authorization and management servers for devices and 
network elements. The DD consists of devices that run one or more 
applications. The link between DD and ND is the Uu interface defined 
in 3GPP. However, the used air interface is not LTE, but LTE-M, an 

Access network
LTE-M/LTE

Core
network

(EPC)

M2M server

Service
capabilities

Applications

Network domain

Device domain

Symbols
LTE or LTE-M interface
LTE-M interface
Non LTE-M interface
Non LTE-M interface
for GW-GW link

M2M gateway

Base station (eNodeB)

LTE-M device
Non-LTE-M device
LTE-M relay
Non-LTE-M CH

figure 2.5 High-level EXALTED architecture. (From FP7 EXALTED Consortium. 2012. D2.3: The 
EXALTED System Architecture (Final). Project Report.)
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autonomous radio access network coexisting with LTE in the same 
spectrum, specified in EXALTED.

Depending on whether M2M devices in DD run LTE-M air inter-
face or not, they are classified as LTE-M devices or non-LTE-M 
devices. Non-LTE-M devices can form a network, running protocols 
other than LTE-M. This network is referred to as a “capillary net-
work,” and it consists of a group of M2M devices running the same 
protocol and communicating with each other independently from the 
rest of the network. To provide connectivity for non-LTE-M capillary 
networks to the rest of the LTE-M system, the M2M gateway is used. 
The M2M gateway has a key role in the EXALTED architecture 
because it is the link between the cellular radio network (LTE-M) and 
connected capillary networks. It enables reliable connectivity between 
a simple non-LTE-M device and the M2M server, that is, the applica-
tion being executed, which is one of the key objectives in EXALTED.

For the sake of clarity of architectural description, the equiva-
lences between ETSI, 3GPP, and EXALTED architecture are listed 
in Table 2.1. The roles and functions are not necessarily the same, 
but the elements are similar, and this table serves as a guide for their 
interpretation.

Project deliverable [11] uses another convenient way of presenting 
the EXALTED architecture—by mapping the EXALTED solu-
tions and innovations into the common ETSI/3GPP/EXALTED 
framework, as displayed in Figure 2.6.

table 2.1 Terminology Equivalences

3GPP TERMInoLoGy ETSI TERMInoLoGy EquIVALEnT EXALTED TERMInoLoGy

MTC server M2M SCs M2M server
MTC application (uE) M2M application (device) M2M application (device)
– M2M application (M2M gateway) M2M application (M2M gateway)
– – M2M application (CH)
MTC user M2M device •	LTE-M device

•	non-LTE-M device
EPC Cn EPC
RAn Access network LTE-M access network
enB – enB
Relay node – LTE-M relay
– M2M gateway M2M gateway
– M2M area network M2M capillary network
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2.3.1  Components in the ND

•	  M2M server: The M2M server is a logical component that 
executes and runs M2M applications. M2M servers are 
responsible for the initiation and termination of E2E con-
nectivity with any functional element in the DD (i.e., the 
M2M gateway, the M2M devices, or the CHs), but only 
if it has already been registered to the server. Applications 
run on top of other underlying protocols and technologies. 
Apart from the application itself, the M2M server performs 
management and control functionalities. For example, spe-
cifically designed device management protocol uses the same 
network for the communication of M2M servers with devices 
and gateways.

•	  EPC: EXALTED does not propose any changes in the EPC, 
as specified in references [12–14]. The following elements are 
the most relevant for the overall architecture: packet data 
network gateway (PDN-GW), serving gateway, MME, 
HSS, and policy control and charging rules functions. There 
are no changes done in EPC; however, to fulfill some of 
the EXALTED objectives (e.g., energy efficiency, signaling 
reduction, large number of devices), it is required that EPC 
minimizes the number of paging messages or accesses infor-
mation about the duty cycling of the LTE-M device/M2M 
gateway. In case of particular EPC where the LTE-M system 
is implemented, these requirements must be addressed by the 
network operator. Details are available in references [10] and 
[11].

•	  LTE-M eNB: The LTE-M eNB component is a modified 
3GPP eNB. Several mechanisms and algorithms are imple-
mented on physical (PHY) layer, MAC, and radio resource 
control (RRC) uplink (UL) and downlink to support the 
respective protocols of the LTE-M Uu interface. The most 
significant functions are the following:
•	 Error protection and correction
•	 Provision of random access and scheduled access to radio 

resources in time and/or frequency utilized for the payload 
and control signaling
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•	 Transmission of pilot signals for channel estimation
•	 Initialization and control of retransmission processes
•	 Connection setup and finalization
•	 Synchronization between transmitter and receiver
•	 Adaptation of the radio link parameters to the propaga-

tion conditions
•	 Support of broadcast and multicast services

One possible implementation of LTE-M radio interface includes 
PHY, MAC, and RRC protocols only. For this purpose, the IP pro-
tocol normally executed between PDN-GW and UE has to be ter-
minated at the eNB, where IP addresses are translated into a local 
addressing scheme and vice versa.

In the case where the eNB has a connection to an M2M gateway, it 
must be able to aggregate data packets addressed to several non-LTE-
M devices behind the M2M gateway into one compound data packet, 
for both IP-based or non-IP-based end devices.

The proper implementation of eNB fulfills several EXALTED 
objectives: coexistence with LTE, wide area coverage, energy and 
spectrum efficiency, support for large number of devices, and com-
plexity reduction. For this purpose, various mechanisms are invented 
and presented in the EXALTED deliverables, intended to run on 
eNB, such as generalized frequency division multiplexing (GFDM) 
PHY Rx signal processing, correlation receiver for code division mul-
tiple access (CDMA) overlay, random access retransmission protocol 
(Rx), hybrid automatic repeat request (HARQ ) (Rx and Tx), channel 
estimation from UL sounding time division duplex (TDD),  antenna 
selection, rateless encoding on binary channel (BC), optimized pag-
ing, address mapping function, etc. More information is available in 
references [11] and [15].

•	  LTE-M relay: LTE-M relays are similar to 3GPP Released 
10  LTE-A relays. They are used in the LTE-M environ-
ment for coverage extension. LTE-M relays have the same 
functionalities as the LTE ones, with the additional capa-
bility to support the LTE-M interface. Both transparent 
and nontransparent relays are supported within 3GPP and 
EXALTED. Required functionalities, depending on the 
type of relay, are subsets of those of eNB.
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2.3.2  Components in the DD

•	  LTE-M device: The M2M devices running LTE-M can 
access the ND over the Uu interface, either by directly access-
ing the LTE-M network or through an LTE-M relay. They 
execute M2M applications, as any M2M device. As for the 
other LTE-M components (eNB, LTE-M relay), LTE-M 
devices must address the main EXALTED objectives: coex-
istence with LTE, energy and spectrum efficiency, signaling 
reduction, wide area coverage, and in addition to this, inde-
pendence from power supply. Therefore, the required func-
tionalities are similar to those of eNB: GFDM PHY Tx 
signal processing, CDMA overlay, random access retransmis-
sion protocol (Tx), HARQ , antenna selection, rateless decod-
ing on BC channel, address mapping function, etc.

•	  M2M gateway: The key role of an M2M gateway is the inter-
connection point between the LTE-X (i.e., LTE/LTE-A/
LTE-M) network and the capillary network (consisting of 
one or more non-LTE-M devices). It performs various addi-
tional functionalities, such as protocol translation, routing, 
resource management, device management, data aggrega-
tion, etc. In special cases, the M2M gateway locally breaks 
out communication between devices, without accessing the 
LTE-M network and the EPC, but these scenarios are beyond 
the scope of EXALTED. However, continuous access to the 
EPC is not mandatory as long as security or other required 
operations (e.g., authorization) have been established and 
maintained.

  From the network point of view, the M2M gateway is an 
LTE-M device with additional functionalities. Regarding 
traffic aggregation and handling, M2M gateway performs 
address translation, data compression, payload reduction, 
etc. On the other side, being an LTE-M–enabled device, the 
M2M gateway fulfills the requirements for LTE-M devices 
regarding the air interface.

•	  Non–LTE-M device: These devices do not have an LTE-M 
interface but form capillary network(s) using other network 
access technologies, such as ZigBee and IEEE 802.11x. They 
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can access the ND through an M2M gateway and run M2M 
applications locally. Most of the functionalities of a non-
LTE- M device are protocol specific and depend on the par-
ticular protocol running in the capillary network.

•	  Non-LTE-M cluster heads (CHs): Like regular M2M 
devices, they are part of capillary networks, and the commu-
nication from a regular M2M device may be directed through 
and managed by a CH. The functionalities of a CH may 
include data aggregation, device management, routing, etc. 
Unlike an M2M gateway, a CH does not perform protocol 
translation. Most of the functionalities of CHs are protocol 
specific and depend on the particular protocol running in the 
capillary network.
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3
M2M Traffic and Models

M a r k u s  L a n e r ,  n av i d  n i k a e i n , 
de j a n  d r a j i ć ,  P h i L i P P  s vo b o da , 

M i L i c a  P o P ov i ć ,  a n d  s r d j a n  k rč o

3.1  introduction

Different from the traditional human-to-human (H2H)–based com-
munications for which 3G wireless networks are currently designed 
and optimized for, machine-to-machine (M2M) communications or 
machine-type communications (MTC) is seen as a form of data com-
munication, among devices and/or from devices to a set of servers, 
that do not necessarily require human interaction [1]. Such M2M is 
also about collecting and distributing the meaningful data efficiently, 
often in real time; managing connected devices; providing back-end 
connectivity anywhere and anytime; and consequently enabling the 
creation of the so-called “Internet of things” (IoT). At present, the 
most interesting applications from the commercial point of view are 
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related to intelligent transport, smart meters (automatic electricity, 
water, and gas meter reading), and tracking and tracing in general. 
However, the M2M application space is vast and includes security, 
health monitoring, remote management and control, distributed/
mobile computing, gaming, industrial wireless automation, and ambi-
ent assisted living.

M2M promises huge market growth, with an expected 50 billion 
connected devices by 2020 [2]. Support for such a massive number 
of M2M devices has deep implications on the end-to-end network 
architecture. Lowering both the power consumption and the deploy-
ment cost is among the primary requirements. This calls for a par-
adigm shift from a high data rate network to an M2M-optimized 
low-cost network to create new revenues. Although some of the 
M2M use-cases are better suited for wired or short-range radio, wire-
less communication systems are becoming more adequate for majority 
of the M2M applications as they are encompassing a wide range of 
requirements, including mobility, ease of deployment, and coverage 
extension.

The concept of M2M, also referred to as “IoT,” foresees that, in 
the close future, more and more devices will have their own Internet 
access. This access will be some kind of a wireless link toward a kind 
of home gateway, which, itself, is connected to a mobile network. As 
this scenario starts to take off, operators of wireless cellular networks 
have to handle an explosive growth in signaling traffic inside their 
cells and even the core network.

In mobile networks, the wireless access is, in general, a shared 
resource [3]. Therefore, the number of active users, or devices, is lim-
ited, and this resource is managed at the cost of signaling protocols 
in parallel to the user data streams from the base station. In H2H 
connections, these numbers are small, for example, no more than 
four users are active in the same high-speed downlink packet access 
(HSDPA) time slot [4] in 95% of the time, and there are less than 
100 users in a cell. In M2M, the design target of 3rd Generation 
Partnership Project (3GPP) in reference [5] for devices per cell is 
10,000. This value is several orders of magnitudes larger compared to 
the H2H case. The activity patterns for M2M devices are also con-
siderably different from H2H communication. In reference [6], the 
authors show a strong correlation in the activity patterns between the 
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devices. This is a strong contrast to the common assumption of inde-
pendent arrivals used, for example, in an Erlang traffic model [7].

M2M is a very active area under discussion for integration within 
the long term evolution (LTE)/LTE-advanced framework [8] and, 
more generally, within European Telecommunications Standards 
Institute (ETSI). Regarding 3GPP, a recent study item (see refer-
ence [8]) on the provision of low-cost M2M devices based on LTE 
and a work item on system optimizations and overload control for 
M2M have been approved for LTE Rel-11. 3GPP LTE with low-cost 
enhancements is expected to be one of the key M2M enablers.

However, the most challenging problems are the co-habitation of 
M2M traffic with conventional user traffic, coupled with the potential 
of a rapid increase in the number of machines connected to the cellu-
lar infrastructure. This is because such systems are primarily designed 
for a continuous flow of information, at least in terms of the time-scales 
needed to send several internet protocol (IP) packets (often large for user-
plane data), which, in turn, makes the signaling overhead manageable 
(relative to the user-plane amount of data). Analysis of emerging M2M 
application scenarios such as smart metering/monitoring, e-health, and 
e-vehicle has revealed that, in the majority of cases, the M2M traffic has 
specific features (see references [1,9]) different from H2H.

Understanding the M2M traffic characteristics is a key for design-
ing and optimizing a network and the applicable quality-of-service 
(QoS) scheme capable of providing adequate communication services 
without necessarily compromising the conventional services such 
as data, voice, and video. In particular, the success of 3GPP Rel-11 
evolved packet system (EPS) depends on the effectiveness of its class-
based network-initiated QoS control scheme to support M2M traffic. 
This is because the operators are moving from a single to a multi- 
service offering while the number of connected devices and their traffic 
volume are rapidly increasing [10]. Such a QoS control allows differ-
ent packet-forwarding treatments (i.e., scheduling policy, queue man-
agement policy, resource reservation, rate-shaping policy, link-layer 
configuration) for different traffic using EPS bearer mapping, which 
is a key enabler for supporting M2M sporadic traffic.

From these first thoughts, we conclude that there is a need for M2M 
traffic models to test, validate, and improve existing networks and that 
these models will differ from standard H2H models. In this chapter, 
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we will present an overview of existing traffic models. Further, an 
M2M traffic modeling framework will be introduced and explained 
in detail. Principles and examples of M2M application modeling and 
the impact of M2M traffic on live networks will be shown.

3.2  M2M Traffic Modeling

The topic of traffic modeling is very broad. It ranges from circuit-
switched (CS) voice models based on Erlang formulas to packet-
switched queuing models to analyze heavy tails in transmission 
control protocol (TCP) streams and their source in the application 
structure.

In general, M2M is not limited to any kind of service to transport 
its payload, for example, it can use voice, SMS, and IP datagrams. 
However, with the introduction of LTE, which does not support any 
CS voice anymore, all applications can be mapped to IP datagrams. 
In the following, we will focus on packet-switched traffic models 
(but for the sake of completeness, the circuit-switch model will also 
be mentioned). We are going to discuss different traffic models for 
different scenarios in the network.

3.2.1  M2M Traffic Modeling Activities in 3GPP, ETSI, and IEEE

M2M is in the focus of the mobile industry for some time now, and 
along with the ongoing activities in the research community, efforts 
toward understanding the impact of M2M on the mobile network 
architecture and specification of the relevant standards are under way 
(e.g., ETSI M2M, 3GPP, and Institute of Electrical and Electronics 
Engineering [IEEE]). The following references provide an overview 
of the ongoing standardization in 3GPP [1,8,11,12], IEEE [13], and 
ETSI [14–21]. However, there is no dedicated specification on traffic 
models for M2M devices. In fact, there are various different models 
provided for the different tasks and optimization analysis given in 
reference [1,8,12].

3.2.1.1 M2M Activities in IEEE 802.16p The IEEE standardiza-
tion invoked a working group on M2M in the framework of code 
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division multiple access (CDMA). The IEEE M2M Task Group 
was initiated in 2010 to work on the 802.16p and 802.16.1b proj-
ects. Both standards have been approved by IEEE in 2012. IEEE 
802.16’s M2M Task Group is a relevant resource in terms of traffic 
characteristics and traffic models for smart grid and M2M applica-
tions. The standard contains two tables providing a good overview of 
M2M traffic patterns. The following two tables (Tables 3.1 and 3.2) 
are references from the document [13]. They depict average message 
size, transaction rate, and data rates combined with a distribution of 
the arrival process in the traffic stream.

3.2.1.2 M2M Activities in ETSI The ETSI standardization body 
contributes in different technologies. It is organized in clusters follow-
ing a so-called “work program.” There is a dedicated M2M activity—the 
name used in ETSI is “M2M communications.” The resulting documents 
are referenced below. The work, so far, focuses on three different layers. 
The main work in these documents focuses on the higher protocol layers 
and the management for M2M devices. From the perspective of traffic 
modeling, there are two documents [20,21] of main interest. The basis 
for M2M communication is defined in the related technical specification 
[20]. It presents the general and functional requirements for M2M com-
munication services. In reference [21], explicit-use cases are discussed. 
The focus is thereby on the setup of a smart meter scenario for M2M.

table 3.1 City Commercial M2M Device Traffic Parameters

APPliAnCes/DeviCes

AverAge MessAge 
TrAnsACTion 

rATe/s

AverAge 
MessAge 
size (B)

DATA rATe 
(B/s)

DisTriBuTion 
AnD ArrivAl

Credit machine in 
grocery

0.0083 24 0.2667 Poisson

Credit machine in 
shop

5.5556e-4 24 0.0178 Poisson

roadway signs 0.0333 1 0.2664 uniform
Traffic lights 0.0167 1 1.3360 uniform
Traffic sensors 0.0167 1 1.3360 Poisson
Movie rental 

machines
1.1574e-5 152 1.4814e-3 Poisson

Source: ieee 802.16p. 2012. Machine-to-Machine (M2M) System Requirements Document (SRD). 
ieee, Piscataway, nJ, 7 p.
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Concluding, there are no explicit traffic models in the current ETSI 
documents. However, the named documents are useful to outline the 
simulation setup for M2M scenarios.

3.2.1.3 M2M Traffic Model Proposed in 3GPP The work on M2M in 
3GPP specifications for cellular mobile technologies started in Rel-10. 
The item was generalized into the topic of M2M communications 
offering the concept not only of devices, but also of infrastructural 
elements like servers and processing units.

In Rel-10, the scope of 3GPP was to implement the support for a 
large number of M2M devices in mobile networks, for example, UMTS 
or LTE, and to fulfill certain service requirements. In the upcoming 
Rel-11, the scope moved to further improvements of the mobile net-
works for a large number of devices. Finally, Rel-12 will focus on new 
ways to allow for cheaper and simpler devices (see reference [11]). In the 
following discussion, we will focus on Rel-10 of the 3GPP standard.

The general terms “M2M” and “MTC” may be slightly misleading 
as they are, in fact, not one type of application but rather a cluster of dif-
ferent applications. M2M applications do not all have the same charac-
teristics, which means that not every system optimization is suitable for 
every M2M application, so M2M features (requirements) are defined 
to provide structure for the different system optimization possibilities.

The general requirements [1] identified as service requirements for 
all M2M devices are as follows:

•	 Time controlled
•	 Time tolerant
•	 Small data transmissions
•	 Mobile originated only
•	 Infrequent mobile termination
•	 M2M monitoring
•	 Priority alarm
•	 Secure connection
•	 Location-specific trigger
•	 Infrequent transmission
•	 Group-based M2M features

•	 Group-based policing
•	 Group-based addressing

 



64 Markus laner et al.

The M2M requirements provided to a particular subscriber are 
identified in the subscription and can be individually activated.

The technical report [12], which deals with GSM EDGE radio 
acess network (GERAN) improvements, is based on a scenario for 
smart meters. The designed traffic model assumes mobile traffic to be 
of packet-switched nature only. The traffic is mobile originated, which 
means that there is no polling of information from the M2M server 
side. Therefore, the M2M device will run through a cycle of autono-
mous accesses to the network, and there is no network-based ringing. 
The document identifies the control channels as the main limitation 
in this scenario; therefore, the traffic model is focused on reproducing 
the property of the common control channel (CCCH).

In the traffic model presented in reference [12], in the first step, 
the generic traffic model for M2M devices is split into three different 
classes—T1, T2, and T3—describing synchronous and asynchronous 
access to the network. M2M devices of class T1 access the network 
in a non- synchronized way. An example scenario for this would be a 
set of M2M devices of different applications in the same cell. M2M 
devices of the class T2 access the network in a synchronized way. An 
example scenario for this is a smart meter setup. Here, all meters are 
expected to deliver synchronized reports based on a fixed time grid. 
Devices of class T3 are generic legacy devices generating uncoordi-
nated background traffic in the cell.

In the second step, three different traffic patterns are defined for 
classes T1, T2, and T3. The following table (Table 3.3) shows the 
definitions found in reference [12]. The number of active nodes is 
modeled via the arrival rate λ in T1 and T3 or via the total number of 
nodes X. The patterns for T1 represent the pure M2M device, which 
is due to the expected large amount of users modeled as a Poisson 
arrival process.

Scenario T2 is a special case of scenario T1. Here, the devices 
are assumed to be time synchronized within a small interval of time 
T, due to either misconfiguration or external events, for example, 
power outage. Finally, scenario T3 considers legacy CS and packet-
switched devices, modeling the “normal” users in the cell. This sce-
nario placed in parallel with either T1 or T2 can be used to show the 
impact of M2M on normal traffic. Again, a Poisson arrival is assumed 
(Table 3.3).
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In the first two steps, three scenarios are defined as well as the 
individual arrival process for each of them. Now, the distribution in 
time of the deterministic events in the M2M communication will be 
defined. For the given time interval of the duration t = T, the intensity 
of service request arrivals is given as a distribution p(t) for all the X 
devices in an area. There are two different distribution functions con-
sidered for p(t), namely uniform distribution:

 p(t) = 1/T, for 0 < t <= T ; else p(t) = 0 (3.1)

and beta distribution:

 p t t T t
T

( ) ( )
( , )

,= − > >
− −

+ −

α β

α β α β
α β

1 1

1 0 0
beta

 (3.2)

where beta(α, β) is the beta function.

table 3.3 CCCh Arrival Patterns for Device Type scenario T1, T2, and T3

sCenArio T1 T2 T3

number of 
devices

λ/(reporting interval) X λ/(reporting interval)

Arrival 
process

Poisson
arrival intensity: λ 

(arrivals per second)

Time-limited deterministic 
event distribution. The 
time spread of the 
distribution is controlled by 
parameter T (s), which 
shall include T = 1.

Poisson arrival intensity: 
λ (arrivals per second)

Case 1: λ = 5 for Cs 
traffic (only Cs traffic is 
present in the cell)

Case 2: like Case 1 with 
additional λ = 15 for 
packet-switched traffic 
(combination of Cs and 
packet-switched traffic 
in the cell)

reporting 
interval

•	5 s
•	15 min
•	1 h
•	1 day

note: with this traffic model, 
the reporting interval is not 
defined since the number 
of devices are fixed and the 
access needs to be 
finished by all devices 
before the following access 
can take place.

–

report 
sizes

•	10 B
•	200 B
•	1000 B

•	10 B
•	200 B
•	1000 B

–

Source: 3gPP Ts 43868. 2012. GERAN Improvements for Machine-Type Communications. 3gPP, 
sophia-Antipolis, France, 16 p.
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The distribution has two tunable parameters (shape parameters α 
and β) to allow for different peaks of intensity in the parallel active 
devices. 3GPP proposes α = 3 and β = 4. Both functions have a well-
defined support on the time axis between 0 and T. The number of 
devices in the case of reference [8] is shown in Table 3.4.

All upper layer traffic on data channels in the network are con-
sidered to be derived from this input via simulation results. This 
concludes the actual 3GPP traffic model for RAN, which targets to 
reproduce only activity patterns at the access plane so far.

3.2.2  M2M Traffic Modeling Framework

The first traffic models presented so far for M2M consider only one 
generic activity pattern for all devices and not different types of 
application running in the framework of M2M. In the following, we 
focus on traffic models describing different forms of activity patterns 
driven by an application-based approach. This kind of traffic model-
ing is called “source traffic modeling” as each source is an instance 
of a model itself. In the following table (Table 3.5), there is a short 
overview of the different categories of M2M applications.

Nowadays, mobile networks are dimensioned using standard mobile 
wireless network traffic models, which are based on the typical behav-
ior of human subscribers. It may be expressed in the typical time spent 
using speech service, the number of sent/received messages (SMS, 
MMS), and the amount of downloaded data. These traffic models do 
not take into account traffic generated by machines; thus, new traffic 
models are required.

Some examples of (future) M2M scenarios are listed below to 
highlight the diversity in data traffic that the network designers will 

table 3.4 Traffic Model Parameters in lTe

ChArACTerisTiCs TrAFFiC MoDel 1 TrAFFiC MoDel 2

number of M2M 
devices

1000; 3000; 5000; 10,000; 30,000 1000; 3000; 5000; 10,000; 
30,000

Arrival distribution uniform distribution over T Beta distribution over T
(see equation 3.1)

Distribution period (T) 60 s 10 s

Source: 3gPP Ts 37868. 2012. Study on RAN Improvements for Machine Type. 3gPP, sophia-
Antipolis, France, 28 p.
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have to deal with. For instance, in the case of meteorological alerts or 
monitoring of the stability of bridges, M2M devices will infrequently 
deliver a small amount of data. Another type of application is event 
detection requiring fast reaction time to prevent potential accidents; 
one example is the detection of pressure drop through the pipelines 
(gas/oil). Moreover, in the field of surveillance and security, the sens-
ing devices send periodic reports to the control center until a critical 
event happens. Once the event is triggered, event-driven data traffic 
is first sent by the sensor to a central control unit or other types of 
infrastructure. Subsequently, more packets may be exchanged between 
parties to handle this event.

Analyzing the functions of the majority of the applications has 
revealed that the M2M has three elementary traffic patterns [23]:

•	  Periodic update (PU): This type of traffic occurs if devices 
transmit status reports of updates to a central unit on a regu-
lar basis. It can be seen as an event triggered by the device 
at a regular interval. PU is non–real time and has a regular 
time pattern and a constant data size. The transmitting inter-
val might be reconfigured by the server. A typical example of 
the PU message is smart meter reading (e.g., gas, electricity, 
and water).

table 3.5 M2M Applications and expected Traffic Patterns

CATegory APPliCATion
TrAFFiC

DireCTion/DeviCes/DelAy/inTensiTy

health Monitoring of vital signs
emergency support

remote telemedicine

ul/few/low/small

Metering/controlling smart meters
smart grid
Car to car

ul/many/low/variable
security and time critical

surveillance/security sensors
video surveillance
Audio surveillance

ul/many/low/small
ul/few/low/high

Tracking Asset tracking
Fleet management

Team tracking

ul/many/low/small

Payment vending machines ul/many/low/small

Source: lolA Project (Achieving low latency in wireless Communications). 2010. D2.2 Target 
System Architectures. http://www.ict-lola.edu/. Accessed January 1, 2014.
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•	  Event-driven (ED): In case an event is triggered by an M2M 
device and the corresponding data have to be transmitted, 
its traffic pattern conforms to this second class. An event 
may either be caused by a measurement parameter passing a 
certain threshold or be generated by the server to send com-
mands to the device and control it remotely. ED is mainly a 
real-time traffic with a variable time pattern and data size in 
both uplink (UL) and downlink (DL) directions. An example 
of the real-time ED messages in the UL is an alarm/health 
emergency notification, and in the DL, a tsunami alert. In 
some cases, ED traffic is non–real time, for example, when a 
device sends a location update to the server or receives a con-
figuration and firmware update from the server.

•	  Payload exchange (PE): This last type of data traffic is issued 
after an event, namely, following one of the previous traf-
fic types (PU or ED). It comprises all cases where a larger 
amount of data is exchanged between the sensing devices and 
a server. This traffic is more likely to be UL dominant and can 
either be of constant size as in the telemetry or of variable size 
like a transmission of an image or even of data streaming trig-
gered by an alarm. This traffic may be real time or non–real 
time, depending on the sensor and the type of the event.

Real-world applications may further consist of a combination of 
the aforementioned traffic types. Hence, using the three elementary 
classes above for traffic modeling enables building models with an 
arbitrary degree of complexity and accuracy. For example, a device 
may enter the power saving mode, trigger a PU, and potentially mul-
tiple ED traffic at regular intervals, thus making the traffic pattern a 
periodic ED (PED). Furthermore, the PE may happen after the (P)
ED to provide further details about the events. It has to be mentioned 
that the PU and the ED can be regarded as the short control infor-
mation type of traffic (very low data rate), while the PE, as the bursty 
traffic.

For a convenient modeling of M2M traffic (by deploying the 
above-described traffic categories), we propose an on–off structure, 
as depicted in Figure 3.1. Together with the three distinct traffic pat-
terns mentioned above, this can be integrated in a Markov structure 
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with four different states s: OFF, PU, ED, and PE. The classification 
of the states into (several) ON states and (one) OFF state facilitates 
the handling of the almost vanishing data rates, which is typical for 
M2M. The OFF state is thereby equivalent to an artificial traffic type, 
where no packets are transmitted neither from nor to the respective 
machine. This corresponds to situations such as the terminal being in 
idle/sleep mode. The predefined states shall resemble the real func-
tionality of M2M devices. This enables the assignment of meaningful 
side information to each state, such as respective QoS parameters. For 
example, the attribute latency less than 100 ms may be added to the 
state ED to ensure fast forwarding of alarms.

For modeling the data streams within single states s, we deploy 
renewal processes [24, p. 254 ff.]. They consist of random packet inter-
departure times (IDT) Ds and random packet sizes (PS) Ys. Both ran-
dom processes Ds and Ys are identical and independently distributed, 
with arbitrary marginal probability density functions (PDFs) fD,s(t) 
and f Y,s(y). Two special cases are periodic patterns, for example, fixed 
IDT, and Poisson processes, for example, exponentially distributed 
IDT. Even though renewal processes is a too flexible description for 
the first three states (e.g., there are no packets generated in the OFF 
state), we stick to this description for a coherent representation of all 
four states.

For interaction among the states, we define a semi-Markov model 
(SMM) [2, p. 352 ff.]. Hence, we define transition probabilities ps,σ 
between states, with ps,s = 0 transition probability to the current state. 

Time/event

PU

ED

PE

On Off

End of process

figure 3.1 generic M2M traffic model entity.
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The transition probabilities are arranged in the transition probability 
matrix P. Furthermore, a random sojourn time or holding time Ts 
is introduced per state, with arbitrary independent distribution fT,s(t) 
[25]. Two special cases are exponential, that is, corresponding to an 
ordinary Markov model, and constant, for example, a fixed timer. 
Again, this description is too general for some states, for example, 
the PU state is visited only for one short instant of fixed duration, but 
preferable for the analytic treatment. SMM models are advantageous 
for M2M modeling for several reasons: (1) they allow capturing a 
broad spectrum of traffic characteristics [26], especially the almost 
vanishing data rate; (2) they enable augmented modeling if side infor-
mation is available (e.g., the exact number of states are known) [27]; 
and (3) advanced fitting mechanisms are established [28], which allow 
for good fitting quality, even if nothing but raw traffic measurements 
are given.

The input parameters for the model are summarized in Table 3.6, 
where	 “•”	 represents	 the	parameters	 to	be	fitted	 to	 a	desired	M2M	
traffic pattern and the completed items are state-specific constants. 
Thereby, Deg(•)	represents	the	degenerate	distribution,	corresponding	
to a constant value, and ΔT represents the minimum temporal resolu-
tion of the model. Note that the state-specific constants conform to 
two special cases, namely, (1) no traffic is generated within a state, for 
example, the OFF state, and (2) the sojourn time is very short and 
only one chunk of data is transmitted, for example, the PU and ED 
states.

As already mentioned, the amount of generated traffic per machine 
(in terms of throughput) is slightly decreasing. However, future set-
ups will involve up to hundreds or thousands of devices [8]; hence, 
the overall data rate Rtot will be of interest to optimize applications 
and infrastructure. A simple method for the estimation of Rtot for a 

table 3.6 Traffic Model input Parameters

sTATe s fD,s(t) fY,s(y) fT,s(t) P

oFF Deg(∞) Deg(0) • 0 • • •
Pu Deg(∞) • Deg(ΔT ) • 0 • •
eD Deg(∞) • Deg(ΔT ) • • 0 •
Pe • • • • • • 0
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 number of N M2M devices is outlined in the following. Therefore, a 
set of parameters are required, which may be deterministic or random.

•	 N: number of M2M devices/sensors
•	 s,σ: index of the state (e.g., OFF = 1, PE, PU, ED = 4)
•	 S: number of states, we assume S = 4
•	 fD,s: distribution of the IDT in state s
•	 f Y,s: distribution of the PS in state s
•	 fT,s: distribution of the holding time in state s
•	  ρOH: ratio of the signaling overhead with respect to the data 

caused by the underlying protocols (e.g., TCP/user datagram 
protocol [UDP] and IPv4/IPv6)

•	 ps,σ: state transition probabilities (e.g., pOFF,PU)
•	 P: state transition probability matrix
•	 Ds: mean IDT in state s
•	 Ys: mean PS in state s
•	 Ts: mean sojourn time in state s
•	 πθ

s : stationary state probabilities of the embedded Markov 
chain (i.e., the Markov model obtained by sampling the con-
tinuous SMM model at the state transition instances)

•	  πθ: stationary-state probability vector of the embedded Markov 
chain

•	  πs: the stationary-state probabilities of the SMM
•	 Rs: the mean data rate in state s
•	 Rtot: global mean data rate

Starting from the defined distributions fD,s, f Y,s, and fT,s, the respec-
tive mean values Ds, Ys, and Ts can easily be computed by integration. 
Furthermore, the mean data rate for each state s is calculated according to

 R Y
Ds

s

s
=  (3.3)

From the designated matrix P, the stationary-state probabilities 
of the embedded Markov chain πθ can be calculated by solving the 
eigenvalue problem:

 π π πθ θ θ= =
=

∑P
S

, under s
s

1
1

. (3.4)

 



72 Markus laner et al.

They are further used to calculate the actual-state probabilities of 
the SMM [24, p. 353] by

 π π

π

θ

σ
θ

σ
σ

s
s s=

=∑
T

T
1

S . (3.5)

The total expected data rate can now be calculated by summing 
over all M2M devices n according to

 R Rn n

S

n

N

tot OH=
==

∑∑ρ πs s
s

, ,
11

, (3.6)

which reduces to a multiplication with N in case all machines are 
equal.

Note that this model is reproducing the traffic of each single 
machine, which, in turn, does not mean that any correlation between 
machines can be captured. For example, assume that hundreds of 
temperature sensors are spread over a small area, on which the tem-
perature is uniformly passing a threshold at a certain point of time. In 
that case, all sensors would trigger simultaneously, causing a strong 
congestion in the network. Such cases are not captured by our model 
since they would require a joint modeling of all sensors.

3.2.2.1 Modeling M2M Applications Although a large variety of 
M2M application scenarios with heterogeneous requirements and 
features exists, they can be classified into two main M2M commu-
nication scenarios, as defined in reference [1]: direct communication 
among M2M devices and/or communication from M2M devices to 
a set of M2M servers/users. In the following subsections, two M2M 
applications with different communication scenarios are described, 
and their traffic patterns are evaluated [9].

3.2.2.1.1 Auto-Pilot As described at the beginning of this chap-
ter, there are many different M2M applications. In the following, we 
will give one example to show how the stateful/state-aware model 
above could be implemented into a real-world application as a source 
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traffic model. The application selected is auto-pilot (AP). This scenario 
includes both vehicle collision detection and avoidance (especially on 
highways) and how the urgency actions are taken in case of an acci-
dent. It is based on an M2M device equipped with sensors embedded 
in the cars and the surrounding environment and used in automatic 
driving systems. These M2M devices (cars, road sign units, highway 
cameras) send information to a back-end collision avoidance system. 
The back-end system distributes notifications to all vehicles in the 
vicinity of the location of the collision, together with the information 
required for the potential actuation of relevant controls in affected 
cars. In all receiving cars, the automatic driving systems based on the 
received information take over the control fully or partially (brakes 
activated, driving direction changed, seat belts tightened, passengers 
alerted). If there is no such system in a car, the driver is notified and 
instructed. Also, depending on the proximity of the accident, differ-
ent commands are sent to the cars, that is, the cars that are closer to 
the place of the possible collision are getting immediate commands 
for the actuators, while the cars that are further away from this place 
get driver notifications only. Three main traffic patterns can be identi-
fied in this scenario:

•	  PU: low data rate update messages (GPS, speed, time) from 
the M2M devices to the back-end system and notifications 
from the back-end system to the M2M device

•	  ED: short-burst emergency packet from the M2M devices to 
the back-end system

•	  PE: actuation commands from the M2M back end to the 
M2M devices

We assume that cars at least send information about time, position, 
and velocity, and that it corresponds to a packet length of up to 1 kB 
(in various tests from the M2M devices to the back-end system, the 
packet length varied from 64 B to 1 kB, usually being 100 B, while 
for vehicle-to-vehicle (V2V) communications, it was 149 B). The fre-
quency of the packets was usually 10 packets per second (i.e., a packet 
was sent every 100 ms). For high speeds, cars should send one packet 
every meter (resolution of GPS). At a speed of 160 km/h (44.5 m/s), 
the number of packets sent from the cars will be about 45 packets per 
second (period, 20–25 ms). So, data rates are in the range of 10 kB/s 
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for low velocities and up to 45 kB/s for high velocities. The number 
of cars varies, depending on the traffic intensity and the length of the 
surveyed track. With a small and medium number of cars, the actual 
throughput is not critical as the amount of traffic generated by a car 
will be small. In collision avoidance, acceptable values for the length 
of the track under surveillance are about 1 km. It is also acceptable 
that the observed zone is populated with up to 50 cars. In emergency 
situations, the frequency of packets from the cars should be higher, for 
example, 100 packets per second (period, 10 ms), and data rates should be 
up to 100 kB/s. In case of an accident or a possible collision, the back-
end system sends ED, short-burst packets of 1 to 2 kB to the cars every 
10 ms, which correspond to 100 to 200 kB/s per car. The number of cars 
highly depends on the time of the day and the day of the week. For the 
peak hour, we can assume that the maximum number of cars on the 
1 km track should be 50, and for that case, the cell capacity limitations 
have to be considered. If everything is normal on the road, the back-end 
system can periodically (about every 1 s) send some notification messages 
to the cars with a packet length of 1 kB. So, on every kilometer of the 
highway, we have 50 terminals, with sensors registered to the network, 
which are exchanging data with the application server continuously.

Table 3.7 shows the analysis for the peak hour of the traffic on the 
highway, and the results need to be scaled for different time inter-
vals of the day/week. The DOH is the sum of the TCP/IPv4 (40 B), 
packet data convergence protocol (PDCP) (2 B), radio link control 
(RLC)-AM (4 B), and medium access control (MAC) (4 B) header 
size, and is estimated to be 50 B. The typical number of nodes for 
this scenario depends on the considered area and its density, and is 
assumed to be 50. The distribution of the car speeds could be the fol-
lowing: 10% will be low-speed drivers, 60% will be medium-speed 
drivers, and 30% will be high-speed drivers.

table 3.7 Traffic Parameters for AP Dl scenario

sTATe s fD,s(t) fY,s(y) fT,s(t) P

oFF Deg(∞)  Deg(0) Exp(2) 0 0.5 0 1
Pu Deg(∞) Deg(1000) Deg(ΔT ) 0.4 0 0 0
eD Deg(∞) Deg(1000) Deg(ΔT ) 0.6 0.5 0 0
Pe Deg(0.1) Deg(1000) Deg(1) 0 0 1 0

Note: values in seconds and bytes.
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Figure 3.2 depicts the state diagram for the AP reference model. 
When everything is normal, a sensing device periodically enters the PU 
state to send update messages and receive notifications from the back-
end collision detection system. When an accident occurs, it enters to the 
ED state and triggers an event (i.e., collision avoidance); after that, it 
enters the PE state to exchange information with the back-end system.

3.2.2.1.2 Sensor-Based Alarm or Event Detection Many categories of 
applications exist or will be reasonably implemented in the future. In 
some applications, sensors infrequently deliver a small amount of data, 
for example, high-risk transportation, meteorological alerts, stability 
of buildings, critical parameters in plants, etc. Of course, the type of 
power supply (if the sensor is always on or not), density, and other 
parameters depend on the application. Another type of application is 
event detection requiring fast reaction. An example is the detection of 
pressure drop through the pipelines (gas/oil); this critical information 
should be sent immediately to the control center to prevent potential 
accidents. In the field of surveillance and security, discrete sensors 
that should stay undetected can enable interesting applications too. 
Examples of this type of applications can be intrusion detection sen-
sors or an automated network of surveillance camera (with or without 
motion or pattern detection, mounted or not on robots, for instance), 

Timer

PU

End of process

Event

Event

ED

Data

PE

End of process

Off

figure 3.2 state transition diagram for the AP reference model.
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which send periodic reports to and interact with the control center, 
possibly in a completely automated way, until a critical event requiring 
human intervention is detected. Depending on the type of applica-
tions, certain cases may require the deployment of proprietary net-
works, or they may be run on top of a standard LTE/LTE-A network 
or of a mesh network deployed for a specific need. Only the opera-
tional context may decide of the exact network architecture. The traf-
fic for this scenario also follows two different patterns:

•	  PU: periodic, very low data rate messages (GPS, photo, text, 
time) from the sensors to the control center

•	  ED: event-driven, very low data rate alarm signals from the 
control center to the corresponding authorities/organization

Table 3.8 presents the traffic parameters for sensor-based alarm or 
event detection scenario. It can be seen than the smoke detector gen-
erates PU more frequently than humidity and temperature sensors as 
this type of sensor is time critical and requires very fast reaction time.

A reference model is depicted in Figure 3.3. The sensor enters the 
PU state periodically to send a keep-alive message. When an event is 

table 3.8 Traffic Parameters for ul sensor-Based Alarm scenario

sTATe s fD,s(t) fY,s(y) fT,s(t) P

oFF Deg(∞) Deg(0) Deg(30 min) 0 0.5 1 1
Pu Deg(∞) Deg(1000) Deg(ΔT ) 0.5 0 0 0
eD Deg(∞) Deg(2000) Deg(ΔT ) 0.5 0.5 0 0
Pe Deg(∞) Deg(0) Deg(1) 0 0 0 0

Note: values in seconds and bytes.

Timer

PU

Event

Event

End of process

Off

End of process

ED

figure 3.3 state transition diagram for sensor-based alarm and event detection.
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detected, for example, a pressure drop through the pipelines, the sensor 
transfers to the (P)ED state immediately to send the alarm message. 
The model could be extended to support the transition from the ED to 
the PE state if a larger amount of data should be sent to the server after 
an occurrence of an event, for example, transmission of a set of images 
or a video streaming upon detection of a movement.

3.2.2.1.3 Virtual Race One example of the many possible M2M 
games is the virtual race (e.g., virtual bicycle race [BR] using real bicy-
cles). The opponents are on different locations, possibly many kilome-
ters away. At the beginning, the corresponding length of a race is agreed 
(i.e., 10 km or 20 min) between the peers. The measurements are taken 
by sensors (GPS, temperature, humidity, speed, terrain configuration, 
etc.) and are exchanged between the opponents. They are used by the 
application to calculate the equivalent positions of the participants and 
to show them the corresponding state of the race (e.g., “you are lead-
ing by 10 m”). The number of competitors may be more than 2, and all 
competitors must mutually exchange information, and the applications 
must present all participants the state of other competitors. For a large 
number of competitors (hundreds or more), a corresponding application 
server must be used. During the race, they are informed about their 
places and their distances from each other (e.g., “you are the 3rd behind 
the 2nd by 10 m and are leading before the 4th by 15 m”).

One traffic pattern can be seen here:

•	  PU: low data rate update message with shorter periods as the end 
of the race is getting closer (i.e., monotonically decreasing IDT)

The packets containing GPS and sensor data are on the order 
of 1 kB. The DOH is 50 B, similar to the AP scenario. Taking into 
account the typical speeds (of bicycles) in this scenario (rarely higher 
than 50 km/h = 13.9 m/s), the packets should be exchanged approx-
imately every 100 ms, which corresponds to a resolution of 1.4  m. 
Also, we can assume that competitors have periods of low and 
medium speeds during the competition, which corresponds to 10 and 
30 km/h, respectively. This highly depends on the road topology, but 
we can assume that, 20% of the competition time, riders will have low 
speed; 60% of the competition time, medium speed; and finally, 20% 
of the competition time, they will drive very fast. If there are only 2 
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(or a small number of competitors), there is no need for an application 
server. In the case of a higher number of competitors (or team compe-
tition), there will be a need for an application server. The application 
should be aware of the positions of all competitors with respect to 
the end of the race, and, when the competitors are close to the finish, 
packets should be sent every 70 ms, which corresponds to a resolution 
of 1 m (GPS accuracy). Data rates are normally not higher than 10 kB/s 
(roughly 15 kB/s at the final stage of the competition). The typical 
number of competitors considered in this scenario is less than 100.

Since the application is continuously sending data from the beginning 
of the race without any trigger, we can treat it as the PU traffic. With a 
small and medium number of competitors, the actual throughput is not 
critical as the amount of traffic generated by a user will be small.

Table 3.9 presents the traffic parameters for the virtual race scenario. 
It should be noted that the same traffic pattern could be achieved by 
using only the PU state, that is, with a constant inter-packet time of 
100 ms, a PS of 1000 B, and a sojourn time of infinity.

Figure 3.4 depicts the state diagram for the different states of the 
virtual race reference model. There are two states: the PU and the 
OFF states. So, the competitor periodically enters the PU state to 
send its data to the application server and receive ranking information 
from the application server.

table 3.9 Traffic Parameters for ul virtual race scenario

sTATe s fD,s(t) fY,s(y) fT,s(t) P

oFF Deg(∞) Deg(0) Deg(100 ms) 0 1 1 1
Pu Deg(∞) Deg(1000) Deg(ΔT ) 1 0 0 0
eD Deg(∞) Deg(0) Deg(ΔT ) 0 0 0 0
Pe Deg(∞) Deg(0) Deg(ΔT ) 0 0 0 0

Note: values in seconds and bytes.

PU Off

Timer 1

Timer n

End of process

figure 3.4 state transition diagram for virtual race.
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3.3  impact of M2M Traffic on contemporary networks (hsdPa)

To evaluate the possible impacts of M2M traffic on contemporary 
mobile networks, in coexistence with traditional (human-originated) 
traffic, a series of simulations have been performed in a real HSDPA 
network. M2M traffic has been simulated through a traffic generator 
application installed on phones running Android OS, communicating 
with a remote server [9,29]. Several traffic patterns have been chosen 
from the scenarios depicted previously, namely:

•	  BR:
•	 Virtual M2M game, where two or more players exchange 

data on position, speed, etc.
•	 Model chosen: 1 kB packets exchanged with uniformly 

distributed inter-arrival time ranging from 0.1 to 0.5 s
•	  AP:

•	 Clients send data on position, in time intervals depend-
ing on the vehicle speed, while the server performs cal-
culations, collision detection, etc., and sends back control 
information

•	 Model chosen: 1 kB packets sent toward the server, with 
uniformly distributed inter-arrival time ranging from 
0.025 to 0.1 s; the server responds every second with a 
1 kB message

•	  GPS keep-alive messages in team tracking (TT) applications:
•	 Clients with team members sending data on position, 

depending on the activity
•	 Model chosen: 0.5 kB packets sent with uniform inter-

arrival time distribution ranging from 1 to 25 s

Along with six M2M client phones, four phones running online-
gaming (OG) traffic models have been used (open arena [OA] and 
team fortress [TF]). More about these measurements can be found 
in reference [9,29]. The TCP protocol was used for transmission. 
The throughput of the above-described applications varies a lot 
(Table 3.10), generally from less than 1 to 320 kB/s. Application UL 
and DL traffic patterns have all been tested in the network UL.

The serving Base Station (NodeB) has been upgraded in the course 
of testing, and the network has been modernized, enabling a thorough 
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insight into the effects that M2M traffic might have with different 
network configurations, but the same traffic patterns have been used 
on top of regular users’ traffic. Standard network key performance 
indicators (KPIs) and counters related to data and voice traffic have 
been monitored, gathered from the network operations support sys-
tems (OSS). Main areas of QoS from the end-user perspective, acces-
sibility, retainability, and integrity, as defined by references [30,31], 
have been analyzed through KPIs, along with the latency recorded on 
phones via the traffic-capturing application.

The analysis has shown that the main impact is expected in the area 
of accessibility, that is, the ability of a service to be obtained, within 
specified tolerances and other given conditions, when requested by 
the user. Not only the packet-switched accessibility was affected, but 
also the CS accessibility.

The serving NodeB was situated in a highly urban area, with rather 
modest resources in the first test cases, but with a stable performance 
concerning regular users’ traffic. The addition of six M2M and four 
OG test users, with UL-oriented traffic, led to severe KPI degrada-
tion, packet-switched accessibility dropping to 0%, and CS accessi-
bility below 80%. The number of active PS connections increased, as 
well as the number of attempts to establish the radio bearer. For these 
cases, the lack of processing power and the license for a small number 
(relative to the traffic) of simultaneous HSDPA users were identified 
as the main bottlenecks.

Yet, the KPIs were showing that the lack of resources needed to 
establish the service was a trigger to a more serious effect—a signal-
ing congestion. The initial lack was a reason for the NodeB to reject 
the requested packet-switched service, but the drop of CS accessibil-
ity occurred mainly due to the signalling congestion created by the 
repeated PS requests of machine users.

Further test cases proved that, with the increase of processing 
power and the number of simultaneous HSDPA users, accessibility 
returned to its normal level of 100%, or nearly 100%. Radio access 
bearer (RAB) establishment attempts also returned to their nor-
mal daily fluctuation. Yet, as the UL is generally more critical than 
the DL in modern networks designed for DL-oriented traffic, only 
the further increase in capacity led to satisfactory results concern-
ing latency. Although the main KPIs returned to their normal level 
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even with first upgrades, many users were still pushed down to com-
mon channels, offering very low throughput and, consequently, high 
latency. This may be seen through network KPIs, but is not alarming 
from the network performance point of view. So, for latency-critical 
M2M applications involving some number of clients in a cell, the 
cell needs to support the requested number of connections, as well 
as to have enough spare capacity to accommodate the throughput 
demands for the UL. Stable accessibility is the necessary, but not the 
sufficient, condition for end-user QoS.

The deployment of a real large-scale M2M application provided 
an opportunity to further confirm results obtained from simulations 
and generalize the conclusions, revealing the underlying mechanism 
of positive feedback. The packets sent by client applications were 
very sporadic, so the client modems were generally in an idle state, 
establishing a radio resource control (RRC) connection only to send 
a packet and then going back to idle. Again, the accessibility was 
affected, PS as well as CS, with an increased number of connections 
and a huge number of RAB establishment attempts. In this case, a 
large number of users going from an idle state to an RRC-connected 
state created a signaling congestion, which deteriorated further as the 
lack of DL channelization codes led to the rejection of new connec-
tions, and repeated requests from M2M users.

The main conclusions drawn from the analysis are as follows:

•	 The persistence of M2M users, in a situation where NodeB 
lacks any of the resources necessary to assign an RAB, that 
is, to give service, leads to repeated attempts, creating con-
gestion on signaling channels, which then leads to a further 
drop of accessibility and further attempts—a positive feed-
back mechanism. In a 3G network, although voice has prior-
ity, this affects the voice service due to the inherent properties 
of the technology. Human users do not show such persistence 
as devices.

•	 The effects depend on the number of M2M users relative to 
the NodeB capacity.

•	 Traffic pattern itself has an influence on the network. Clients 
with sporadic traffic, with long times between packets, will 
reside in the idle state and will generate signaling every time 
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they want to send a packet, that is, to get RRC connected. 
States allowing for the terminal to stay RRC connected for a 
longer period of inactivity may improve the situation.

•	 The massive number of M2M users creates signaling conges-
tion from the very start, and any lack of resources just worsens 
the situation.

•	 Accessibility improvement is the necessary, but not the suf-
ficient, condition to fulfill end-user QoS requirements. For 
latency- critical applications, the cell needs to have enough 
spare resources to support UL throughput demands.

•	 Traffic aggregation could solve the problem of a huge number 
of connections and signaling congestion, but latency require-
ments still need to be addressed by assessing performance in 
this respect and increasing resources to a satisfactory level.

3.4  summary and conclusions

In this chapter, an overview of the state of the art in M2M traffic 
modeling was presented. Compared to the H2H interaction in com-
munication, the M2M-based applications have different properties in 
traffic and device numbers. The traffic is mainly directed in UL, and 
the number of devices is expected to be several orders of magnitudes 
larger than human-driven devices.

The traffic models derived in the standardization bodies of 3GPP 
and IEEE currently target the overload scenarios in the access net-
work. Therefore, they consider pure UL traffic and device numbers 
of more than 10,000 per cell. While this is a good approach for link-
level simulations providing large samples for user traffic in a short 
amount of time, the actual structure of the application traffic is not 
considered. Recent research activities move the focus from one model 
for all users to a source traffic approach, where each device is modeled 
as a traffic source based on an SMM. These models allow different 
types of M2M devices in the same simulation, at the increased cost 
of computational complexity per added node in the M2M domain.

The validation of the per-source approach concludes this chapter 
about traffic modeling. It shows that modern networks can strongly 
be affected by only few M2M users (e.g., 10). This influence is not 
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limited to the packet switched domain, hence, extends to circuit 
switched users (e.g., voice users). 

At the current state of mobile cellular networks, a per-device source 
approach can be favored for simulation and or emulation on the IP 
network.
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4.1  introduction

The market for human-to-human (H2H) communication will soon 
be saturated because about 70% of the world population is already 
connected through mobile telephony [1]. The next era for wireless 
communication will be driven by extending wireless connections to 
machines, where currently only 1% of the total 50 billion machines 
have the ability to connect [2]. The future machine type communica-
tion (MTC) market will be fueled by a wide variety of applications 
that this technology enables. Machine to machine (M2M) applica-
tions can be roughly grouped into nine categories: home, vehicle, 
e-health, telemetry, fleet management, tracking, finance, mainte-
nance, and security [3].

Based on the above typical applications, M2M communications 
can be characterized by the following features [3,4].

•	  Decentralized and dynamically changing topology: Typical H2H 
communication networks are hierarchical in structure and are 
centrally managed. In contrast, many M2M communications 
are based on ad hoc or mesh modes and do not have a central-
ized center; the equivalent terminals communicate with each 
other directly. The randomly distributed terminals that are 
battery-powered in many cases may sleep most of the time and 
wake up randomly based on a sleep mechanism, or even die 
due to power shortage and result in a change of topology.

•	  Small data bursts: For human-oriented communications, voice 
traffic is characterized by connections that last in the order of 
minutes, and Internet-related human communications (Web 
browsing, file download, etc.) are associated with large blocks 
of data. In contrast, many M2M applications will infrequently 
generate small and bursty packets.

•	  Much wider range of service types and QoS requirements: 
According to Liu et al. [5], M2M services can be catego-
rized as mobile streaming, smart metering, regular monitor-
ing, emergency alerting, and mobile point of sales (POS); the 
number of QoS classes can increase from four/six in universal 
mobile telecommunication system (UMTS)/internet protocol 
(IP) networks to seven in M2M communications.
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•	  High energy efficiency: In many M2M applications, the battery-
powered MTC terminals are difficult to recharge, and thus, a 
strict energy consumption requirement is imposed. For exam-
ple, the battery life in sensors deployed on animals for track-
ing purpose is expected to outlive the animal. As a result, 
high energy efficiency becomes the primary objective of 
M2M communication design in these kinds of applications.

•	  Better connectivity: The number of connected MTC termi-
nals might be orders of magnitude larger than the number 
of human users, and in some applications, MTC terminals 
may have to be installed in an area with bad coverage. This 
gives rise to the issue of connecting a large number of energy-
efficient, densely populated stationary and moving MTC ter-
minals when designing an M2M communication network.

•	  Little or no human intervention: Most M2M communications 
require considerable human effort to configure and deploy 
application, resulting in humans being the bottleneck in the 
large-scale deployment and long-term sustainability of sys-
tems in the field. It is desirable for M2M communications to 
be self-configurable, self-optimizing, and self-healing, and to 
possess self-protection capabilities.

In short, the specific challenges in air interface design for M2M 
communications are coverage, battery life, and terminal cost [3]. To 
handle the aforementioned challenges, many efforts have focused on 
developing technologies, such as clustering, sleeping, medium access 
control (MAC), FEC codes, cooperation, and distributed coding.

•	  Clustering: Grouping a number of MTC terminals into clus-
ters allows not only the possibility of reducing transmitting 
power, but also the possibility of performing traffic concen-
tration and data compression at the cluster head for reduc-
ing the aggregate data rate. There are rich works focusing on 
developing protocols for forming clusters with desired proper-
ties in terms of energy efficiency, failure recovery, and main-
tenance overhead. Low energy adaptive clustering hierarchy 
(LEACH) and hybrid energy-efficient distributed clustering 
(HEED) [6–13] are examples of such well-known protocols.
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•	  Sleeping mechanism: Putting nodes to sleep is a well-known 
technique to save energy. A node in sleep mode shuts down 
all functions, except a low-power timer to wake itself up at a 
later time and, therefore, consumes only a tiny fraction of the 
energy consumed in the active mode. Many sleep scheduling 
schemes for saving energy [14–16] have been proposed in the 
literature.

•	  MAC: The existing MAC protocols can be roughly divided 
into two basic categories: scheduled protocols and contention-
based protocols. The scheduled protocols, such as frequency-
division multiple access (FDMA), time-division multiple access, 
code-division multiple access, space-division multiple access 
(SDMA), and orthogonal FDMA, striving to minimize 
interference by scheduling data traffic into different sub-
channels that are separated either in frequency, time, coding, 
or space. The contention-based protocols, such as ALOHA 
and carrier-sense multiple access (CSMA), compete for a 
shared channel rather than pre-allocating the channels [17]. 
However, as stated before, M2M communication differs from 
conventional H2H communications in three ways: much 
higher requirements on energy efficiency and spectrum effi-
ciency due to the strict power consumption limit, very densely 
deployed nodes, and random mesh-type network topology 
due to the distribution of nodes in an ad hoc fashion. Thus, 
many MAC protocols, such as S-MAC [18], T-MAC [19], 
WiseMAC [20], D-MAC [21], and many others [22] have 
been proposed for M2M communications.

•	  FEC codes: The FEC technique has been widely used to pro-
vide reliable communication. Although using FEC potentially 
reduces the required transmit power for reliable communica-
tion, the need to use the codec on both sides, on the other 
hand, results in an increase of the required processing energy. 
The above trade-off has been widely studied to come up with 
situations where the use of FEC results in power-efficient 
systems [11,23–34]. FEC was proved to provide an objec-
tive reliability using less power than a system without FEC 
when the distance between nodes exceeds a certain thresh-
old [23]. The energy efficiency of simple FEC techniques, 
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including  the Hamming code, the Reed–Solomon code, the 
Bose–Chaudhuri–Hocquenghem (BCH) code, and convolu-
tional codes, have been analyzed by taking into account the 
transmit power savings and decoding complexity at a given bit 
error ratio (BER) [23–30]. Recently, powerful FEC schemes to 
provide reliable communications while being energy efficient, 
such as the low-density parity check (LDPC) code [11,31,32] 
and the turbo code [11,33,34], have been investigated.

•	  Cooperation: It is well known that FEC is very effective in 
additive white Gaussian noise and fast-fading channel, but is 
not effective in slow fading channel because the time diver-
sity provided by coding cannot help in dealing with the deep 
fade when the fade duration is longer than the packet dura-
tion. Many applications in M2M networks feature short data 
bursts and, often, the MTC terminals’ location is fixed, which 
results in short data bursts experiencing slow fading. To com-
bat slow fading, cooperation techniques are used to obtain 
cooperation diversity and space diversity, such as distributed 
space-time coding [35–37] and distributed beamforming 
[38,39]. However, these virtual multiple-input multiple- 
output (MIMO) techniques often require strict synchroniza-
tion, the full channel state information of the links between 
cooperative nodes, and the complicated protocol to coordi-
nate the cooperative nodes, which make a big challenge to be 
applied in many M2M networks.

•	  Distributed channel coding (DCC): It is the combination of 
 cooperation and FEC and has the potential to achieve coop-
eration diversity and coding gain as the channel capacity–
approaching turbo code do while keeping the simple coding 
at  tiny MTC terminals like sensors and moving the compli-
cated turbo decoding into the MTC base station (BS), which 
holds enough processing power and energy [40–42]. In refer-
ence [40], a distributed turbo code (DTC) has been proposed 
for highly correlated source data in WSN. In reference [41], 
a distributed turbo product code (DTPC) is proposed for a 
multi-source, multi-relay, single-destination M2M application. 
In reference [42], the soft-information relaying-based DTC 
method is proposed to mitigate the error decoding propagation.

 



92 Yuexing peng et al.

In this chapter, we focus on the clustering- and cooperation-based 
distributed FEC scheme in the physical layer. According to the M2M 
requirements mentioned above, FEC is expected to have the follow-
ing advantages: (1) flexibly supporting the varying topology of M2M 
without intervention; (2) excellent error correcting capability with low 
computational complexity; (3) high energy efficiency; and (4) flexibly 
supporting a wide range of requirements on QoS, data block size, and 
multi-access scheme with little or no limit on synchronization.

The rest of the chapter is organized as follows. In Section 4.2, we 
introduce related work on distributed codes and then describe the 
M2M communication model and signal model in Section 4.3. After 
describing the proposed GMSJC scheme in Section 4.4, its perfor-
mance is analyzed in Section 4.5. In Section 4.6, the GMSJC scheme 
is evaluated, followed by conclusions in Section 4.7.

4.2  Related Work

4.2.1  Single User-Based Cooperative Coding

A DTC scheme, based on the principle of turbo codes, has been pro-
posed by Zhao et al. [43]. In this scheme, the source node broadcasts its 
data encoded by the recursive systematic convolutional (RSC) code to 
both the relay node (RN) and the destination node (DN). At the RN, the 
information is decoded, passed through an interleaver, and re-encoded 
by another RSC encoder. The coded information is transmitted in the 
following time slot, resulting in a DTC that achieves both interleaver and 
diversity gains. The DTC scheme has attracted a significant attention in 
the past few years [26–36]. Zhang et al. designed the DTC scheme for 
the full duplexing relaying system in reference [44] and the time slot allo-
cation for DTC in reference [45]. A two-user coded-cooperation scheme 
was proposed in reference [46]. To combat the error propagation effect 
in hard-information forward (HIR) DTC schemes, decode–amplify–
forward-based DTC [47,48] and soft-information forward (SIR)-based 
DTC [49] have been proposed. Various other distributed coding schemes, 
such as distributed LDPC schemes [50–52] and the DTPC scheme [53] 
have also been developed for different applications. Although capacity-
approaching coding gain is achieved, most of these single user-based 
cooperative coding schemes were only designed for the network with 
a single RN and cannot be extended to large-scale M2M networks.

 



93distributed coding for m2m networks

4.2.2  Multi-User-Based Cooperative Coding

To overcome this limitation, various multi-user-based cooperative 
coding has been proposed. Xia et al. [41] designed a DTPC-based 
multi-user co  operative coding scheme for multi-source, multi-relay, 
single-destination wireless networks. This scheme is complicated and 
may not be suitable for many M2M applications with tiny nodes with 
limited processing capacity and strict energy consumption require-
ment. Youssef et al. [42] proposed a coding scheme where the RN 
jointly re-encodes the recovered information bits from multiple SNs 
and the DN performs turbo decoding. However, the component block 
code in this scheme has to be changed as the number of cooperative 
SN changes. This is not practical in many M2M applications. Second, 
re-encoding at the RN is performed for an information sequence with 
a length equal to the total number of information bits of all coopera-
tive SNs. The re-encoding operation on a very long information bit 
sequence may cause large processing delay and, thus, degrade the QoS 
of M2M applications. From an M2M application point of view, it is 
desirable to fully exploit the coding gain and the multi-user-based 
cooperative diversity and to flexibly support dynamical topology 
structure and a large scope of QoS requirements, without introducing 
any extra computational complexity and processing delay.

4.2.3  Proposed Coding Scheme

To meet these requirements of M2M communications, in this chap-
ter, we propose a flexible GMSJC framework that is based on cluster-
ing, cooperation, and distributed coding. The key features of GMSJC 
are summarized below.

 1. Flexible support of varying M2M topology without human inter-
vention: The proposed GMSJC scheme can flexibly support 
varying cluster size, which means that the structure of codec 
remains unchanged over a wide range of applications.

 2. Error correcting capability with low computational complexity: 
The proposed GMSJC achieves not only capacity-approaching 
coding gain by constructing a turbo code via a simple code 
scheme in SNs, but also spatial diversity gain proportion to 
the cooperative SN number via multiple-terminal cooperation.
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 3. High energy efficiency: For a given objective link quality, the 
proposed GMSJC can reduce transmit power due to the 
remarkable SNR gains, with low computational complexity 
burden on MTC terminals. This is achieved by implementing 
simple encoding/decoding at MTC terminals, but compli-
cated multi-terminal joint turbo decoding at MTC BSs.

 4. Support of a wide range of QoS requirements on various data 
packet sizes and different multi-access schemes with little or no 
limit on synchronization: The proposed GMSJC has the gen-
eral structure to flexibly support all kinds of simple FEC (such 
as the constituent codes of GMSJC can be convolutional code 
or linear cyclic code) with varying data packet sizes.

4.3  Signal Model

As shown in Figure 4.1, we consider a large-scale M2M communica-
tion network for a range of typical M2M applications, such as 
smart homes, smart telemetering and maintenance in company and 

Home

• Heating control
• Lighting control
• Remote media control

MTC
server

MTC BS

MTC BS

MTC BS

Telemetry

• Smart metering
• Parking metering
• Vending machines

Vehicle

• Forest fire monitoring
• Environment monitoring
• Animal monitoring

Monitoring

• Navigation
• Road safety
• Traffic control

MTC BS: Machine-type communication base station

Maintenance
• Industrial machines
• Elevator monitoring

figure 4.1 Typical M2M applications and clustering.
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mansion, smart monitoring for nature protection, and smart trans-
port for road vehicle and supply chain. Since large data packet can 
be handled in H2H communications, we focus on short but bursty 
data packet MTC traffic in this study. According to the service type 
and location, we subdivide this M2M communication network into 
several clusters, each containing many MTC terminals that transmit 
sensed data to the MTC BS.

In each application, the randomly localized MTC terminals are 
grouped into several clusters, termed as “cooperative cluster” (CC), 
according to the QoS requirement and location by conventional cluster-
ing algorithms, such as LEACH [54], HEED [55], and robust cluster-
ing (RCCT) [56]. In each CC, one MTC terminal is chosen as the CH 
[57]. Without loss of generality, we make the following assumptions.

 1. A sleep scheduling algorithm, such as Connected 
K-Neighborhood (CKN) [58], is employed to conserve 
energy.  When an MTC terminal switches to sleeping 
mode, it will not sense.

 2. All MTC terminals are able to change their transmit power 
to satisfy the target error performance.

 3. A half-duplexing operation mode is deployed by all MTC 
terminals.

 4. For simplicity, CSMA is used. That is, within a CC, MTC 
terminals first send a data transmission request and then 
transmit their sensed data after the request is approved and a 
channel is granted. Note that the proposed scheme is not lim-
ited to CSMA. In fact, the only requirement of the proposed 
scheme is the signals transmitted by MTC terminals, and the 
CH can be discriminated and, thus, diverse MAC schemes 
can be employed and no strict synchronization is required.

 5. All channels are quasi-static Rayleigh fading channels, for 
which  the fading is constant within a frame but changes 
indepen dently between frames. This assumption is reasonable 
because, in this study, the service with short burst is focused, 
and the channel varies slowly within a short data burst. Within 
a CC, the CH helps as an RN to forward the signals from all 
active MTC terminals, while all other MTC terminals are 
called “SNs.” Without loss of generality, we further assume that.
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 6. All SNs in the same CC experience an approximately equal 
average SNR because a CC consists of closely located MTC 
terminals with the same QoS and service, and the same mod-
ulation and coding scheme (MCS) is employed by all sensors 
in a CC due to the same service being provided and the same 
average SNR being experienced.

 7. All SNs transmit signals with the same power, while the RN 
usually transmits signals at a higher power level than the SNs.

Since all CCs exhibit a similar topology, we can consider a single 
CC. As shown in Figure 4.2, the general topology of CC consists of 
K active SNs {Sk}, k = 1,2,…,K, an RN (R in Figure 4.2) that helps 
forward data from all active SNs to the MTC BS, a DN (D in Figure 
4.2). When CSMA and half-multiplexing are assumed, all SNs 
broadcast coded signals, xk, k = 1,2,…,K, to both the RN and the DN 
via orthogonal channels. The received signals at the RN and the DN 
have the similar expression as

 y x n= +P ht  (4.1)

where Pt is the transmit power, x is the transmitted data burst, n is the 
independent and identically distributed zero-mean Gaussian random 
noise vector with a single-side power density of N0. h = p ∙ q is the 

S2

S1

SK

R D
XR

dSR dRD

dRD

XS1

XS2

XSK

figure 4.2 Transmission illustration in a CC.
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channel coefficient that contains the fading term p and the distance-
dependent path loss coefficient q = (d0/d)α, where d0 is the reference 
distance, d is the distance between the transmitting and receiving 
nodes, and α is the path loss exponent with a typical value of 2 ≤ α ≤ 6. 
The instantaneous SNR of the link can be expressed as

 γ = |h|2Pt/N0 = |h|2Γt (4.2)

where Γt = Pt/N0 is the transmit SNR. As stated in assumptions 6 and 
7, all SNs in a CC feature the same average SNR, transmit power, and 
MCS, then all SN-to-RN links have the same average SNR of ΓSR ≜ 
E{|hSR|2}Pt,S/N0 and all SN-to-DN links have the same average SNR 
of ΓSD ≜ E{|hSD|2}Pt,S/N0. While the RN adapts its transmit power to 
flexibly support diverse applications, the average SNR of the RN to 
the DN link is then ΓRD ≜ E{|hRD|2}Pt,R/N0.

4.4  Flexible gMSJC

In the proposed scheme, simple FEC is employed by all SNs, 
simple decoding and multiple-terminal joint encoding are applied 
at the RN, while complicated joint multi-terminal turbo decoding is 
implemented at the DN. The processing of GMSJC, which is depicted 
in Figure 4.3, consists of three steps: simple FEC encoding at all K 
SNs, GMSJC encoding at the RN, and GMSJC decoding at the DN. 
Without loss of generality, systematic code is employed for simplicity 
but is straightforward to extend to non-systematic code.

4.4.1  Processing of GMSJC

First, each SN encodes its sensed information bit sequence Ui of length 
M to generate the codeword C U Pi i i

S = ( ) of length N at a code rate 
R = M/N, where Ui = [Ui(1) Ui(2) … Ui(M)] is the source bit sequence 
and Pi = [Pi(1) Pi(2) … Pi(N − M)] is the parity bit sequence. The 
codeword is then modulated and broadcasted to both the RN and the 
DN. Upon receiving signals from SNs, the RN demodulates all coded 
symbols to obtain the soft-information sequence LS Ri

i K, , ,= 1  in 
the form of log-likelihood ratio (LLR) [59]. These LLR information 
sequences are fed to the GMSJC encoder to generate a new codeword, 
whose parity bit part, P′ = [P′(1) P′(2) … P′(K(N − M))], is modulated 
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and then forwarded to the DN. The flowchart of GMSJC encoding is 
shown in Figure 4.4. It includes three main steps.

Step 1: Decoding. The K LLR information sequences are decoded 
separately by decoders Dec_Si, i = 1,2,…,K to obtain 
� …Ui , , , ,i K= 1 2 , the estimates of source information bit 
sequences. Since the same MCS is employed at all K SNs, 
all K decoders Dec_Si, i = 1,2,…,K essentially have the same 
decoder structures. The decoding can be implemented in 
either a series or a parallel fashion, depending on the capabil-
ity of the RN. When the RN is much more powerful than 
the SN and has much less limit on size, price, and capacity, 
multiple decoders facilitating parallel decoding can speed up 
the processing at the RN. Otherwise, the decoding in a series 
fashion is more suitable.

Step 2: Interleaving. The estimated source information sequences 
are, first, parallel-to-serial converted and then interleaved by 
the interleaver of size MK. At last, the interleaved informa-
tion sequence is subdivided into K sequences � …′ =Ui , , , ,i K1 2 .

Decoding

Parallel-to-serial

Interleaving

Serial-to-parallel

Re-encoding

Puncturing

Parallel-to-serial

figure 4.4 Flowchart of GMSJC encoding at the RN.
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Step 3: Re-encoding. The K recovered and interleaved source 
information bit sequences are re-encoded independently by K 
encoders Enc_Ri, i = 1,2,…,K, which is the same as Enc_Si, 
i = 1,2,…,K, to generate a relay codeword CR = (U′,P′). The 
regenerated systematic bits are punctured, and only the par-
ity sequences P′ are modulated and forwarded to the DN. 
Similarly, the re-encoding can be implemented in a parallel or 
a series fashion, depending on the RN capacity.

On receiving signals from SNs and the RN, the DN implements 
demodulation and GMSJC decoding. Before describing the GMSJC 
decoding algorithm, we first introduce the construction of the GMSJC 
codeword.

4.4.2  Construction of the GMSJC Codeword

The construction of the GMSJC codeword is illustrated in Figure 
4.5, where K source bit sequences Ui, i = 1,2,…,K are independently 
encoded by K SNs to generate K codewords C U Pi ii i KS = =( , ), ,1  
with Pi as the parity bit sequence. C C C CK

S S S S= ( )1 2, , ,  is termed 
as the “source codeword.” After decoding, the RN regenerates and 
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figure 4.5 Structure of the GMSJC codeword.
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interleaves the K source bit sequences, and then re-encodes them to 
obtain the relay codeword C U U U P P P U PK K

R = ′ ′ ′ ′ ′ ′ = ′ ′( , , , , , , ) ( , )1 2 1 2   , 
where ′ = ′ ′ ′U U U UK( , , , )1 2   is the interleaved source bit sequence and 

′ = ′ ′ ′P P P PK( , , )1 2   is the parity bit sequences of U′. At the DN, the 
GMSJC codeword CD = (U,P,P′) is naturally formed, and it consists of 
U = (U1,U2,…,UK) and P = (P1,P2,…,PK). Similar to the block turbo code 
(BTC) [60], the encoding at K SNs is analogous to the row coding in 
BTC coding, and the construction of the relay codeword is analogous 
to the column coding in BTC coding. Although their structures are sim-
ilar, the GMSJC codeword differs from the BTC codeword in two ways:

 1. No parity on parity bits exists in the GMSJC codeword. This 
feature can flexibly support the dynamic topology structure of 
the CC due to the varying number of active MTC terminals. 
It is well known that the column coding in the traditional 
BTC code should adapt its coding scheme to the column size 
of the systematic bits, which is the number of the active MTC 
terminals within a CC in the clustered M2M networks.

 2. The constituent code in BTC is linear block code, while in 
the GMSJC scheme, both the linear block code and the con-
volutional code can be the constituent code, which results in a 
much more flexible construction of the GMSJC codeword to 
support a much wider range of QoS requirements.

According to the constituent code employed at the SNs and the 
RN, there exist three types of the GMSJC codeword. When both 
SNs and RN employ RSC codes or linear block codes, a parallel 
concatenated convolutional code (PCCC) or a parallel concatenated 
block code (PCBC) codeword is naturally constructed in the GMSJC 
scheme, respectively. When SNs and the RN employ different types 
of the FEC scheme, a parallel concatenated hybrid code (PCHC) 
codeword is formed at the BS. For example, when CS and CR are RSC 
and BCH codes, respectively, a PCHC codeword is formed at the 
destination. In this study, we only focus on the simple case that the 
same MCS is employed at both SNs and the RN, that is, only PCBC- 
and PCCC-type codewords are constructed by the GMSJC scheme. 
We leave the optimal GMSJC scheme design to the next stage by 
adapting the coding scheme at every SN and RN to channel condition 
and target BER and energy efficiency performance.
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4.4.3  Decoding of GMSJC at the DN

After receiving the noisy signals YS Di i K{ } =, , ,1  from K SNs and 
YRD from the RN, the DN performs soft demodulation to obtain the 
soft information in the form of LLR [59].

 L m
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As mentioned in Section 4.4.2, the proposed GMSCJ scheme con-
structs a turbo-type codeword, and then multi-terminal joint iterative 
decoding can be deployed at the DN using the turbo code principle. 
Similar to the standard turbo decoder, the general decoder structure 
is depicted in Figure 4.6, which consists of the SN decoder group 
DEC_S, the RN decoder group DEC_R, the interleaver Π, and the 
de-interleaver Π−1 of the length of KM. Both the SN decoder group 
DEC_S and the RN decoder group DEC_R consist of K identical 
elemental decoders whose structure is illustrated in Figure 4.7. The 
process of GMSCJ decoding is similar to the typical turbo decoding 
[61], and its procedures are detailed below.

Step 1. Given channel soft-information sequences 
LS

S( ) and LS
P( ), which are obtained by sorting the 

LSD S D S D S D S D= { }L L M L m L M
k K1 1

1( ), , ( ), , ( ), , ( )    given 
in Equations 4.3 and 4.4 according to systematical and par-
ity bits, and a priori information sequence LS

( )α , which is the 

SN decoder group RN decoder group

Dec_S Dec_R
LS

(S)

LS
(P)

LS
(α) LS

(e)

LS
LR

(P)

LR
(α) LR

(e)

LR
(S)

LR

Output
П

П

П−1

figure 4.6 Structure of the GMSJC decoder.
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interleaved exterior information LR
e( ) outputted from the RN 

decoder group DEC_R and will be 0 at the first iteration, the 
SN decoder group DEC_S calculates LS, the LLR informa-
tion of U = (U1…,UK). The calculation method differs regard ing 
the FEC scheme employed at the SN and the RN. Generally 
speaking, a maximum a posteriori (MAP)–type method is used. 
The detailed introduction is presented in the following.

Step 2. The SN decoder group DEC_S calculates the exterior 
information LS

e( ) from LS by

 L L L LS
e

S S S
S( ) ( ) ( )= − −α  (4.5)

 and feeds them to the RN decoder group DEC_R as its a 
priori information sequence LR

( )α  after interleaving.
Step 3. The RN decoder group DEC_R calculates exterior infor-

mation LR
e( ) by the same way as the SN decoder group DEC_S, 

given the channel soft-information sequences LR
S( )

 ; the inter-
leaved version of LS

S( ), LR
P( ); the LLR information of LRD = 

{LRD(1),LRD(2),…,LRD(K(N − M))}; and a priori  information 
sequence LR

( )α , which is the interleaved version of LS
e( ).

Step 4. At the last iteration, LS is outputted and hard decided as 
the decoding results.

Take the kth element decoder of the SN decoder group as an 
example to introduce the decoding algorithm. As depicted in Figure 
4.7, the input to the elemental decoder is LSk

( )α , LS
S
k

( ), and LS
P
k

( ), which are 
the a priori information sequence and the soft-information sequences 
associated with systematic and parity bits, respectively. The initial 
value for each element of LSk

( )α  is 0 at the first iteration. Using the 
classic soft decoding algorithm, such as log-MAP [61] for convolu-
tional elemental code, or the Chase–Pyndiah algorithm [60] for block 

Dec_Sk

LSk

LSk

(e)

LSk

(P)

LSk

(S)

LSk

(α)

Ûk

figure 4.7 Structure of the kth component decoder at the SN decoder group.
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elemental code, the elemental decoder calculates the soft information 
LSk

. In each iteration, the extrinsic information L L L LS
e

S S S
S

k k k k

( ) ( ) ( )= − −α  
is used as a priori information of the RN decoder group after inter-
leaving. At the last iteration, LSk

 is hard decided and outputs the esti-
mates of source bit sequences Û k.

We consider two cases: the component code of GMSJC codeword 
is the RSC or the block code.

Case 1: The RSC code is employed as a component code. Generally 
speaking, the BCJR-based [62] MAP-type decoding algorithm is 
widely used, such as soft output viterbi algorithm (SOVA) [63], log-
MAP [64], and max-log-MAP [64]. In this chapter, we focus on the 
MAP algorithm.

We denote the state of the kth element encoder at time m by Om; 
the source information bit Uk(m) by dm, which is associated with the 
transition from step m − 1 to m, and the mth received signal at the 
DN y m

kS D( ) by ym. The MAP algorithm calculates the LLR of the a 
posteriori probability of each information bit dm as

 L d
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where the forward recursion of the MAP can be expressed as

 
α

γ α

γ
m m

i m m m m m
i

O

i m

O
y O O O

y

m
( )

( , , ) ( )

( ,
=

− − −
=

∑∑
−

1 1 1
0

1

1

OO O Om m m m
i

OO mm
− − −

=
∑∑∑

−
1 1 1

0

1

1
, ) ( )α

 (4.7)

 α0 0
01 0

0
( )O O= =






for
otherwise

 (4.8)

and the backward recursion as
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 βM M
MO O( ) = =






1 0
0

for
otherwise

 (4.10)

The branch transition probabilities are given by

 γi(ym, Om−1, Om) = Pr(dm = i, ym, Om|Om−1) (4.11)

After LS(m), m = 1,2,…,M is obtained, the extrinsic information 
L m m MS

e( )( ), , , ,= 1 2   is calculated through

 L m L m L L m MS
e

S S S
s( ) ( ) ( )( ) ( ) , , , ,= − − =α 1 2   (4.12)

It is well known that MAP algorithm is too complex for imple-
mentation due to the complicated arithmetic operations. Thus, the 
MAP algorithm implemented in the logarithm domain has attracted 
much more attention.

Case 2: The linear block code is employed as the component code. 
List-type Chase algorithms [65] are often used. In this chapter, we 
employ the Chase–Pyndiah algorithm [60] and take DEC_Sk, the 
kth element decoder in the SN decoder group, as an example to intro-
duce the soft-input, soft-output decoding algorithm. Given the a pri-
ori information LSk

( )α  and the channel soft information LS
S
k

( ) and LS
P
k

( )
 , 

the decoder DEC_Sk generates a list of candidate codewords that are 
close to L L L LS

in
S S

S
S
P

k k k k

( ) ( ) ( ) ( )


α + +  and then calculates the extrinsic infor-
mation LS

e
k

( ). Based on the a priori information and the channel soft 
information, the Chase–Pyndiah algorithm is described as follows.

The decoder chooses the nt least reliable independent positions and 
decodes the 2nt  test sequences corresponding to all possible patterns 
for the nt value using the Berlekamp–Massey (BM) algorithm [66]. nt 
is often chosen as ceil([d0 – 1]/2), where d0 is the minimum Hamming 
weight of the codeword and ceil(x) denotes the minimum integral no 
less than x. Successful decoded codewords are then stored in set , of 
which c j,1 and c j,0 are, respectively, the closest codewords to LS

in
k

( ), with 
cj = 1 and cj = 0 in position j in the sense of Euclidean distance. The 
extrinsic information of position j in LS

e
k

( ) can be calculated as
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where σn
2 is the noise variance, 
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j ,1, and ci

j ,0 are the bits (1 and 0) of position i in c j,1 and c j,0, respectively.

4.5  Performance analysis

Compared to the non-cooperative distributed coding scheme, the 
proposed GMSJC scheme achieves extra coding gain and full spatial 
diversity due to the multiple-terminal joint encoding at the RN and the 
multiple-terminal joint decoding at the DN, respectively. It is neces-
sary to analyze the gains achieved by the proposed scheme. Moreover, 
it is essential to analyze the trade-off between the error performance 
enhancement and the additional energy consumption, which is one of 
the central considerations of M2M networks. In this chapter, we first 
analyze the coding gain through the distance spectrum method and 
then derive the spatial diversity via the pairwise error probability (PEP) 
method; we then develop energy efficiency by calculating the trans-
mit power saving at the given target block error ratio performance.

4.5.1  Distance Spectrum-Based Error Probability Performance Analysis

In GMSJC, as stated before, the codeword CD is composed of K 
 codewords CS produced at K SNs and the parity part of the code-
word CR produced at the RN. Assumed that the input-redundancy 
weight enumerating function (IRWEF) of CS is

 A W Z A W Zw j
w j

w j

S
S

S
S( , ) ,

,
= ∑ , (4.14)

where Aw j,
S  denotes the number of codewords in CS generated by an 

input information word of Hamming weight w whose parity check bits 
have Hamming weight j, W, and ZS, which are dummy variables. We 
denote the conditional weight enumerating function (CWEF) of CS as

 A Z A Zw w j
j

j

S
S

S
S( ) ,= ∑ , (4.15)
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and the weight enumerating function (WEF) of CS as

 
B H B Hd d

d d

N
S S( ) =

=
∑

0
 

(4.16)

where Bd
S is the number of codewords with Hamming weight d, d0 is 

the minimum Hamming weight of CS, H is a dummy variable, and 
N is the codeword length. The WEF connects to the IRWEF by

 BS(H) = AS(W = H, ZS = H) (4.17)

with

 A H H A H B Hw j
w j

w j
k

k

k

S S S( , ) ,
,

= =+∑ ∑ , (4.18)

where B Ak w j
w j k

S S=
+ =∑ , .

Since the same FEC scheme is employed at the RN, the CR have 
the same WEF, CWEF, and IRWEF as the CS. From the CWEF of 
CS and CR, we can calculate the CWEF of CD as [10]

 A Z Z
A Z A Z

A Zw
w

K
w

K

w
KM w i j

D
S R

S
S

R
R D( , )

( ) ( )
, ,=

( ) ( )
( )  SS R

i j

i j
Z

,∑  (4.19)

where M is the number of information bits of the codeword CS and 
CR, and KM is the interleaver size and also the number of information 
bits in the codeword CD. The IRWEF of CD is then written as

 A W Z Z A W Z Zw i j
w i j

w i j

D
S R

D
S R( , , ) , ,

, ,
= ∑  (4.20)

The WEF of codeword CD can be represented as

 B H B Hd
d

d d

K N M

f

D D( )
( )

=
=

−

∑
2

 (4.21)
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where

 
B Ad w i i

w i j d

D D=
+ + =∑ , ,

is the number of codewords with Hamming weight d in CD, and df 
and K(2N − M) are the minimal Hamming weight and codeword 
length of CD, respectively.

Following the method in reference [67], the upper bound to the bit 
error probability (BEP) for the ML soft decoding of the code over a 
channel with white Gaussian noise is computed as

table 4.1 Coefficient Dd for GMSJC with Element Code of (7,4) Hamming Code and Uniform Interleaver

HaMMING 
DISTaNCE

HaMMING 
CoDE

GMSJC wITH K CoopERaTIvE NoDES

1 2 3 4 5 10

3 0.1875 0.026786 0.010227 0.005357 0.003289 0.002223 0.00075911
4 1.875 0.482143 0.265909 0.182143 0.138158 0.111166 0.06224696
5 3.75 1.446429 1.063636 0.910714 0.828947 0.778162 0.6847166
6 1.125 1.205357 0.952597 0.815972 0.731037 0.673343 0.55574715
7 0.0625 3.839286 3.114123 2.779021 2.577206 2.441703 2.16788528
8 0 9.964286 6.631169 5.449001 4.829721 4.446975 3.74266097
9 0 23.70536 16.45373 13.67495 12.21466 11.31829 9.69510685
10 1 33.39286 32.85584 30.8499 30.01223 29.87125 32.1812084
11 21.50893 51.55666 52.50367 52.24687 52.28033 55.2121498
12 12.32143 104.0445 113.3282 117.6193 121.7515 141.76411
13 7.160714 192.4252 219.4639 231.0449 241.0062 284.666583
14 4.401786 311.5455 418.3076 463.4806 497.018 619.217601
15 6.267857 379.4006 737.1465 894.474 1006.37 1397.45646
16 1.232143 316.2591 1207.757 1620.004 1899.887 2794.70188
17 0.044643 227.2729 2018.098 3016.754 3716.139 6008.74679
18 0 148.8536 3120.65 5357.442 6958.087 12150.3391
19 0 95.66347 4271.702 9176.278 12834.21 24735.1422
20 1 74.21494 4865.357 14962.1 23065.88 50105.2367
21 36.59237 4466.27 23221.97 40217.85 98787.8949
22 19.91299 3580.551 34737.55 69045.82 195597.622
23 11.90731 2607.016 48259.55 114435.3 379820.744
24 6.257143 1810.496 60524 182762.8 731953.053
25 8.509091 1270.257 66622.14 279713.8 1396117.5
26 1.206818 789.6399 63660.24 408644 2627672.63
27 0.030682 485.2083 54407.37 567758.3 4902691.96
28 0 289.7659 42636.86 736698.4 9029345.18
29 0 163.054 31521.24 877856.2 16440127.2
30 1 114.426 22497.15 947404.6 29566108.2
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where Rc = M/(2N − M) is the code rate, Eb is the energy per infor-
mation bit,

 
D D

d w i j
w i j d

w
M

A , ,
+ + =∑ .

We list the Dd for the proposed GMSJC codeword with (7,4) 
Hamming component code in Table 4.1, and the (7,4) Hamming 
code  is also presented. From the calculation result, we can see that 
the multiplicity of the terms that dominate the performance (those 
with a low Hamming weight) decreases when K increases. As a result, 
the BEP performance should be enhanced. Applying the upper bound 
(22), we obtain the upper bound on the BEP of GMSJC codewords, 
which is shown in Figure 4.8, from which a gain of 1.5 dB can be 
achieved, increasing K from 1 to 10.
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figure 4.8 Upper bound on the BEp of GMSJC over the awGN channel.
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4.5.2  PEP-Based Spatial Diversity Performance Analysis

Based on the WEF of GMSJC, we analyze the spatial diversity gain 
due to multi-terminal cooperation. For simplicity, we assume that all 
SNs have very good channel conditions such that RN can correctly 
decode the signals from SNs.

Since linear codes are used, an all-zero codeword can be assumed 
to derive the error probability performance. When the all-zero code-
word is transmitted, the PEP that the decoder decides in favor of 
another erroneous codeword with a Hamming weight d over instan-
taneous SNR values of γ = { , , , , }γ γ γ γS D S D S D RD1 2



K
 is given by [68]

 P d Q d di
i

K

i
( | )γ γ γ= +













=
∑2 2

1
S D R RD  (4.23)

In Equation 4.23, di and dR are the Hamming weights of the erro-
neous codewords with a Hamming weight d, transmitted from the ith 
SN and the RN, respectively, such that

 
d d di

i

K

= +
=

∑R
1

.

It is noteworthy that d1,…, dK, dR are independent of SNR γ.
Averaging Equation 4.23 over the fading distributions of γ, we can 

obtain the unconditional PEP as

 
P d P d p d

K

( ) ( | ) ( )=
∞∞

+

∫∫�
� ���������� ���������

γ γ γ
00

1
��

 (4.24)

where p p p ii

K
( ) ( ) ( )γ γ γ= ⋅

=∏R 1
 is the (K + 1)-dimensional joint prob-

ability density function of the instantaneous SNR vector γ. Using the 
following alternative representation for the Gaussian Q-function [45]

 Q x d x
x

( ) ,sin= ≥
−

∫ e
2

22

2

0θ

π

θ
0

/

, (4.25)

and also applying Equation 4.25 in Equations 4.23 and 4.24 results in

 



111distributed coding for m2m networks

 

P d p
d

i

i i

i i
( ) ( )sin=













−
⋅∞

=
∫1 2

01
π

γ γ
γ

θe
S D

S D S Dd
KK

d

p

∏∫

∫
− ⋅∞











0

/

RD RD

R RD

d d

π

γ
θ γ γ θ

2

0

2e sin ( )

 (4.26)

With the aid of techniques for evaluating the moment-generating 
function of Rayleigh fading [69] and Laplace transforms to solve inte-
grals in Equation 4.26, the unconditional PEP can be upper bounded as
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where ΓSD and ΓRD are the expectation of γ S Di  and γRD, respectively. 
From Equation 4.27, clearly, the diversity order is K + 1, which means 
that the proposed method achieves a full diversity order.

Given the PEP and the distance spectrum of the codeword, we 
can derive the average upper bound on the BEP Pb, which is approxi-
mated as
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The last inequality in Equation 4.28 is obtained by applying the 
Lagrange multiplier, and the upper bound is reached for

 
d

K
di = 1

1+
− −





Γ Γ
Γ Γ
RD SD

RD SD
, i = 1,2,…,K

and

 
d

K
d KR

RD SD

RD SD
=

+
+ −





1
1

Γ Γ
Γ Γ .

4.5.3  Energy Efficiency Performance Analysis

Generally applying FEC can save transmit power for a given BER at 
the expense of the bandwidth and more power consumption in the 
decoding process at the transceiver. When the saved transmit power 
is less than the codec power consumption, the adoption of FEC is not 
energy efficient. Consequently, it is necessary to analyze the energy-
efficiency performance of the proposed scheme.

We follow the energy-efficiency analysis method developed in ref-
erence [25]. The energy consumed by the N-bit message transmission 
is given by

 E(N, d) = ETX(N, d) + ERX(N) + Eenc + Edec (4.29)

where Eenc and Edec are the energy consumed by the encoder and the 
decoder, respectively. ETX(N, d) and ERX(N) are the energy consumed 
by the transmitter and the receiver circuitry, respectively. The energy 
consumed by the receiver circuitry is given by

 ERX(N) = N ∙ Eelec (4.30)

where Eelec is the energy consumed by the transmitter/receiver circuit. 
The energy consumed by the transmitter consists of two parts—the 
power consumed by the amplifier and that of by another transmitter 
circuitry—and is given by

 ETX(N, d) = N ∙ Eelec + N ∙ d 2 ∙ Eamp (4.31)

In Equation 4.31, d is the distance between the transmitter and 
the receiver, and Eamp is the energy consumed by the amplifier, which 
is directly proportional to the transmit power Prad. The required 
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transmit power Prad to provide a desired BER at a given SNR is cal-
culated by [28]

 Prad = Γ + Attenuation + Thermal Noise + Receiver   
 Noise Figure − GFEC (4.32)

where Γ is the given SNR, Attenuation is the channel impact on the 
transmitted signal, Thermal Noise and Receiver Noise Figure are the 
effects of the receiver, and GFEC is the coding gain. The unit of all 
these parameters is decibel. For two schemes in the same radio sce-
nario, the energy consumption gap in decibel is ΔEamp, which can be 
calculated by

 

∆

∆

E E E

G G

G

amp amp amp

FEC FEC

FEC

= −

= −

= −

( ) ( )

( ) ( )

2 1

1 2  (4.33)

In Equation 4.33, E i
amp
( )  and G i

FEC
( )  are the energy consumed by the 

amplifier and the coding gain at the ith scheme, respectively. From 
Equation 4.34, it is clear that the gap of the energy consumed by the 
amplifier is the difference between the two coding schemes.

From Equations 4.29 to 4.33, it is easy to calculate the energy con-
sumed by the SN and the RN, and then the energy consumption per 
information bit is consequently calculated. The energy consumed by 
the SN is calculated by

 
E N d E N d E

N E d E E

xSN T SD enc

elec SD amp enc

( , ) ( , )

( )

= +

= + +2
 (4.34)

The energy consumed by the RN is given by
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E E
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Then, the energy consumed by GMSCJ is derived as
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 (4.36)

4.6  Performance evaluation

4.6.1  Simulation System and Reference Schemes

As illustrated in Figure 4.1, the simulated M2M networks are subdi-
vided into several CCs. We assume that all nodes in a CC employ the 
same MCS and that the transmit power at RN is assumed to be 5 dB 
larger than that of SNs, that is, ΓRD = ΓSD + 5 dB. The main simula-
tion parameters are listed in Table 4.2.

We compare our proposed scheme with the following three refer-
ence schemes.

 1. The NoRN_S scheme: All SNs encode their M information 
bits into an N-bit codeword by simple FEC and transmit the 
codeword to the DN directly without the aid of RN.

 2. The NoRN_T scheme: All SNs divide their KM-bit infor-
mation sequence into K groups and encode each group of 
information bits into a (2N − M)-bit codeword by com-
plicated PCCC or PCBC encoder. All K codewords are 

table 4.2 Simulation parameters

MoDUlaTIoN QpSK

FEC at SNs Case 1: Hamming code (7,4)
Case 2: BCH (31,21,2)

Case 3: RSC (1,5/7) w. N = 128
Interleaver at RN Random interleaver
SNR setting ΓRD = ΓSD + 5 dB

ΓSR = 50 dB
active SNs in a CC K = 1, 2, 5, 10
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transmitted to the DN directly without the aid of RN. 
This scheme can achieve extra coding gain due to the single 
terminal-based turbo coding and decoding. NoRN_T has 
the same distance spectrum as the proposed DMSCTC 
scheme.

 3. The DTC scheme [43]: All SNs divided their KM informa-
tion bits into K groups and then encode each group of bits 
into the N-bit codeword by simple FEC encoder. All K code-
words are broadcasted to both the RN and the DN. The RN 
processes the K codewords separately and obtains K groups of 
parity sequence of length N − M. The DN implements single 
terminal-based turbo decoding. The DTC scheme achieves 
not only an extra coding gain relative to the NoRN_T 
scheme, but also a cooperative gain. The DTC also has the 
same distance spectrum as the GMSJC.

These reference schemes and the proposed scheme are compared 
in Table 4.3.

4.6.2  Simulation Results

The simulated BER results are shown in Figures 4.9 to 4.11. The 
required SNR and the SNR gain of the proposed DMSCTC, 
NoRN_T, and DTC schemes over the NoRN_S scheme are listed in 
Table 4.4, with a target BER of 10−3. From the simulation results, the 
following observations have been made.

 1. The GMSJC outperforms the other three schemes in all SNR 
ranges, and the gain increases as the number of active sensors 
increases.

table 4.3 Comparison among the Four Schemes

SCHEME FEC aT THE SN
lENGTH oF 

THE FEC
CoopERaTIvE 

NoDE
INTERlEavING 

SIzE
CoopERaTIvE 

GaIN

NoRN_S HM, BCH, RSC N – – 1
NoRN_T pCBC, pCCC 2N – KM 1
DTC HM, BCH, RSC KN RN KM 2
GMSJC HM, BCH, RSC N RN and K SNs KM K + 1
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BCH code (31,21,2)
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128 16 20 24 28

NoRN_S
NoRN_T, K = 1
NoRN_T, K = 2
NoRN_T, K = 5
NoRN_T, K = 10
DTPC, K = 1
GMSJC, K = 2
GMSJC, K = 5
GMSJC, K = 10

Eb/No (dB)

BE
R

figure 4.10 BER versus SNR per bit when the component code is BCH (31,21,2).

Hamming code (7,4)
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10 15 20 25

NoRN_S
NoRN_T, K = 1
NoRN_T, K = 2
NoRN_T, K = 5
NoRN_T, K = 10
DTC
GMSJC, K = 2
GMSJC, K = 5
GMSJC, K = 10

Eb/No (dB)

BE
R

figure 4.9 BER versus SNR per bit when the component code is Hamming (7,5).
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 2. The SNR gain achieved by the GMSJC mainly comes from 
the multi-sensor cooperative diversity gain, while the extra 
coding gain due to the FEC at the sensor is trivial, especially 
when the component code is linear block code. For exam-
ple, when the number of active sensors in a CC increases 
from K = 3 to 6, both the NoRN_T and the DTC schemes 
only achieve less than 0.2-dB gain compared to the NoRN_S 
scheme in the case of the Hamming and the BCH code com-
ponent codes, but the multi-sensor cooperative gain achieved 
by the proposed scheme is more than 6.7 and 4.2 dB for 
the case of the BCH and the Hamming component codes, 
respectively. When the RSC code is used, the gain achieved 
by the GMSJC significantly increases, as observed in Figure 
4.11.

 3. Cooperative coding gain can also be achieved by the relay-
aided cooperation, which is clear by comparing the SNR gain 
achieved by NoRN_T and DTC with the same codeword 

RSC (1,7/5)

10−2

10−3

10−4

10−5

10−6

10 128 16 1814 20 22 24

NoRN_S
NoRN_T, K = 1
NoRN_T, K = 2
NoRN_T, K = 5
NoRN_T, K = 10
DTC
GMSJC, K = 2
GMSJC, K = 5
GMSJC, K = 10

Eb/No (dB)

BE
R

Figure 4.11 BER versus SNR per bit when the component code is RSC (1,7/5) with a code length 
of 128.
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length. It can be noted from Figures 4.9 to 4.11 that the DTC is 
superior by about 0.5- and 3.5-dB SNR gains to the NoRN_T.

Therefore, multiple sensor cooperative coding and relaying can 
significantly improve the error performance of an M2M network.

4.6.3  Energy-Efficiency Analysis

Since the MTC BS is usually supplied with power and has a strong 
computation capacity, we only need to consider the power consumed 
by SNs and the RN. For three reference schemes, the energy con-
sumption per information bit can be calculated from Equations 4.29 
to 4.35, as follows.
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where E i
amp SN
( )

,  and E ii
amp RN
( ) NoRN_S, NoRN_T, DTC, , { }∈  are the 

energy consumed by the amplifier at the SN and the RN, respectively. 
When the coding gains of each scheme are obtained by analysis or 
simulation, the energy efficiency performance can be calculated for all 
reference schemes.

To calculate the power efficiency of the four reference schemes, we use 
the parameters in reference [25] to calculate the power consumptions of 
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the devices in Equations 4.30 to 4.33, and the parameters for energy-
efficiency analysis are listed in Table 4.5. We can make the following 
observations from the detailed power efficiency data listed in Table 4.4.

 1. The proposed GMSJC achieves higher energy efficiency 
than the reference schemes under the simulated scenarios. 
For example, the GMSJC scheme with (7,4) Hamming and 
six active sensors achieves, at most, 7.56, 8.68, and 2.4 dB 
energy-efficiency gain over the NoRN_S, NoRN_T, and 
DTC schemes, respectively.

 2. The achieved energy saving by the proposed GMSJC increases 
when more active sensors involve in a CC because more 
cooperation gain and coding gain are achieved with marginal 
additional computational complexity.

 3. The cooperative coding gain is not always energy efficient 
over the simple coding scheme. As shown in Table 4.4, the 
DTC schemes with the component code of BCH (31,21,2) is 
0.47 dB less energy efficient than the NoRN_S scheme when 
the active sensor number in a cluster is 2. This is due to the 
fact that the energy consumed by the coding and decoding 
operations by the SN cannot compensate the energy saving 
by the achieved coding gain. Similar results are observed for 
the NoRN_T scheme, which is less energy efficient than the 
NoRN_S scheme, and this is because of the less transmission 
power saving than the extra energy consumption due to 
complicated coding and decoding.

4.7  Conclusions

In this chapter, we developed a flexible GMSJC scheme for large-
scale clustered M2M communication networks. Different from the 

table 4.5 parameters for power-Efficiency analysis

d dSD RD
2 2= 10,000 m2

Eenc, Edec BCH (31,21,2): 1 nw, 3 nw
Hamming (7,4): 1 nw, 1 nw
RSC (1,7/5): 18 nw, 75 nw

Eelec 50 nJ/B
Eamp SN

(NoRN_S)
, 100 pJ/B/m2
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existing DCC schemes, the GMSJC scheme employs the simple 
FEC scheme at all MTC terminals and implement low- complexity 
multiple-terminal joint coding at the CH, but relies on compli-
cated multiple-terminal turbo decoding at the MTC BS. It achieves 
not only capacity-approaching coding gain but also full diversity, 
and can flexibly support a wide range of QoS requirements and a 
dynamic topology structure of the M2M networks because it can 
employ different simple FECs as its component code and does not 
require an adjustment of the code scheme at the RN as the number 
of cooperative terminals in a CC changes. Theoretical analysis is per-
formed for error probability, cooperative diversity order, and energy 
efficiency. Both analysis and simulation verified that the proposed 
GMSJC scheme achieves excellent transmission quality and energy 
saving when applying to large-scale M2M communication networks.
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coMMunications

C h ao  M a ,  J i a n h ua  h e , 
h s i ao -h wa  C h e n ,  a n d  Z u oy i n  Ta n g

5.1  introduction

M2M technology enables direct communication between machine 
devices with little or no human intervention [1–4]. It can support a 
wide range of applications, for example, smart grid, smart home, con-
sumer electronics, health-care monitoring, security and surveillance, 
automation and monitoring, remote maintenance and control, and 
automotive [3,4]. In the future, it is expected to see a huge increase in 
the number of machines enabled by M2M technology. Wireless net-
works will play a key role in the support of machine devices accessing 
the networks and M2M communications.

Contents

5.1 Introduction 127
5.2 Channel Access Schemes 130
5.3 Model Assumption 131

5.3.1 Scenario I 131
5.3.2 Scenario II 132

5.4 System Model 133
5.4.1 Frame Corruption Probability 133
5.4.2 Frame Collision Probability 133

5.5 Numeric Results and Performance Analysis 140
5.6 Conclusions 145
References 146



128 Chao Ma et al.

IEEE 802.15.4 has been mainly standardized for low-power and 
low data rate communications between devices, which is, by contrast 
to the IEEE 802.11 standard, developed mainly for end-user com-
munications [5,6]. Compared to another device-oriented specifica-
tion, Bluetooth [7], the 802.15.4 standard can provide much lower 
power consumption and more flexible networking. With the 802.15.4 
technology, low device and operation costs can be achieved for M2M 
communications, which makes IEEE 802.15.4 a strong candidate 
wireless network technology for many M2M applications, such as 
home automation, smart grids, and consumer electronics.

In the future, M2M applications are expected to support a huge 
number of machine devices, which will pose challenges on any wire-
less networks to provide effective communication and access for these 
machine devices. The aim of this chapter is to investigate how effec-
tive the 802.15.4 technology can be in supporting large-scale M2M 
networks. There are several challenges posed by the large number of 
M2M devices supposed to be supported by 802.15.4 networks. One 
challenge is that excessive frame collisions may happen and lead to 
very low network throughput and energy efficiency. Additionally, 
with an increasing number of M2M devices and the penetration 
of 802.15.4 technology, multiple 802.15.4 networks may be closely 
deployed, and hidden terminals can be present. The presence of hid-
den terminals will further weaken the capability of 802.15.4 networks 
in support of M2M communications. The hidden terminal problem 
has been widely studied for 802.11 networks, but to our best knowl-
edge, very little work has been reported on the problem in 802.15.4 
networks.

In this chapter, we present both analytical and simulation tools 
that can be used to assess the throughput and energy performance 
of 802.15.4 networks for M2M communications. The impact of hid-
den terminals, frame collisions due to random channel access, and 
frame corruptions due to low channel quality is considered in the 
performance evaluation. The major issues that may arise when mul-
tiple coexisting 802.15.4 networks are closely deployed to support a 
large number of machine devices are highlighted. For the analyti-
cal approach, network throughput can be predicted with given MAC 
parameters, signal-to-interference-plus-noise ratio (SINR), and the 
number of machined devices. The results show the capabilities of 
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802.15.4 networks under two representative network scenarios in 
support of M2M communications and the impact of uncoordinated 
multiple network operations on system performance.

In the literature, the simulation-based evaluation of a single 
802.15.4 network has been widely reported, including references [8] 
and [9]. Additionally, many analytic models have been proposed to 
capture the throughput and energy consumption performance of a 
single 802.15.4 network with either saturated or unsaturated traffic. 
Mišić et al. [10] proposed a Markov model to evaluate the through-
put of 802.15.4 networks with unsaturated downlink and uplink traf-
fic. However, their analytical model did not match the simulation 
results very well. A simplified Markov model was proposed in refer-
ence [11], in which a geometric distribution was used to approximate 
the uniform distribution for the random back-off counter. But the 
approximation results in large inaccuracy in throughput prediction. 
The energy and throughput performance of 802.15.4 was analyzed in 
reference [12]. As pointed out in reference [13], the proposed model 
did not mimic the 802.15.4 behavior sufficiently. A simple Markov 
model was proposed with an assumption of independent channel 
sensing probability in reference [13]. The model can effectively pre-
dict the channel sensing probability but cannot accurately predict the 
throughput performance. A three-dimensional Markov model was 
proposed in reference [14] to evaluate the throughput of slotted car-
rier sense multiple access (CSMA). However, the state transitions in 
reference [14] were not correctly modeled. The model was revised with 
improved accuracy in reference [15]. Channel bit error rate (BER) has 
been added to the analytic model to analyze the throughput perfor-
mance of a single 802.15.4 network in reference [16]. An embedded 
two-dimensional Markov model was proposed for slotted CSMA in 
reference [17] for saturated uplink traffic. The authors proposed a two-
dimensional Markov chain model that can predict the throughput 
and energy consumption of a single network accurately. The unco-
ordinated coexisting problem of IEEE 802.15.4 networks for M2M 
communications has been analyzed in references [18] and [19], but the 
performance with channel bit errors were not studied.

The remainder of this book chapter is organized as follows. In 
Section 5.2, we introduce the 802.15.4 channel access algorithm. 
Assumptions on the investigated network scenarios are presented 
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in Section 5.3, and the analytical model is presented in Section 5.4. 
Numerical results are presented and discussed in Section 5.5. Section 
5.6 concludes and outlines our future works.

5.2  Channel access schemes

Two channel access schemes are specified in the IEEE 802.15.4 
standard [6], namely, slotted CSMA with collision avoidance 
(CSMA-CA) algorithm for beaconed mode and unslotted CSMA-CA 
algorithm for nonbeaconed mode. In this chapter, we focus on the 
slotted CSMA-CA channel access algorithm. The 802.15.4 slotted 
CSMA-CA algorithm operates in unit of back-off slot. One back-off 
slot has a length of 20 symbols. In the rest of this chapter, back-off 
slot is simply called “slot” unless otherwise specified.

According to the acknowledgment (ACK) of successful reception 
of a data frame, the slotted CSMA-CA algorithm can be operated in 
two modes: ACK mode, if an ACK frame is to be sent, and non-ACK 
mode, if an ACK frame is not expected to be sent. In this chapter, 
we will work on the non-ACK mode. In the non-ACK mode, every 
device in the network maintains three variables for each transmission 
attempt: NB, W, and CW. NB denotes the back-off stage, representing 
the back-off times that have been retried in the CSMA-CA process 
while one device is trying to transmit a data frame in each trans-
mission. W denotes the back-off window, representing the number 
of back-off slots that one device needs to back off for each back-off 
period. CW denotes the contention window, representing the required 
number of back-off periods before a clear channel assessment (CCA) 
is carried out. CW is set to 2 before each transmission and reset to 2 if 
the channel is sensed busy in CCAs.

Before each device starts a new transmission attempt, NB sets to 
0 and W sets to W0. The back-off counter chooses a random number 
from [0, W0 – 1], and it decreases every slot without sensing channel 
until it reaches 0. W0 is the initial back-off window size. The first 
CCA (denoted by CCA1) will be performed when the back-off coun-
ter reaches 0. If the channel is idle at CCA1, CW decreases by 1, and 
the second CCA (denoted by CCA2) will be performed after CCA1. 
If the channel is idle for both CCA1 and CCA2, the frame will be 
transmitted in the next slots. If the channel is busy in either CCA1 
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or CCA2, CW resets to 2, NB increases by 1, and W is doubled but 
do not exceed Wx. Wx is the maximal back-off window size, which 
is a system-configurable parameter. If NB is smaller or equal to the 
allowed number of back-off retries macMaxCSMABackoffs (denoted 
by m), the above back-off and CCA processes are repeated. If NB 
exceeds m, the CSMA-CA algorithm ends.

5.3  Model assumption

When multiple 802.15.4 networks are independently deployed in the 
vicinity, there can be many scenarios in which the networks may or may 
not interfere with each other if their operations are not coordinated. We 
assume that two 802.15.4 networks are deployed closely, and two simple 
representative scenarios are considered to focus on obtaining insights to 
the impact of uncoordinated operations on system performance.

These two networks are labeled by NET1 and NET2 with N1 and 
N2, respectively, denoting the number of basic devices in addition 
to one personal area network (PAN) coordinator with star network 
topology. All the basic devices from one network are within the com-
munication ranges of each other. Only uplink traffic from the basic 
devices to the coordinator in each network is considered. Each data 
frame has a fixed length, which requires L slots to transmit over the 
channel. The data payload in the MAC layer frame is fixed Ld slots, 
which are transmitted as the MAC payload in the MAC protocol 
data unit. In our scenarios, we assume that the two networks are both 
transmitting an equal length of data payload Ld slots using the same 
L slots through the channel. We assume a saturated traffic with a 
non-ACK mode, which means that each device always has frames to 
send to its coordinator. The superframe is assumed to consist only of 
the contention access period (CAP) for focusing our attention on the 
CSMA-CA analysis.

5.3.1  Scenario I

For this scenario, we assume that both considered networks are oper-
ated on the same frequency channel and that the communication 
range of each network is fully overlapped as shown in Figure 5.1a. 
We consider the beacon-enabled mode as mentioned in the previous 
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section. Each network has a coordinator, which is responsible for 
broadcasting the beacon frames in the beginning of superframes. For 
simplicity, we assume that the beacons from any network can be cor-
rectly received by all the basic devices belonging to that network. The 
two networks share the whole channel frequencies, which means that 
they can detect each other’s transmissions through CCAs.

5.3.2  Scenario II

In this scenario, we assume that these two networks share the chan-
nel frequencies and that their communication range is fully overlapped 
with the beacon-enabled mode as shown in Figure 5.1b. We consider 
that the basic devices of each network can only hear transmissions from 
the other devices in its own network but cannot detect transmissions 
from other networks, which means that the CCA detections for each 
device are not affected by the channel activities from the other net-
works. This could be happening because the distance between the basic 
devices from these two networks is too far to hear each other, although 
they operate on the same frequency channel. But the coordinators 
for the networks can detect transmissions from all the basic devices 
from not only their own networks but also the other networks. With 
this assumption, hidden terminals are present from the neighboring 

(a) Scenario I (b) Scenario II

NET1 coordinator

NET2 coordinator

NET1 basic devices

NET2 basic devices

Figure 5.1 Communication range of each network is fully overlapped. (a) Basic devices from two 
networks can detect each other’s transmissions through CCAs. (b) Basic devices from each network 
cannot detect other network’s transmission through CCAs.
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network. The transmissions could be collided by the data from those 
other networks if they have overlapped in the channel access portion.

5.4  system Model

5.4.1  Frame Corruption Probability

The physical layer of the IEEE 802.15.4 standard at 2.4 GHz uses 
offset quadrature phase shift keying (O-QPSK) modulation [6]. Let 
Prx, Pno, and Pint be the signal power, the noise power, and the inter-
ference power, respectively, at the 802.15.4 receiver. Then, the SINR 
and the BER (denoted by pb) of 802.15.4 node can be calculated by the 
following formula [16]:

 SINR log rx

no int
gain=

+
+10 10

P
P P

P  (5.1)

and

 p Qb = ( )2αSINR , (5.2)

where Pgain is the processing gain (in dB), α = 0.85, and Q(x) is the 
Q-function representing the probability that a standard normal ran-
dom variable will obtain a value larger than x.

With O-QPSK modulation and a data rate of 250 kbps, bits are 
modulated by each symbol, and the symbol rate is 62,500 symbols per 
second. As each slot takes 20 symbols, we get that each data frame L 
slots has 4 × 20 × L = 80L bits. From the BER pb and frame length 
(L slots), the frame corruption probability (denoted by pcorr) can be 
calculated by the following formula:

 pcorr = 1 − (1 − pb)80L. (5.3)

5.4.2  Frame Collision Probability

According to the idea of performance modeling in reference [15], 
the overall channel states sensed by each device can be modeled by 
a renewal process for one network, which starts with an idle period 
and followed by a fixed length of L slots (frame transmission). As an 
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example, a Markov chain with m = 0 is shown in Figure 5.2 [15]. It 
can easily be extended to the cases of m > 0. The idle period depends 
on the random back-off slots and the transmission activities from each 
device. It is noted that the maximal number of idle slots is Wx − 1 plus 
two slot CCAs. On the other hand, the slotted CSMA-CA operations 
of each individual device could be modeled by a Markov chain with 
finite states. Let pn,k denote the probability of a transmission from the 
devices in network n (n represents network identification, being 1 or 2) 
other than a tagged basic device in network n starting after exactly kth 
idle slots since the last transmission, where k ∈ [0, Wx + 1] [15]. The 
transmission probability of a basic device in a general back-off slot can 
be calculated with the Markov chain constructed for each device.

Without loss of generality, we consider NET1 and a tagged basic 
device in NET1. For the tagged basic device, the corresponding 
Markov chain consists of a number of finite states, and each corre-
sponds to a state of the CSMA-CA algorithm in one slot. These finite 
states are introduced below. Let M denote the steady-state probabil-
ity of a general state M in the Markov state space. For simplicity, we 
ignore the subscript “1,” which corresponds to NET1 in the Markov 
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Figure 5.2 Markov chain model for slotted CSMA-CA algorithm, with non-ACK mode in one 
network with m = 0.

 



135evaluating ieee 802.15.4 networks

states. In the following derivation, we assume that NET1 and NET2 
use the same set of MAC parameters. It is trivial to extend to the 
cases with different sets of MAC parameters.

 1. Busy state
  Denoted by Bi,j,l, during which at least one device other 

than the tagged basic device transmits the lth part of a frame 
of L slots, with the back-off stage and the back-off counter of 
the tagged basic device being i and j, respectively, where i ∈ 
[0, m], j ∈ [0, Wi − 1], and l ∈ [2, L], Wi is the minimum of 
2iW0 and Wm [15].
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 2. Back-off state
  Denoted by Ki,j,k, during which the tagged basic device 

back-off with the back-off counter being j at the back-off 
stage i, after k idle slots since the last transmission, where i ∈ 
[0, m], j ∈ [0, Wi − 1], and k ∈ [0, Wi − 1] [15].

 K B B T W i j Wj j L m L L0 0 0 1 0 0 00 0 1, , , , , ,( )/ , , [ , ]= + + = ∈ −+ . (5.7)

 K B B W i m j Wi j i j L i L i i, , , , , , / , [ , ], [ , ]0 1 1 0 1 0 1= + ∈ ∈ −+ − . (5.8)
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 3. Sensing state
  Denoted by Ci,k, during which the tagged basic device per-

forms CCA2 at the ith back-off stage, after k idle slots since 
the last transmission, where i ∈ [0, m] and k ∈ [1, Wi] [15].
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 4. Initial transmission state
  Denoted by Xi,k, during which the tagged basic device 

starts to transmit a frame at back-off stage i ∈ [0, m], after 
k ∈ [2, Wi + 1] idle slots since the last transmission [15].
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 5. Transmission state
  Denoted by Tl, during which the tagged basic device trans-

mits the lth part of a frame, where l ∈ [2, L]. The first part is 
transmitted in the state Xi,k [15].
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The transmission probability τk that the tagged basic device trans-
mits after exactly k idle slots since the last transmission for the non-
overlapped part in CAPs can be computed by τk = 0, for k ∈ [0, 1], and 
for k ∈ [2, Wx + 1] [15].
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For scenario I, with the above expressions derived for transmission 
probability τk (τ1,k and τ2,k for NET1 and NET2, respectively), we can 
calculate channel busy probability pk

I  ( p k
I
1,  and p k

I
2,  for NET1 and 

NET2, respectively) for the tagged basic device in scenario I with k ∈ 
[0, Wx + 1] [18]:

 p k
I

k
N N

1 1
11 1 1 2

, ,( )= − − + −τ , (5.14)

 p k
I

k
N N

2 2
11 1 2 2

, ,( )= − − + −τ . (5.15)

Since the balance equations for all steady-state probabilities and 
expressions for p k

I
1,  and p k

I
2, , k ∈ [0, Wx + 1], have been derived, the 

Markov chain for the tagged basic device can be numerically solved. 
After that, we can calculate the throughput of an individual network 
and the overall system.

For scenario I, we have the overall network throughput calculated by
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and the individual network throughput calculated by
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To analyze energy consumption, we use normalized energy con-
sumption, defined in reference [12] as the average energy consumed 
to transmit one slot of payload. The energy consumption of transmit-
ting a frame in a slot (denoted by Et) and performing a CCA (denoted 
by Ec) in a slot is set to 0.01 and 0.01135 mJ, respectively [12]. We 
used ηn, which represents the normalized energy consumptions for 
scenario I with NET1 and NET2:
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For scenario II, the channel access operation is not affected by channel 
activities from other networks. The only impact on the transmissions in 
one network from the other network for scenario II is in the outcomes 
of frame reception. If a frame from the tagged device transmitted to the 
coordinator in one network does not collide with the frames from the 
other devices in the same network, it is still subject to collision with 
the frames from other networks. An illustration of the uncoordinated 
operations for scenario II is shown in Figure 5.3. The problem that needs 
to be solved is the calculation of successful frame reception probability, 
which depends on the probability of transmissions from both networks.

The channel busy probability p k
II
1,  and p k

II
2,  of NET1 and NET2, 

respectively, for scenario II are

 p k
II

k
N

1 1
11 1 1

, ,( )= − − −τ , (5.19)
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, ,( )= − − −τ . (5.20)

With the Markov chain model, we can compute the new trans-
mission probability τ2,k of NET2 as done by Equation 5.13. Now, 
the probability of exact k idle slots before one transmission in NET2 
can be derived, which is expressed by p2,idle,k = 0 (identifier 2 means 
NET2) for k ∈ [0, 1] and for k ∈ [2, Wx + 1] [18]:
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NET1
channel state

NET2
channel state

Idle

Idle

Idle Idle

Busy

Busy Busy

Busy

Successful Successful Collided

Idle: No transmission Busy: Transmission

Figure 5.3 Example about the collisions of frames from two uncoordinated 802.15.4 networks 
for scenario II.
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For each transmission from NET2 following k idle slots, there is a 
probability p2,suc,k that an independent transmission from NET1 will 
not collide with the transmission from NET2. It is noted that the 
probability p2,suc,k is greater than 0 only if idle slots k from NET2 
is greater or equal to the transmission data length L1 in NET1. An 
illustration of the collision of frames from NET1 with the frames 
from NET2 is presented in Figure 5.4.

We can calculate p2,suc,k for k ∈ [2, Wx + 1] by the following formula 
[18]:
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The average probability p2,suc,avg that a transmission from NET1 
does not collide with transmissions from NET2 can be calculated by 
the following formula [18]:
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where L2 is the transmission data length in NET2.
Finally, we can calculate the throughput S1 of NET1 for scenario 

II by
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NET1 device

NET2
channel state

NET1 device

Idle Busy

CollisionX X X

SuccessX X X

K: Back-off C: CCA X: Transmission

Figure 5.4 Illustration of transmissions from NET1 with/without collisions with frames from 
NET2.
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Similarly, we can use the same way to calculate the throughput S2 
of NET2 for scenario II:

 S N L C p p p pd i k k k2 2 2 1 2 1 2 11 1 1II = − − −− −, , , , ,( )( )( )corr ssuc,avg
k
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i

m i
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The overall network throughput for scenario III is calculated by S = 
S1 + S2. The normalized energy consumption of scenario II for NET1 
and NET2 are, respectively,
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5.5  numeric Results and Performance analysis

A discrete event simulator has been implemented for uncoordinated 
IEEE 802.15.4 networks and verifies the proposed analytic model. 
We consider an IEEE 802.15.4 physical layer (PHY) at a frequency 
band of 2400 to 2483.5 MHz, with an O-QPSK modulation and 
data rate of 250 kbps. With the O-QPSK modulation, 4 B are mod-
ulated by each symbol. We have a symbol rate of 62,500 symbols per 
second for the PHY. As each slot takes 20 symbols, at most 3000 
slots of data could be successfully transmitted in 1 s. The results are 
obtained based on the default MAC parameters for NET1: W0 = 23, 
Wx = 25, and m = 4. The number of M2M devices and MAC param-
eters in NET2 is varied to investigate the impact of uncoordinated 
operations from NET2. The header Lh in a data frame is 1.5 slots, 
and the data length with the MAC and PHY layer header is L = Ld + 
Lh. We assume that both networks transmit frames with the same 
data length L. Each simulation result presented in the figures was 
obtained from the average of 20 simulations and transmitted 105 
data frames. In the figures below, results with and without frame 
corruption are presented. For the frame corruption case, the SINR 
is set to 6 dB.
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Figure 5.5 shows the throughput of NET1 with L = 3 and L = 6 
slots for scenario I. For L = 3, we have Ld = 1.5, and the data length in 
one frame is 15 B. Similarly, for L = 6, we have Ld = 5.5, and the data 
length in one frame is 55 B. MAC parameters of NET2 are set as the 
same as those of NET1, and the number of basic devices in NET2 
is5. We can see that the analytic results agree well with the simula-
tion results. As observed from Figure 5.5, there is no frame corrup-
tion (which means that the SINR is sufficiently high); the longer the 
data fame, the higher the throughput efficiency for the channel access 
scheme. This is mainly because of the fixed physical and MAC layer 
overhead. However, when there are frame corruptions, the longer the 
data frame, the more likely the frame to be corrupted. It is observed 
that, when the SINR is low, the throughput efficiency with a shorter 
frame length is higher than that with a longer frame length. Consider 
the case of 20 M2M devices in the NET1. The throughputs of NET1 
are 0.06 without frame corruption and 0.05 with SINR = 6 dB for 
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Figure 5.5 Throughput of NET1 for scenario I with no corruption and SINR = 6, L = 3, and L = 
6 slots. Five devices in NET2 and BEmin of NET2 is set to 3, and the initial back-off window W0 of 
NET2 is set to 23.
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L = 3, which means that, at most, 60 and 50 data messages could be 
successfully delivered in 1 s in total for NET1. Each M2M device in 
NET1 could deliver, at most, 3 and 2.5 data messages in 1 s, with a 
message size L = 3, with frame corruption and without frame corrup-
tion, respectively. These performance may be reasonably acceptable for 
M2M applications. For example, each smart meter may be required to 
transmit a few metering data messages every second for smart meter-
ing applications. However, when there are more M2M devices in the 
system or the SINR is low, the throughput of NET1 drops further, 
and the normal M2M applications may not be effectively supported 
by the 802.15.4 networks.

Next, the throughputs of NET1 in scenario II are shown in 
Figure 5.6, with five devices in NET2. It shows that, for BEmin = 3 
and L = 3, the throughput of NET1 drops below 0.04 even with only 
five basic devices in NET1 and without any frame corruption. With a 
larger frame length L = 6, the NET1 throughput drops even further. 
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Figure 5.6 Throughput of NET1 for scenario II with no corruption and SINR = 6, L = 3, and L = 
6 slots. Five devices in NET2 and BEmin of NET2 is set to 3, and the initial back-off window W0 of 
NET2 is set to 23.
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It is also observed that the analytic results match very well to the 
simulation results, which demonstrates the accuracy of the proposed 
analytic model. Consider the case of 10 M2M devices in NET1. The 
throughput of NET1 is 0.01 without frame corruption and 0.007 
with SINR = 6 dB. It means that each M2M device in NET1 can 
successfully deliver, at most, 0.5 and 0.35 data messages with and 
without frame corruption, respectively. When there are more M2M 
devices in the NET1, the throughput of NET1 drops further, and the 
normal M2M applications could not be effectively supported by the 
802.15.4 networks even if there are frame corruptions in the channel. 
The above analysis shows that, for scenario II, uncoordinated opera-
tion of 802.15.4 networks can significantly affect the effectiveness of 
the networks on supporting M2M applications.

Figures 5.7 and 5.8 show the throughput of NET1 in scenario 
II with only one basic device in NET2. Two sets of an initial back-
off window (BEmin = 3 and BEmin = 5) are used to study the impact 

5 10 15 20 25 30 35 40
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Number of basic devices in NET1

N
or

m
al

iz
ed

 th
ro

ug
hp

ut

 

 
Sim, L = 3, no corruption
Sim, L = 6, no corruption
Sim, L = 3, SINR = 6 dB
Sim, L = 6, SINR = 6 dB
Analytic, L = 3, no corruption
Analytic, L = 6, no corruption
Analytic, L = 3, SINR = 6 dB
Analytic, L = 6, SINR = 6 dB

Figure 5.7 Throughput of NET1 for scenario II with no corruption and SINR = 6, L = 3, and 
L = 6 slots. Only one device in NET2 and BEmin of NET2 is set to 3, and the initial back-off window 
W0 of NET2 is set to 23.
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of the CSMA-CA parameters set for NET2 on the NET1 perfor-
mance. The throughput of NET1 is still quite low for BEmin = 3 
compared to scenario I but is much better than the results with five 
basic devices in NET2, as shown in Figure 5.6. With an increased 
random back-off window (W0 = 25) for NET2, it is observed that the 
throughput of NET1 increases up to 0.2 with a larger frame length 
L = 6 when there is no frame corruption. The throughput of NET1 
with L = 3 is lower than the throughput with L = 6, which is oppo-
site to what we have observed with five basic devices in NET2, as 
shown in Figure 5.6.

It is observed that, with an increasing random back-off window 
in NET2, the throughput of NET1 in scenario II is significantly 
improved. This can be explained by the fact that, with a larger random 
back-off window for devices in NET2, there will be lower collision 
probabilities between the frames from NET1 and NET2. It is noted 
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Figure 5.8 Throughput of NET1 for scenario II with no corruption and SINR = 6, L = 3, and 
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that such improvement may be achieved at the cost of increased mes-
sage delivery delay due to the larger back-off windows.

Figure 5.9 represents the energy consumption of NET1 for sce-
nario II with only one basic device in NET2 and BEmin = 5 for NET2. 
With an increasing number of M2M devices in NET1, the energy 
consumption of NET1 will increase dramatically and will hardly sup-
port M2M application. It is observed that the uncoordinated opera-
tion and the frame corruption can both lead to a significant increase 
of the energy consumption, for more data messages can be transmit-
ted with collision or corruption.

5.6  Conclusions

M2M technology opens new opportunities to customers due to its 
huge potential in cost reduction and service improvements. Wireless 
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Figure 5.9 Energy consumption of NET1 for scenario II with no corruption and SINR = 6, 
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M2M networks could play a critical role in M2M technology. With 
the number of M2M devices expected to increase explosively, wireless 
M2M networks will face big challenges. For example, the large amount 
of M2M devices could generate excessive interference and could have 
low SINR due to noise from a wireless channel. The network band-
width may not be sufficient to be shared by the M2M devices, and 
the QoS requirements from M2M applications could not be satisfied. 
In this chapter, analytical and simulation tools were developed for 
investigating the effectiveness of IEEE 802.15.4 networks in support 
of M2M applications. Particularly, we studied the impact of hidden 
terminals and frame corruptions on system performance and the sup-
port of M2M applications. Numerical results showed that, with the 
increased number of M2M devices, the network performance could 
be significantly degraded even without frame corruptions. The QoS 
requirements for some M2M applications are unlikely to be satisfied 
if hidden terminals are present due to uncoordinated network oper-
ations. In our future work, we plan to investigate the effectiveness 
of 802.15.4 networks under more scenarios and consider more QoS 
requirements from specific M2M applications. Coordination schemes 
are expected to be proposed for coexisting IEEE 802.15.4 networks 
to improve system performance.
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6.1  introduction

The rapid growth of many M2M applications depends on high reli-
ability in wireless communication networks. However, due to the 
broadcast nature, wireless communications are error prone and may 
suffer from high and time-varying bit error rates (BERs), which inhib-
its communication reliability by causing loss or delay in data collec-
tion or distribution. Moreover, unreliable communications may result 
in malfunction or breakage of the M2M applications, for example, 
disaster monitoring, health care, or demand response (DR) control 
in smart grid. Thereby, it is critical to understand and to quantify the 
communication reliability of wireless M2M networks.

Generally, there are two categories of issues related to the reli-
ability of M2M communications: device availability and transmis-
sion reliability. Device availability is the probability that the device 
keeps operating normally. To address this issue, the reliability analy-
sis for the Universal Mobile Telecommunications System (UMTS) is 
introduced [1]. The hierarchical architecture of the UMTS network is 
modeled using a Markov chain to determine the reliability properties. 
In references [2,3], the reliability is assessed for wide-area measure-
ment system (WAMS), an M2M communication system that is usu-
ally applied in power or other systems for infrastructure monitoring 
and control. To protect M2M communications from device failures, 
the most adopted strategy is to take a redundant system design. With 
a proper configuration of backup devices with multihop, multipath 
communications [4,5], not only the availability of M2M communica-
tions can be strengthened but also the cost of device outage or repairs 
can be reduced [6].

The second category of reliability issues, which are also the focus 
of this chapter, is related to communication quality. There are several 
common factors affecting communication reliability, including the 
probabilistic wireless channel behavior, the collision or buffer over-
flow in medium access control (MAC), and the network topology.

For the wireless channel, there are some inherent impairments, 
such as noises; channel fading, including path loss, shadowing, and 
multi-path fading; and interferences, which decrease the signal-to-
interference-and-noise ratio of received signal and thereby are inimi-
cal to communication reliability.
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For the MAC, there are generally two types of MAC protocols: 
contention-based (e.g., Aloha, carrier sensing multiple access, IEEE 
802.11 distributed coordination function) and scheduling-based (e.g., 
time/frequency/code division multiple access). Without requiring a 
dedicated coordinator, contention-based protocols are easy to imple-
ment and have been widely applied in scenarios with bursty traffic, 
such as sensor networks, IEEE 802.11 networks, and the uplink chan-
nel access in cellular networks. However, they are not desirable for 
applications with constant bit-rate traffic or high-reliability require-
ments because packets can be dropped due to collisions. Compared to 
contention-based protocols, scheduling-based ones are more prefer-
able in providing reliable data collection and distribution as the radio 
resources allocated for different devices in a network are typically 
orthogonal with each other without causing mutual interference.

In addition, network topology, which defines how to construct the 
wireless network (such as using a single-hop or a multihop architec-
ture), can affect communication reliability. For a wireless link, the lon-
ger the transmission distance, the lower the received signal-to-noise 
ratio (SNR) and, thus, the worse the link reliability. If the topology is 
modified by introducing a relay, the transmission range of each hop 
is reduced. This topology modification is possible but not necessary to 
improve end-to-end communication reliability, which depends on the 
reliability of multihop communications.

To provide reliable communication service, there are multiple 
approaches developed for wireless networks in different communication 
layers, such as adaptive modulation and coding (AMC) and channel 
coding [7,8] in the physical layer, automatic repeat request and net-
work coding [9–12] in the link layer, robust routing algorithms [4,5,13] 
in the network layer, as well as network topology control [14] and cross-
layer design [15]. It is anticipated that the same technologies that improve 
communication reliability in wireless networks may be ready for deploy-
ment in wireless M2M networks. However, allowing greater flexibility 
in sharing information in a reliable fashion still poses a number of chal-
lenges for wireless M2M communications, especially if its specific fea-
tures in the data collection and distribution are not considered adequately. 
For example, the DR service in smart grid not only requests accurate 
information from a single smart meter but also relies on the number of 
smart meters that can be successfully reached [16,17].
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To enhance the understanding of communication reliability and 
their impact on M2M applications, a general model is presented in 
this chapter to evaluate the communication reliability of wireless 
M2M communication networks by considering multiple random 
effects in wireless M2M networks, including shadowing, Rayleigh 
fading, and random locations of nodes, and network topology as well.

The rest of this chapter is organized as follows. In Section 6.2, the 
impact of communications reliability on DR control in smart grid is 
investigated; a promising and representative M2M application sce-
nario. Section 6.3 presents models to quantify the M2M communi-
cation reliability in wireless access networks [17], followed by model 
validations and applications in Section 6.4. This chapter is summa-
rized in Section 6.5.

6.2  impact of Communications on dR in Smart grid

The convergence of electrical power control systems and communi-
cation techniques leads to the smart grid [18]. With the availability 
of an advanced metering infrastructure, consumers are expected to 
play an increasingly important role in future smart grids. Promising 
smart grid applications include smart metering, distribution network 
automation, DR, equipment diagnostics, as well as wide area moni-
toring and control [19], among which DR is anticipated to be a killer 
application and will take on a significant influence in the power grid 
system. Previous studies [20,21] have revealed its great potential and 
benefits.

Communication reliability affects both the correctness and the 
effectiveness of the DR. In this Section, the impact of communica-
tions reliability on the performance of M2M applications is studied, 
using the DR control application proposed in reference [21] as an 
example.

6.2.1  DR Control Strategy

Figure 6.1 shows a typical wireless communication network in smart 
grid, where N nodes (the smart meters) are equipped in houses dis-
tributed within a service area covered by one central data aggregator 
(DA). For DR, smart meters periodically report their measurements to 
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the DA, including information of the consumed load, power demand, 
etc., and receive control commands from it.

In reference [21], the performance of a temperature priority list–
based direct load control scheme is used to aggregate 1000 heating, 
ventilation, and air conditioning (HVAC) loads (with a tempera-
ture bandwidth of 4°C and an outdoor daily average temperature 
of 0°C) for load balancing services. Two types of control signals 
are used: the regulation signal and the load following signal. Both 
control signals are normalized to ±1 MW. As demonstrated in ref-
erence [21], if reliable and accurate bidirectional communications 
are always available, the performance meets the load balancing 
requirements well.

6.2.2  The Impact of Communication Errors

To illustrate the impact of communication errors on the effective-
ness of DR programs, simulations were run with communication 
impairments in the delivery of control commands from the DA to 
the smart meters [17]. Assuming that ρ percent (ρ = 0, 1, 2, 3, 4, and 
10) of the control commands delivered to the 1000 HVAC units are 
either incorrect or lost, two scenarios (case 1 and case 2) are simu-
lated with different patterns of communication errors: In case 1, the 
packet losses occur randomly in the 1000 HVAC units. In case 2, 
the packet losses occur randomly in the first 100 of the 1000 HVAC 
units only. It is assumed that, if a unit does not receive commands 

Load aggregator
Power

generators

Wind power
stations

Service community (SC)

Data
aggregator (DA)

Figure 6.1 DR in smart grid.
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from a central controller unit, it will remain in its previous state until 
the maximum or minimum local temperature setting is validated. 
The control errors (the difference between the real power consump-
tion and the targeted power consumption) are shown in Figure 6.2. 
Violations of user comfort levels (shown in Figure 6.3) are measured 
by the amount of time in a day that the room temperature exceeds 
the temperature region. The following observations are made from 
simulation results.

If the communication impairments occur randomly among 
1000 HVAC units, DR performance is not significantly degraded. 
This is because, at each time interval, only a small percentage of 
HVAC units must be turned on or off. The probability of control 
commands not reaching these units can be small. For example, 
if 50 units need to switch from “on” to “off ” and ρ = 4, then, on 
average, only 2 units are expected to not respond. The chance that 
these two units cannot receive a command in the following time 
interval is very low, which will not impact the overall performance 
significantly.

However, if the communication impairments are concentrated in 
100 HVAC units, the DR system performance can be significantly 
degraded. This is because, at each time interval, 10ρ percent of the 
100 HVAC units will not follow the command. Cumulatively, some 
units may not receive a command for several time intervals, causing 
larger deviations from their targeted outputs.

User comfort levels are hardly affected if the packet loss rate is 
less than 4%; otherwise, there are times when room temperatures 
exceed the [T −, T +] region. The above analysis shows that it is criti-
cal to design communication networks so that the packet losses do 
not occur consistently within a small group of control objects and 
to ensure that packet losses do not exceed 10% to keep the control 
errors of the DR control strategy within 0.05 MW 95% of the 
time.

Note that communication quality may have different impacts on 
different DR programs because the load models and control strate-
gies may have different levels of sensibility to communication delay or 
losses. Nevertheless, the impairments due to realistic communication 
systems on control effectiveness always exist and should be controlled 
properly.
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Figure 6.2 Impact of communication errors on load following and regulation signals. In the fig-
ure, the line in the middle of the box indicates the mean value of the control error samples; the 
boxes above and below the mean value represent the 25th and 75th percentiles of the samples, 
respectively; and the points outside the boxes represent the samples beyond the 99.3% cover-
age if the data are normally distributed. (a) Load following case 1. (b) Load following case 2. 
(c) Regulation case 1. (d) Regulation case 2. (From Zheng, L. et al., IEEE Transactions on Smart Grid, 
v. 4, pp. 133–140, 2013.)
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Figure 6.2 (Continued) Impact of communication errors on load following and regulation sig-
nals. In the figure, the line in the middle of the box indicates the mean value of the control error 
samples; the boxes above and below the mean value represent the 25th and 75th percentiles of the 
samples, respectively; and the points outside the boxes represent the samples beyond the 99.3% 
coverage if the data are normally distributed. (a) Load following case 1. (b) Load following case 2. 
(c) Regulation case 1. (d) Regulation case 2. (From Zheng, L. et al., IEEE Transactions on Smart Grid, 
v. 4, pp. 133–140, 2013.)
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Figure 6.3 Duration of comfort band violation. (a) Load following. (b) Regulation. (From Zheng, 
L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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6.3  Model and analysis on Wireless Communication networks

As we have learned the importance of communication reliability, in 
this section, models and analysis are presented to quantify the reli-
ability of wireless M2M communications.

6.3.1  System Models

We consider the wireless access network to be infrastructure-based 
with a central base station or access point (AP) in the network. Table 
6.1 summarizes the notations used in this chapter.

6.3.1.1 Reliability Index We first define the performance index for 
wireless communication reliability at different levels. For the reliabil-
ity of a wireless link, link outage probability is used. For reliability at 
the network level, which is composed of multiple links, reliability is 
evaluated by the packet delivery ratio. These two performance indexes 
are defined separately in Definitions 6.1 and 6.2.

•	  Definition 6.1: Link outage probability is the probability that 
the link quality is insufficient to support communication 
requirements. In a lossy wireless communication network, 
a link is considered reliable if its outage probability is lower 
than a predefined threshold.

•	  Definition 6.2: Given a number of packets to be transmitted, 
the packet delivery ratio is defined as the ratio of the number 
of packets successfully received at the destination(s) over the 
number of packets transmitted.

Given the definition of reliability performance indexes, there are 
several common factors affecting wireless communication reliability, 
including the network topology, the collision or buffer overflow in the 
MAC, and the probabilistic wireless channel behavior. Models and 
assumptions of these factors are presented as follows.

6.3.1.2 Network Topology and Routing As the two cases shown in 
Figure 6.4, both single-hop and multihop network architectures are 
considered for M2M communication networks in this chapter. A 
single-hop wireless network covers a circular area, where information 
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packets or control commands are directly delivered between the nodes 
and the AP, for example, smart meters and the DA in smart grid for 
DR. In a multihop network, nodes are distributed in a square area 
and organized into square-shaped clusters with cluster headers work-
ing as relays, collecting/delivering data from/to their cluster members 
and forwarding these packets with other cluster headers to/from the 
AP. Depending on the distance between adjacent cluster headers, hop 

Table 6.1 Notations Used in This Chapter

NoTaTIoN ExpLaNaTIoN

x, y Transmitted and received signal
g Channel power gain
n, N0 White Gaussian noise and its power
l, [L−, L+] Communication distance and its scope
pl, s path loss and shadowing effect
m, M Number of hops along a routing path and its maximum value
Pt Transmission power
ε, K path loss component and constant depending on the carrier frequency and 

the antenna gain
σ STD of shadowing effect 
μa, σa Equivalent mean and STD in approximated SNR distribution
Ce Euler’s constant
γ, Γ SNR and the threshold, less than which link outage happens
N order of Legendre/Hermite polynomial
xi

gl, wi
gl Root of Legendre polynomial and its weight

xi
gh, wi

gh Root of Hermite polynomial and its weight
θ Ratio of packets successfully delivered
R, E Edge length of a square cluster and the square coverage area
Ns Number of nodes in the coverage area
fS(s |l ), fG(g |s) pDF of the shadowing effect given the communication distance and the 

channel gain given the shadowing effect
fΓ(γ |l ), ′f lΓ( )γ | pDF of SNR given the communication distance and its approximation
fL(l ) pDF of the distance distribution
Po(γ |l ) Conditional link outage probability
P P m

o o( ), ( )( )γ γ probability of link outage for one or m hop(s)
Ph(m) probability of an m hops routing path
Ps(γ) probability for a successful end-to-end delivery

P h
s
1 ( )θ , P

mh
s ( )θ probability that the packet delivery ratio is equal to or greater than θ in a 

single- or multihop network
ρ assumed communication error ratio
[T−, T+] Comfort room temperature region
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forwarding may occur multiple times, using the Manhattan Walk 
routing scheme [22] and the same routing path for bidirectional 
communications.

6.3.1.3 MAC Protocol Contention-based MAC protocols are not 
desirable for applications with constant bit-rate traffic or requiring 
high reliability because packets can be dropped due to collisions in the 
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node
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Cluster
header R

R

L

Wireless
node

AP
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Figure 6.4 Network topologies. (a) Single-hop network. (b) Multihop network. (From Zheng, L. et 
al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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channel contention process. We adopt a reservation-based MAC pro-
tocol using medium sharing schemes, such as time division multiple 
access, and ignore packet losses due to buffer overflow as the traffic 
load in the network is typically smaller than the network capacity. 
Thus, the unreliability studied here is mainly due to the network 
topology and the wireless channel behavior.

6.3.1.4 Wireless Channel Model To model a realistic wireless channel, 
path loss, lognormal shadowing effect, and Rayleigh fast fading are 
considered, and we assume that the channel is static during a packet 
transmission time. For a packet delivery, the signal that arrives at the 
destination is

 y g x n= ⋅ + ,  (6.1)

where x is the transmitted signal, n is the additive white Gaussian 
noise with variance N0, and g is the channel power gain, which is 
exponentially distributed, with the mean varying independently 
according to shadowing effects.

For the path loss, pl Kl= −, where l is the distance between the 
source and the destination,  is the path-loss component, and K is a 
constant dependent on the carrier frequency and the antenna gain.

For the shadowing effect, it follows a lognormal distribution, with 
its mean determined by the path loss. Given the distance l, we have 
the probability density function (PDF) of log-normal shadowing 
effect, fS(·), as

 f s l
s

s Kl
S ( ) /ln exp [ log ( ) log (

| = − − −10 10
2

10 1010 10

σ π

 ))] ,
2

22σ








 (6.2)

where s is the shadowing effect, and σ is the standard deviation of the 
shadowing effect in decibels (dB).

For the Rayleigh fading channel, given the shadowing effect s, we 
have the PDF of the channel power gain, fG(·), as

 f g s
s

eG
g s( ) ./| = −1  (6.3)
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The randomness of nodes’ locations is also considered. Assuming 
that nodes are distributed as a Poisson point process in a specified 
region, the distance between a source and a destination becomes a 
random variable, and its distribution depends on the wireless commu-
nication network topology [23]. In the following, the PDF of random 
distance in a network is indicated as fL(·).

6.3.2  Analysis on Link Reliability

6.3.2.1 Outage Probability To evaluate the reliability of a wireless 
link, outage probability, the probability that the SNR* of the received 
signal is lower than an outage threshold, is applied. More precisely, 
let γ denote the symbol SNR and Pt be the signal power transmitted 
from the source node, γ = (Pt/N0)g. The outage probability, Po(Γo), is 
given by [24]

 P P
N

go o
t

oPr( ) ,Γ Γ= ≤






0

 (6.4)

where Γo is a threshold called outage SNR.
Note that there are other metrics for communication reliability 

evaluation, such as BER and packet error rate (PER). BER and PER 
depend on the detailed configuration of the physical layer techniques, 
such as the modulation and coding schemes used. Thus, it is difficult, 
if not impossible, to obtain a general expression to relate BER/PER 
and SNR for arbitrary physical layer techniques. The outage probabil-
ity is more general and independent of the physical layer techniques. 
Given the physical layer techniques adopted, we can easily map the 
outage probability to BER and PER [24].

6.3.2.2 Link Reliability As demonstrated in Section 6.3.1, the chan-
nel gain depends on the distance between the source and the des-
tination. Given the distance l, the PDF of SNR considering both 

* As demonstrated in Section 6.3.1, a properly designed reservation-based MAC 
 protocol can largely eliminate the interference caused by concurrent communica-
tions. Thus, SNR is used here instead of SINR.
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the lognormal shadowing effect (Equation 6.2) and Rayleigh fading 
(Equation 6.3) is

 f l N
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f N
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f s l dssG SΓ ( ) ( ) .γ γ
| |=








∞

∫ 0
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 (6.5)

Thus, the link outage probability based on distance l with outage 
SNR threshold Γo is

 P l N
P

f N
P

f s l dsdsG So o
t t

o

( ) ( ) .Γ
Γ

| |=







∞

∫∫ 0

00
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The link reliability can be evaluated by Po(Γo), which indicates the 
outage probability for an arbitrary link in a specified network topol-
ogy setting. Let v = 5 2/σ( ) log10 ([s/K]I),
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 z v v( ) ,/= α σ10 2 10
 (6.9)

α = PtK/N0, and fL(l) is the PDF of the random distance between the 
source and the destination limited in [L−, L+].

6.3.2.3 Approximation of Link Outage Probability In Equations 6.7 and 
6.8, a double integral is encountered in computing the link outage 
probability, making it difficult to obtain analytical results and thus 
compelling us to find a proper approximation.

Approximation 1

The link outage probability with the given SNR threshold can be 
approximated using a two-tiered N-point Gauss quadrature [25].
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For the first tier, the Gauss–Legendre quadrature [25] can be 
applied to compute the inner integral in Equation 6.8. Thus,
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∑

1

 (6.10)

where a = (L+ − L−)/2, b = (L+ + L−)/2, xi
gl is the ith root of the N-order 

Legendre polynomial, and ωi
gl  is the weight associated with xi

gl.

Proof 6.1

The Gauss–Legendre quadrature can be used to calculate the integral 
of f(x) within [−1, 1], that is,
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Let f x e f xx z v
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 for an integral interval [L−, L+],
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Thus, Equation 6.10 can be derived by substituting Equation 6.11 into 
Equation 6.12.

In the second tier, for the integral of the normal-weighted function 
in the infinity interval in Equation 6.7, the Gauss–Hermite quadra-
ture can be adopted [25]. Therefore,

 P I z xj
gh

j
gh

j

N
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∑ ω

π
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where x j
gh is the jth root of the monic Hermite polynomial, Hn(x); its 

associated weight is given by ω j
gh

j
ghx= − ( )exp

2
. In Equations 6.10 and 

6.13, gl and gh denote the quadrature method adopted; xi
gl, x j

gh, ωi
gl, 

and ω j
gh have been tabulated in reference [25].

Proof 6.2

The Gauss–Hermite quadrature can be used to calculate the infinite 
integral of normal-weight f (x) as follows:

 e f x dx f xx
j
gh

j
gh

j

N
−

−∞

+∞

=
∫ ∑= ( )2

1

( ) .ω  (6.14)

Therefore, Equation 6.13 can be obtained by applying Equation 6.14 
with f x I z x( ) ( , ( ))= 1

0
π

Γo .

Approximation 2

As shown in reference [26], the distribution of the SNR can be 
approximated using a single lognormal distribution when σ for the 
shadowing effect is larger than 6 dB. The PDF, shown in Equation 
6.5, can be approximated by
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where σ σa = +2 25 57. , μa = 10log10(KPtl−ε/N0) − ηCe, and Ce ≈ 
0.57721566 is the Euler’s constant.

In this case, the outage probability can be derived using a one-step 
approximation applying the Gauss–Legendre quadrature. Therefore,
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and erfc(·) is the complementary error function.

Proof 6.3

In Equation 6.15, let γ′ = 10log10γ − μa and ′ = −γ M l( ,  ) logΓ Γo o10 10
10 10 0log ( / )KP l N Ct e

− + η . We have
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and then,
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Similar to the proof of Equation 6.10, Equation 6.16 can be obtained by 
applying the Gauss–Legendre quadrature to calculate Equation 6.18.

6.3.3  Analysis on Network-Level Reliability

In this section, we discuss the network-level reliability with a given 
 number of nodes and study the impact of network topology on reliability.
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To apply a link reliability model above for network-level reliability, 
the outage SNR threshold Γo needs to be set according to the required 
reliability, for example, BER ≤ 10−5, and the physical layer communi-
cation techniques, for example, the binary phase-shift keying (BPSK)/
M-quadrature  amplitude modulation (M-QAM). Γo can be acquired 
using the Monte Carlo simulation or a two-state Markov model, 
which has been proposed in the literature to characterize the behavior 
of packet errors in fading channels for a wide range of parameters [9].

6.3.3.1 Reliability in a Single-Hop Network In a single-hop network, 
all nodes are directly connected to the AP, as shown in Figure 6.4a. 
Assuming that all Ns nodes are distributed uniformly and indepen-
dently, the packet delivery ratio, as the performance index of network-
level reliability, can be modeled as a Bernoulli process with parameter 
p = 1 − Po(Γo), which indicates the probability of successful delivery 
between a node and the AP. Let P h

s
1 ( )θ  denote the probability that 

the packet delivery ratio is no less than θ, that is, at least θN s  pack-
ets are successfully delivered to their destinations (0 ≤ θ ≤ 1). We have
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Note that the accuracy of P h
s
1 ( )θ  is related to fL(·), the PDF of 

the distance between a node and the AP. The distance distribution 
depends on the shape of the coverage area. Typically, if an omnidi-
rectional antenna is used, the shape can be approximated as a circle 
with the AP at the center. However, if multiple APs are used to cover 
a large area, a hexagon shape can be more accurate than a circle for 
computing the random distance [23].

6.3.3.2 Reliability in a Multihop Network Unlike a single-hop net-
work, a packet may be relayed by other nodes or relays [27] before it 
arrives at the destination in a multihop network. For a node, the mul-
tihop network’s end-to-end outage probability in sending or receiving 
a correct packet to or from the AP is determined by two factors: the 
number of hops along its packet routing path and the outage prob-
ability for each hop.
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Given an m-hop routing path between a node and the AP, it means 
that there are (m − 1) other nodes along the routing path to forward 
the packet. Let lk denote the distance of the kth hop along the routing 
path and P m

o o
( )( )Γ  denote the end-to-end outage probability with the 

outage SNR threshold of Γo,
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+
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where Po(Γo|lk) is the link outage probability determined by 
Equation 6.6.

In a multihop network, the number of hops needed to deliver a 
packet between a node and the AP depends on the network topol-
ogy and the adopted routing algorithm. In this chapter, we study 
the clustering-based grid topology* as shown in Figure 6.4b and the 
Manhattan routing scheme [22]. Assuming that a large E × E area is 
covered using square clusters with the edge length of R, there can be 
(2M + 1)2 clusters, where M E R R= − ( )/2 . Let Ph(m) denote the 
probability of a node taking m hops to reach the AP:
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Let P mh
s ( )θ  denote the probability that the packet delivery ratio is 

at least θ in a multihop network. Therefore, P mh
s ( )θ  in an E × E multi-

hop cluster-based network with a unit grid size R × R grid is
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* The cluster-header selection algorithm has been investigated extensively in the 
literature and is beyond the scope of this chapter.
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where P P m Pm
M m

s o h o o( ) ( )[ ( )]( )Γ Γ= ∑ −=
+

1
2 1 1 . In addition, note that the 

link distance distributions of the first, last, and other hops can be dif-
ferent in the above network topology [17,28].

6.4  Model Validation and applications

In this section, we discuss extensive simulations conducted to eval-
uate the accuracy of the above communication reliability models 
at both the link and network levels. In addition, as an applica-
tion of the model developed, the maximum coverage of an AP is 
obtained with different reliability levels, and a comparison is pre-
sented between using the single-hop and the multihop network 
topologies. We use the following channel parameters on all links 
between the nodes and the AP: Pt = 1 mW; the standard deviation 
for the lognormal shadowing effect σ = 3 dB; the path loss exponent 
 = 2 27. ; and the path loss constant K = 46.4 dB (for 2.4-GHz car-
rier frequency) [29].

6.4.1  Model Validation

The accuracy of the link outage probability model is evaluated by 
comparing the analytical results with the Monte Carlo simulation 
results [17]. The random distance distributions in two types of topolo-
gies are adopted: (1) a circle, which fits to the wireless communication 
link between a node and the AP in the single-hop communication 
architecture [28]; and (2) two parallel squares, which fit to the link 
between two cluster-header nodes in multihop networks.

Figure 6.5 shows the link outage probability (Po(Γo)) computed 
using approximation 1 (Equation 6.13), with various circle radii or 
square edges of 25, 50, and 100 m. In all cases, the analytical results 
match well with the simulation results. Results of a third analysis 
approximation are also presented, in which, for simplification, the 
average link distance is used instead of the random distance distribu-
tion, and only the random effects of the shadowing effect and Rayleigh 
fading are considered. As shown in Figure 6.5, it is obvious that the 
method using the average distance significantly underestimates the 
link outage probability, which can cause an unacceptable overestima-
tion of the link reliability.
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Figure 6.5 Link outage probability approximation 1. (a) In a circle. (b) In two parallel squares. 
(From Zheng, L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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In Figure 6.6, the accuracy of two approximation methods, 1 and 
2, are compared with different standard derivations of the shadowing 
effect, σ1 = 3 dB and σ2 = 8 dB, respectively. It can be found that the 
SNR distribution computed by approximation 2 is close to the simula-
tion results when σ is larger than 6 dB.

The network-level reliability model is verified in Figure 6.7, show-
ing the probability mass function (PMF) of the packet delivery ratio 
given the outage SNR Γo = 6 dB. With the single-hop architecture 
(Figure 6.8a), as the coverage area is enlarged, the distance between 
a node and the AP also increases so that the peak value of the PMF 
curve is lower and shifts toward the low packet delivery ratio region.

With the multihop architecture, the setting is slightly differ-
ent from the single-hop scenario in that the coverage area is fixed at 
1 × 1 km2, but the square size is increased. In Figure 6.8b, the PMF 
of the packet delivery ratio in a multihop network shows the same 
trend as that in the single-hop network. Although the number of hops 
is reduced with an increased cluster size, the packet delivery ratio is 
more sensitive to the communication distance, as path loss increases 
much faster as a function of powers of the distance.

6.4.2 Model Application: Maximum Coverage

To explore the maximum coverage that an AP can provide when the 
delivery ratio is guaranteed, search algorithms [30] can be developed 
by applying the reliability indexes. In the following, a one-dimensional 
search algorithm is used to find the maximum diameter in the single-
hop scenario, and a two-dimensional search algorithm is adopted for 
the maximum coverage edge length and the optimal cluster size in the 
multihop scenario.

Recalling the results shown in Section 6.2, up to 4% delivery failure 
ratio is acceptable for the DR control. Figure 6.8 shows the maximum 
coverage, L+, in which the four groups of bars represent the maximum 
coverage under the outage SNR of 2, 4, 6, and 8 dB. For each bar 
group, the height of the bars indicates the maximum coverage, ensur-
ing that the link outage probability is lower than 1%, 2%, 3%, and 4% 
with a packet delivery ratio no less than 70%, 80%, and 90%.

Another important observation in Section 6.2 is that the DR per-
formance is more vulnerable to the delivery ratio disproportional 
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Figure 6.6 Link outage probability approximation 2. (a) In a circle. (b) In two parallel squares. 
(From Zheng, L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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Figure 6.7 pMF of packet delivery ratio. (a) In a single-hop network. (b) In a multihop network. 
(From Zheng, L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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Figure 6.8 Maximum coverage. (a) In a single-hop network. (b) In a multihop network. (From 
Zheng, L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)

 



175WireLess m2m CommuniCation netWorks

200 300 400 500 600 700
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Circle diameter (m)

P s1h
(θ

)

 

 

θ = 0.99

θ = 0.98

θ = 0.97

θ = 0.96

(a)

30 40 50 60 70 80 90 100
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Square cluster edge (m)

P
sm

h (θ
)

 

 

θ = 0.99

θ = 0.98

θ = 0.97

θ = 0.96

(b)

Figure 6.9 packet delivery ratio versus network size. (a) In a single-hop network. (b) In a multi-
hop network. (From Zheng, L. et al., IEEE Transactions on Smart Grid, v. 4, pp. 133–140, 2013.)
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among different groups of users. Results in Figure 6.9 demonstrate 
that such disproportion exists in the communication networks if the 
same physical layer techniques are adopted for all nodes; it is found 
that the probability of the packet delivery ratio degrades quickly with 
respect to the distance in both single-hop and multihop networks. 
Due to the path loss between nodes and the shadowing effect, as the 
coverage increases, the signals from the nodes in the edges are typi-
cally weaker. Thus, communication services would be far worse for 
the nodes at the edges of the coverage area. To design reliable M2M 
communication networks, extra protection for edge nodes should be 
considered, such as retransmissions in the MAC layer or the AMC in 
the physical layer.

6.5  Summary

In this chapter, we have discussed the reliability issue for wireless 
M2M communications, including challenges and candidate solutions, 
and the impact of communication reliability. We have introduced the 
modeling and analysis on wireless M2M communication reliability. 
Considering the multipath fading, shadowing, and path loss given 
ran dom node location distributions, the distributions of the packet 
delivery ratio are derived for two wireless network architectures: the 
single-hop infrastructure-based network and the multihop mesh 
network.

More research efforts are beckoned to fully understand the interac-
tion of the network design and reliability. As discussed earlier, there 
are lots of techniques developed in different communication layers, 
which can be adopted to improve communication reliability. The 
model presented in this chapter can be extended for the analysis on 
communication reliability with most of these improvements. For the 
AMC in the physical layer, we can set an appropriate SNR threshold 
according to the modulation and coding schemes [24]. For the MAC 
layer, to introduce the retransmission mechanism, we can modify the 
current model to compute the failure probability of all (re)transmis-
sions. For the network topology and routing algorithms, by modi-
fying the distribution of the communication distance (fL(·)) and the 
number of hops (Ph(·)) in the end-to-end path, the current model can 
be extended to evaluate other network topologies, such as hexagon 
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cell, a typical cell coverage shape in public cellular networks, and non-
grid clustering-based multihop networks.
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7.1  introduction

Machine-to-machine (M2M) communications introduce the oppor-
tunity of dataflow between subscriber stations and base stations 
(BSs) in a cellular network by eliminating human interaction [1]. 
Internetworking of these M2M networks accommodating millions of 
M2M devices form the Internet of things (IoT) [2]. The application 
areas of M2M communications are various, such as health care, smart 
grid, and metering services.

Figure 7.1 illustrates a minimalist view of an M2M network 
that consists of three domains: the M2M device domain, the core 
network domain, and the application domain. The device domain 
consists of M2M devices that do not necessarily have cellular com-
munication interfaces, whereas some M2M devices aggregate the 
data from noncellular M2M devices through other radio interfaces 
and relay them to the core network domain through cellular inter-
faces. The core network consists of BSs, a mobility management 
(MM) entity, a home subscriber server (HSS), and a packet data 
network (PDN) gateway, which connects the core network to the 
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figure 7.1 M2M network with smart metering, health, and environmental monitoring applications.
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Internet domain, where the M2M servers are located, forming the 
application domain.

Standardization activities are still going on by IEEE 802.16p and 
3rd Generation Partnership Project (3GPP) groups to define and 
improve the service requirements of M2M communications [3–6]. 
Although IEEE 802.16 and 3GPP have introduced standards for cel-
lular communications under the corresponding technologies, these 
standardization activities deal with conventional cellular communi-
cations, where subscriber stations are user cell phones (i.e., human 
interaction is a key factor) to transmit voice and multimedia data 
with low delay and high throughput. On the other hand, according 
to the 3GPP task group, the requirements of M2M communica-
tions are delay tolerant, infrequent, and small burst transmission [3]. 
Most standardization studies deal with two main challenges in M2M 
networks, which are subscription control for M2M devices and con-
gestion and/or overload control on the BSs due to enormous access 
by M2M devices [2]. Besides these, energy-efficient communica-
tions appear as a more significant challenge in M2M networks when 
compared to the conventional cellular networks since M2M devices 
mostly run on batteries and the reliability of the M2M network is 
dependent on the battery lifetime of M2M devices. Thus, as stated in 
reference [7], low delay, reliability, and low-power operation are the 
most crucial requirements for the IoT.

Several studies have focused on energy efficiency in M2M net-
works by considering several aspects, such as energy-efficient access 
control and resource allocation in the core network [8,9], energy- 
efficient relaying for the aggregation of M2M devices with weak link 
quality [10,11], energy efficiency in securing the M2M networks [12], 
energy-efficient routing [13,14] and reporting [15], sleep scheduling 
for M2M devices [16], and energy harvesting [17]. Besides energy 
efficiency in M2M networks, M2M networks are also used to coordi-
nate energy generation and distribution among energy-positive neigh-
borhoods [18], whereas smart microgrids can be considered as another 
application area for M2M networks [19,20].

This chapter presents a comprehensive survey of the existing 
approaches for assuring energy efficiency in M2M networks. Upon 
studying these approaches, a detailed comparison is presented to 
enable research challenges and opportunities, which are discussed in 

 



182 Burak kantarci and Hussein t. MouftaH

the last section, where concluding remarks are also provided along 
with a brief summary of the chapter.

As seen in Figure 7.1, an M2M network consists of three domains, 
and there has been tremendous work done in improving energy effi-
ciency in the core network as the BSs are the power-hungry com-
ponents in the cellular network, [21–24]. On the other hand, in the 
M2M device domain, M2M devices transmit small data and mostly 
run on battery power while a huge number of M2M devices access 
the network [8].

Access of a huge number of M2M devices introduces resource 
allocation challenge for M2M gateways in the M2M core network, 
which further increases the energy consumption of the M2M net-
work. Furthermore, without cooperative communications, M2M 
devices with cellular interfaces are prone to high-transmission energy 
consumption due to poor link quality. Besides, the residual battery 
power of M2M devices is not uniformly distributed throughout the 
M2M network; therefore, taking energy consumption into account 
while routing toward M2M gateways can introduce significant sav-
ings to the M2M device network [14]. Indeed, idle M2M devices 
can be put in the sleep mode; however, this has to be done based on 
a predetermined schedule to avoid data loss and/or quality-of-service 
(QoS) degradation [16]. Despite the battery-limited nature of M2M 
devices, advancements in circuits and systems enable some M2M 
devices to recharge their batteries through ambient sources, which 
appears as an opportunity to overcome network lifetime problems in 
the M2M device network [17].

Due to the application areas of M2M networks (e.g., health care, 
smart grid monitoring, metering, and so on), security and privacy are 
among the top priority challenges to be addressed. Due to the het-
erogeneous nature of M2M networks, conventional approaches have 
to be enhanced to ensure secure M2M communications. However, 
enhanced security requires more complex hardware and software 
functionality and, in turn, increased energy consumption.

The energy footprint of Information and Communication Tech-
nologies (ICTs) has been a big concern since mid-2000 as ICTs are 
expected to contribute to a significant portion of global greenhouse 
gas emissions [25] while the contribution of access networks is fore-
casted to remain significant for the next decade [26]. The energy 
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consumption of M2M networks is dominated by the M2M core [27], 
mainly by the BSs. Therefore, the energy efficiency of M2M not only 
denotes the network lifetime of the M2M device network but also 
aims at the efficient utilization of nonrenewable and renewable energy 
in the M2M core.

The next eight sections consider the issues mentioned above and 
present a detailed survey of the existing approaches to ensure energy 
efficiency in M2M networks. As mentioned in Section 7.1, the related 
work is grouped in eight categories, as follows: (1) resource alloca-
tion and massive access control, (2) relaying, (3) reporting, (4) routing, 
(5) sleep scheduling for M2M devices, (6) energy harvesting, (7) secu-
rity, and (8) energy efficiency in the context of green M2M networks. 
It is worth noting that research toward ensuring energy efficiency in 
M2M networks is still going on and not limited to the schemes sur-
veyed here. However, this chapter aims at providing a broad overview of 
the subject by introducing the concepts, opportunities, and challenges.

7.2  energy-efficient Massive access control and resource allocation

As mentioned before, the IoT concept aims at internetworking a mas-
sive amount of M2M devices in cooperation with cellular access net-
works that cooperate with the transport network [28]. Massive access 
control has been an important challenge in M2M networks, and 
there have been several proposals to overcome the problem of access-
ing to a BS from a massive amount of M2M devices. For instance, 
Lien and Chen [29,30] have proposed an access control scheme to 
fulfill the QoS requirements of a huge number of M2M devices in 
the context of the 3GPP core network. Furthermore, Cheng et al. 
[31] have compared the performance of several congestion avoidance 
schemes for M2M devices, which provide connectivity between the 
M2M device domain and the core network (i.e., radio access network 
[RAN]) domain. These schemes include back-off policies [32,33] and 
take advantage of delay-tolerant M2M devices [34].

7.2.1  Energy-Efficient Massive Access Control

Despite the aforementioned studies, massive access management 
should also be considered to ensure energy efficiency. To this end, 

 



184 Burak kantarci and Hussein t. MouftaH

Tu et al. [9] have proposed grouping and coordinator selection–based 
solutions to manage massive access to the RAN and to ensure uplink 
energy efficiency in a single cell of the M2M network, where N M2M 
devices are uniformly scattered in the corresponding cell forming G 
groups. The motivation for grouping and coordinator-based access 
is that grouping can help eliminate redundant signaling since the 
coordinator of each group communicates with the BS so that conges-
tion probability is reduced. Figure 7.2 illustrates the grouping and 
coordinator- based massive access management in a single cell of an 
M2M network based on the assumption that the BS is aware of the 
channel conditions on each link. For a group (e.g., Gi ), the coordina-
tor M2M device sends its own packet to the BS, and then it forwards 
the packets of the other Ni—1 M2M devices.

In reference [9], Tu et al. have introduced the optimization problem 
of grouping M2M devices in a cell, as follows. The objective function 
aims at minimizing the total energy consumption by each group in 
the cell as formulated in Equation 7.1. The energy consumption of a 
group, Gi, is the sum of the energy consumption due to the utilization 
of the link between the coordinator ( )Mi

c  and the BS (ℓ1 in Figure 
7.2) and due to the utilization of each link between the coordinator 
and each M2M device in the group (ℓ2 in Figure 7.2). It is assumed 

Cellular/noncellular M2M device
Coordinator M2M device

Base station

Group 1

Group 3

Group 2

ℓ2

ℓ1

figure 7.2 Grouping and coordinator-based massive access control in an M2M network cell.
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that each device transmits a packet of S bits. Equation 7.2 formulates 
the energy consumption of a noncoordinator M2M device, where 
R M Mi

c
i
j

1
( , ) denotes the achievable bandwidth efficiency in bytes per 

second per hertz for the link between the noncoordinator device, Mi
j, 

and the coordinator Mi
c, and P stands for the power consumption of an 

M2M device to transmit a packet. For the total energy consumption 
of the group, Gi, the total energy consumption due to the utilization 
of the ℓ1-type links is summed up with the energy consumption due to 
the utilization of ℓ2, which is denoted by the second term in Equation 
7.3. In the equation, R M BSi

c
 2

( , ) denotes the achievable bandwidth 
efficiency in bytes per second per hertz for the link between the coor-
dinator device and the BS, that is, ℓ2. Formulations of the achievable 
bit rates for ℓ1-type links and ℓ2 are shown in Equations 7.4 and 7.5, 
respectively. In the formulations, N0 is the noise spectrum density 
for the corresponding link, h M BSi

c
 2

( , ), and h M Mi
c

i
j

1
( , ) denotes the 

channel gain for the links ℓ1 and ℓ2, whereas B
1

 and B
 2

 stand for the 
bandwidth of the links ℓ1 and ℓ2, respectively.
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Based on the formulations and the objective function above, energy 
consumption is aimed at being minimized, while an upper bound (L) 
for the number of groups is set as a preexisting condition, that is, G ≤ L.
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In reference [9], the problem is split into two subproblems: the 
first subproblem is grouping the M2M devices, whereas the second 
subproblem is coordinator assignment for each group. To group the 
M2M devices, the K-means algorithm is applied. The K-means algo-
rithm is a machine-learning technique that forms k clusters out of 
n samples, where each cluster is represented by a mean value, and a 
sample belongs to the cluster whose mean value is closest to it [35]. 
Clustering N M2M devices in K groups works as follows. Initially, k 
M2M devices are selected randomly as the centroids of the groups. 
Then, each remaining M2M device is clustered in the group with the 
highest channel gain on the ℓ1-type link. The mathematical formula-
tion of the application of the K-means algorithm to the problem of 
grouping M2M devices is shown in Equation 7.6. Thus, the channel 
gain on the link between an M2M device-j in group-k ( )Mk

j  and 
the coordinator of the corresponding group is not greater than the 
channel gain on the link between the corresponding device and the 
coordinator of any other group in the cell.

 M G h M M h M M mk
j

k k
j

k
c

k
j

m
c∈ ≤ ∀| ( , ) ( , ),

 1 1
 (7.6)

Upon grouping the devices in k groups, a coordinator is selected 
for each group. To this end, eight different policies of three categories 
have been proposed in reference [9]:

Category 1: The first category of policies does not consider the 
channel condition between the BS and the coordinator. Two 
schemes are proposed in this category.

  The first scheme considers the arithmetic means of the 
channel gains (AM-CG). The average of the channel gains 
of each M2M device to the other devices in a group is cal-
culated, and the one with the maximum arithmetic mean is 
selected as the coordinator.

 M n h M Mk
c

M k
i

k
j

j i
k
i= −( ) ⋅








∀
≠

∑arg ( ) ( , ) ,max /1 1
1

kk  (7.7)

  The third scheme in this category is derived from AM-CG, 
but it considers the geometric means of the channel gains 
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(GM-CG). Equation 7.8 formulates this policy in its formal 
expression.

 M h M M kk
c

M k
i

k
j

j i
n

k
i= 








∀
≠

− ∏arg max ( , ) ,
1

1  (7.8)

Category 2: The second category of policies considers the chan-
nel condition between the coordinator and the BS. The first 
scheme in this category aims at selecting the M2M device 
with the maximum channel gain on the link to the BS. 
Equation 7.9 formulates this selection policy.

 M h M BS kk
c

M k
i

k
i= ∀arg max ( , ),

 2  (7.9)

  The second scheme in this category adopts AM-CG and 
extends it by including the channel gain on the link to the 
BS. As Equation 7.10 formulates, in the modified AM-CG 
scheme, the channel gain between the coordinator and the BS 
is included in the arithmetic mean calculation with a weight 
factor, ω.
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  The third scheme in this category is a modified version 
of GM-CG, and it includes a channel gain to the BS with 
a weight factor in the calculation of the geometric mean. 
Equation 7.11 formulates this policy.

 M h M M h M BSk
c

M j i k
i

k
j

k
cn
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−arg max ( , ) · ( , )Π
 1 2

1 ω }} ∀, k  (7.11)

Category 3: The third category consists of two schemes, where 
the first scheme is called the “optimum energy consumption” 
(OEC), and the second scheme is referred to as the K maxi-
mal channel gains (KMAX-CG). OEC selects the M2M 
device that leads to the OEC in the corresponding group as 
the group coordinator. KMAX-CG selects k M2M devices 
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that lead to k maximum channel gains, and then it calls the 
K-means algorithm to form the clusters.

  Based on the eight presented schemes above, Tu et al. pro-
pose an iterative approach to converge to an optimal solution. 
Therefore, the first K-means algorithm is executed to form 
groups, and then one of the aforementioned schemes is called 
to select coordinators in each group. In the next iteration, 
using these coordinators, a new set of groups is aimed to be 
formed, while in the second step of the corresponding itera-
tion, new coordinators are to be selected via the aforemen-
tioned schemes. This iterative process runs until the objective 
function converges to a global minimum, that is, the energy 
consumption (EC) does not change significantly upon a cer-
tain number of iterations.

  It is reported that, considering the channel conditions 
between the coordinator and the BS introduces significant 
energy savings, and furthermore, over 25% enhancement can 
be achieved against the original schemes in terms of energy 
consumption [9].

7.2.2  Optimal Power and Resource Allocation in Massive Access Management

Ho and Huang [8] have studied energy-efficient massive access con-
trol and resource allocation jointly. Upon the grouping and selection 
of the coordinators, with the objective of minimum energy consump-
tion as studied in the previous section, first, power allocation is per-
formed for the coordinator devices. To this end, for the coordinator 
of each group-j, the energy per bit ( )Epb j

c  is calculated, where Epb j
c is 

the ratio of the number of bits transmitted to the energy consumed in 
joules. An iterative function is proposed to allocate the optimal power 
for the coordinator devices. To this end, Epb j

c is calculated as shown 
in Equation 7.12, where rj

c denotes the bit rate on the subcarrier to 
the BS, Pj

c is the transmitting power for the coordinator device in 
an orthogonal frequency division multiple access (OFDMA) frame, 
Pcircuit is a fixed circuit power that a coordinator device consumes, while 
the other terms have been defined above in the previous subsection.
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Once the transmitting power has been calculated as shown above, 
by using the transmitting power ( )Epb j

c , the optimal transmitting 
power in an OFDMA frame for the corresponding coordinator ( )Pj

c *  
is calculated by running the function in the following equation:

 P Epb ln N B h M BSj
c

j
c

j
c* / /= ⋅ − ⋅1 2 0

2
2 2

( ) ( ) | ( , )|
   (7.13)

According to the optimal power allocation algorithm, Equations 
7.12 and 7.13 run iteratively so that Pj

c *  converges to the optimal value. 
This method runs based on the assumption that the coordinator nodes 
have the same channel gain on every subcarrier to the BS.

In reference [8], Ho and Huang extend the clustering and coordi-
nator selection concept in reference [9] and propose an energy-saving 
medium access control (MAC) and resource allocation (ES-MACRA) 
scheme with the assumption that a coordinator node has different 
channel gains on different subcarriers. To this end, the steps of the 
flowchart in Figure 7.3 are run. The first step of the proposed scheme 
consists of the clustering, coordinator selection, and initialization of 
the Epb j

c values, and this scheme is referred to as energy-saving MAC 
and power allocation (ES-MACPA). The next step deals with subcar-
rier assignment for the coordinators, and it lasts until all coordinator 
nodes finish transmitting their data.

In the subcarrier assignment phase, for each subcarrier, the algorithm 
computes the optimal transmitting power ( )p j

c
n

*  and the achievable trans-
mission rate ( )rj

c
n

*  of each unassigned coordinator on the corresponding 
subcarrier. The former is computed by Equation 7.14, whereas Equation 
7.15 formulates the latter. In the equations, t denotes the iteration 
time, and h M BS tn j

c
2, ( , , ) stands for the gain of the coordinator of 

group-c in the subcarrier-n to the BS at time t.
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c j
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figure 7.3 Flowchart of energy-saving MAC and resource allocation scheme. (From Ho, C. and 
C. Huang. 2012. Energy-saving massive access control and resource allocation schemes for M2M 
communications in OFDMA cellular networks. IEEE Wireless Communications Letters 1:209–212.)
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Subcarrier assignment is done by running Equation 7.16, where I c
n

j
 

is a binary variable, and it is one of the coordinator nodes of group-j 
that is assigned subcarrier-n and 0 otherwise. According to the equa-
tion, for each subcarrier, the coordinator that leads to the minimum 
energy consumption is assigned. To this end, the remaining data of 
each coordinator-l ( )Dcl

, the transmission power of each coordinator 
on the corresponding subcarrier at time t ( ( ))p tc

n
l , and the previous 

average achievable transmission rate of each coordinator ( ( ))R tcl
− 1  are 

used. Besides, the fixed circuit power to transmit data by each coor-
dinator is included in the formulation as well. In the energy-saving 
MAC and resource allocation scheme, upon subcarrier assignment, 
transmitting power allocation for the corresponding coordinator on 
its assigned subcarrier is computed based on Equation 7.14.
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Power allocation is followed by updating the total amount of 
remaining data at the assigned coordinator, as shown in Equation 
7.17. Thus, the coordinator can transmit achievable data rate times the 
duration.
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Finally, the energy consumption of the corresponding coordinator 
node ( )E j

c  is updated, as shown in Equation 7.18. According to the 
equation, the energy consumption is increased by the amount of energy 
consumed during T due to the allocated power on the subcarrier at t 
and the circuit transmission power. If the remaining data for the coor-
dinator have a nonpositive value, that is, Dc j

≤ 0, then the coordinator 
is removed from the list and is not considered starting at t + 1.
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ES-MACRA runs until all coordinators satisfy the ending condi-
tion, that is, Dc j

≤ 0, and there are no remaining data in any of the 
coordinators. As long as there is at least one coordinator in the coor-
dinator assignment list (i.e., that has data to be transmitted), the algo-
rithm resumes subcarrier assignment for t + 1.

In reference [8], the proposed scheme has been evaluated for a 
single-cell OFDMA system and a various number of coordinators, 
and both ES-MACPA and ES-MACRA can introduce suboptimal 
results in terms of system energy consumption when compared to the 
optimal solutions under frequency-selective fading. Furthermore, it 
is stated that, through exhaustive searching, optimal results can be 
achieved by ES-MACRA.

7.3  energy-efficient relaying in M2M networks

Andreev et al. [10] have proposed a client relay mechanism to ensure 
high reliability of wireless links and energy efficiency for the M2M 
devices that experience poor link quality. The corresponding study 
considers a smart metering scenario, where the cellular core network 
is built based on IEEE 802.16 technology. The motivation of the cor-
responding study is that the M2M devices located at the edges of 
the cells experience poor link quality; thus, efficient relay schemes to 
improve reliability are emergent.

The system model in reference [10] is illustrated in Figure 7.4. An 
M2M node with a cellular interface aggregates data arriving from 
noncellular M2M devices with the arrival rate λa, whereas the relay 
node generates λr packets per unit time. Furthermore, the relay node 
can eavesdrop on the data transmission from an aggregation point, A 
(e.g., IEEE 802.16 M2M device connected to the home area network 
in Figure 7.4), and it can temporarily store packets for possible retrans-
mission to the BS. It is assumed that there exists L different types of 
meters, varying from usage meters to alarm meters. Thus, pi is used 
as a random variable denoting the probability that a meter belongs 
to type-i. The packet transmission duration of a meter of type-i is 
denoted by Ti

ON , whereas the duration between two consecutive Ti
ON  

periods is assumed to follow either a uniform or beta distribution.
For analysis, arriving traffic at the relay is assumed to follow a 

Poisson process, whereas the edge M2M devices demonstrate a 
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self-similar behavior. Contention success probability of a relay or an 
M2M node is assumed to be the probability of the corresponding 
node to access the contention slot and transmit its random access 
request. Andreev et al. have also analyzed the impact of the perfor-
mance parameters on this metric.

Both the aggregating nodes and the relays are assumed to have 
first-in-first-out (FIFO) queues, whereas the relay nodes have addi-
tional memory space to store a single packet for retransmission pur-
poses. The transmission channel is assumed to be error prone, and the 
probability of receiving a packet at its destination is a function of the 
link type.

In reference [8], an analytical model is derived to obtain the exact 
mean throughput of aggregation M2M devices (ηA) and the relay 
nodes (ηR), which is followed by the energy consumption of the 
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figure 7.4 Relaying in M2M communications.
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aggregation node (εA) and the relay node (εR). Energy consumption 
and throughput values at these nodes are used to obtain the energy 
efficiency at these nodes (i.e., φA and φR), as shown in Equations 7.19 
and 7.20, respectively.

 ϕ η εA A A= ⋅ − 1  (7.19)

 ϕ η εR R R= ⋅ − 1  (7.20)

Besides, the average packet delay for an aggregation M2M device 
is obtained by considering the average packet service time and queue 
occupancy at the corresponding node, the probability of successful 
reception at the BS when the relay node and/or aggregation node 
transmits, the contention success probability, and the Hurst param-
eter of the aggregation process as it is considered to be self-similar. 
The average packet delay of a relay node is computed in a similar way; 
however, as the arrival process is assumed to be Poisson, the Hurst 
parameter is considered as 0.5.

Andreev et al. have evaluated the performance of the proposed 
energy-efficient relay scheme through the analysis and simulation in 
an IEEE 802.16p–based M2M network, and compared its perfor-
mance to the noncooperative communication approach, where M2M 
aggregation devices directly communicate with the BS. The coop-
erative relaying–based scheme demonstrates improved performance 
of aggregation M2M devices in terms of average packet delay under 
varying collision probability, varying arrival rate, and varying number 
of sources (i.e., meters) when compared to the noncooperative com-
munication mode. Furthermore, the cooperative relaying scheme can 
save significant energy in aggregation M2M devices.

7.4  energy-efficient reporting in M2M networks

In the M2M device domain, for a sensed data to be interpreted as valid 
by an M2M aggregation/gateway node, the data have to be transmit-
ted by the M2M device and received at the M2M gateway within 
a predefined monitoring period (MP) [36]. In a heterogeneous real-
time scenario, several types of data are to be sensed; hence, the M2M 
gateway must receive at least one sensed data of each type within one 
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MP for proper reporting. On the other hand, for the sake of energy 
efficiency, M2M devices do not sense and report data continuously for 
the sake of energy conservation, so they can run selective reporting of 
the sensed data. Furthermore, an M2M device can decide to spend 
longer time in the low-power mode (i.e., sleep mode); however, this 
increases the risk of the M2M gateway’s not receiving a valid data of 
the corresponding type within an MP. This phenomenon introduces 
the energy-validity trade-off [36].

Fu et al. [15] have proposed an intelligent transmission of the 
sensed  data to prevent redundant reports of the sensed data while 
conserving the energy of M2M devices to prolong the lifetime of 
the M2M device domain of the M2M network. The corresponding 
study considers a mobile wireless sensor network (WSN) in the M2M 
device domain, and each of these M2M devices senses and reports 
different types of data. As an improvement for the related work in 
literature, this study proposes and compares two approaches, namely, 
the energy-efficient centralized reporting (ECR) and the energy-
efficient distributed reporting (EDR).

To cope with the energy-validity trade-off, it is worthwhile explain-
ing the validity of the sensed data. Figure 7.5 illustrates the activity 
of an M2M device to report sensed data to the M2M gateway. In the 
scenario illustrated in the figure, Θm denotes the MP for the sensed 
data of type-m. Thus, the timing diagram in Figure 7.5 is limited to the 

MP1
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MPiMP2
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t 2́
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M2M
gateway

M2M
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figure 7.5 Illustration of packet validity in the M2M device domain. (From Fu, H. L. et al., 
Energy-efficient reporting mechanisms for multi-type real-time monitoring in machine-to-machine 
communications networks. In IEEE INFOCOM, p. 136–144, 2012.)
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scenario where only sensed data of type-1 exist. For any data of type-m 
that is sensed at tx by an M2M device and received by the M2M gate-
way at ′tx , it is considered to be valid if the condition in Equation 7.21 
holds. In Figure 7.5, the M2M device transmits its first sensed data 
at t1, where t < t1, and it is received by the M2M gateway at ′t1 . Since 
t1 < t + Θ1, data are considered to be valid when received at the M2M 
gateway. On the other hand, the M2M device senses another data at t2, 
where t + Θ1 < t2, that is, data are sensed in the second MP. The data 
are received by the gateway at ′t2, where t t1 1 22+ < ′Θ ; hence, the M2M 
gateway interprets the corresponding data as invalid.

 t i t t t im x x m+ − ⋅ ≤ < ′ ≤ + ⋅( )1 Θ Θ  (7.21)

Both ECR and EDR consist of two modules, namely, the M2M 
gateway module and the M2M device module. In ECR, the com-
putational complexity is in the former, whereas in EDR, the latter is 
designed to deal with computational complexity. In both approaches, 
the M2M gateway maintains a database for the latest values of the 
sensed data with respect to their types, that is, D = {D(m)|1 ≤ m ≤ 
 is the number of sensed data types. Besides, a timer, Tm א where ,{א
is set (i.e., Ti ← Θm) by the M2M gateway for each sensed data type 
(e.g., type-m) to control the MP duration for the corresponding type. 
Below, ECR and EDR are explained in detail.

7.4.1  Energy-Efficient Centralized Reporting

In ECR, the M2M gateway defines a cycle by using the value of the 
transmission unit (Θ1). The value of the MP durations is calculated as 
shown in Equation 7.22, where αm values are integers and α1 = 1. The 
gateway defines a cycle with the length Lc = lcm(α1,..,αא) · Θ1.

 Θm = αm ∙ Θ1, ∀m ∈ {1, …, א} (7.22)

The transmission schedule of the M2M devices is kept in a three-
dimensional array, X, at the M2M gateway, where a cell xmnk in X 
denotes a binary variable, and it is one if M2M node-k is scheduled to 
transmit its sensed data of type-m in the transmission unit n within 
the next cycle. To this end, Fu et al. [15] have proposed a greedy 
algorithm that is run by the M2M gateway at each cycle. As seen 
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in Figure 7.6, the M2M gateway uses the set S S S Si M= … …{ , , , , }1 , 
where Si denotes the sensing set of the M2M device-i. The algorithm 
aims at finding a subset of S  (i.e., ′S ), which covers the complete sens-
ing set S. Initially, the output subset ′S  is empty. To track the covered 
elements of S, a temporary set ′Sc  is also defined and set to the empty 
set at the beginning. Besides, each element of ′S  is denoted by ′Sk cor-
responding to an M2M device, and each ′Sk is set to the empty set.

The algorithm keeps running the following steps as long as the 
coverage set, ′Sc , is not equal to the sensing set, S: an element of the 
set of the sensing sets, S , is selected such that S Sk ∈, and the selected 
Sk covers the maximum number of elements in the uncovered sensing 
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figure 7.6 Flowchart of the algorithm run by M2M gateway in ECR. (From Fu, H. L. et al., Energy-
efficient reporting mechanisms for multi-type real-time monitoring in machine-to-machine com-
munications networks. In IEEE INFOCOM, p. 136–144, 2012.)
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set, that is, S S Sk c∩ ( )   leads to the maximum value. Then, in the 
following two steps, the temporary coverage set ′Sc  is merged with the 
newly covered portion of the sensing set. Furthermore, the output 
subset, ′S , is also added to this newly covered area as its new element.

The M2M gateway broadcasts the transmission schedule, and an 
M2M device stays in the active mode until receiving this sched-
ule. Upon receiving its transmission schedule, xmnk, M2M node-k 
calculates its sensing set for each transmission unit within the next 
cycle. For the rest of the transmission units within the cycle, where 
xmnk = 0 for all m, the M2M node-k switches from the active mode 
to the sleep mode. At the end of the cycle, the node switches to 
active mode to listen to the transmission schedule broadcast from the 
M2M gateway.

7.4.2  Energy-Efficient Distributed Reporting

In EDR, the M2M gateway maintains a counter, counterm, for each 
sensed data type to denote the number of valid sensed data of type-m. 
At the beginning of each MP for type-m sensed data, counterm is set 
to 0, while at the end of the xth MP for type-m, a binary indicator 
Im(x) is set to denote if the gateway has received valid sensed data of 
type-m during the corresponding MP. Thus, Im(x) is 1 if counterm is 
0; otherwise, Im(x) is 0. To assist the M2M nodes to determine their 
sleep schedule, the M2M gateway calculates a ratio ℜm(x) at the end 
of every MP of the sensed data type-m, and the vector ℜm is broad-
casted after N MPs of the corresponding type. The calculation of 
ℜm(x) is formulated in Equation 7.23, where ℜm(0) = 0, and at the 
end of the N MPs of the sensed data type-m, each ℜm(x) is set to 0.

 
ℜ =

ℜ − + ≠

ℜ − +( )m
m m

m m
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x I x x N
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( ) ( )
1 0

1 / Otherrwise






 (7.23)

The M2M nodes in EDR have more computational and stor-
age complexity as an M2M node needs to keep a sleep timer Tsleep, 
as well as a transmission timer for each sensed data type, that is, 
Ttx,m. Each type of sensed data is transmitted upon the expiration 
of the related timer, Ttx,m. Once the transmission of the sensed data 
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is finished, the M2M node sets the Tsleep timer and puts itself in the 
sleep mode. It is worthwhile to note that the node also listens to the 
broadcasted ℜm values from the M2M gateway to adjust its sleeping 
timer.

Figure 7.7 illustrates the flowchart of the dynamic adjustment of 
the sleep timer of an M2M node. Thus, the algorithm uses the broad-
casted ℜm values of each sensed data type as the input parameters. 
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V ḿ(x) + 1       round m(                   ),
V(x + 1)

V ́m(x + 1)        V  ́m(x) 

V ́m(x + 1)        max{V ḿ(x) − Aθm,0}
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figure 7.7 Flowchart of the algorithm run by each M2M node in EDR. (From Fu, H. L. et al., 
Energy-efficient reporting mechanisms for multi-type real-time monitoring in machine-to-machine 
communications networks. In IEEE INFOCOM, p. 136–144, 2012.)
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Furthermore, each jth configuration of Tsleep and Ttx,m are kept in two 
parameters, V(  j) and Vm(  j), respectively. The initial values of these 
parameters are set to Θ1. The algorithm consists of three main steps. 
In the first step, the algorithm determines the next values of the Ttx,m 
for each sensed data type-m. In this step, ρ is selected as an adjust-
ment threshold that is compared to the ratio, ℜm, broadcasted by 
the gateway. Besides, A is an adjustable variable [15]. As seen in the 
algorithm, the temporary values of the transmission timers, Ttx,m, are 
determined based on the current values of these timers. In the second 
step, the new value of the sleep timer is determined based on the min-
imum of the temporary values of the transmission timers. In the third 
step, the transmission timers are normalized by the value of the sleep 
timer, and via round function, it is ensured that the transmission tim-
ers are integer multiples of the sleep timer.

Fu et al. have shown that both ECR and EDR can introduce sig-
nificant savings when compared to conventional reporting under sev-
eral mobility scenarios for the M2M nodes. On the other hand, in 
case of the mobility of the M2M nodes, EDR has been shown to be 
more qualified when compared to ECR in terms of energy saving [15].

7.5  energy-efficient routing in M2M networks

Tekbiyik and Uysal-Biyikoglu [14] have grouped energy-efficient 
routing algorithms for M2M networks in four categories, as follows: 
(1) energy-aware routing, (2) QoS-constrained energy-efficient rout-
ing, (3) energy-efficient routing and scheduling, and (4) retransmission- 
aware energy-efficient routing. In fact, these routing schemes were 
initially proposed for either ad hoc networks or WSNs.

7.5.1  Energy-Efficient Routing

The comprehensive survey in reference [14] reports that the mini-
mum total energy with keeping connectivity (MTEKC) scheme out-
performs other energy-aware routing schemes in terms of network 
lifetime and connectivity, where the network is considered as discon-
nected in case of unavailability of any path from any source to any des-
tination node. MTEKC has initially been proposed by Pandana and 
Liu [37]. MTEKC adopts the minimum total energy approach that 
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has been proposed in reference [38] and enhances it by the employ-
ment of the connectivity weight of each node in the topology. To this 
end, MTEKC uses a connectivity weight for each node and an impact 
factor for the connectivity of the corresponding node. Thus, a joint 
link cost assignment function for every link-mn is formed for routing, 
as shown in Equation 7.24. The equation aims at jointly minimiz-
ing the transmitting energy at node-m and the receiving energy at 
node-n along with the connectivity weights of these nodes (i.e., W(m) 
and W(n), respectively) and the impact factor of connectivity (i.e., f ). 
MTEKC calculates a new connectivity weight for each node upon 
any topology change due to a node failure. For each source and des-
tination pair, the algorithm computes the path, with the minimum 
cost based on the link cost assignment function in Equation 7.24. 
The connectivity weight of a node (e.g., node-m) is calculated by using 
the Fiedler value, as shown in Equation 7.25, where λ1(G − vm) is the 
second smallest eigenvalue of the Laplacian matrix L(G − vm) associ-
ated with the graph G − vm. Here, G − vm denotes the topology when 
node-m and its adjacent links are removed from the original topology, 
G. If the second smallest eigenvalue of the Laplacian matrix is not 
significantly greater than 0 ( . . )i e , >  , then the connectivity weight of 
the corresponding node is assigned a big value, such as 1/.

 c(m,n) = Et(m,n) ∙ W(m) f + Er(n,m) ∙ W(n) f (7.24)
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Pandana and Liu [37] have also proposed a distributed version of 
MTEKC by adopting the Bellman–Ford algorithm to route the pack-
ets to the next hop. Distributed MTEKC has also been shown to 
behave similar to the centralized solution in terms of transmission/
receiving energy, routing time per packet, and packet delivery.

7.5.2  Energy-Efficient and QoS-Guaranteeing Routing

Energy efficiency in the sense of prolonging network lifetime and 
QoS guarantee in terms of end-to-end packet delay have been jointly 
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considered in several schemes, as surveyed in reference [14]. Here, we 
focus on two distributed routing schemes, namely, the level-restricted 
energy-efficient routing (LR-ENR) and the hop-restricted energy-
efficient routing (HR-ENR), both of which adopt the Bellman–Ford 
algorithm [39]. LR-ENR sets an upper bound for the delay (dup). 
Given that the time is partitioned into frames, at the beginning of 
each frame, the sink node broadcasts a tree construction packet, 
which includes the counter, the routing path, the node cost, and the 
cost of the transmitting node. A node (node-n) receiving a tree con-
struction packet initially checks the value of the counter. If the value 
of the counter is greater than the dup, the tree construction packet is 
discarded. Otherwise, the node checks if the packet has been received 
through another node (e.g., node-m) on the path to the sink, which may 
lead to less packet cost, and the cost of the path and the routing path is 
updated accordingly. Then, node-m increments the counter, writes its 
ID into the tree construction packet, and broadcasts it into the net-
work. Until the end of the current time frame, each node selects the 
path with the minimum cost and sends its packets via that path.

In HR-ENR, each node maintains minimum cost paths to the sink, 
each of which has a length of l such that l ∈ [1,|V|], where V is the set 
of nodes in the network. As distinct from LR-ENR, HR-ENR uses 
the exact value of the maximum delay (dmax) rather than a prespecified 
upper bound. If the counter is less than dmax, the node computes the 
minimum cost for the corresponding path length and rebroadcasts the 
packet into the network by using the same method with LR-ENR. 
At the end of the flooding, each node sends its minimum path cost of 
each length to the sink node. Upon receipt of the minimum costs, it 
runs an integer linear programming formulation to obtain the opti-
mal path length for each node. Finally, this information is sent back 
to the nodes so that each node is informed about its transmission path 
until the end of the corresponding time frame [39].

Ergen and Varaiya have shown that both LR-ENR and HR-ENR 
can improve the network lifetime significantly. Furthermore, since 
delay increases beyond the optimal achievable lifetime of the network, 
including an upper bound/exact maximum value for the packet, delay 
also improves the network performance. When the two schemes have 
been compared to each other, HR-ENR has been shown to introduce 
better connectivity [39].
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7.5.3  Energy-Efficient Routing and Channel Scheduling

Channel scheduling is another challenge in the M2M device domain. 
Kwon and Shroff [40] have combined energy-efficient routing with 
channel scheduling by considering transmission power, interference, 
and residual energy. The proposed scheme is called “energy-efficient 
unified routing” (EURO) for an ad hoc network. The objective of 
EURO is formulated in Equation 7.26, where R(m,n) is the possible 
routes from node-m to node-n in the M2M network consisting of L 
wireless links. Thus, for each node pair (m,n), EURO aims at select-
ing the route that leads to the minimum cost. In the objective func-
tion, link cost (Cij) is formulated as a function of a weight factor (W) 
denoting the residual energy of the nodes, the average of interference 
and the noise at the receiving end of the link-ij (ηj), and the path gain 
between the transmitter and the receiver in the link-ij (Gij). In the 
equation, I is the identity matrix, whereas F is a matrix of dimensions 
L × L, and each entry, Lx,y, in the matrix is a function of the path 
gain between the transmitter at link-x and the receiver at link-y (Gxy), 
the path gain between the transmitter at and the receiver at link-x 
(Gx), and the signal-to-interference ratio in the link-x (SINRx). The 
closed-form expression of the entries of the F matrix is presented in 
Equation 7.27.
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The optimization problem has three main constraints, as formulated 
in Equations 7.28 to 7.30, where Pij denotes the transmission power in 
link-ij, which is bounded above by the maximum transmission power 
for the corresponding link ( )Pij

max . By Equation 7.29, SINR in link-ij 
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(SINRij) is ensured to be greater than the minimum SINR require-
ment on the corresponding link ( )SINRmin

ij . Finally, Equation 7.30 
guarantees that, for any node, node-n, the residual energy ( )En

residual  
must be greater than 0.

 P P i j Lij ij
max ≥ ≥ ∀ ∈0, { , }  (7.28)

 SINR SINRmin
ij ij i j L≥ ∀ ∈, { , }  (7.29)

 E n Nn
residual ≥ ∀ ∈0,  (7.30)

In EURO, routing is done based on a predetermined channel 
scheduling policy. Given that a specific scheduling policy runs on the 
links, upon the arrival of a flow, each node checks its residual battery 
power and the transmission power. The node blocks the flow if either 
of the following conditions holds: (1) the residual battery power is 
0 and (2) the transmission power is saturated. If none of these two 
conditions holds, then interference strength is measured at each node 
and the matrix (I − F)−1 is formed. Each link is assigned its cost, as 
shown in Equation 7.26, and the flow is routed based on either the 
Dijkstra’s shortest path or the Bellman–Ford algorithm. A distributed 
version of EURO has also been proposed in reference [40], where 
each node periodically sends its link status updates to its neighbor 
nodes. Routing based on the minimum cost is done by calling the 
distributed Bellman–Ford algorithm.

7.5.4  Energy-Efficient and Retransmission-Aware Routing

The routing schemes that have been surveyed above aim at minimiz-
ing energy efficiency by considering several other constraints; however, 
they do not consider the link error rates along the wireless lossy links, 
although hop-by-hop and/or end-to-end retransmission can be the only 
solution to guarantee reliable end-to-end delivery. Dong et al. [41] have 
proposed the basic algorithm for minimum energy routing (BAMER) 
for wireless ad hoc networks, which is a modified version of Dijkstra’s 
shortest path algorithm. Equation 7.31 formulates the link cost function 
in BAMER, where ς and α are constant terms, β0 is the required SNR 
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for the corresponding link, N0 is the strength of the ambient noise, and 
dij is the distance between two nodes. Thus, the algorithm considers 
link error rates along with the distance factors. Since BAMER consid-
ers packet retransmission due to lossy link characteristics, the cost of 
transmitting a packet from a source node-s to a destination node-d is 
formulated in Equation 7.32, where k is an intermediate node between 
the source and the destination. In the formulation, errkd, E

s kpath ,
 and 

c(k,d) denote the link error rate between node-k and node-d, the energy 
consumption due to packet transmission from node-k to node-d, and 
the cost of link-kd according to Equation 7.31, respectively.

 c i j N dij( , ) = ⋅ ⋅ ⋅ς β α
0 0  (7.31)

 
c E c k ds d

kd
s k

( )
( )
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err path=
−

⋅ + 
1

1  
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Unlike the end-to-end transmission model in BAMER, Dong et 
al. have proposed a general algorithm for minimum energy routing, 
which considers hop-by-hop retransmission, and a distributed algo-
rithm for minimum energy routing, in which every node periodically 
computes the most energy-efficient path for the next hop node. All 
three techniques have been shown to improve the energy efficiency of 
an ad hoc network when compared to conventional retransmission-
aware routing schemes, as well as the multipath routing schemes, 
which aim at improving the reliability of packet delivery.

This subsection tries to present the state of the art, challenges, and 
opportunities on routing in M2M networks in a nutshell. There are 
several other schemes that have been proposed to improve energy 
efficiency in WSNs and mobile ad hoc networks, which can also be 
employed in the M2M device domain. For a detailed survey, the 
reader is referred to reference [14].

7.6  energy-efficient sleep scheduling in M2M networks

Sleep scheduling aims at avoiding unnecessary activities in M2M 
devices, RAN, and the core network for the sake of longer bat-
tery lifetime. Considering the two functional layers in the universal 
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mobile telecommunications system (UMTS) protocol stack, namely, 
the access stratum (AS) and the nonaccess stratum (NAS), power 
savings for M2M devices as well as for the core and access network 
equipment are possible. Besides, 3GPP has already proposed several 
power-saving solutions for AS and NAS. For instance, in AS, a longer 
paging cycle avoids frequent monitoring of the paging channels by 
M2M devices, whereas in NAS, a longer timer helps avoid frequent 
location area updates (LAUs) and routing area updates (RAUs). With 
this motivation, Chao et al. [16] have proposed a power-saving mech-
anism that aims at jointly reducing the power consumption in M2M 
device activities, network operations, and signaling.

First, an extended idle mode has been proposed for M2M devices 
that have low mobility. Here, the term “extended idle mode” is used 
to distinguish the proposed solution from the existing sleep state in 
human-to-human (H2H) communications, such as the sleep mode 
standardized in IEEE 802.16 [42]. In reference [16], a new mobility 
management (MM) model has been proposed for an M2M device, 
where two new states have been introduced to the legacy MM model 
in 3GPP. Figure 7.8 illustrates the state transition diagram for the 
proposed MM model.

Transitions to the new states in idle mode: State 1 indicates that the 
M2M device is camped normally. Here, the M2M device selects 
and monitors the paging channel. If paging can be found, the M2M 
device moves to State 2, which indicates that the radio resource con-
trol (RRC) connection is established. Otherwise, if no paging can be 
found, the M2M device moves to State 4, which is a newly defined 
state in reference [16] in the idle mode. In State 4, AS measurement 
and filtering activities, as well as cell reselection, are avoided while 
LAU/TAU/RAU functions are called periodically. Once an M2M 
device detects that its AS has switched to the sleep state, to stop 
periodic LAU/TAU/RAU functions, the M2M device enters into 
State 5. This may happen either in a self-controlled manner or in a 
network-configured way to save signaling power or reduce conges-
tion probability. An M2M device in State 5 can go back to State 4 
if the network recovers from an overloaded or congestion condition. 
Furthermore, the deactivated low-mobility feature also switches an 
M2M device in State 5 back to State 4. In each case, transition from 
State 5 to State 4 resumes periodic LAU/TAU/RAU function.
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Transitions from the new states in idle mode: An M2M device may enter 
into State 1 from either State 4 or State 5 due to time-controlled uplink 
transmission or paging response. Besides, if the M2M device switches 
to State 1 from State 5, the periodic LAU/TAU/RAU function resumes. 
Normally, uplink data transmission requires a positive paging response 
in State 1, with the exception of urgent uplink data transmission. Thus, 
if the M2M device is in State 4, in case of an urgent uplink data trans-
mission, State 1 is bypassed, and the M2M device enters directly into 
State 2, establishing the RRC connection to reduce the delay for RRC 
connection establishment. Besides, the M2M device can be de-registered 
from the network in accordance with the network configuration, and 
this final state is called the “detached mode,” that is, State 3.

Based on the above extended idle mode for M2M devices, Chao 
et al. have defined a new paging mechanism to reduce the power 
consumption of M2M devices without disrupting the legacy paging 
mechanism for H2H communication devices. The reason for requiring 
a new paging mechanism is as follows. The paging in H2H commu-
nications cannot distinguish an individual or a group of M2M devices 
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figure 7.8 MM model for M2M devices. (From Chao, H. et al., Power saving for machine-to-
machine communications in cellular networks. In IEEE GLOBECOM Workshops, p. 389–393, 2011.)
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from the H2H devices in a paging occasion. On the other hand, if 
H2H and M2M devices are paged at the same time, a massive amount 
of devices will need to wake up, concurrently leading to an increased 
probability of false alarms and, more importantly, to a waste of power at 
the end terminals. Chao et al. aim at addressing the definition and the 
utilization of M2M group ID, which has been pointed out by 3GPP. 
The proposed mechanism consists of three layers, as follows: (1) paging 
occasion, (2) paging target, and (3) paging reason.

In layer 1, paging occasions for M2M devices are obtained by 
using the M2M group IDs. The paging frames and subframes within 
the corresponding frame are determined by the network, where a sub-
frame denotes a paging occasion. Given that Nf, Ns, and T are the 
number of paging frames per paging cycle, the number of paging sub-
frames per paging frame, and the duration of a paging cycle, respec-
tively, an M2M device calculates the system frame number (SFN) 
based on Equation 7.33, where IDgroup denotes the group ID of the 
corresponding M2M device. The subframe index, Sindex, is calculated 
based on Equation 7.34.

 SFN mod T = (T/Nf) ∙ (IDgroup mod Nf) (7.33)

 Sindex = (IDgroup/Nf) (7.34)

The network sets the page indication in the corresponding subframe 
(i.e., paging occasion) of the paging frame to page a group of M2M 
devices. In the corresponding subframe, the idle M2M devices wake 
up and detect the paging indication. The process ends if the paging 
indication is not found. Otherwise, the process proceeds with layer 2.

In layer 2, the paging range is determined. If a group ID is carried 
within the corresponding subframe, all M2M devices with the car-
ried group ID are expected to respond. However, if an M2M device 
ID is carried, only the corresponding M2M device responds. If an 
M2M device cannot find its device ID or its group ID, the paging 
mechanism stops for the corresponding M2M device. Otherwise, the 
paging mechanism proceeds with layer 3 to obtain the paging reason.

In layer 3, one of the three paging reasons is specified. The paging 
reason can be a call setup request, an M2M report, or an M2M sys-
tem update. Thus, a target M2M device responds the paging message 
accordingly.
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For uplink data transmission, the existing application-based method 
consists of seven steps. Uplink data transmission is triggered by a 
mobile-terminating message. An M2M server or user sends a short 
message service (SMS) message to the SMS center, where the SMS 
message is routed toward the required core network element. The cor-
responding core network element notifies the target M2M device(s) 
with an SMS message to respond. Each notified M2M device needs 
to establish an RRC connection with the network to receive the SMS 
message. The M2M device can determine to send a reply SMS mes-
sage upon decoding the SMS message. Due to being an application-
level approach and the transmission of multiple messages in case of 
involvement of a group of M2M devices, the existing method leads to 
high power consumption and inefficient utilization of resources.

To save power in core network operations, Chao et al. [16] have 
proposed an energy-efficient instant uplink transmission scheme. 
According to the proposed scheme, the M2M server or user exchanges 
routing information with the home subscriber server (HSS)/home 
location register (HLR) so that it knows the core network element 
that the report requisition message will be sent. Upon receipt of the 
report requisition message, the core network element forms and trans-
mits a paging message. Upon decoding the message, an M2M device 
establishes a connection with the network to send a report message 
encapsulated in the required format, for example, SMS or multimedia 
messaging service (MMS).

The proposed sleep scheduling framework in reference [16] intro-
duces the following advantages. Elimination of periodic RAU/TAU 
operations reduces the power consumption of the M2M devices. 
Furthermore, group-based paging reduces the power consumption of 
M2M devices. Finally, signaling flow optimization for instant uplink 
data transmission reduces the power consumption of RAN and the 
core network.

7.7  energy-Harvesting in the M2M device domain

Besides the techniques that have been mentioned above, M2M net-
work lifetime can be prolonged through energy harvesting as well. A 
detailed survey of energy harvesting approaches has been presented 
in reference [17]. In this subsection, we study the energy harvesting 
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types for the M2M device domain, the challenges in energy harvest-
ing, and an energy harvesting WSN application for the smart grid.

7.7.1  Energy Harvesting Types

In reference [43], four main energy-harvesting approaches have been 
introduced, as explained below.

Vibrational energy harvesting can be achieved by electrostatic, 
piezoelectric, or electromagnetic transducers. Change of the distance 
between two electrodes of a polarized capacitor generates a voltage 
change across the capacitor. In piezoelectric transducers, vibrations 
lead to the deformation of the capacitor, generating a voltage, while 
change in the magnetic flux due to movement of a magnetic mass 
leads to a voltage change in an electromagnetic transducer.

Thermal energy harvesting can be achieved by taking advantage of 
the Seeback effect, which is the voltage change generated due to the 
temperature difference between two electrical (semi)conductors.

Photovoltaic energy harvesting is done by the photovoltaic cells, 
where incoming photons are converted into electricity.

Radio frequency (RF) energy harvesting can be provided via avail-
able telecommunication services, and the BSs have to work with 
power density levels; it has been reported that harvesting through 
telecommunication services is feasible only if the harvesting area is 
large. On the other hand, deployment of a dedicated RF source close 
to the WSN terrain is another efficient way of energy harvesting [43].

7.7.2  Energy Harvesting Challenges and Current Solutions

In reference [44], Ianello et al. have studied the performance of MAC 
protocols, namely, time division multiple access, framed ALOHA, 
and dynamic framed ALOHA for a WSN with energy harvesting 
sensor nodes. The authors have shown the trade-off between the deliv-
ery probability and the time efficiency in an energy harvesting WSN, 
which employs these available MAC protocols, where the delivery 
probability of a MAC protocol denotes the probability of an energy 
harvesting sensor node to transmit a packet to the desired sink node 
through the corresponding MAC protocol, and the time efficiency 
stands for the data collection rate at the sink.
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Energy harvesting introduces further challenges in WSNs. One of 
these challenges is the design of duty-cycle scheduling MAC proto-
cols. Indeed, synchronous MAC protocols could avoid synchroniza-
tion problems and introduce power savings since each sensor transmits 
data to the receiving node in its synchronized awake period. On the 
other hand, adopting synchronous MAC protocols introduces control 
message overhead and manufacturing difficulties. Since asynchro-
nous MAC protocols lead to sleep latency and contention probability 
due to switching between sleep and awake modes, the duty cycle of 
the sensor nodes needs to be adjusted properly. Besides, in an energy 
harvesting WSN, harvested energy is not always evenly distributed 
among the sensor nodes. Therefore, selection of the duty cycle should 
aim at the following two goals: reducing the sleep latency and ensur-
ing fairness among the sensor nodes in terms of residual energy. To 
this end, Yoo et al. have proposed a duty-cycle scheduling scheme for 
energy harvesting WSNs, namely, the duty-cycle scheduling–based 
residual energy (DSR). DSR is a distributed scheme, where each sen-
sor node (node-i) determines its duty cycle ( )I i

dc  based on its current 
residual energy ( )Ei

residual . Determination of I i
dc is repeated upon wak-

ing up from the sleep status. The sensor node is expected to spend 
more time in the sleep mode if Ei

residual is decreasing. Therefore, I i
dc is 

adjusted inversely proportional to Ei
residual. To meet the minimum QoS 

requirements, DSR defines an upper bound for I i
dc. Once the Ei

residual 
falls below a predefined threshold, the corresponding sensor node sets 
its duty cycle to the maximum value, Idc

max, and does not decrease it 
until Ei

residual goes above the threshold. Once Ei
residual is higher than the 

threshold, the sensor node computes its new duty-cycle value as

 I I I E E
E E

i
i

dc dc
max

dc
max residual threshold

max t
= − −

−
⋅

hhreshold







, 

where Ethreshold and Emax denote the threshold for the residual energy 
and the maximum value for the energy of a sensor node, respec-
tively [45].

Ho et al. have studied the energy provisioning problem for a wire-
less rechargeable sensor network that is formed by industrial wire-
less identification and sensing platform (WISP) and radio-frequency 
identification (RFID) readers. The authors define energy provisioning 
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problem as the deployment of readers in the network so that WISP 
tags can drain sufficient energy to sustain communications. To this 
end, two models, namely, the point provisioning and the path pro-
visioning models, have been studied. The former aims at using a 
minimum number of readers, ensuring that any tag throughout the 
network can be recharged anytime, whereas the latter considers the 
mobility of tags for further reduction in the number of readers. It is 
reported that the proposed energy provisioning approaches are advan-
tageous due to the following reasons: (1) reusability of the wireless 
recharging infrastructure for different applications and (2) massive 
and low-cost deployment of tags for continuous sensing [46].

Tacca et al. have tackled the trade-off between fairness, reliabil-
ity, and saturation throughput in a cooperative energy harvesting 
WSN. In the corresponding study, saturation throughput denotes 
the maximum load that a sensor node can handle without exceeding 
its energy harvesting rate, while fairness denotes that every sensor 
node is expected to be able to deliver a certain amount of data that 
is proportional to a certain reference value. Reliability is achieved by 
the employment of the data link automatic repeat request (ARQ     ) 
protocol against transmission errors. The authors have shown that 
deployment of cooperative sensor nodes leads to twice the saturation 
throughput of the noncooperative sensor nodes, where the cooperative 
sensor nodes can borrow energy from each other during data frame 
transmission. Furthermore, due to the deployment of the cooperative 
ARQ protocol, sensor nodes can lower their transmission power as 
the transmission range is shortened. The authors have concluded that 
one relay per source leads to a compromise between network perfor-
mance and protocol complexity [47].

7.7.3  RF-Based Energy Harvesting Application

In reference [48], Erol-Kantarci and Mouftah have proposed an energy 
harvesting rechargeable WSN for smart grid monitoring and diag-
nosis, as illustrated in Figure 7.9. The proposed architecture is called 
“sustainable wireless rechargeable sensor network” (SureSense). In 
the proposed architecture, mobile wireless charger robots (MICROs) 
are used to supply power for the sensor nodes based on their residual 
energy. The MICROs park at certain landmark points and emit radio 
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signals at around 900 MHz to charge the sensor nodes wirelessly, 
while sensor nodes use the 2.4-GHz band for communication. Upon 
staying at the landmark location(s), a MICRO goes back to its travel 
location to recharge its battery. Due to the attenuation of the radio 
waves, energy transmission from MICRO is limited by a certain 
range, Rc. If the distance between a sensor node and the MICRO (d) is 
not greater than Rc, the power received by the corresponding node is 
inversely proportional with d, as reported by the free space model. It 
is assumed that a sensor node does not receive any power when Rc < d.

Based on the above system model and assumptions, SureSense 
aims at solving three subproblems, as follows: (1) landmark selec-
tion, (2) clustering the landmarks, and (3) shortest path selection for 
MICROs. Landmark selection is based on an ILP formulation, where 
the objective function is minimizing the number of landmarks so that 
a maximum number of sensor nodes can be recharged from a single 
landmark location. A sensor node is also constrained to be recharged 
from one and only one landmark. Besides, a MICRO has a finite 
charging capacity that is limited to its battery life. Once the ILP for-
mulation is solved, the landmark locations in the WSN terrain are 

Rc

Wireless sensor node

Mobile wireless charger robot

Landmark

figure 7.9 RF-based energy harvesting in a sustainable wireless rechargeable sensor network. 
(From Erol-Kantarci, M. and H. T. Mouftah, SureSense: Sustainable wireless rechargeable sensor 
networks for the smart grid. IEEE Wireless Communications Magazine 19:30–36 © 2012 IEEE.)
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obtained. At this point, the algorithm proceeds to the second step to 
cluster the landmarks. Landmarks are grouped in M clusters, where 
M is the number of MICROs, and the clustering criterion is the 
proximity of a landmark to the MICRO docking stations. Once the 
landmarks are clustered, for each cluster, a fully connected graph 
is constructed, including the landmarks and the docking station. 
Then, the shortest Hamiltonian path is searched for each MICRO 
to traverse to complete recharging the sensor nodes as quickly as 
possible.

In reference [48], the authors have shown the following advan-
tages of SureSense. First, MICROs have to traverse shorter paths 
when compared to a scenario where each sensor node is visited to be 
recharged. Second, MICROs can spend more time in their docking 
stations so that they have enough time to replenish their batteries. 
Third, the waiting time of a sensor node to be recharged is reduced 
by SureSense.

7.8  energy efficiency and security in M2M networks

Due to their heterogeneity, M2M networks call for novel security 
approaches to fulfill authentication, data integrity, and confiden-
tiality requirements. Hongsong et al. [49] report that new security 
approaches are emergent in M2M networks due to the following rea-
sons: (1) most components in the M2M device domain are unattended, 
which makes them vulnerable to attacks, which is also mentioned by 
Lu et al. [50]; (2) the ease of eavesdropping in wireless medium; and 
(3)  the heterogeneous nature of the M2M device domain may not 
allow some nodes to participate to asymmetric cryptographic opera-
tions due to their power and resource limitation.

Saied et al. [12] have proposed a cooperative key establishment 
scheme for an M2M network, where resource-scarce nodes are 
assisted by powerful M2M nodes to establish a secret key with a 
remote server. Three types of nodes have been considered in the net-
work, as follows. The first type of node is unable to support public key 
cryptography (PKC) operations due to resource and power limitation. 
The second type of node can perform plain text encryption and/or 
signature verification, while the third type of M2M nodes have high 
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energy and are equipped with advanced computing power and storage 
facilities such as remote servers.

Figure 7.10 illustrates the scenario for energy-efficient cooperative 
PKC operations. The proposed approach consists of six main steps 
as briefly outlined below, where A is the sensor node and B denotes 
the remote server to which A will establish a session key using PKC 
operations. Here, A is assumed to be of the first type of nodes in the 
network.

•	  Step 1: A selects the proxy nodes that will assist PKC opera-
tions and establish a key with B.

•	  Step 2: The proxy nodes retrieve the required key materials so 
that they can compute a signature on behalf of A.

•	  Step 3: The proxy nodes establish secured connections with B.
•	  Step 4: A prepares the shared secret and splits it among the 

proxy nodes, and each proxy node transmits the shared secret 
to B in a secured manner.

•	  Step 5: B validates the messages received through multiple 
proxy nodes. These validated messages are assembled to 

Trusted
entity

M2M servers Resource and power-constrained node
Less resource and power-constrained node
Shared secret
X trusts Y with shared secret
X trusts Y without shared secretY

YX
X

figure 7.10 Energy-efficient key establishment scenario in an M2M network. (From Saied, 
Y. B. et al., Energy efficiency in M2M networks: A cooperative key establishment system. In 3rd 
International Congress on Ultra-Modern Telecommunications and Control Systems and Workshops 
(ICUMT), p. 1–8, 2011.)
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recover the premaster secret, which is followed by the recov-
ery of the master key.

•	  Step 6: Both parties verify that B has received the same master 
key with A. B further provides the list of proxies that have 
participated in the key establishment process so that A can 
exclude the nonparticipating nodes in the key establishment 
process for a future session.

In reference [50], the authors point out the emergency of holistic 
approaches that address energy efficiency, reliability, and security as indi-
vidual solutions may introduce further challenges to the M2M network 
since energy-saving nodes are expected to become more vulnerable to 
attacks. Therefore, addressing the trade-off between energy efficiency, 
security, and reliability remains as an open research direction in this field.

7.9  energy efficiency of M2M networks in the 
context of Green communications

Besides prolonging the battery lifetime of M2M devices, energy effi-
ciency is also considered as an issue of reducing the greenhouse gas 
emissions of M2M networks via the utilization of renewable energy 
sources to power communication equipment. Etoh et al. [27] have 
reported that, in third-generation (3G) and long-term evolution 
(LTE) cellular networks, up to 75% of the energy consumption is due 
to powering the downlink transmission of the BSs in the RAN seg-
ment. Based on this motivation, Li et al. [51] have focused on enhanc-
ing the energy efficiency of the RAN segment of an M2M network by 
powering the BSs through renewables. To this end, two schemes have 
been proposed to control hand-over operations in an LTE network. 
The first scheme is called “energy source–aware target cell selection 
for the user equipment” (UE), while the second scheme is called 
“energy source–aware coverage optimization.” For a UE, leaving or 
entering a cell is controlled by the BS based on eight parameters, as 
follows: (1) the measurement of the neighbor cell, (2) the frequency-
specific offset of the neighbor cell, (3) the cell-specific offset of the 
neighbor cell (Ocn), (4) the measurement result of the serving cell, 
(5) the frequency- specific offset of the serving cell, (6) the cell-specific 
offset of the serving cell (Ocs), (7) the hysteresis parameter for the 
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corresponding event, and (8) the offset parameter for the correspond-
ing event. For a detailed explanation on the measurement events and 
hand-over control in LTE, the reader is referred to reference [52].

In reference [51], Li et al. introduce the green degree parameter 
(Gd) for each cell denoting the utilization of renewable energy in the 
corresponding cell. Gd can either be a binary value denoting the exis-
tence of green energy or a percentage denoting the proportion of the 
available renewable energy in the corresponding cell. According to 
the proposed energy source–aware target cell selection scheme, the 
UE updates the Ocn value based on the Gd information received from 
the BS of the neighbor cell. As illustrated in Figure 7.11, the green BS 
in the neighbor cell computes the Gd and transmits it to the BS of the 
serving cell through the X2 interface. Here, it is worth noting that a 
BS is called a “green BS” if, at any time, it can be powered by renew-
able energy sources. Gd can also be directly broadcasted to the UE 
within the system information block (SIB) information rather than 
transmission to the serving BS via the X2 interface. If the X2 inter-
face is used to transmit Gd, it is at the expense of additional signal-
ing, whereas SIB will require additional signaling and redefinition. 
Upon receipt of Gd, the UE determines the Ocn value by considering 
QoS and quality-of-experience parameters. Then, based on the values 
mentioned above, the hand-over procedure runs by considering the 
eight aforementioned parameters.

Furthermore, the authors have proposed an energy source–aware 
coverage optimization scheme for LTE RANs preceding the hand-
over procedure [51]. The proposed scheme consists of four steps. In the 
first step, the green BS computes its Gd parameter. Based on the Gd 
value, the green BS reconfigures its transmission power in the second 
step, while the BSs of the neighbor cells are informed about power 
reconfiguration via the X2 interfaces in the third step. In the fourth 
step, upon receiving the power control information of the green BS, 
the BSs of the neighbor cells reconfigure their transmission power, 
and the system proceeds to the normal hand-over process.

Li et al. have evaluated this approach in terms of energy efficiency for 
a 19-cell scenario and have shown that both approaches lead to up to 2% 
energy saving at the expense of a 4- to 6-dB Ocn value or 4 dBm of addi-
tional downlink transmission power. Furthermore, it has also been shown 
that an individual cell is introduced to 20% better energy efficiency.
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figure 7.11 Energy source–aware target cell selection. (From Li, M. et al., Energy source–aware 
target cell selection and coverage optimization for power saving in cellular networks. In IEEE/ACM 
International Conference on Green Computing and Communications © 2010 IEEE, p. 1–8.)
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7.10  summary and discussions

M2M communications aim at eliminating human interaction in data 
communications, forming the future IoT. Energy efficiency in M2M 
networks is a critical issue in many aspects. First of all, M2M devices 
are constrained to battery lifetime, and M2M device network life-
time needs to be prolonged. Second, energy efficiency further leads 
the M2M devices to be more vulnerable to security attacks. Third, 
BSs in the RAN of the M2M networks drain a significant amount of 
power. To this end, this chapter has surveyed the existing schemes to 
address energy efficiency in M2M networks, mainly focusing on the 
studies prolonging the network lifetime. Besides, RAN sustainability 
and energy-efficient security approaches have been visited as well.

Table 7.1 summarizes the approaches that have been surveyed in 
this chapter, including energy-efficient massive access control in the 
RAN; power and resource allocation in massive access management 
in the RAN; energy-efficient cooperative communications (i.e., relay-
ing) from M2M gateways toward RAN BSs; energy-efficient report-
ing of M2M devices; energy-efficient routing in the M2M domain, 
which has further been considered jointly with QoS guaranteeing, 
channel scheduling, and retransmission awareness; sleep scheduling 
for all M2M domains; energy harvesting in the M2M device domain; 
cooperative secure key establishment for low residual-power M2M 
devices; and energy source–aware green optimal coverage of the 
M2M RAN. As seen in Table 7.1, ensuring energy efficiency in any 
aspect introduces trade-offs with several performance metrics such as 
reliability, QoS, fairness, and security. Therefore, future research is 
expected to address these challenges.

As seen in Table 7.1, there has been a massive amount of research 
done in prolonging M2M device network lifetime. QoS provisioning 
is still an open issue in the energy-efficient management and con-
trol of the M2M device network. Furthermore, as stated in reference 
[50], attacks on the nodes that are in the power-saving mode may not 
be detected. Hence, novel security schemes are emergent. Besides, 
in certain application areas of M2M networks, such as health care, 
metering, and smart homes, novel schemes are required to address 
the confidentiality and authentication needs of M2M devices, while 
the heterogeneous distribution of either residual or harvested energy 
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constrains the implementation of conventional approaches. In addi-
tion to all, as reported in reference [27], BSs are the most power- 
hungry components of M2M networks. Energy-saving protocols, as 
well as the optimal utilization of renewable energy by the BSs, are 
further research directions toward green M2M, whereas photovoltaic 
energy harvesting in WSNs will address both greenhouse gas emis-
sions and network lifetime challenges in the M2M device domain.

7.11  Glossary

AS: The protocol layer in UMTS and LTE, which addresses data 
transportation and radio resource management between the 
user equipment and the access network.

Energy harvesting: A method to prolong the lifetime of the M2M 
device network by receiving power from external energy 
sources.

Internet of things (IoT): An extension to the future Internet connect-
ing M2M device (i.e., things) networks.

M2M application domain: M2M domain formed by M2M servers.
M2M core network: M2M segment that consists of BSs, an MM 

entity, an HSS, and a PDN gateway, which connects the core 
network to the Internet domain.

M2M device domain: M2M devices that do not necessarily have cel-
lular communication interfaces, whereas some M2M devices 
aggregate the data from noncellular M2M devices through 
other radio interfaces and relay them to the core network 
domain through cellular interfaces.

Massive access control: Coordination of access attempts to a BS from 
a massive amount of M2M devices.

NAS: The protocol layer in UMTS and LTE, which addresses com-
munication session establishment and management between 
the user equipment and the cellular core network.
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8.1  introduction

Smart grid is the future electrical power grid that integrates ICTs 
and two-way communications to increase the reliability, security, 
and efficiency of electrical services while reducing the greenhouse 
gas (GHG) emissions of the electricity production process [1,2]. 
Smart grid consists of consumer domain, transmission and distribu-
tion (T&D) domain, and power generation domain, which include 
millions of electromechanical devices. In the traditional power grid, 
most of those devices do not have the capability of communicating, 
and the ones that can communicate only provide means for very lim-
ited telemetry, mostly using supervisory control and data acquisition 
(SCADA). SCADA enables communications between substations 
and the utility control center to monitor the equipment in the field 
by a centralized server. In that sense, primitive M2M communica-
tions already exist in the power grid. However, SCADA is based on 
proprietary technologies. In addition, it does not allow the equip-
ment in the field to communicate among themselves or to inter-
act and self-organize. Usually, SCADA sensors are hardwired, and 
SCADA mainly serves as a coarse-grained monitoring tool [3]. On 
the other hand, smart grid calls for communication technologies that 
will enable applications that involve more than just monitoring. For 
instance, self-organization of microgrids, remote control of home 
appliances, interaction of renewable energy generation resources, etc., 
will be possible in the smart grid.

M2M networks have found many application areas, such as 
e-health, smart homes, automation, environmental monitoring, and 
intelligent transportation systems (ITS). For instance, connected 
vehicles to prevent accidents and body area networks that track 
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vital signals and trigger emergency response [4] all require M2M 
communications. One of the well-known M2M applications is the 
global positioning system (GPS) navigation system [5]. Considering 
the demands of the power grid, M2M communications is also an 
ideal tool to make the power grid truly smart and interactive. The 
communication layer of the smart grid, which employs short-range 
and long-range communication standards such as ZigBee, Wi-Fi, 
worldwide interoperability for microwave access (WIMAX) [6], or 
long-term evolution (LTE) [7–10], provides the underlying technol-
ogy for wireless M2M networks. Wireless M2M networks are more 
flexible and ubiquitous than wired networks; therefore, they can 
provide anytime, anywhere connectivity to devices. Furthermore, 
wireless communications add the benefit of mobility and generally 
offer low cost. Thus, wireless M2M is the key to intelligent perva-
sive applications in the smart grid. M2M connections in the utility 
industry are expected to significantly increase with the adoption of 
smart meters.

M2M communications is different than human-to-human and 
human-to-machine communications as it involves communication 
among machines rather than humans, where machines automatically 
generate, exchange, and process data. M2M communications is gen-
erally defined with low mobility, location-specific trigger, infrequent 
transmission, and group-based features [11]. In Figure 8.1, we present 
an M2M network architecture consisting of three components: the 
M2M domain, the network domain, and the application domain [5]. 
An M2M network with sensors and actuators and interconnected to 
the Internet defines the Internet of things (IoT) concept [12]. The 
M2M and IoT concepts are expected to be the key enablers of the 
future Internet of energy [13], where all energy-related entities will 
be connected.

Before M2M communications become widespread in the smart 
grid area, there are several challenges that need to be addressed. There 
are a lot more machines than the population around the world, and 
M2M communications cover billions of machines communicating 
with each other. Thus, network operators are anticipating a huge load 
resulting from M2M communications, which, on one hand, trans-
lates into revenues and, on the other hand, brings challenges. These 
challenges can be summarized as follows:
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•	 Scalability
•	 Energy efficiency
•	 Security
•	 Reliability
•	 Standardization
•	 Service differentiation
•	 Spectrum utilization
•	 Mobility
•	 Data processing and computing

The aforementioned issues have become more significant in M2M 
networks than in traditional wireless networks particularly due to the 
heterogeneity and density of devices in M2M networks. With mil-
lions of devices, scalability is one of the fundamental concerns for 
protocol design, while those devices are expected to operate for years 
without battery replacement, which makes energy efficiency another 
important issue. Again, the huge number of devices increases secu-
rity risks and may make systems more vulnerable to attack unless 
secure communication technologies are not employed. Furthermore, 
M2M communications will be used in critical infrastructures such 
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Application
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M2M gateway
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Aggregation point

M2M
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device
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figure 8.1 M2M architecture.
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as intelligent transportation system (ITS) or smart grid, which do 
not tolerate high packet loss rates. Hence, reliability is a signifi-
cant issue. The M2M standards have not matured yet, although 
there are a number of standard bodies acting in this area such as 
the European Telecommunications Standards Institute (ETSI), the 
Institute of Electrical and Electronics Engineers (IEEE), the Internet 
Engineering Task Force (IETF), and the 3rd-Generation Partnership 
Project (3GPP). The challenge in standardization mainly raises from 
combining heterogeneous communication technologies under an 
umbrella, such as LTE, ZigBee, Wi-Fi, etc. Applications will also 
be heterogeneous in terms of delay requirements. Some will need 
real-time communications, while others will be delay tolerant, which 
calls for service differentiation. Furthermore, utilization of the scarce 
wireless spectrum is another challenge, while mobility of the devices 
emerges as another concern. Finally, processing the huge amount 
of data generated by millions of devices calls for novel solutions. In 
Section 8.3, we present a detailed look into the challenges of M2M 
communications from the smart grid perspective.

When M2M communications are widely adopted, a large num-
ber of smart grid applications will be unraveled. Energy management 
applications for residential users, which include interactive demand 
coordination for home appliances, Web service–based remote con-
sumption control, and electric vehicle load management, are several 
examples of smart grid applications that can benefit from M2M 
communications. Those applications will be introduced in detail in 
Section 8.5.

The rest of the chapter is organized as follows. In Section 8.2, we 
first give an overview of smart grid fundamentals. The challenges of 
M2M communications are discussed in Section 8.3. In Section 8.4, 
we present the state of the art in wireless M2M communications. In 
Section 8.5, we introduce the M2M-enabled smart grid applications 
in detail. Finally, Section 8.6 gives a summary of this chapter and 
discusses the open issues in M2M communications for the smart grid.

8.2  smart Grid fundamentals

The traditional power grid roughly consists of three domains: gen-
eration, transmission, and distribution and consumer domains. Smart 

 



232 Erol-Kantarci and Mouftah

grid refers to adding intelligence to the equipment in those three dif-
ferent domains and enabling device-to-device, device-to-control cen-
ter, and consumer-to-grid communications. We provide a reference 
illustration of a smart grid in Figure 8.2. When a smart grid is fully 
implemented, which is anticipated to be in the following decades, the 
borders between those domains will be blurred; as consumers will 
have the chance to become generators/suppliers, microgrids will be 
implemented in the distribution domain and so on. However, it is still 
useful to refer to those domains to explain how electricity grid works. 
Therefore, we will start by introducing those traditional domains and 
then move forward and explain the novel concepts of smart grid.

8.2.1  Generation

In the traditional power grid, bulk power is generated at power plants, 
which either burn fossil fuels (e.g., coal, gas, diesel, natural gas) or 
use nuclear energy or hydropower. Although it is possible to generate 
power from the sun and the wind, the contribution of wind tribunes 
and photovoltaic panels to the bulk power is marginal in most of the 
power grids around the globe. Wind and solar power are referred to 

Control center

Renewable generation, storage, and EVs

Residential consumers

Commercial consumersIndustrial consumers

Generation

Transmission and distribution

figure 8.2 Illustration of the smart grid.
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as renewable energy generation methods, and they are preferred more 
than fossil fuel–based energy generation techniques due to their lower 
cost and lower GHG emissions. However, their limited availability and 
intermittent nature make it hard to employ them as a primary power 
supply [14]. Smart grid aims to increase the penetration of renewable 
energy generation by adopting intelligent techniques that allow the 
utilization of wind and solar power more effectively. Furthermore, in 
the smart grid, consumers will be able to produce renewable energy and 
sell it back to the grid. Indeed, several provinces of Canada are adopt-
ing policies for selling the consumer-generated energy back to the grid. 
Ontario’s MicroFIT program is one of these programs, where FIT 
stands for feed-in-tariff. The MicroFIT program allows utilities to buy 
energy from small-scale power generators, such as homes and stores, 
once they commit to providing power for a certain amount of time. 
The MicroFIT program encourages power generation by the consum-
ers; however, it does not involve communications. True smart grid 
technologies will enable self-organization of small- and large-scale 
generators. In this context, M2M communications will be essential 
for the self-organization and the healthy operation of the grid.

8.2.2  Transmission and Distribution

The T&D domain includes substations, overhead power lines, under-
ground power lines, etc., that carry electricity from the generation 
site to the consumer premises. Transmission refers to high-voltage 
power transmission from power plants toward the distribution sub-
stations, while distribution is the low to medium voltage circuit that 
is beyond the distribution substation and that reaches consumer 
premises. Smart grid offers enhanced monitoring capabilities to the 
T&D domain. To this end, substations and the transformers inside 
the substations are monitored with remote terminal units (RTUs) 
of the SCADA system, while power lines are monitored by mul-
tiple sensors collecting data on sag, conductor strength, temperature, 
heating, icing, wind speed, and contact with vegetation and animals. 
Some advanced sensors are capable of communicating through cel-
lular networks. Yet, those pieces of equipment are not able to inter-
act or route electricity upon failures. Smart grid envisions automatic 
switching/routing and healing of the distribution system. In addition, 
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the microgrid concept is also one of the smart grid concepts that 
encourage self-healing of the power grid by islanding smaller grids 
from the main grid upon failures. A microgrid is a relatively small-
scale, self-contained, medium-/low-voltage electric power system 
that contains distributed energy resources such as distributed genera-
tors, controllable loads, small-scale combined heat and power units, 
and distributed storage [15]. An illustration of a microgrid is pre-
sented in Figure 8.3. Microgrids have grid-connected and islanded 
modes of operation. In the grid-connected mode, the microgrid may 
act as a load or a generator from the grid’s point of view [16]. In the 
islanded mode, it is independent from the utility grid, where energy 
generation, storage, load control, power quality control, and regu-
lation are implemented in a stand-alone system. M2M communi-
cations is required for the autonomous operation of microgrids and 
enhanced T&D equipment monitoring.

8.2.3  Consumption

Consumers can be roughly classified into three groups based on 
their power needs and usage patterns, which are industrial, com-
mercial, and residential consumers. In the traditional power grid, 
there are various pieces of sensing equipment for all three catego-
ries of consumers; for instance, industrial facilities have SCADA; 
building automation tools employ light and HVAC sensors; and 

Feeder 2

Feeder 1

Utility grid
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Load Load
Storage
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Storage

PV 11...15

figure 8.3 Sample microgrid.
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smart homes utilize light, presence, etc., sensors. However, usually, 
these pieces of equipment are not interconnected, and they work 
according to simple control principles. In the smart grid, it will be 
possible to communicate, monitor, and possibly control the power 
consumption of the consumers pervasively without disturbing their 
business or comfort. These types of applications require control-
ling a huge number of devices that fall into the domain of M2M 
communications.

In the smart grid, communications can be considered as an over-
lay plane on top of the electrical plane. Besides the categorization on 
the electrical plane, smart grid communications can be grouped into 
several categories. Smart grid communications can cover regions of 
various sizes; therefore, they are usually classified as wide area net-
work (WAN), neighborhood area network (NAN), and home area 
network (HAN), where WAN refers to the region under the control 

M2M server

IP network

AMI data aggregator

NAN gateway

NAN gateway

Home area
network (HAN)

Smart meter

figure 8.4 M2M communications in the AMI and HAN.
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of a utility, NAN corresponds to a group of houses possibly fed by 
the same transformer, and HAN is a single residential unit [17]. In 
addition to those networks, smart grid involves a field area network 
(FAN), whose scale is defined with the service domain rather than 
a geographical coverage. FAN covers the distribution automation 
and distribution equipment under the control of a utility. In addi-
tion, smart meter data delivery network is known as the advanced 
metering infrastructure (AMI). M2M communications in the AMI 
and HAN is illustrated in Figure 8.4. As seen from the figure, home 
appliances and the electric vehicle can communicate with each other, 
while smart meters report consumption to the utility through AMI 
aggregators. According to reference [18], in 2020, M2M connections 
in the utility industry is expected to grow to 1.5 billion devices, with 
99% being smart meters.

8.3  challenges of M2M communications in the smart Grid

In M2M communications, scalability, energy efficiency, security, and 
reliability are among the primary concerns. Since M2M involves a 
high number of devices, their communication as well as the devices 
themselves need to be scalable and energy efficient. Security is sig-
nificant since M2M networks might be easier to attack, and attacks 
may not be discovered for a long time since human intervention 
is limited. Reliability is another concern, which impacts the deci-
sions and the overall health of the smart grid. Standardization is 
one of the most significant challenges, where mature M2M stan-
dards are not available yet [19]. Furthermore, access priority needs 
to be defined for certain devices that deliver alarms particularly 
when a large number of M2M devices try to access one base station 
(BS). Also, for emergency situations, low-latency access needs to 
be provided. Additionally, spectrum is already highly utilized with 
the current communication technologies. M2M communications 
will elevate spectrum scarcity problem. Cognitive spectrum access 
will gain even more significance with M2M communications [20]. 
Finally, mobility and data processing emerge as other challenges 
for M2M communications in the smart grid. In the following sub-
sections, we will explain those challenges in detail and discuss the 
proposed solutions.
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8.3.1  Scalability

M2M communications applies to a medium-sized network HAN as 
well as to a factory-sized network. Protocols developed for one net-
work should be able to work in another network. In the smart grid, 
billions of devices will be communicating. Thus, scalable M2M com-
munication protocols are essential for the smart grid. Furthermore, 
even in a medium-sized network, the number of messages can be 
dramatically high. To overcome the excessive number of messages 
generated by appliances, an intelligent mechanism has been proposed 
in reference [21]. Appliances whose demand remains unchanged do 
not send messages—they keep silent. This saves energy as well as the 
scarce bandwidth.

8.3.2  Energy Efficiency

M2M devices are expected to generate and handle a high volume of 
traffic, as well as to operate for long periods of time, which makes 
energy efficiency an important requirement for M2M communi-
cations. In the literature, several methods have been proposed to 
introduce energy efficiency. Sleep/idle mode is the basic power- 
saving mechanism. Additionally, transmitted power can be reduced 
by uplink transmission power control techniques, while power 
consumption during message reception can be reduced by control 
signaling. Furthermore, device collaboration can provide reduced 
energy consumption for M2M devices. In the smart grid, sleep 
mode can be implemented for the smart meters since smart meters 
provide energy consumption data every 10 to 15 min, and mes-
sage relaying may tolerate delays. On the other hand, for real-time 
demand management applications, appliances may employ power 
control mechanisms.

8.3.3  Security

Smart grid is a critical infrastructure, and it should be secured 
against attacks. If security is not designed as an integral part of M2M 
communications, denial of service, eavesdropping on transmission, 
or flooding attacks may be implemented easily and may endanger 
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the stability of the grid. In the past, malicious users have been suc-
cessful in implementing attacks on the power grid. In 2003, a nuclear 
power plant in Oak Harbor, Ohio, was infected by an standard query 
language (SQL) server worm, disabling a safety monitoring system 
for several hours [22]. Also, in the same article, Amin states that, in 
January 2008, the Central Intelligence Agency (CIA) reported that 
hackers were able to disrupt (or threaten to disrupt) the power supply 
for several foreign overseas cities. With the adoption of M2M com-
munications in the smart grid, security becomes even more significant 
since M2M networks might be easier to attack, and attacks may not be 
discovered for a long time since human intervention is limited. Most of 
the wireless communication technologies that provide the underlying 
communication medium to M2M devices employ security measures 
to some extent. These communication technologies and their security 
mechanisms will be discussed in the next section. However, smart grid 
requires more advanced solutions since it is a critical infrastructure.

8.3.4  Reliability

Most M2M application domains require reliable service as they are 
operating in critical domains such as health, power, and public safety. 
Regardless of device mobility or channel conditions, reliable transmis-
sion in terms of low packet loss is desired. Particularly, in the smart grid, 
loss of data may result in incorrect control actions and may endanger grid 
stability. For instance, consider a scenario where a transformer exceeds 
the overload threshold and some loads need to be shed to keep the trans-
former functioning. If the control packets destined to those loads are lost, 
then they will continue drawing power and cause outage. To address 
the reliability challenge, robust modulation/coding schemes need to be 
developed. Furthermore, interference is one of the factors causing packet 
loss; thus, interference mitigation techniques need to be considered. In 
addition, device collaboration can increase reliability.

8.3.5  Standardization

Interoperability between communication protocols, as well as ser-
vices, is crucial for successful M2M implementation. Standardization 
efforts are the key to interoperability. Particularly, in the smart grid, 
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standardization is of paramount importance since a large number of 
devices from different vendors will need to communicate with each 
other. There are several standardization bodies who are active in 
M2M communications, including ETSI, 3GPP, IEEE, and IETF.

The ETSI technical committee on M2M, which was formed in 
January 2009, focuses mainly on the service middleware rather than 
on the network and transmission technologies [11]. The ETSI smart 
grid and M2M architecture is presented in Figure 8.5. According 
to this architecture, the control layer resides right above the physical 
smart grid layer. The control layer covers operations such as meter-
ing, optimization, restoration, recording, etc. On top of the control 
layer, there is a service and applications layer, which includes demand 
management for homes and offices, utility operation services, billing 
and account management, and so on. ETSI has developed a number 
of recommendation architectures for the smart meter network. TR 
102 691 focuses on smart metering use cases, while TR 102 935 
focuses on the impact of smart grid on the M2M platform. TS 102 
689 and TS 102 90 define M2M service requirements and M2M 
functional architecture, respectively [23]. Smart metering is envi-
sioned to be the first real M2M application to facilitate the IoT con-
cept, where metering includes electricity metering as well as water 
and gas metering.

3GPP [24] is focused on the optimization of access and core net-
work infrastructure. It is a partnership between standard organi-
zations and was founded in 1998. 3GPP’s efforts on machine-type 
communications goes back to November 2005, when the System 
Aspect Working Group initiated the study item on “Facilitating M2M 
Communications for Global System for Mobile Communications 
(GSM) and the Universal Mobile Telecommunications System 
(UMTS).” Currently, the integration of M2M and LTE is being car-
ried out by this group.

The IEEE 802.16p task group is mainly developing M2M-related 
standards under the IEEE 802.16 family of standards [25]. IEEE 
802.16 defines the basis for WIMAX. The IEEE 802.16p task group 
was formed in November 2010, and the standard has been completed 
recently.

Finally, IETF has the extension of internet protocol version 6 
(IPv6) to low-power lossy networks (LLNs) via IPv6 over low power 
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wireless personal area networks (6LoWPAN). The working group 
routing over low power and lossy networks (ROLL) is also focused on 
a routing algorithm for LLNs. The target of ROLL is to provide an 
end-to-end internet protocol (IP)-based solution [26]. Furthermore, 
the IETF Constrained RESTful Environments working group [27] 
aims at realizing the REST architecture for constrained nodes such 
as 8-B microcontrollers with limited RAM and ROM. The con-
strained application protocol is a Web transfer protocol for M2M 
networks in smart grids and builds automation applications.

8.3.6  Service Differentiation

In the smart grid, M2M networks will employ billions of machines 
coupled with many applications. Certain applications will have strict 
delay requirements to meet, for instance, protection and control appli-
cations that need to deliver alarms almost in near real time. On the 
other hand, some applications such as demand response or billing may 
tolerate delays. Packets of those applications may need to access the 
same BS at the same time. In this case, delay-tolerant M2M devices 
can wait for high-priority nodes to finish their transmission, or the BS 
may treat the packets of those applications in a different way. Thus, 
service differentiation and quality of service (QoS) need to be consid-
ered for M2M communications in the smart grid. QoS can be incor-
porated in several ways. For example, bandwidth request protocol can 
be modified in favor of high-priority nodes.

8.3.7  Spectrum Utilization

Wireless spectrum is already crowded due to the existing human-
to-human–type communications. With the adoption of M2M com-
munications, billions of devices will impact the spectrum scarcity 
problem drastically. Cognitive radio (CR) has emerged as a break-
through technique to overcome this challenge [28]. The use of CR in 
M2M communications has been recently studied in reference [12]. 
CR enables access of a secondary user to a licensed spectrum that 
is reserved for primary users. Primary users are typically the mobile 
terminals in the cellular networks or the TVs in TV broadcasting 
networks. Secondary users could be any opportunistic user who 
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accesses the spectrum without interfering with the primary users, 
that is, one that uses the spectrum holes. TV white spaces (TVWSs), 
which are the locally unused parts of the frequency bands in the ultra 
high frequency (UHF) and very high frequency (VHF) bands, are 
particularly attractive since the signals in TVWS can penetrate bet-
ter through walls [12]. A commercial solution for using TVWS for 
M2M communications has been developed by Neul [29]. This Federal 
Communications Commission (FCC)-compliant white space wire-
less system is able to support 1 million M2M connections simulta-
neously. It uses BSs with a 10-km range and a data rate of up to 16 
Mbps. Furthermore, interference from distant TV transmitters are 
eliminated to increase the performance.

8.3.8  Mobility

M2M communications is different from human-to-human commu-
nications in many ways. Mobility is one of them. M2M devices have 
different mobility patterns depending on the application domain. 
For example, in ITS applications, M2M communication proto-
cols need to deal with extremely high mobility, where, in the smart 
grid, devices have low or no mobility. For those cases, signaling and 
mobility management should be in concert with each application. 
With low- or no-mobility devices, power consumption and signal-
ing overhead may be kept at a minimum by designing suitable hand-
over techniques.

8.3.9  Data Processing and Computing

In M2M networks, besides exchanging data, processing and comput-
ing emerge as another challenge since data produced by machines will 
be much more than human-generated data and they will need to be 
processed to perform some control actions and decisions. Processing 
these data on devices or other conventional platforms is challenging. 
In this context, the emerging cloud computing concept can provide 
a solution. M2M services can be delivered over the cloud. Data 
processing is also becoming increasingly important in the smart grid 
due to the massive amount of collected and analyzed data. Processing 
smart meter data over the cloud platform has been considered in 
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reference [30]. Cloud platform provides many benefits; however, it has 
certain challenges as well. The cloud platform should support efficient 
and reliable streaming and low-latency scheduling, and should pro-
vide effective data sharing.

8.4  Wireless communication technologies for M2M communications

Wireless M2M networks are more flexible and ubiquitous than 
wired networks. They can provide anytime, anywhere connectivity to 
devices, providing a means for intelligent pervasive applications in 
the smart grid. There are various available wireless communication 
technologies for M2M networks. In the following sections, we will 
provide an overview of the state of the art in wireless standards.

8.4.1  Cellular M2M Communications

M2M communications can benefit from the available cellular net-
work infrastructure. First- and second-generation cellular networks 
were designed to carry voice traffic and, later, 2.5 generation (2.5G)-, 
GPRS-, and EDGE-enabled data transfer. Third-generation (3G) 
standards emerged to provide higher data rates and roaming capabili-
ties. The most recent technology on the cellular communications side 
is the LTE and LTE advanced (LTE-A). 3GPP is motivating M2M 
communications over LTE.

LTE has high coverage and high bandwidth. A typical LTE cell 
has a diameter of 4 km [31], which can be extended via relaying. The 
peak data rates of LTE is around 300 Mbps at the downlink and 
80 Mbps at the uplink, with 20-MHz channel bandwidth and 4 × 4 
multiple input multiple output (MIMO) antennas. On the other 
hand, with 70-MHz channel bandwidth and 4 × 4 MIMO antennas, 
LTE-A’s targeted peak downlink transmission rate is 1 Gbps, and 
the uplink transmission rate is 500 Mbps. These data rates gener-
ally apply to low-mobility devices, while for high-mobility devices, 
peak data rates will be around 100 Mbps in LTE-A [32]. Cellular 
communications is advantageous for M2M communications as it has 
almost no initial cost, and the data are transmitted from the read-
ily available infrastructure. In addition, cellular communications have 
advanced security mechanisms. On the other hand, cellular networks 
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are optimized for the traffic characteristics of human-to-human com-
munication applications, which usually have a certain length and data 
volume with certain patterns, while M2M communications has totally 
different characteristics. In the smart grid, metering applications have 
no mobility, show a regular traffic pattern with small packet sizes, and 
involve a large density of devices with relaxed latency requirement. In 
addition, energy efficiency, security, and reliability requirements are 
high. M2M communications call for a redesign of medium access and 
bandwidth allocation schemes of cellular standards.

8.4.2  IEEE 802.16/WIMAX

WIMAX is based on the IEEE 802.16 standard developed for broad-
band wireless access for fixed and mobile point-to-multipoint com-
munications. WIMAX adopts the PHY and MAC layers of IEEE 
802.16 [25] and includes a generic packet convergence sublayer. 
WIMAX operates in the licensed bands of 10 to 66 GHz while it also 
allows the use of license-exempt sub 11-GHz bands. WIMAX can 
provide theoretical data rates of up to 70 Mbps. Its range is around 
50 km for fixed stations and almost 5 km for mobile stations [33]. 
Recently, a standard for M2M communications over WIMAX has 
been developed by the IEEE 802.16p task group.

8.4.3  IEEE 802.11/Wi-Fi

The IEEE 802.11 standard family defines the PHY and MAC layers 
of Wi-Fi [34]. The data rate of IEEE 802.11 standards range from 
1 to 100 Mbps; 1 Mbps is offered by IEEE 802.11b, and 100 Mbps 
is offered by the recent IEEE 802.11n standard. Wi-Fi operates in 
the unlicensed 2.4-GHz Industrial Scientific and Medical (ISM) 
band. At the physical layer, it utilizes frequency-hopping spread 
spectrum and direct sequence spread spectrum. At the MAC layer, 
it uses request-to-send and clear-to-send control frames. The stan-
dard also has advanced security and QoS settings. Wi-Fi is widely 
adopted; hence, it can easily be extended for M2M communications. 
Considering its moderate range, that is, 500 m outdoors, Wi-Fi is a 
suitable alternative for M2M communications in the HAN, NAN, 
and FAN domains. Particularly, after the recent advances in low-power 
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Wi-Fi technology, Wi-Fi emerges as a strong candidate for the HAN 
domain and the AMI. Ultra low-power Wi-Fi is based on the IEEE 
802.11b/g standard [35]. It promises multiple years of operation simi-
lar to ZigBee, has data rates of around 1 to 2 Mbps, and ranges from 
10 to 70 m indoors [36,37]. In reference [38], Wi-Fi–based automatic 
meter reading system for the smart grid has been recently suggested, 
which is a typical M2M application.

8.4.4  IEEE 802.15.4/ZigBee

ZigBee is a low–data rate, short-range, energy-efficient wireless 
technology that is based on the IEEE 802.15.4 standard [39]. The 
standard defines the physical and MAC layer access, while the upper 
layers, including routing and applications, are defined in the ZigBee 
protocol stack. ZigBee utilizes different ISM bands in North 
America and Europe, that is, 13 channels in the 915-MHz band in 
North America, 1 channel in the 868-MHz band in Europe, and 
16 channels in the 2.4-GHz ISM band worldwide. ZigBee supports 
data rates of 250, 100, 40, and 20 kbps. Its range is approximately 
30 m indoors. ZigBee employs duty cycling mechanism to increase 
network lifetime.

The MAC layer of IEEE 802.15.4 defines two types of channel 
access, namely, the beacon-enabled and the beaconless modes. In 
the beacon-enabled mode, the personal area network (PAN) coor-
dinator synchronizes the nodes in the network via beacons. The bea-
con duration is divided into two periods: the active and the inactive 
periods. Nodes communicate only in the active period, which corre-
sponds to a superframe duration (SD), and they sleep in the inactive 
period. This is the duty-cycling mechanism of ZigBee in the beacon- 
enabled mode. SD is divided into the contention access period 
(CAP) and the contention free period (CFP). During CAP, nodes 
compete to achieve access to transmit their data by using the slot-
ted carrier sense multiple access with collision avoidance (CSMA/
CA) technique, while CFP provides guaranteed time slots (GTSs). 
GTSs are reserved on the previous beacon interval (BI). In the bea-
conless mode, devices employ the traditional CSMA/CA scheme. 
IEEE 802.15.4 allows the use of acknowledgment frames for uni-
cast transmissions [40].
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ZigBee initially does not have IP addressability. However, IETF 
RFC 4944 recently defined IPv6 over low-power wireless PANs 
(6LoWPAN) to integrate IPv6 addressing to LoWPANs like ZigBee 
[41]. 6LoWPAN adds an adaptation layer to handle fragmentation, 
reassembly, and header compression issues to support IPv6 pack-
ets on the short packet structure of ZigBee. With the adoption of 
6LoWPAN, ZigBee becomes an alternative for short-range wireless 
M2M communications. In the smart grid, ZigBee can be used for 
M2M communications in the HAN domain.

8.4.5  WirelessHART

WirelessHART is a wireless mesh network communication protocol 
that is built over IEEE 802.15.4–compatible radios. It is an exten-
sion of the HART protocol that was designed for wireline com-
munications in industrial applications. It employs time-division 
multiple access (TDMA) for channel access. The maximum range 
of a WirelessHART network is 200 m. Each WirelessHART node 
is capable of relaying the packets of other nodes while the network 
manager determines the redundant routes based on latency, efficiency, 
and reliability. Connectivity to the command center is provided by 
the WirelessHART gateway [42]. WirelessHART implements secu-
rity measures via AES-128 bit encryption for end-to-end sessions. 
Individual session keys as well as a common network encryption 
key are shared among all devices to facilitate broadcast activities. 
WirelessHART targets industrial automation and control applica-
tions. In the M2M smart grid communications, it emerges as an alter-
native for device communications within power generation facilities.

8.4.6  ISA-100.11a

ISA-100.11a is an open standard developed by the ISA-100 committee 
[43]. Similar to ZigBee and WirelessHART, it adopts IEEE 802.15.4 
radios. It uses time-synchronized channel hopping to overcome the 
radio frequency (RF) interference issue as well as to allow duty cycling. 
It supports mesh, star-mesh, and star topologies. ISA-100.11a targets 
to support interoperability; therefore, it allows IP addressing. It fur-
ther utilizes AES-128 bit encryption. The standard mainly intends to 
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provide reliable and secure operation for noncritical monitoring, alert-
ing, supervisory control, open-loop control, and closed-loop control. In 
the M2M smart grid communications, it can be used to monitor power 
generation facilities.

8.4.7  Z-wave

Z-wave is a proprietary wireless communication protocol developed 
by ZenSys (currently owned by Sigma Designs) [44]. The maximum 
range of a Z-wave radio is approximately 30 m indoors and around 
100 m outdoors. Z-wave operates in the 908-MHz ISM band in 
the Americas, and it has data rates of up to 40 kbps. It is mainly a 
home automation technology, and it provides wireless connectivity for 
devices such as lamps, switches, thermostats, garage doors, etc.

Z-wave defines two types of devices: controllers and slaves. Con-
trollers poll or send commands to the slaves, while slaves reply to those 
controllers or execute their commands. Z-wave commands can either be 
protocol commands or application-specific commands. Protocol com-
mands mostly specify ID assignment, and application commands can be 
turning on/off devices or other home control–related commands.

8.4.8  Wavenis

Wavenis is a wireless protocol stack developed by Coronis Systems for 
control and monitoring applications [40]. It operates in the ISM bands, 
with central frequencies of 433-, 868-, and 915-MHz bands in Asia, 
Europe, and the United States, respectively. It can provide a maximum 
data rate of 100 kbps. In the MAC layer, it employs synchronized and 
nonsynchronized schemes. In a synchronized network, nodes utilize 
a hybrid scheme based on CSMA and TDMA, while in the nonsyn-
chronized network, CSMA/CA is used. Wavenis offers solutions in 
the HAN domain of the smart grid similar to ZigBee and Z-wave.

8.4.9  IEEE 802.15.4a/Ultra-Wide Band (UWB)

IEEE 802.15.4a is an amendment to IEEE 802.15.4. It defines 
a new physical layer that is using ultra-wideband frequencies. Due 
to the increasing number of devices and interference problems, this 
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amendment has been devised for extended-range and high–data rate 
applications. The range of ultra wideband is between 10 and 100 m. It 
supports bit rates of 110 kbps, 851 kbps, 6.81 Mbps, and 27.24 Mbps. 
It utilizes 16 channels between 250,750; 32,444,742; and 594,410,234 
MHz. Medium access strategies are the same with the original IEEE 
802.15.4 standard. Sensing and location mapping of disaster sites, 
precision agriculture, and location tracking of moving objects are 
some of the typical applications [45]. In the M2M smart grid com-
munications, UWB can be utilized for location services regarding 
crew tracking within a service area.

8.4.10  IEEE 802.22/CR

The IEEE 802.22 standard is a recently emerging IEEE standard 
that uses CR for opportunistic access to white spaces in TV bands. 
IEEE 802.22 will use the UHF/VHF bands between 54 and 862 
MHz and their guard bands. The range of the IEEE 802.22 standard 
is considered to be between 33 and 100 km [46], and it will have data 
rates of approximately 19 Mbps.

The CR concept provides access to unlicensed (secondary) users 
to the spectrum that is not utilized by licensed (primary) users. A 
CR has the ability to sense unused spectrum, use it, and then vacate 
as soon as a licensed user arrives. This is illustrated in Figure 8.6. 
The standard employs a BS and a number of customer premise equip-
ment (CPE). The BS establishes the medium access control by decid-
ing whether a band is used or unused based on the measurements 
collected by CPEs. CPEs perform distributed sensing of the signal 
power in various channels of the TV band [47,48]. Cognitive M2M 

Spectrum
analysis

Spectrum
decision

Radio
resources

Spectrum
sensing

figure 8.6 Cognitive radio spectrum allocation.
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communications can be used in the WAN, NAN, and FAN domains 
of the smart grid. A more detailed application will be introduced in 
the next section.

8.5  use cases for M2M communications in the smart Grid

In this section, we present the state-of-the-art applications of M2M 
communications for the smart grid. We introduce a cognitive scheme 
that targets energy efficiency in FANs and NANs. We summarize the 
literature on Web service–based energy management approaches for 
appliances and electric vehicles. We further present an M2M-based 
home energy management scheme.

8.5.1  Cognitive M2M for the Smart Grid

Smart grid will involve communications between a large number of 
devices, including wind turbines, solar panels, power lines, towers, 
substations, smart meters, and appliances—almost all devices that 
have to do with electricity. Regarding communications between wind 
turbines or solar panels that are located in remote areas and control 
centers, TVWS can be conveniently used [12]. As we described in 
the previous section, the IEEE 802.22 standard will allow access to 
TVWS, and it can be adopted by remote smart grid assets.

The cognitive M2M network architecture consists of primary and 
secondary networks. The primary network includes users of mobile 
terminals in case the cellular network is shared or TV in case the 
TV broadcast network is shared among two networks. The primary 
network has the exclusive right to access the licensed spectrum. The 
secondary network includes machines whose access is opportunistic. 
A secondary BS manages the access of those cognitive machines by 
handling spectrum allocation. Spectrum allocation can be main-
tained in various ways. In reference [49], the authors have presented 
a genetic algorithm–based spectrum allocation scheme to facilitate 
CR-based M2M in the smart grid. Three fitness functions have been 
introduced, which simultaneously aim to maximize spectrum effi-
ciency, minimize transmission power, and minimize bit error rate 
(BER). Assuming that smart meters use multicarrier systems with N 
subscribers, fitness functions are given by
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where Mi and Pi are the modulation index and transmit power of 
the ith smart meter, respectively. Here, Mmax, Pmax, and Pbe denote the 
maximum modulation index, the maximum transmit power, and the 
average BER over N smart meters, respectively.

Cognitive M2M communications may be used by smart grid 
concentrators that collect data from multiple HANs within a single 
NAN. In this case, HAN gateways can cooperatively sense the spec-
trum to save energy. In noncooperative sensing, each HAN gateway 
senses each channel sequentially, which means that nts time is spent 
to sense n channels, given that one channel sensing has a duration 
of ts. In cooperative sensing, one or more gateways can sense differ-
ent channels simultaneously and can deliver channel status to the BS, 
which then performs spectrum allocation.

8.5.2  Web Services in the Smart Grid

M2M communications benefit from the IoT idea, and one of the key 
enablers of IoT is embedded Web services. For M2M applications, the 
significance of middleware development have been outlined in refer-
ence [50]. Traditional Web services technology has been devised for 
powerful PCs instead of resource-constrained tiny devices or machines. 
Recently, ways of adopting Web services in such devices have been 
investigated. The 6LoWPAN standard enables IPv6 to be used by IEEE 
802.15.4 or power line carrier (PLC)–compliant resource-constrained 
devices. Although networking standards have been developed, applica-
tions also need to be compatible. Hypertext transfer protocol (HTTP) 
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and extensible markup language (XML) are not convenient because 
M2M applications are different than applications where traditional 
Web services are used. M2M applications are generally short lived. 
Nodes have active and inactive periods. Multicast and asynchronous 
communications may be required in some applications [51]. In the 
smart grid, Web services can be implemented for the storage devices, 
the transmission system, and the demand side of the smart grid.

In reference [52], the authors have proposed a Web service–based 
energy management application that combines remote energy con-
sumption monitoring, remote demand control, and remote energy 
supply. The Web services architecture is presented in Figure 8.7. 
The traditional Web service routines have been modified to fit the 
needs of resource-constrained devices. In remote energy consump-
tion monitoring, the energy consumption of each appliance is moni-
tored by sensors, and the users can monitor the consumption of their 
appliances using their mobile devices and Web services. In remote 
demand control, the load of heating, ventilation, and air conditioning 

Smart grid

M2M network

WSN

Internet

Web serverSmart phone

figure 8.7 Energy management application via Web services.
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(HVAC) system during peak hours is reduced if the load on the grid 
is critical. The load of the HVAC is reduced by configuring the set 
point of the HVAC to higher temperatures during summer and lower 
temperatures during winter. The application ensures that the util-
ity set temperatures are within the acceptable comfort levels of each 
consumer. The remote energy supply benefits from the energy sell-
ing concept. This application allows the remote user/owner to control 
the amount of energy stored and the amount of energy sold back to the 
grid. In reference [53], the authors have utilized Web services for the 
plug-in hybrid electric vehicle (PHEV) charging management appli-
cation. Web services are used to display gas and electricity prices in 
nearby stations and serve to aid drivers to choose the most convenient 
fuel. Furthermore, if the grid is overloaded and an additional load of 
PHEV poses a risk on the power grid, then access to the charging 
station is limited by the grid operators.

8.5.3  Home Energy Management System in the Smart Grid

Home energy management systems (HEMSs) aim to manage the 
energy consumption of home appliances such as air conditioner, dish-
washer, dryer, washing machine, oven, and refrigerator, as well as 
the power consumption of the newly emerging electric vehicles when 
they are charged at home [54–56]. HEMSs perform their functions 
through power sensors, actuators, and smart meters. Sensors provide 
information on energy consumption, while actuators may turn off an 
appliance or change its settings when needed. Smart meter provides 
information on overall power usage, and it can also provide informa-
tion on pricing if the utility implements time-varying or load- varying 
or market-dependent pricing. The time-varying pricing policy modi-
fies the price of electricity based on the time of the day. This is usu-
ally called “time of use” pricing. Electricity is more expensive during 
peak hours and less expensive in off-peak hours. When load-varying 
pricing is adopted, electricity price varies depending on the amount 
of load, that is, if the load exceeds a certain threshold, the amount 
of cents per kilowatt hour increases. The market-dependent pricing 
policy determines the price of electricity based on the market price. 
This is also known as “real-time” pricing. If the market price of elec-
tricity increases, consumers pay more cents per kilowatt hour given 
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that prices are declared at least an hour ahead. Smart meter to appli-
ance communications can improve the reaction of the consumers to 
the varying prices in favor of reduced costs. Thus, M2M communica-
tions are highly beneficial in the consumer domain of the smart grid.

In reference [20], the authors propose a network architecture for 
HEMS, which collects power consumption and demand status from 
home appliances using smart meters. Power consumption and demand 
status data are forwarded to a traffic concentrator by the smart meter. 
Then, the traffic concentrator sends data from several houses within 
the NAN to a WAN BS, which then forwards those to the control 
center. WAN BS is responsible for bandwidth allocation for the con-
centrators. The traffic concentrator acts as an M2M gateway, and the 
M2M server is located in the control center. HEMS traffic is aggre-
gated by the concentrator to reduce installation and communication 
costs. The optimal number of concentrators is a typical clustering 
problem. In reference [20], the authors have employed a clustering 
approach that minimizes cost and that does not degrade QoS. The 
cost of a concentrator is given by

 Ci = Cinstallation + CQoS (8.4)

and

 CQoS = βdelay Di + αlossLi (8.5)

where βdelay and αloss are the weights of delay and loss considering a 
linear QoS model, and Di and Li are the delay and loss, respectively. 
Let N denote the total number of nodes; Si, the cluster of nodes; and 
Ci(Si), the cost of cluster. Optimal cluster formation can be solved by 
the dynamic programming approach given in Algorithm 8.1.

Algorithm 8.1: Optimal Cluster Formation for HEMS

1: {Set Sold = Ng}
2: repeat
3: S ← Sold
4: for all C ∈ S do
5:  Cnew = minC1C2(Ctot(S\{C}∪{C1,C2})), where C1 ∪ C2 = C 

{calculate the least cost cluster after splitting}
6: if Cnew < Ctot(S) then
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7: S ← \{C}∪{C1,C2}
8: end if
9: end for
10:  until S = Sold {stop when no further cost reduction 

can be achieved}

An M2M communications–based HEMS has also been imple-
mented by the Whirlpool smart device network (WSDN) [57]. 
WSDN consists of three networking domains: the HAN, the 
Internet, and the AMI. WSDN utilizes ZigBee, Wi-Fi, broadband 
Internet, and PLC, where Wi-Fi connects the smart appliances and 
forms the HAN, while ZigBee and PLC connect the smart meters 
in the AMI and the broadband Internet connects consumers to the 
Internet. WSDN employs an energy management module that is 
called “Whirlpool integrated services environment” (WISE). WISE 
enables remote access to appliance energy consumption. The WSDN 
application can be downloaded to a smartphone, and the WISE 
interface provides control of major home appliances, where users are 
authenticated via SMS.

8.6  summary and open issues

Smart grid integrates ICTs and two-way communications to increase 
the reliability, security, and efficiency of electrical services. Commu-
nications is the key enabler of most of the foreseen features of the 
smart grid. The traditional electricity grid employs communications 
in a very limited sense, that is, SCADA provides telemetry to certain 
equipment in the field; however, it does not allow device-to-device 
communications. Thus, advanced M2M communications are required 
in the smart grid to enable self-organization of microgrids, remote 
control of home appliances, interaction of renewable energy genera-
tion resources, etc.

Wireless M2M networks offer a flexible, ubiquitous, and low-
cost medium for many smart grid capabilities, particularly for smart 
meter communications. M2M communications can benefit from 
the existing communications standards and their infrastructures. 
For example, 3G/4G, WIMAX, Wi-Fi, ZigBee, WirelessHART, 
ISA-100.11a, Z-wave, Wavenis, UWB, and CR technologies 
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emerge as alternatives to provide the physical medium for M2M 
communications. However, before M2M communications is fully 
adopted by the smart grid, there are certain challenges that need 
to be addressed. These challenges arise mainly from the fact that 
M2M communications differentiates from traditional wireless net-
works with the heterogeneous and high-density devices. We have 
grouped those challenges under several subtitles, which are scalabil-
ity, energy efficiency, security, reliability, standardization, service 
differentiation, spectrum utilization, mobility, and data processing. 
To this end, open research issues include redesign of medium access 
and routing to support more effective operation. Random access and 
geographic routing are promising alternatives as they are distrib-
uted and stateless. Additionally, network coding can be employed to 
provide reliable communications [12]. Cooperation is another inter-
esting open research issue. Devices with more resources may help 
other devices with less resources. Finally, delay- and disruption- 
tolerant approaches are open issues since wireless coverage may not 
be continuous.

M2M communications will be the key enabler of many smart 
grid applications. In this chapter, we focused on several use cases, 
including CRs, the AMI network, and HANs. We further introduced 
a Web service–based remote consumption control and electric vehi-
cle load management scheme, in addition to a commercial appliance 
management tool. In summary, once the challenges are appropriately 
addressed, smart grid will be one of the first real-life implementations 
of M2M communications with a large diversity of applications.
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9.1  introduction

The utility industry is experiencing a major transformation, the 
so-called “smart grid,” which enhances energy systems by using 
advanced technologies and intelligent devices. According to the U.S. 
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Department of Energy, “smart grid generally refers to a class of tech-
nology that is trying to bring utility delivery systems into the 21st 
century” [1]. The emergence of M2M communication has also begun 
in developing smart grid. Such communication occurs among the dif-
ferent components of smart grid, such as sensors, smart meters, gate-
ways, and other intelligent devices [2].

A three-level hierarchy can be defined for M2M communication in 
smart grid, including the home area network (HAN), the neighbor-
hood area network (NAN), and the wide area network (WAN). In 
smart grid, advanced metering infrastructure (AMI) makes use of the 
HAN, NAN, and WAN for metering-related functions.

HAN is the network of sensors that are attached to electronic appli-
ances at customer premises and communicate with customers’ gateways 
or directly with smart meters in residential and industrial areas. The 
communication technologies usually used for this network includes 
802.15.4 (possibly with ZigBee protocol stack) and 802.11 (Wi-Fi).

The NAN is a network of neighboring smart meters that communi-
cate with collector nodes. The NAN may use different media, depend-
ing on the network layout. The wireless mesh network (WMN) has 
attracted more attention among other architectures for the NAN, in 
which smart meters are connected in a form of mesh topology [3]. 
Other technologies such as 3G/4G cellular and worldwide interop-
erability for microwave access (WIMAX) can also be employed for 
NAN communication [4].

WAN is a multipurpose network that provides M2M communi-
cation from data collectors to control units in the utility center. It 
connects multiple substations and local control points back to the 
main utility center. It forms a communication backbone to connect 
the utility centers to the highly distributed substations or custom-
ers’ endpoints. This network requires high bandwidth and very high 
reliability, and is usually made up of technologies such as optic fiber, 
WIMAX, cellular, satellite, metro Ethernet, and power line com-
munication (PLC). In cases where the NAN is in the vicinity of the 
utility center, PLC and optic fiber connect the collectors to the utility 
center. The WAN accommodates both field and enterprise data flows 
[5]. Figure 9.1 represents the technologies that can be used to facili-
tate M2M communication in smart grid.
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According to the Electric Power Research Institute, security is 
one of the biggest challenges for the widespread deployment of smart 
grid [6]. The M2M communication in smart grid must be private and 
secure since many of the autonomic functions that will run over it 
will be critical. Physically unprotected entry points as well as wireless 
networks that can easily be monitored and possibly interfered pave 
the path for attackers. Hence, there should be security mechanisms 
in place intended to prevent the unauthorized use of these commu-
nication paths. In addition to security mechanisms, AMI requires a 
reliable IDS as a second wall of defense so that, in case of any security 
breaches, the grid can detect or deter the violation [7].

While efforts have been made to investigate the security of AMI, 
there are a few works that focus on proposing and designing a reliable 
and efficient IDS for AMI. Berthier et al. [8] discuss the require-
ments and practical needs for monitoring and intrusion detection in 
AMI. The research done in the area of smart grid IDS and the key 
functional requirements of an IDS for smart grid environment have 
been surveyed in reference [9]. In reference [10], the authors present a 
layered combined signature and anomaly-based IDS for HAN. Their 
IDS is designed for a ZigBee-based HAN, which works at the physi-
cal and the medium access control layers.

In reference [11], a specification-based IDS for AMI is proposed. 
While the solution in reference [11] relies on protocol specifications, 
security requirements, and security policies to detect security violations, 

Backbone
network

Fiber

FiberPLC

WIMAX

Wi-Fi Wi-Fi
mesh

IEEE
802.3

Mobile
radio

802.15.4/
ZigBee Wi-Fi

Layer 3: home area network

Layer 1: wide
area
network

Layer 2: neighborhood area network

Figure 9.1 Technologies used for M2M communication in smart grid.
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it would be expensive to deploy such an IDS since it uses a separate 
 sensor network to monitor the AMI.

In reference [12], the authors propose a model-based IDS work-
ing on top of the WirelessHART protocol, which is an open wire-
less communication standard designed to address the industrial plant 
application, to monitor and protect wireless process control systems. 
The hybrid architecture consists of a central component that collects 
information periodically from distributed field sensors. Their IDS 
monitors physical, data link, and network layers to detect malicious 
behavior. Although a detailed explanation of reference [12] has been 
provided, it is protocol specific and might not be applied to AMI. 
Wang and Yi [3] investigate the use of WMN and the security frame-
work for the distribution network in smart grid. A response mecha-
nism for the smart meter network has also been proposed.

In this chapter, we design and implement an IDS for the NAN 
part of AMI. The related works discussed above either are not spe-
cifically designed for M2M communication in the NAN or require 
a separate network for detecting intrusions in the network. In our 
solution, however, we rely on the NAN’s own characteristics and pro-
pose an IDS that does not require extra nodes as monitoring agents. 
Depending on the type of attacks to be detected, we employ IDS on 
some nodes in the NAN, which are powerful in terms of computation 
and communication capabilities. This IDS is customized for detecting 
wormhole attack. We have developed a hybrid solution in optimized 
network engineering tool (OPNET) modeler 17.1 [13] by integrating 
an analytical model implemented in Maple 16 [14] with the simula-
tion model. Our research contribution can be outlined as below

•	 We propose an IDS taking into account the specifications 
and requirements of the NAN. Our solution is specifically 
tailored to detect a wormhole attack, which can have severe 
effects on the network.

•	 Since we have established the NAN infrastructure and the 
IDS module, other types of attacks can be considered and 
evaluated on top of our proposed solution. In other words, 
due to the modular design of the simulation model and the 
IDS module, our solution can be considered as a framework 
to study the NAN and its security threats.
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•	 We develop a hybrid model by integrating our analytical 
model with the simulation model using OpenMaple. To the 
best of our knowledge, this is the first time that Maple has 
been integrated into OPNET. This provides all Maple engine 
capabilities ready to use in OPNET.

The organization of this chapter is as follows: in Section 9.2, we 
discuss the NAN and its communication characteristics along with 
its security concerns. In Section 9.3, we explain our IDS technique 
and the simulation scenarios. The performance of our IDS is illus-
trated in Section 9.4. We conclude the chapter and state the future 
work in Section 9.5.

9.2  m2m Communication in smart grid NaN

In the smart grid, the NAN refers to a network of smart meters that 
are connected to each other to send/rely metering data to concentrat-
ing nodes (or collectors), which, in return, send the data over a WAN 
to the utility center. WMN has attracted more attention among other 
architectures for the NAN in which smart meters are deployed in an 
adaptive WMN [3,15]. Wireless mesh provides several advantages 
over other types of technologies, including flexibility, minimal infra-
structure, scalability, and low configuration cost [16]. Such a WMN 
can provide customer-oriented information on electricity use to the 
operational control systems, which monitor power grid status and esti-
mate electric power demand [17].

In a NAN, smart meters send their data through single/mul-
tihop communication to collectors. Figure 9.2 shows a multitier 
smart grid network, where Tier 2 represents the NAN. In the 
NAN, smart meters can perform routing and find their best path 
to collectors. Each smart meter maintains a list of peers so that, 
in case of failure of one peer, it can switch to the next available 
peer. Hence, redundant paths make the network more reliable. A 
fully redundant routing requires each smart meter to discover the 
best single/multihop possible collector in its vicinity and establish a 
connection with it. In case of detecting loss of connectivity, smart 
meters are able to reconfigure themselves to reestablish the connec-
tion to the network [18].
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9.2.1  NAN Technologies

In addition to wireless mesh (e.g., 802.11s), other wireless and wired 
technologies can be utilized for M2M communication in the NAN. 
On the wireless side, WIMAX and cellular standards, such as 3G, 
4G, and LTE, are some of the stronger candidates. On the wired side, 
Ethernet, PLC, and data over cable service interface specification are 
possible options to use. In this work, we consider Wi-Fi mesh for 
deploying the NAN.
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Figure 9.2 NAN (Tier 2). (Adapted from Akkaya, K. et al., Computer Networks 56:2742–2771, 2012.)
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9.2.2  NAN Components

The NAN should provide a scalable, secure access and device man-
agement for mesh-connected AMI devices such as water, electric, 
and gas meters, with instantaneous enterprise-to-gateway connec-
tivity to residential and commercial locations. Information is avail-
able on schedule, on demand, or on event from virtually anywhere 
via these wireless communication devices. Generally, a NAN can 
consist of several smaller NANs, where each NAN is defined by 
a set of smart meters that communicate with one collector. Each 
NAN can have an ID (e.g., mesh ID) that can be identified by 
its collector. Typically, a NAN consists of the components listed 
below:

•	 Collector: The collector is a communications gateway that 
coordinates M2M communication within the NAN. It oper-
ates as the intermediary data concentrators, collecting and 
filtering data from groups of mesh-enabled meters and eco-
nomically sharing WAN resources, making communication 
more affordable while ensuring high performance.

•	 Smart meter: It measures and transmits fine-grained elec-
tric power usage information and information on the qual-
ity of electricity to the utility center. Utility center can use 
this information for generating customer bills and also to 
automatically control the consumption of electricity through 
delivery of load control messages to the smart meters. Smart 
meters automatically establish connection with the collectors 
based on application performance settings to ensure timely 
and secure delivery of data [19].

•	 Advanced meter reading application: It is the most important 
application in AMI that records customer consumption and 
transmits the measurements over the NAN to collectors 
hourly or at a faster pace [20]. Typically, in North America, 
meters measure 15-min meter readings and transmit them to 
the meter data management system (MDMS) in the utility 
center. When the meter reading is lost, MDMS checks that 
the communication with the meter is recovered. The meter 
retransmits the data in response to a recollection request from 
MDMS.
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In addition to reading functionality, the NAN might include capa-
bilities such as remote meter management (connecting/disconnecting 
smart meters) and recording and transferring event logs, security 
logs, and outage reporting. However, the primary functionalities of 
the NAN is that smart meters push meter readings toward collec-
tors in one direction, and on the reverse direction, the utility center 
sends control messages to smart meters, for example, blackout a cus-
tomer who is unwilling to pay his bill. In the following, we discuss the 
important features for M2M communication in the smart grid—the 
NAN in particular.

9.2.3  Scalability

The ability to provide an acceptable level of service with a huge num-
ber of nodes is very crucial for smart grid. Millions of smart meters 
will be attached to communication networks to deliver power usage 
data from each household to utility companies. The number of nodes 
connected to the network at a certain location would vary depend-
ing on the population density in that area. For instance, while urban 
areas will have a high density of customers, the number of houses 
distributed in rural areas will be low. Therefore, any proposed routing 
protocol for smart grid should be able to scale under a variety of use 
cases with their distinct operational requirements. Route discovery, 
maintenance, and key distribution in case of secure routing will grow 
rapidly with the network size. This design issue may significantly 
affect the way that routing protocols are designed depending on the 
application, the underlying network, and the link metrics used [21].

9.2.4  Routing

Designing the best practical routing protocol for the NAN has been 
a hot topic in the research community. Some have suggested using 
reactive routing protocols such as ad hoc on-demand distance vector 
(AODV), while others proposed to use proactive routing protocols 
such as destination-sequenced distance vector (DSDV). A combina-
tion of the reactive and proactive routing has been suggested to suit 
the requirement of the NAN. The work in reference [22] analyzes the 
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resiliency of the NAN against a denial of service (DoS) attack, con-
sidering three types of routing protocols, including AODV, dynamic 
source routing (DSR), and DSDV. Based on the simulation results, 
it has been concluded that AODV outperforms others, considering 
some performance metrics such as packet delivery ratio, average end-
to-end delay, etc. In reference [23], two modifications have been pro-
posed to the 802.11s routing protocol to make the protocol applicable 
for smart meters, including modification to the calculation method of 
the metric defined in the 802.11s and the route fluctuation prevention 
algorithm.

Routing protocol for low-power and lossy networks (RPL) is cur-
rently under development by the Internet Engineering Task Force 
to support various applications for low-power and lossy networks 
(LLNs) such as in the urban environment. RPL is a distance- vector 
routing algorithm that uses a destination-oriented directed acyclic 
graph (DODAG) to maintain the state of the network. In this 
algorithm, each node keeps its position in a DODAG, calculating a 
rank to determine its relations with the root and the other nodes in 
the directed acyclic graph (DAG). The specification of this protocol 
is found in reference [24]. Wang et al. [25] modify RPL for the 
NAN by proposing a DAG rank computation to fit the require-
ments of the NAN. In reference [18], RPL has been enhanced by 
designing a self-organizing mesh solution based on which smart 
meters can automatically discover the more suitable collectors in 
their vicinity, detect loss of connectivity, and reconfigure them-
selves to connect to the NAN. Distributed autonomous depth-first 
routing [26] is a proactive routing algorithm suggested for the use 
in the NAN, which acts exactly the same as traditional distance-
vector algorithms when the network is in its normal operation. In 
case where topology changes frequently, it uses a lightweight con-
trol plan and its forwarding plane to inform the network about any 
link failures [7].

Hybrid routing protocol (Hydro) [27] is another routing protocol 
suitable for the NAN. It is a link-state routing protocol for LLNs. It 
uses a distributed algorithm for DAG formation, which provides mul-
tiple paths to a border router. Figure 9.3 depicts the state-of-the-art 
routing protocols that have been suggested for NAN.
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In this work, we consider AODV as the routing protocol for the 
NAN. Our justification relies on the fact that the network topology 
in the NAN is stationary and that smart meters do not need to keep 
the synchronized map of the whole network. In addition, we assume 
that a smart meter constructs a dedicated path to the collectors and 
keeps using it until there is a problem with the path (e.g., losing the 
connection to its next hop) [28].

9.2.5  Security and Privacy for M2M Communication in the NAN

Security as a major requirement covers all aspects of the NAN, from 
physical devices to routing protocol operations. Many endpoint devices 
in power transmission and distribution networks and power genera-
tion networks are located in an open, potentially insecure environ-
ment, which makes them prone to malicious physical attacks. These 
devices must be protected properly against unauthorized access such 
as modifying the routing table or some network information stored in 
the compromised device. There could be different incentives to attack 
the NAN, including financial gain, personal revenge, looking for 
hacker community acceptance, or chaos [29]. In this work, we focus 
on detecting a wormhole attack, which can have severe effects on the 
NAN functionalities.

Another major concern in the NAN is the privacy of the power 
data. Many customers would be reluctant to expose their power usage 
data (as well as the electric vehicle locations). Hence, confidentiality 
and anonymity should be provided at all times. Nonrepudiation is 
also required in some electricity transaction applications such as in 
the future electricity trade market and electric vehicle power usage in 
public or private charging stations.

Routing for
NAN

802.11s routing
(HWMP, AODV+

tree-based routing)
RPL DARA HYDRO AODV, OLSR DSDV

figure 9.3 State-of-the-art routing protocols for NAN. 
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Routing protocols should be designed by taking into account the 
security and privacy requirements of the specific NAN applications. 
Confidentiality, integrity, and authentication should also be provided 
for routing functionalities.

For securing NAN, the effective mesh security association 
(EMSA) can be used [30]; collectors can play the role of mesh key 
distributors (MKDs), which are responsible for key management with 
their domains. The collector as an MKD can also provide a secure 
link to an external authentication server (e.g., a remote authentica-
tion dial in user service [RADIUS] server) in the utility server [31]. 
A NAN can be an example of a domain. An already authenticated 
smart meter can act as a mesh authenticator to participate in key 
distribution and, therefore, to authenticate a candidate smart meter 
to join the network.

In this work, however, we suppose that the security of the NAN 
WMN is based on the simultaneous authentication of equals 
(SAE) [32]. SAE is a more recent security standard for WMNs. 
In this security scheme, two arbitrary smart meters can initiate the 
authentication process where they do not need to be direct neigh-
bors. Therefore, there is no need to have key hierarchies and a key 
distribution mechanism. When smart meters discover each other 
(and security is enabled), they take part in an SAE exchange. If 
SAE completes successfully, each smart meter knows that the other 
party possesses the mesh password, and as a by-product of the SAE 
exchange, the two peers establish a cryptographically strong key. 
This key is used with the authenticated mesh peering exchange to 
establish a secure peering and derive a session key to protect mesh 
traffic, including routing traffic [32].

9.2.6  Wormhole  Attack

In a wormhole attack, two colluding compromised smart meters can 
target the M2M communication of the NAN. In this attack, the 
smart meters in the NAN, which are not direct neighbors, are con-
nected to each other via a high-speed connection. One of the compro-
mised smart meters sends route requests (RREQ ) that it hears from 
its neighbors during the route discovery phase through the worm-
hole link to the other malicious smart meter. The other compromised 
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smart meter that is in the vicinity of destination (collector) sends the 
RREQ to the collector. Since such RREQ is the first one to reach the 
collector, the collector replies the route response (RREP) to the mali-
cious smart meter and ignores later-received RREQs with the same 
ID. Replaying RREP by the first compromised smart meter makes 
the neighbor smart meters think that the wormhole path is the best 
path to the collector. As a result, smart meters choose the wormhole 
link as the best path to reach the collector.

After launching wormhole attack, compromised nodes can either 
act actively or passively. They can simply drop all data packets (black 
hole attack) or they can selectively drop packets (gray hole attack), for 
example, dropping a packet every n packets, a packet every t seconds, 
or a randomly selected number of packets. The attackers may also keep 
intercepting the packets to derive useful information, for example, infor-
mation about the availability of individuals at homes for burgling pur-
poses. In addition, when a wormhole attack is performed between two 
neighbor NANs, some critical smart meter messages such as status mes-
sages or alarms may miss their deadline. In such an attack, in the first 
place, wormhole nodes attract such traffic and make them travel a longer 
distance (e.g., through another NAN) than their real shortest paths.

9.2.7  Intrusion Detection System

AMI requires a reliable monitoring solution so that, in case of any 
security breaches, the grid can detect or deter the violation. IDS acts 
as a second wall of defense and is necessary for protecting AMI if 
security mechanisms such as encryption/decryption, authentication, 
etc., are broken.

Intrusion detection is the process of monitoring the events occurring 
in a computer system or network and analyzing them for signs of pos-
sible incidents, which are violations or imminent threats of violation of 
computer security policies, acceptable use policies, or standard security 
practices [33]. Generally, the techniques for intrusion detection are 
classified into three main categories, which are explained below.

•	 Signature-based, which relies on a predefined set of patterns 
to identify attacks. It compares known threat signatures to 
observed events to identify incidents. This is very effective at 
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detecting known threats, but is largely ineffective at detect-
ing unknown threats and many variants on known threats. 
Signature-based detection cannot track and understand the 
state of complex communications, so it cannot detect most 
attacks that comprise multiple events.

•	 Anomaly-based, which relies on particular models of node 
behaviors and marks nodes that deviate from these models 
as malicious. It compares definitions of what activity is con-
sidered normal against observed events to identify significant 
deviations. This method uses profiles that are developed by 
monitoring the characteristics of typical activity over a period 
of time. The IDS then compares the characteristics of current 
activity to thresholds related to the profile.

•	 Specification-based, which relies on a set of constraints and 
monitors the execution of programs/protocols with respect to 
these constraints [34].

The performance of IDS is evaluated based on three main measures:

•	 False positive (FP): An event signaling an IDS to produce an 
alarm when there is no attack that has taken place. The for-
mula by which FP is calculated is

 FP = Number of normal patterns detected as attack
NNumber of all normal patterns in the network

•	 False negative (FN): A failure of the IDS to detect an actual 
attack. FN is calculated using the formula

 FN = Number of attacks not detected by IDS
Number oof attacks in the network

•	 Detection rate (DR): The ability of IDS to detect all the exist-
ing attacks and is calculated by

 DR = Number of detected attacks
Total number of atttacks targeting the network
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Current security solutions to protect the NAN usually include 
physical controls (e.g., tamper-resistant seals on meters), meter authen-
tication and encryption of all network communications, and network 
controls (firewalls are deployed at the access points and in front of 
the headend). IDSs are usually deployed inside the utility network 
to identify attacks against the headend [11]. This means that current 
intrusion detection solutions for the NAN are based on a central loca-
tion, for example, in the utility center, and they can suffer from scal-
ability issues (a large-scale network can reach several million smart 
meters). More importantly, security administrators have no ability to 
see the traffic among meters at the edge of the NAN, and they have to 
rely on encryption, secure key storage, and the use of protected radio 
frequency spectrum to prevent intrusions. As a result, the NAN lacks 
a reliable monitoring solution so that it protects the grid from the 
attacks that may go unnoticed by security mechanisms.

9.3  NaN-ids

Our proposed IDS is a hybrid of signature-based and anomaly-based 
detection systems. We seek for signature of attacks in the M2M com-
munications performed in the smart meter networks and compare it 
with the behavior that is expected from the nodes. If anomalies are 
found within the network, the IDS will generate alarms. Following 
the description of our proposed IDS, its architecture and detection 
mechanisms are explained.

9.3.1  Network Architecture and IDS Design

We have simulated a smart grid deployment scenario that mainly 
focuses on the NAN part. The M2M communications occurring in 
smart grid have been modeled. Our simulation consists of NAN, 
WAN, and the utility site. Figure 9.4 depicts a subnet-level view of 
the scenario that is used in our simulation. We have utilized the node 
model ip32_cloud to simulate the WAN. The ip32_cloud represents 
an IP cloud supporting up to 32 serial line interfaces at selectable data 
rate through which an IP traffic can be modeled. IP packets arriving 
on any cloud interface are routed to the appropriate output interface 
based on their destination IP address.
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For defining the application running on the smart meters, we 
choose the automatic reading application. Automatic reading is a 
nonpolling event, where smart meters send their meter readings in 
a predefined frequency. For defining such an application, we had to 
create a custom application as OPNET’s default application formats 
did not match our need.

The proposed IDS is a distributed solution in which, depending 
on the type of attacks to be detected, the task of intrusion detection 
is performed by some nodes that have enough communication and 
computation capacities. As smart meters are nodes with limited com-
munication and computation features, this seems as a suitable solution 
for intrusion detection in smart grid NAN.

We choose collectors in each NAN as monitoring nodes since they 
have higher capacity and computational power and tamper-resistant 
hardware. To justify our choice for selecting collectors as IDS nodes, 
we first need to know the functionality of collectors in the NAN. 
To save energy in the collection of data coming from smart meters, 
collectors, instead of retransmitting the received data, forward the 
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Figure 9.4 High-level simulation scenario.
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aggregated data to the utility center by combining the packets (saving 
headers) or even removing redundant information [35,36].

We assume that there is an end-to-end security between smart 
meters and collectors (as trust points), which means that collectors 
decrypt the smart meter data, then aggregate, re-encrypt, and for-
ward them to the utility center over the WAN. We are aware that the 
aggregation can be performed on the encrypted data (e.g., using addi-
tive privacy homomorphism protocols [35]), but the first approach 
(aggregation after decryption at collectors) better fits our IDS solu-
tion. This enhances the IDS features in some ways. The detection task 
is performed in a faster pace. For example, false data packets can be 
detected sooner at the collectors rather than remain undetected until 
they are decrypted at the utility center. More importantly, by distrib-
uting IDS nodes on collectors, we solve the problem of scalability, 
which can occur in a central approach.

Figure 9.5 shows the collector node model in our OPNET simu-
lation model. We have developed a separate module called “NAN-
IDS,” shown in the circle in the upper left of the image, to host our 
IDS engine. We have implemented new manet_mgr and aodv-rte 
processes to facilitate our IDS operation. Our IDS makes use of an 
analytical model for computing estimated hop counts. The analytical 
model has been implemented in Maple from MapleSoft [14]. Since 
our IDS is a hybrid solution of simulation and analytical modeling, for 
the first time, we integrated the Maple engine into OPNET Modeler.

In a NAN, when a smart meter turns on, it starts discovering neigh-
bors to connect to the NAN. After successful authentication using 
authentication schema such EMSA or SAE, the smart meter needs 
to find the best path to the collector to send its data. As mentioned 
before, we have used AODV as the routing protocol and made smart 
meters keep using the discovered path (i.e., building a path tree) unless 
there is a problem with the path. As a result, the routing discovery 
takes place only once when smart meters turn on unless they lose 
their connection to their path tree. Such a routing process seems 
the most suitable solution due to the limited communication and 
computation capabilities of smart meter networks, as discussed in 
reference [28].
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9.3.2  Detection Mechanism

There are a number of techniques for detecting wormhole attacks 
in the literature. Hu et al. [37] introduced the concept of wormhole 
attacks and the concept of geographical and temporal packet leashes 
to detect them. For geographical leashes, their method requires that 
each node have accurate location information and loose clock syn-
chronization. When a node receives packets, it computes the distance 
between previous nodes and itself by using send/receive time stamps 
to derive the velocity between nodes. If the calculated distance falls 
above an upper bound, the node decides that a wormhole attack has 
taken place. For temporal leashes, each node should be accurately 
synchronized in time, and each packet should be delivered to the next 
node within the computed lifetime of the packet; otherwise, the next 
node should regard the path as a wormhole link.

Song et al. [38] have considered the characteristic frequencies of 
links on network routes, finding that the frequencies of wormhole 
links tend to be much higher than those of normal links. If a worm-
hole attack is detected with the investigation, the scheme sends a data 
packet and waits for an acknowledgment (ACK).

Sun Chiu et al. [39] introduced a simple delay analysis approach, 
delay per hop indication (DelPHI), which calculates the mean value 
of the delay per hop for every possible route, based on sender initia-
tion of detection packets, such as RREQs and response by the receiver 
to every received detection packet. After collecting all responses, the 
sender computes the mean value of the delay per hop for each packet, 
with the assumption that a wormhole would have more hops than 
its hop count would indicate. The scheme then analyzes computed 
delays to determine if there is a large difference between any two of 
the values.

Hu and Evans [40] employed directional antennas to prevent 
wormhole attacks. In their study, each node is equipped with a direc-
tional antenna; a sender broadcasts a HELLO message bearing its 
identity, and receivers send back a response containing the direction 
from which the received HELLO message has come, allowing the 
sender to verify whether the response came from the same direction 
as the HELLO had been sent. The method is expensive as each node 
needs to be equipped with a directional antenna.
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Awerbuch et al. [41] have designed a new secure routing protocol, 
on-demand secure Byzantine routing protocol (ODSBR), to miti-
gate attacks that exploit Byzantine fault tolerance limits. To detect 
such wormholes, the protocol requires that the destination returns 
an acknowledgment to the source for each data packet. If there is a 
fault in the acknowledgment, the source will increase the weight of 
the link involved. Subsequently, links with higher weights will not be 
used to build routes. The disadvantage of this protocol is that nodes 
will be comparatively burdened and network traffic will be filled with 
an enormous amount of acknowledgments.

Wang and Bhargava [42] have developed a method for observ-
ing the occurrence of a wormhole in a static sensor network. Their 
approach employs multidimensional scaling to reconstruct the net-
work, detecting an attack by observing wormhole links. Based on 
signal strength, each node estimates the distances to its immediate 
neighbors and sends this information to a centralized controller. By 
modeling a virtual position map of the sensors, the controller com-
putes a wormhole indicator for each node.

Khalil et al. [43] have suggested a method for the detection of 
wormhole attacks for mobile ad hoc networks. In this method, infor-
mation is gathered on neighbors within two hops of a node. As each 
node can overhear both the adjacent forwarder and its next-hop 
neighbor, it monitors two sets of packets forwarded, ensuring that 
both of these are the same. In using this approach, several monitors 
should be activated for links and should be equipped with buffers to 
store information on each packet delivered. The method requires a 
certified authority to verify the exact location information on each 
node and also requires that, whenever it moves, each node acquires 
authentication messages to transmit messages.

In this work, our method for detecting wormhole attack makes 
use of hop count metric and is adopted from references [44,45]. Our 
approach is based on geographical locations of smart meters. As smart 
meters are static nodes and their locations remain unchanged, we can 
obtain their location easier compared to mobile ad hoc nodes. One 
approach is to use the global positioning system to get the exact loca-
tion of smart meters. Another approach for obtaining the location 
of smart meters is when smart meters are registered with the utility 
center, their location information will also be registered in the IDS 
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nodes (i.e., collectors). Hence, geographical location can be used as a 
reliable measurement for estimating the shortest path length between 
each smart meter and the corresponding collector in each NAN.

Using the estimated shortest path, we can compute the estimated 
minimum hop count value, he, for each flow from a smart meter to the 
collector. When a tunneling wormhole attack is launched by malicious 
nodes, the number of hops indicated in the packet’s field, hr, will be less 
than the estimated minimum hop count, he, as colluding malicious smart 
meters remove hops between the smart meters and the collector [17].

All smart meters should send their data through the collector to 
the utility center. When receiving RREQs, the collector computes 
the expected hop counts between itself and the smart meter who has 
issued the RREQ using the location information. By calculating the 
shortest path length, the collector computes the estimated hop count 
between itself and the smart meter. If the received hop count value is 
smaller than the estimation, that is hr < αhe, then the collector pre-
dicts a wormhole attack and will mark the corresponding route as a 
wormhole link. Parameter α is adjustable based on the network char-
acteristics. If some shortest routes have a smaller hop count than the 
estimated value, it is with high probability that the route has gone 
through a wormhole link as a wormhole link tends to bring nodes 
that are far away to be neighbors. Later, we explain how we estimate 
the shortest path length. We enable the “destination only flag” in 
RREQ messages so that all RREQs reach the collector to be exam-
ined by the IDS.

9.3.3  Shortest Path Length Estimation

We adopt the Euclidean distance estimation model in reference [45] 
for our smallest hop count estimation. The model describes the rela-
tionship of the Euclidean distance and the corresponding hop count 
along the shortest path. Based on the model, given the Euclidean dis-
tance between the sender and the receiver, the receiver (i.e., collector) 
can estimate the smallest hop count to the receiver.

The collector measures the minimum Euclidean distance between 
itself and a smart meter as

 d = |ld − ls| (9.1)
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where ld is the location of the collector, and ls is the location of the 
smart meter.

Figure 9.6 shows a smart meter as the source (S) and the collector 
as the destination (D) in a NAN. We use arbitrary (0,0) as the coor-
dinates of S and (d,0) as the coordinates of D in our calculations. The 
average density of the network is NA nodes per unit area, and then on 
the average, there are NA × πr2 nodes in the set Φ within S ’s trans-
mission range, r. For an arbitrary node i in Φ with coordinates (Xi, Yi), 
the distance between i and D is

 e X d Yi i i= − +( )2 2
 

in which Xi and Yi are random variables with a uniform distribution

 f x y r P
X Y i i

i
i i( , )( , ) ,
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Then, the density function of Ei can be derived as
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We assume that there is a node A within S ’s transmission range 

and that it has the shortest Euclidean distance to D. A is selected for 
the next hop along the shortest path to the destination. Since A is the 
closest node to D, we have

S
d

EAA

D

Figure 9.6 First hop estimation. (Adapted from Wu, H. et al., IEEE/ACM Transactions on 
Networking 13:609–621, 2005.)
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 EA = min {Ei | i ∈ Φ}

Accordingly, the density function of EA can be derived as
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and the mean value is obtained:
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E(eA) gives us our first hop, and the value of the hop count is 
increased by 1. Recursively applying the above method, we can obtain 
the hop count of the shortest path from the source to the destination. 
For each recursion, we establish a new coordinate. For example, in 
Figure 9.7, A is located at (0,0) and D locates at (E(eA),0). Then, we 
can get the second hop B and E(eB). This procedure is repeated until 
the remaining distance to D (e.g., the distance between E and D in 
Figure 9.7) is no longer than r.

Algorithm 9.1 describes the hop count estimation process. Table 
9.1 represents the symbols used in Algorithm 9.1. 

S
d B

C

E

D

A

Figure 9.7 Recursive algorithm for computing minimum hop count. (Adapted from Wu, H. et al., 
IEEE/ACM Transactions on Networking 13:609–621, 2005.)
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Algorithm 9.1: Hop count estimation of the shortest path between 
the source and the destination, adopted from reference [44].

Input: ls,ld
Input: he
he ← 0
calculate d
while d ≥ r do
calculate E(eA)
+ +he
d ← E(eA)

end while
+ +he

We model the shortest path length estimation algorithm in Maple 
16 [14]. After modeling the estimation algorithm and obtaining the 
estimated hop count in Maple, we need to plug it into our simula-
tion model in OPNET. Maple 16 provides an interface, called 
“OpenMaple,” which allows interaction with the Maple engine from 
an external environment. We develop a hybrid model by integrating 
our analytical model with the simulation model using OpenMaple. 
To the best of our knowledge, this is the first time that Maple has 
been integrated into OPNET. The analytical model calculates the 
estimated minimum hop count, and then the result will be used by 
the IDS to detect wormhole attack.

As discussed before, in reality, smart meter locations can be reg-
istered in the collectors ahead of time (e.g., when smart meters are 
registered within the utility center). However, to support the high 
degree of scalability in our simulation, we require each smart meter 
to send its location information along with their RREQ packets. To 

Table 9.1 Symbols Used in Algorithm 1

SyMbol DeSCRIpTIoN

ls Source location
ld Destination location
he estimated hop count
D Distance between the source and the destination
R Source transmission range
E(eA) Distance between the next hop and the destination
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this end, we have modified the RREQ packet structure in OPNET 
to carry the location information.

When smart meters want to find a path to the collector, they 
put the location information in the RREQs and then sign and 
broadcast them. When the IDS in the collector receives the 
RREQs, it starts examining them. After calculating the estimated 
hop count, he, using the location information, the IDS checks the 
legitimacy of the hop count in the received RREQ packets, hr, 
using the following equation:

 hr > αhe (9.4)

If the above condition is satisfied, the source smart meter is not 
under wormhole attack; otherwise, IDS flags the smart meter as 
attacked. Parameter α is adjustable to the network characteristics and 
was set to 1 in our simulation scenarios.

9.3.4  Simulation Scenarios

We have modeled three real geographical regions, including suburban, 
rural, and urban areas. Figure 9.8 shows the geographical image of the 
simulated suburban NAN. Table 9.2 represents the smart meter simu-
lation configuration according to references [22,46]. We suppose that 
the nodes’ transmission in the NAN is perfect and that signals propa-
gate through open space, with no environmental effects. However, 

Figure 9.8 Geographical image of the simulated suburban NAN.
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there are a couple of propagation models in OPNET that are neither 
free nor in the scope of this work.

The chosen regions allow placing meters uniformly and placing 
the collector at the center of the region. We have designed wormhole 
attacks by connecting malicious nodes by an Ethernet link.

We have simulated different attack scenarios by changing the loca-
tion of wormholes to affect different parts of the network. We intend 
to observe how our IDS performs with respect to these scenarios. We 
refer to some of the wormhole attack scenarios as pair attacks as there 
is a pair of attackers.

Here, we call the attack presented in Figure 9.9 “delta wormhole,” 
which comprises three colluding attackers, where one of them is con-
nected to two others aiming to attack a wider range of smart meters. 
It should be noted that the attackers can also be external nodes, but 
should have enough credentials to communicate with NAN nodes.

9.4  Results from simulation experiments

In this section, the simulation results for suburban, rural, and urban 
NAN scenarios are presented. We demonstrate our IDS performance 
for detecting wormhole attacks by measuring FP, FN, and DR.

The effects of wormhole attacks on hop count distribution in the 
suburban area are presented in Figures 9.10 and 9.11. As can be seen, 
wormhole attacks decrease the number of larger hop counts and add 
up to the number of smaller hop counts in all attack scenarios. We 
have the largest decrease in hop count distribution in the delta attack 
because two parts of the NAN are under attack. The IDS can also be 
aware of the possible number of colluding wormholes in the NAN 

Table 9.2 Suburban Smart Meter Configuration

pARAMeTeR VAlUe

physical channel property 802.11 g
Data rate 24 Mbps
Transmission power 0.005 W
Receiver sensitivity −95 dbm
Meter reading payload 1 kb
Meter reading transmission frequency 30 min
Density (NA) 9 per 1 km2
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Suburb: No attack versus pair attacks
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Figure 9.10 Distribution of minimum hop counts of no-attack, pair 1, pair 2, and pair 3 attack 
scenarios in suburban NAN.

Suburb: No attack versus delta attack
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Figure 9.11 Distribution of minimum hop counts of no-attack and delta attack scenarios in 
suburban NAN.

 



288 Nasim Beigi mohammadi et al.

using the real hop count distribution. More specifically, if the hop 
counts of nodes from two far corners of the network have decreased 
at the same time, the IDS will conclude that there are probably more 
than two attackers targeting the network.

The results of IDS detection for the suburban area is presented in 
Table 9.3. The simulation time was set to 12 h. The number of smart 
meters is 85, including attackers.

The results of IDS performance for urban and rural areas have been 
presented in Tables 9.4 and 9.5. NA was set to 25 and 3.5 for urban and 
rural areas, respectively.

From Tables 9.3, 9.4, and 9.5, it can be seen that the FP rate gets 
increased with density. The urban area, with an average of 4.8%, has 
the highest FP rate, while the rural area has an average FP of 0%. 
This lies in the fact that, when density, NA, gets bigger in formula 
for the calculation of the estimated hop count, the estimated hop 
count tends to be larger; therefore, in Equation 9.4, the estimated 
hop count, he, becomes larger than the received hop count, hr. As a 
result, the IDS might detect more normalities as attacks, which leads 
to a larger FP rate.

Table 9.3 IDS Result for Suburban NAN

WoRMHole ATTACK Type Fp (%) FN (%) DR (%) No. oF ATTACKeRS

No attack 1 NA NA 0
pair 1 7 5 95 2
pair 2 6 6 94 2
pair 3 5 5 95 2
Delta 3 8 92 3
overall 4.4 6 94 2

Note: NA, not applicable.

Table 9.4 IDS Result for Urban NAN

WoRMHole ATTACK Type Fp (%) FN (%) DR (%) No. oF ATTACKeRS

No attack 4 NA NA 0
pair 1 7 5 95 2
pair 2 5 0 100 2
pair 3 5 6 94 2
Delta 3 2.8 97 3
overall 4.8 3.45 96.5 2
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On the other hand, from Tables 9.3, 9.4, and 9.5, FN is smaller in 
denser areas, that is, urban area, than in suburban and rural areas. The 
reason is that, when he tends to be larger than hr, there are a less num-
ber of cases where he becomes less than hr, which results in a lower 
FN rate in the urban area compared to that in rural and suburban 
areas. Therefore, depending on network topology, security concerns, 
and administrative preferences, parameter α can be adjusted to obtain 
desirable FP, FN, and DR rates.

9.5  Conclusion and Future Work

In this work, we proposed an IDS taking into account the specifica-
tions and requirements of M2M communication in the NAN. Our 
solution detects wormhole attack, which can have severe effects on the 
network. Our detection mechanism takes advantages of an analytical 
model that calculates the estimation hop count of RREQ messages 
being transmitted in the NAN. We used Maple for implementing 
our analytical model. By integrating the analytical model with the 
simulation model in OPNET Modeler, we evaluated our IDS for 
three different areas, including rural, suburban, and urban scenarios. 
The detection rates showed that our IDS performs well in detecting 
wormhole attacks in all three scenarios. The FP rate in the urban area 
was the highest due to the density and the high number of nodes, 
while the FN rate had the highest value in the rural area because of 
the less number of nodes in the network.

A number of modifications and extensions can be made to enhance 
the proposed IDS.

•	 In our IDS, we only considered automatic meter reading traffic 
in the NAN. Automatic reading traffic is an uplink traffic (from 

Table 9.5 IDS Result for Rural NAN

WoRMHole ATTACK Type Fp (%) FN (%) DR (%) No. oF ATTACKeRS

No attack 0 NA NA 0
pair 1 0 5 95 2
pair 2 0 8 92 2
pair 3 0 6 94 2
Delta 0 4 96 3
overall 0 5.7 94.2 2
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smart meters to the utility center) and is only a one-way trans-
mission. Other M2M communications that can be considered 
(from utility center to customers) are DR, remote disconnects, 
firmware updates, etc.

•	 In our simulation, we have used uniform distribution for plac-
ing smart meters. One future direction to this work would be 
to consider the different distribution of smart meter place-
ment, depending on the real arrangement of smart meters in 
the NAN.

•	 The main source of error in our IDS was related to the cases 
that the estimated hop count was equal to the received hop 
count. As a result, the IDS might fail in detecting real attacks. 
One approach that can solve this problem is to consider packet 
travel time in the IDS.

•	 Another improvement that can be made to our IDS is to add 
a propagation model to the NAN. Such a modification will 
bring about the ability to evaluate the performance of the 
whole network along with the IDS option.
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10.1  introduction

Nowadays, a constantly growing number of devices join the Internet, 
foreshadowing a world of smart devices, or “things,” in the Internet 
of things (IoT) perspective. Moving away from typical IoT devices that 
include physical items either tagged or embedded with sensors, 
consumer-centric mobile sensing and computing devices connected 
to the Internet—such as smartphones—are becoming the catalysts for 
the evolution to the IoT. They are equipped with sensing and commu-
nication capabilities that allow them to produce and upload informa-
tion to the Internet. According to Gubbi et al. [1], the definition of IoT 
for smart environments that use Information and Communication 
Technologies (ICT) to make infrastructure components and services 
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more aware, interactive, and efficient is “The Interconnection of sens-
ing and actuating devices providing the ability to share information 
across platforms through a unified framework, developing a common 
operating picture for enabling innovative applications. This is achieved 
by seamless large scale sensing, data analytics and information repre-
sentation using cutting edge ubiquitous sensing and cloud computing.”

On that ground, the number of smart interconnected devices is 
expected to reach 24 billion by 2020. Machine-to-machine (M2M) 
communications is being considered as a key enabler for realizing the 
IoT vision, where majority of devices (smartphones, sensors, house-
hold appliances, etc.) and the surrounding environment are connected 
[2]. In reality, M2M and IoT intersect, with M2M evolving toward 
the IoT. On this direction, four essential enablers are required [2]: 
(1) evolution of M2M from low-cost/low-power to more power-
ful devices with increased processing capabilities and intelligence; 
(2) low-cost scalable connectivity supporting the diverse set of M2M 
devices; (3) cloud-based mass device management; and (4) evolution 
of heavily customized M2M applications to cloud-based, easy-to-
deploy applications, where virtualization, data aggregation, and ana-
lytics are commonly exploited. In other words, a converged M2M/
IoT solution is envisioned, where connectivity and content are inte-
grated with context, and the cloud is assumed as (but not limited to) a 
high-performance computing platform.

The capability of using sensors (e.g., cameras, motion sensors, and 
global positioning systems [GPS]) built into mobile devices and Web 
services, which aggregate and interpret the assembled information, 
has brought forth IoT applications that make people aware of their 
physical environment and the world. Based on the part of the physical 
environment that will be reconstructed, the application may require 
large-scale or community sensing, for example, for traffic monitoring in 
a city center. Depending on the level of involvement from individuals, 
spanning from minimal involvement to active contribution, commu-
nity sensing is also known as “participatory” or “opportunistic” sensing, 
respectively, jointly referred to as mobile crowdsensing (MCS) [3]. This 
community-sensing trend is realized by machine interactions at differ-
ent levels, including data communications, collection, processing, and 
interpretation. Common MCS applications are primarily classified to 
environmental, infrastructure, and social applications, depending on 
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the phenomena being measured. For the efficient delivery of applica-
tions as such, storage and computing resources play a supportive, albeit 
still crucial, role. Thus, resources and their capacity constraints become 
a critical factor at either end of the MCS-supporting infrastructure, 
such as end-user devices and back-end servers for data aggregation and 
processing. To implement MCS, it is therefore mandatory to build up 
adequate infrastructures, tools, and mechanisms able to address issues 
arising from mobility (churn, random join/leave of contributing nodes, 
etc.), allowing to share information and resources with the community. 
Possible solutions could be obtained, on one hand, by resorting to the 
volunteer contribution model for dealing with mobility and, on the 
other hand, by adopting a cloud provisioning model to share, access, 
and provide the resources.

The volunteer contribution model assumes devices volunteered by 
their owners as a free source of computing power and storage to pro-
vide distributed computing for scientific purposes [4]. The cloud is a 
paradigm where scalable virtualized resources are provided as a ser-
vice over the Internet, presenting a configurable environment in terms 
of the operating system (OS) and the software stack and providing 
a higher quality of service (QoS). Moving the volunteer computing 
paradigm to the cloud, contributed resources such as computing, stor-
age, and sensing resources may be aggregated in a seamless fashion to 
dynamically build voluntary contributors’ clouds that can interoperate 
with each other and, moreover, with others, for example, commer-
cial, cloud infrastructures [5,6]. End-user devices may alternatively 
act both as contributing and as end users, while resources, that is, 
mobile devices and sensor networks, can dynamically join/leave the 
system, according to a volunteer contributing paradigm. This dynamic 
setup infrastructure must deal with the high dynamics of its nodes/
resources to deliver new added-value comprehensive services.

In this chapter, we will mainly focus on describing a framework 
for adapting the M2M communications paradigm to facilitate MCS 
applications by adopting a synergistic way to the deployment of the 
distributed infrastructure in which goals of computing, communica-
tion, and sensing converge. To realize the concept of volunteer sens-
ing clouds for the purpose of facilitating MCS applications, the 
M2M system must be complemented with appropriate MCS-specific 
building blocks and volunteer-based methods for node involvement. 

 



298 Symeon PaPavaSSiliou et al.

Finally, we present an MCS application as a case study, where M2M 
communications and sensing are complementary aspects, and thus, a 
comprehensive approach, based on the principles described before, is 
needed to optimally coordinate their interactions.

10.2  m2m Communications for mCS over the Cloud

10.2.1  M2M Reference Architecture

Due to the growing demand for M2M-based services, various 
standard ization bodies, such as 3rd Generation Partnership Project 
(3GPP), the Alliance for Telecommunications In  dustry Solutions, the 
China Communications Standards Association, the Open Mobile 
Alliance, Institute of Electrical and Electronics Engineers (IEEE), 
and the European Telecommunications Standards Institute (ETSI), 
have become active in the standardization process in the M2M 
domain [7]. Among these, 3GPP and IEEE address cellular M2M, 
while ETSI addresses the M2M service architecture and the interac-
tions among its various domains [8].

Figure 10.1 describes the high-level architecture for M2M as 
defined by the ETSI specification [9]. The elements of the ETSI 
architecture are grouped into two domains: the network domain and 
the device and gateway domain.

The device and gateway domain includes, among others, the 
M2M component, usually embedded in a smart device that replies 
to requests or transmits data. An M2M device runs M2M applica-
tions using M2M service capabilities (SCs). It can connect directly to 
the network domain via the access network and may provide service 
to other devices connected to it that are hidden from the network 
domain. It can also connect to the network domain via an M2M 
gateway and the M2M area network. The M2M area network pro-
vides connectivity between M2M devices and M2M gateways. The 
M2M gateway enables connectivity between the M2M components 
and the network domain. The M2M gateway also runs M2M appli-
cations using M2M SC and may provide service to other devices 
connected to it that are hidden from the network domain.

Moving to the network domain, the access network allows the 
M2M device and gateway domain to communicate with the core 
network (e.g., 3GPP, Telecommunications and Internet Converged 
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Services and Protocols for Advanced Networking [TISPAN]). 
Examples of access network technologies include digital subscriber 
line technologies (xDSL), GSM EDGE radio access network (where 
GSM is Global System for Mobile Communication) (GERAN), 
universal terrestrial radio access network (UTRAN), evolved uni-
versal terrestrial radio access network (eUTRAN), wireless local 
area network (W-LAN), worldwide interoperability for microwave 
access (WiMAX), etc. The core network, on the other hand, pro-
vides internet protocol (IP) connectivity, service and network control 
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Figure 10.1 ETSI M2M reference architecture.
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functions, network interconnecting, and roaming support. Network 
management functions consist of all the functions required to man-
age the access/core networks, such as provisioning, fault management, 
etc., while management functions include all functions required to 
manage M2M SCs at the network domain, such as M2M service 
bootstrapping (M2M service bootstrap function) and M2M security 
(M2M authentication server).

The M2M SC layer (SCL), located at the device/gateway and 
network, provides functions that may be shared by different M2M 
applications and exposes these functions as a set of open interfaces, 
simplifying application development. These include application 
enablement, secure transport, session establishment, network commu-
nication selection, network reachability and addressing, remote entity 
management, secure service bootstrap, etc. [10]. The ETSI M2M 
architecture supports multiagent applications, which can have compo-
nents running in the end devices, in the gateways, and in the network. 
M2M applications at any domain and/or M2M SCL are exchanging 
information following a REpresentational State Transfer (REST)ful 
approach. RESTful architectures consist of clients and servers: clients 
initiate requests to servers that process them and respond accordingly. 
Requests and responses are built upon the transfer of representations 
of resources [11]. ETSI M2M standardized the resource structure that 
resides on an SCL [12]. In compliance with this approach, the com-
munication between the gateway and the devices takes place through 
the hypertext transfer protocol (HTTP) or the constrained applica-
tion protocol (COAP) [13], which is currently under standardization 
in internet engineering task force (IETF). Three reference points are 
defined: (1) M2M application interface (mIa) between an M2M appli-
cation and the M2M SC in the network domain, (2) device application 
interface (dIa) between an M2M application and the M2M SC in 
the device and gateway domain, and (3) M2M device interface (mId) 
between an M2M device or gateway and the M2M SC in the network 
domain. Depending on the domain of operation, they provide regis-
tration and authorization primitives, service session management, and 
read/write/execute/subscribe/notify primitives for objects or groups of 
objects residing in M2M devices or gateways, as well as group objects 
managed by the domain-specific SC [14]. ETSI standard TS102-921 
[15] provides the description of these interfaces.
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10.2.2  M2M Communications and the Volunteer 
Contribution Model for MCS Applications

In line with the converged IoT/M2M vision, a set of components that 
complement/use the aforementioned M2M reference architecture is 
provided in the following based on Figure 10.2.

M2M service architecture is enabling the transport of M2M 
data between devices or gateways and network applications, handling 
only data containers without any knowledge of the data contained. 
Following, however, the proposed approach, M2M applications con-
tinue to be isolated from each other. Reuse of M2M data across dif-
ferent applications is difficult since the definition of the exchanged 
containers must be agreed upon beforehand. Resource discovery—
in the context of M2M—by M2M applications is limited as well as 
data processing and reasoning, providing little opportunity for value-
added services reusing M2M data with different levels of QoS.

M2M service consumer
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MCS application
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Analytics

Volunteer framework

Sensing
cloud

mId
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Figure 10.2 Conceptual architecture.
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The need for providing semantic information on M2M data that are 
transferred within the M2M system has been identified, along with the 
need for providing the appropriate level of abstraction that would enable 
M2M data sharing between applications [16]. It is considered as a means 
to enable resource—in the context of M2M—discovery by M2M appli-
cations and provide appropriate data analysis and interpretation of M2M 
data from different sources. According to Berners-Lee et al. [17], the 
“semantic Web is an extension of the current Web in which information 
is given a well-defined meaning, better enabling computers and people 
to work in co-operation.” Based on the discussion above, a semantic 
approach must be adopted along with data source abstraction, facilitated 
by a common knowledge base in various M2M domains (device/gate-
way and network) enriched with domain- specific knowledge. When it 
comes to MCS, the need of providing a unified architecture for support-
ing MCS applications has already been identified by Ganti et al. [3]. The 
current application silo approach, where applications are built indepen-
dently of each other, hinders their widespread adoption.

With reference to Figure 10.2, the analytics module at the M2M 
device/gateway deals with issues related to the processing of raw sens-
ing data. Compared to mote-like sensors, consumer-centric mobile 
sensing devices have much more computing and storage capabilities 
and are usually equipped with multimodal sensors. Therefore, com-
plementary to the data-driven processing approaches that have been 
adopted in traditional sensor networks (e.g., outliers detection and 
filtering, data fusion, noise removal, etc.), additional, more complex 
operations such as context inference are brought in, where informa-
tion gathered from sensor devices (accelerometer, global positioning 
system [GPS] sensor, etc.) is translated into contextual user informa-
tion such as current location and/or activity. Data processing at the 
device/gateway may enhance the lifetime of the device, minimizing 
energy consumption by means of reducing the amount of data sent. In 
addition, it promotes the effective use of bandwidth, which is essen-
tial when a pay-per-use cost model is applied. On the other hand, it 
shifts part of the back-end computational burden to mobile devices, 
leading to more scalable MCS solutions. The analytics module pre-
supposes the interaction with the low-level resources (e.g., sensors) 
and network level/local applications via various M2M layers (SCL, 
 communications layer).
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The purpose of the analytics module at the network domain is to 
analyze data from a collection of mobile M2M devices, identifying spa-
tiotemporal patterns. The goal is to use mobile sensing data at a large 
scale to characterize and understand real-life phenomena—in partic-
ular, how they evolve spatially and temporally—including individual 
traits and human mobility [18] by adopting appropriate techniques, for 
example, data mining, etc. Big data analysis is one of the current trends 
as it introduces new opportunities for advanced mobile experiences and 
technological innovations while it aims at understanding human and 
social phenomena, for example, analyzing data from social media to 
detect new market trends. Apart from identifying patterns, data analy-
sis at the network domain may include second-level data fusion from 
multiple devices or modules responsible for training classification mod-
els at the device (e.g., community-aware smartphone sensing systems 
[19]). The analytics module at the network domain is essentially a data 
brokering service provided by the M2M service provider.

It is noted that end-user mobile devices may alternatively act both 
as contributing and as end users, while they can dynamically join/leave 
the system. This dynamic setup infrastructure must deal with the high 
dynamics of its nodes/resources to deliver new added-value comprehen-
sive services. The identified way to adequately address such issues is to 
resort to the volunteer contribution model. In such context, mechanisms 
and tools for the selection on the fly of sensors and actuators according 
to both functional and nonfunctional properties expressed in terms of 
specific (QoS/service level agreement [SLA]) constraints, also taking into 
account sustainability and energy efficiency issues of energy-constrained 
(battery-powered) devices, are required. Following the solution proposed 
in reference [20] for volunteering sensing resources, a set of additional 
modules can be identified, namely, the autonomic enforcer at the M2M 
device/gateway and the volunteer framework at the network domain.

The autonomic enforcer is to be deployed into each M2M device to 
apply the policies of the volunteer framework module self-adaptively. 
Self-management via the autonomic enforcer can be done locally in 
an M2M device involving one or more M2M layers. Specifically, the 
autonomic enforcer manages the M2M device resources, considering 
both higher-level policies from the sensing cloud and local require-
ments and needs, for example, power management on mobiles. It 
is, therefore, implemented in a collaborative and decentralized way, 
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making decisions by interacting with neighboring nodes and adopt-
ing autonomic approaches. To fulfill this purpose, three main blocks 
have been identified in the autonomic enforcer functional schema: the 
policy actuator, the policy manager, and the subscription manager. 
The policy manager enables the autonomic enforcer to perform choices 
autonomously, merging higher policies and directives with local ones, 
as indicated by the device owners/administrators, considering the cur-
rent status of the device and the transient constraints on the node. To 
perform this task, the policy manager coordinates the policy actuator 
and the subscription manager. The policy actuator enforces the pol-
icy selected and processed by the policy manager. Since a node can be 
subscribed in more than one volunteer sensing cloud, the subscription 
manager is in charge of storing and carrying out the subscriptions of the 
device. In particular, it is necessary to manage the associated policies 
to such application-specific volunteer sensing clouds in case the node 
has to process multiple incoming concurrent requests. Moreover, it also 
locally manages the credits assigned by the different M2M application 
credit reward systems, transferring and exchanging them as required.

The aim of the volunteer framework is to alleviate the effects of 
resource churn for volatile, ad hoc, and dynamic resources and services, 
such as volunteer-contributed sensors. The performance of resources 
as such is largely dynamic, their lifespan is short, nodes are mobile 
and heterogeneous, and information on their status is partial and typi-
cally out of date. The goal is to provide services featuring increased 
dependability to the application layer. Thus, the volunteer framework 
builds upon devices, through the autonomic enforcer, a volunteer-
based sensing cloud and implements services for interacting with it. 
The functionalities have been grouped into four components: discovery 
service, reward system, QoS manager, and SLA manager. The discov-
ery service enables the discovery of M2M resources based on semantic 
information, for example, semantic categories and relationship among 
them. Thus, semantic/ontological mechanisms have to be implemented 
by also implementing query services based on ontology-driven proba-
bilistic inference. The reward system aims at increasing the availabil-
ity of voluntarily offered sensors and keeps track of resource usage for 
billing and management purposes. It also assigns credit and reward to 
contributing nodes, for example, in a volunteer-based (Berkeley Open 
Infrastructure for Network Computing [BOINC] [21]) fashion. The 
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QoS manager provides the M2M data quality monitoring framework 
for M2M applications. It, therefore, delivers metrics and means to 
measure and monitor the QoS of the M2M data. The SLA manager 
aims to provide more reliable services on an infrastructure contributed 
on an otherwise mere best effort basis, via selection of the appropriate 
resources on the fly from the set of volunteered ones. Therefore, it also 
specifies the policies to be actuated in case of SLA violations.

10.3  Case Study: an mCS Social application

Applications where individuals share sensed information among them-
selves became quite common with the advent of social networks. An 
example of an MCS social application is BikeNet [22], where cyclists 
use an extensible mobile sensing system for cyclist experience map-
ping, leveraging opportunistic sensor network principles. The BikeNet 
system not only gives context to cyclist performance as part of a user-
targeted application (e.g., health) but also collects environmental data 
as part of communal projects (e.g., pollution monitoring). The partic-
ular application concept lends itself well to demonstrate the effective-
ness of the proposed M2M approach, including both participatory 
and opportunistic sensing activities. However, the presented use-case 
scenario has also been adapted to include potential third parties (com-
panies, organizations), apart from the bicycle community, utilizing 
sensed information for different purposes.

Specifically, three M2M application providers are identified:

 1. The Cyclops company maintains a bicycle fleet at a central 
district of Athens. The company wants to be able to man-
age/redistribute the fleet to metro stations according to users’ 
needs and traffic patterns.

 2. cycleXperience, a social network of the cycling community 
with the goal to promote/suggest cyclist routes based on context-
related criteria (e.g., leisure, exercise, culture, etc.).

 3. Athens Urban Transport Organization (OASA SA), the local 
government body responsible for most aspects of the transport 
system in the greater district of Athens in Greece. OASA, as 
a network operator, may utilize CO2 emissions data to change 
traffic patterns by applying suitable policies for establishing 
greener routes.
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Data retrieved by sensing resources will essentially have the follow-
ing impacts:

•	  Social: The system will provide information to cyclists regard-
ing route experience based on user-contributed landmarks and 
the surrounding environment.

•	  Environmental: Pollution levels (e.g., noise, CO2 levels on 
route) and terrain roughness can be measured. These measure-
ments can be used to enrich the contributed route experience or 
shared with a greater community. For example, traffic planners 
and network operators can draw useful conclusions by utiliz-
ing CO2 emissions data on routes to change traffic patterns by 
applying suitable policies for establishing greener routes.

•	  Corporate: The Cyclops company may identify changes on 
demand based on cycle mobility (radio-frequency identifica-
tion [RFID] readers in bike racks, route and motion informa-
tion) and user-contributed information reacting on real time 
by redistributing the fleet among stations or points of interest.

Adopting the proposed paradigm, every user client of the Cyclops 
company contributes sensing resources available at his/her smart-
phone. Specifically, the user downloads and installs the Cyclops M2M 
application on his/her smartphone via which he/she can contribute 
embedded sensors (e.g., GPS, microphone, accelerometer, gyroscope, 
magnetometer) to the Cyclops volunteer sensing cloud. On the other 
hand, the smartphone acts as an M2M gateway for the CO2 meters 
mounted on the bicycles and the RFID readers on the bike racks.

Initially, the Cyclops network application and the smartphone 
(M2M gateway) are authenticated and registered to the M2M net-
work service capabilities layer (NSCL). In the following standard 
M2M case, the Cyclops application is registered to the gateway ser-
vice capabilities layer (GSCL), and since appropriate rights are set 
up by the network and device application, information can be trans-
ferred over the mId. However, following the proposed paradigm, the 
application via the autonomic enforcer carries out additionally the 
subscription of the low-level resources to the Cyclops volunteer sens-
ing cloud, managing associated policies, and keeping track of cred-
its/rewards assigned. The user may benefit from the Cyclops credit 
reward system (e.g., via a discount on bicycle service charges). The 
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volunteer framework interacts continuously with each M2M device 
in the Cyclops volunteer sensing cloud to enforce QoS and SLA 
autonomic policies. These are acted upon by the autonomic enforcer 
locally at the M2M device/gateway. An autonomous volunteer sens-
ing cloud is available to the Cyclops network application via the mIa, 
the network application interface. In case it is presented on a best-
effort basis, the volunteer framework only provides a discovery service 
to the Cyclops network application. On the other hand, discovery and 
selection of contributed resources according to both functional and 
nonfunctional properties expressed in terms of specific (QoS/SLA) 
constraints, also taking into account sustainability issues, require the 
use of the QoS and SLA manager. Moreover, the volunteer frame-
work keeps track of resource usage for assigning rewards to contribut-
ing devices (user-clients).

The M2M device/gateway application uses the analytics module 
at the M2M gateway to perform, for example, context inference for 
the purpose of identifying the most favorable routes for joyriding. The 
Cyclops network application uses the analytics module at the network 
domain to analyze data from the Cyclops volunteer sensing cloud to 
identify traffic patterns for the purpose of fleet management. OASA, 
via an appropriate network application, would like to reuse CO2 emis-
sions data on routes to apply suitable policies for establishing greener 
routes. Therefore, OASA’s application will be granted permission by 
updating access rights to retrieve the information and consume it. 
In the same manner, the cycleXperience network application reuses 
(optionally) tilt and CO2 emissions on routes. Along with (option-
ally) route experience and images captured by cyclists, cycleXperi-
ence quantifies the cyclist experience from sensed data collected about 
him/her and his/her environment. User-provided information may be 
uploaded at a later time by the user via the Web front-end of the 
cycleXperience application.

10.4  Conclusions

MCS aims at leveraging sensors embedded in smartphones to collect 
information from a user group and use this information for the benefit 
of the group. It is essentially realized by machine interactions at dif-
ferent levels, including data communications, collection, processing, 
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and interpretation. Mobile devices are infrastructure contributors 
that join and leave the system in an unpredictable fashion. Therefore, 
the resulting scenario is highly dynamic. The proposed framework 
addresses such problem by resorting to a volunteer contribution para-
digm, facilitated by M2M communications. As a consequence of the 
volunteer nature of the described framework, clients/devices are not 
passive interfaces to cloud services anymore, but they can contrib-
ute (for free or with charge) with their own resources. A synergistic 
way to the design and development of the distributed infrastructure 
is presented in which goals of computing, communication, and sens-
ing converge. Finally, a use case is presented, based on the principles 
described before, where M2M communications and sensing are com-
plementary aspects for the enablement of a set of applications.
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