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Preface

Today, there is no fi eld of enterprise more dynamic or challenging than digital 
integrated circuits. Since the invention of the integrated circuit in 1958, our 
ability to pack transistors on a single chip of silicon has doubled roughly 
every 18–24 months, as described by Moore’s law. As a consequence, the 
functionality and performance of digital integrated circuits have improved 
geometrically with time. This exponential progress is unmatched in any 
endeavor of mankind and has revolutionized the way we live and work.

The rapid progress in digital circuitry, and the relentless scaling of MOS 
transistors that brought it about, have broadened the interdisciplinary reach 
of the fi eld. More than ever, the materials, processing, device physics, and 
circuit performance characteristics are inseparably linked. The original 
book, conceived in this interdisciplinary spirit and with a strong focus on 
principles, bridged a void that had existed between books on transistor elec-
tronics and those treating VLSI design and fabrication as a separate topic.

This second edition adheres to this same successful concept but is 
signifi cantly improved in nearly every way, with four new chapters, more than 
200 new illustrations, and support provided on a dynamic website (http://
www.engr.uconn.edu/ece/books/ayers), including a section for instructors. 
An all-new chapter describes the integrated circuit fabrication process with 
detailed illustrations and discussions of the dual damascene process for 
copper interconnect, metal gates, and high-κ gate dielectric. The expanded 
chapter on the MOS transistor includes new material on the physics of 
short-channel devices. CMOS circuitry has been covered in greater detail by 
incorporating numerous new examples and short-channel behavior.

Like the fi rst edition, this book bridges the gap between courses in 
transistor electronics and VLSI design or fabrication. It serves as a crucial link 
for integrated circuit engineers, because they make the cross-disciplinary 
connections to guide them in more advanced work. For pedagogical reasons, 
this book uses SPICE level 1 models (similar to the transistor electronics 
courses) but introduces BSIM models that are indispensable for VLSI design. 
This approach makes it possible to draw direct connections between the hand 
analysis and the SPICE models for the development of a strong and intuitive 
sense of device and circuit design. Once these connections are made, the BSIM 
device models can be better appreciated as incorporating many second-order 
and empirical corrections to the predictions of the level 1 model.

Digital Integrated Circuits, Second Edition, focusing on principles and 
presented from a modern interdisciplinary view, should serve integrated 
circuits engineers from all disciplines for years to come.

John E. Ayers
Storrs, Connecticut
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1
Introduction

1.1 Historical Perspective and Moore’s Law 

Since the demonstration of the fi rst transistor [1–4] at Bell Laboratories in 
1947 (Figure 1.1), rapid progress in the design and manufacture of semi-
conductors has led to gigahertz microprocessors and gigabit memories 
today. The invention of the integrated circuit (Figure 1.2) in 1958 [5, 6], 
and subsequent improvements on the concept in the 1960s, made it pos-
sible to combine multiple devices on a single chip of silicon instead of 
wiring together devices on a circuit board. Thus, it was possible to reduce 
the size, weight, and cost of a circuit even while increasing its function-
ality. These breakthroughs eventually allowed the fabrication of billions 
of transistors in a single chip of silicon, enabling computing power far 

FIGURE 1.1
The fi rst transistor, invented at Bell Laboratories in 1947. (From Lucent Technologies Inc./Bell 

Labs. With permission.)
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2 Digital Integrated Circuits

beyond that achievable by wiring together discrete transistors. At the 
present time, state-of-the-art microprocessor chips contain hundreds of 
millions of transistors, whereas memory chips contain up to several bil-
lion transistors.

Soon after the realization of integrated circuits, Intel cofounder Gordon 
Moore noted that the complexity of integrated circuits was increasing 
exponentially with time. Moore stated that the “complexity” of integrated 
circuits with “minimum component costs” was doubling every 12 months 
[7]. Since that time, several variations of “Moore’s law” have been stated. 
Usually, it is noted that the number of transistors per microprocessor chip 
doubles every 24 months, whereas the number of bits per dynamic random 
access memory (DRAM) chip doubles every 18 months. Remarkably, this 
rate of progress has been maintained for more than three decades! Figure 
1.3 illustrates this exponential progress for microprocessors and DRAMs. 
Similar exponential trends have been established for fl ash memories and 
application-specifi c integrated circuits (ASICs). However, memory chips 
have outpaced microprocessors because of their simpler designs and built-
in redundancy.

Industry has kept pace with Moore’s law primarily by scaling down the 
dimensions of transistors through improved lithography [8, 9], but chip 
size has also been increased. Transistor miniaturization has been pursued 
aggressively and has brought about improvements in circuit performance 
and cost as well as density. A key parameter describing this scaling is the 
“minimum feature size” for the transfer of circuit patterns from a computer 
design to the semiconductor wafer. Figure 1.4 shows the historical evolution 

FIGURE 1.2
The fi rst commercial integrated circuit, developed by Robert Noyce at Fairchild Semiconductor. 

The integrated circuit was invented by Robert Noyce of Fairchild Semiconductor and Jack 

Kilby of Texas Instruments at about the same time. (From Fairchild Semiconductor. With 

permission.)
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Introduction 3

of the minimum feature size, along with projections out to the year 2020. 
Historically, much of the progress shown in Figure 1.4 was achieved by 
decreasing the wavelength used in lithographic tools. However, at the pres-
ent time, technical solutions for the lithographic requirements of 2020 and 
beyond have not been found.

With the goal of extending the historic trends in integrated circuit tech-
nology, the Semiconductor Industry Association in the United States [10] 
produced the National Technology Roadmap for Semiconductors in 1992. 
This roadmap defi ned industry-wide technology goals with a 15-year 
horizon and was revised in 1994 and 1997. In 1998, after the globalization 
of the semiconductor industry, an International Technology Roadmap for 
Semiconductors (ITRS) was developed with participation from the semi-
conductor industries in Europe, Japan, Korea, and Taiwan [11]. Full ITRS 
reports are published biannually, in odd years, and update reports are 
published in even years.

Each ITRS report projects industry trends 15 years into the future. What, 
then, is the digital integrated circuit industry expected to look like in 
2020? According to the 2007 ITRS, the starting silicon wafers will grow to 
450 mm in diameter, whereas transistor gate lengths will diminish to 5.6 
nm. As a consequence of these developments, fl ash memory will be able to 

1965 1975 1985 1995 2005
Year

DRAM bits
2x/18 months

MPU transistors
2x/24 months

Athlon X2

6800
4004

68000
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80486
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80858008

Pentium II
Pentium III
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Duo
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100k
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C
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ity

FIGURE 1.3
According to Moore’s law, the complexity of integrated circuits has increased exponentially 

with time. Historically, the number of transistors per microprocessor unit (MPU) doubles 

every 24 months; the number of bits per DRAM chip doubles every 18 months.
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4 Digital Integrated Circuits

store one terabit on a single chip, and you will be able to purchase a 12.4 
GHz processor with 6.1 billion transistors and 7902 pins for about 0.24 
microcents per transistor! These and other important trends are charted 
in Table 1.1.

The rapid progress in digital integrated circuits has been fueled by strong 
demand from a number of driving force applications. During the fi rst decade 
after the invention of the integrated circuit, mainframe computers repre-
sented the driving application. In the 1980s, there was a shift to personal 
computers, consumer electronics, and digital communication. During the 
1990s, wireless communication, portable computers, and handheld devices 
came into play. Today, video-on-demand, multimedia applications, and net-
work computing are some of the driving forces behind the technology. Sales 
of semiconductors have increased at a 14.9% compound annual growth rate 
since the invention of the integrated circuit (see Figure 1.5), now making 
up 20% of the world electronics market and 2% of the gross world product 
(GWP).

At the present time, most digital integrated circuits use the CMOS circuit 
family, so named because it uses complementary metal oxide semiconductor 
transistors (MOS transistors, or MOSFETs). However, this hasn’t always been 
the case. The fi rst integrated circuit was based on bipolar junction transistors 
(BJTs), and numerous families of digital integrated circuits have been real-
ized using BJTs; these include resistor transistor logic, diode transistor logic, 
transistor transistor logic (TTL), integrated injection logic, and emitter cou-
pled logic (ECL). New bipolar circuit families were still being developed in 
the 1980s, because BJTs provided a speed advantage over metal oxide semi-
conductor fi eld effect transistors (MOSFETs) using the lithographic design 
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FIGURE 1.4
Minimum feature size for the fabrication of integrated circuits as a function of time.

TAF-6987X_AYERS-09-0307-C001.ind4   4TAF-6987X_AYERS-09-0307-C001.ind4   4 8/22/09   3:22:06 PM8/22/09   3:22:06 PM



Introduction 5

TABLE 1.1

Semiconductor Technology Trends

Year of production 2007 2010 2015 2020

Lithography
DRAM stagger-contacted metal ½ pitch (nm)*  65  45  25  14

MPU/ASIC stagger-contacted metal ½ pitch (nm)*  68  45  25  14

Flash uncontacted poly Si ½ pitch*  54  36  20  11

MPU printed gate length (nm)  42  30  17   9

MPU physical gate length (nm)  25  18  10   5.6

# mask levels, MPU  33  35  37  39

# mask levels, DRAM  24  26  26  26

Maximum number of wiring levels  11  12  13  14

MPU high performance
MPU transistors per chip (millions)  386  773 1546 6184

MPU chip size (mm2)  140  140  88  111

MPU cost per transistor (microcents) (high 

performance)

 12.2   4.3   0.76   0.24

MPU total package pins (high performance) 4000 4851 6191 7902

Clock frequency (GHz)   4.70   5.875   8.522  12.361

DRAM
DRAM bits per chip (billions) 2G  4G 8G 32G

DRAM chip size (mm2)  93  93  59  74

DRAM cost per bit (microcents)   0.96   0.34   0.06   0.01

Flash memory
Flash bits per chip (four level cell) 32G 64G 128G 1024G

Flash chip size (mm2)  144  128  81  102

ASICs
ASIC package pins (high performance) 4000 4851 6191 7902

General
On-chip clock frequency (GHz)   4.70   5.875   8.522  12.361

Supply voltage VDD (V) (high performance)   1.1   1.0   0.80   0.65

Chip power dissipation (W) (high performance)  189  198  198  198

Silicon wafer diameter (mm)  300  300 300/450  450

Source: The International Technology Roadmap for Semiconductors, http://public.itrs.net.

*  The half-pitch is defi ned as one-half of the center-to-center distance for two wires defi ned on 

the chip surface.

rules in place at that time. By the 1990s, CMOS had become the dominant 
technology, but bipolar circuits, and also bipolar-CMOS (BiCMOS) circuits, 
remained commercially important into the beginning of the 21st century.

The MOSFET was invented in 1930 by Lilienfeld [12], but the fi rst working 
device was not demonstrated until 1960 by Kahng and Atalla (see Figure 
1.6) [13, 14]. MOS transistors allowed the integration of more functionality 
on an integrated circuit than BJTs for two reasons. First, MOSFETs are 
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FIGURE 1.5
Worldwide sales of integrated circuits have increased with a 14.9% compound annual growth 

rate since 1960 and now account for 2% of the gross world product. (From Kumar, R., IEEE 
Solid-State Circuits 12, 22–27, 2007. With permission.)

FIGURE 1.6
The fi rst MOSFET. Electric fi eld controlled semiconductor device. (From Kahng, D., and 

Atalla, M.M., U.S. Patent 3,102,230, fi led May 31, 1960, and issued Aug. 27, 1963.)
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Introduction 7

inherently smaller than BJTs using the same set of layout design rules. 
Second, MOSFETs are voltage controlled and require no biasing resistors 
like BJTs, which are current controlled. Integrated resistors take up 
considerable chip area, because they are typically much larger than either 
BJTs or MOSFETs.

The fi rst microprocessor was the 4004, introduced by Intel in 1971 (see 
Figure 1.7). It was realized using the PMOS circuit family and included 
2300 p-channel MOSFETs. PMOS was used because, at that time, the 
repeatable manufacture of enhancement type (normally off) n-channel 
MOSFETs was not possible because of oxide and contamination-related 
problems. For these reasons, PMOS was used for microprocessors and 
their associated components such as memories and peripheral interfaces 
for a short time.

By 1974, with the problems of n-channel transistors solved, PMOS circuits 
were replaced by superior NMOS (n-channel MOSFETs) circuits. Notable 
examples were the 6800 and 8080 microprocessors.

Soon thereafter, the ability to manufacture both n-MOS and p-MOS tran-
sistors on the same wafer enabled the development of CMOS digital inte-
grated circuits. The key advantage of this circuit family, relative to PMOS 
and NMOS, is its low static power dissipation. After the invention of CMOS 
in 1963, the 4000 series of CMOS logic gates was developed in 1968, and 
CMOS microprocessors emerged in the mid-1970s.

Even after the establishment of CMOS as a mainstream digital integrated 
circuit technology, bipolar circuits temporarily maintained their edge 
in critical high-speed applications. This is because bipolar transistors 
exhibited much higher transconductance values than MOSFETs, for a 
given device size, and could therefore drive high-capacitance off-chip 
loads at higher data rates. Bipolar circuit families, such as ECL and 
Schottky transistor-transistor logic (STTL), found use in high-performance 
computing, supercomputers, and high bit rate communication. Even 
nonsilicon integrated circuits, such as direct coupled FET logic circuits 

FIGURE 1.7
The Intel 4004 microprocessor. (From Intel. With permission.)
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8 Digital Integrated Circuits

fabricated in gallium arsenide or indium phosphide, were used in high-end 
microprocessor and digital communication applications. Eventually, 
however, the relentless scaling of transistor dimensions helped CMOS 
overtake bipolar circuit families in terms of on-chip switching speed and 
off-chip data rates.

There are limits to the scaling and performance of CMOS circuits, however. 
At some point in time, it will be necessary to make the transition to a new, 
higher-density, higher-performance circuit family. We cannot be sure when 
this will happen or what types of devices might replace MOSFETs, but it 
is sure to happen. It is important to study digital integrated circuits in this 
light, with an emphasis on general principles, but the examples are oriented 
to the CMOS circuit family.

1.2 Electrical Properties of Digital Integrated Circuits

In digital circuitry, voltage signals take on one of two (or possibly more) 
discrete levels. This contrasts with the case of analog circuits and sys-
tems, in which signals can take on any value in a continuous range. In the 
binary digital systems commonly in use today, signals exist as sequences 
of ones and zeroes. The advantage of digitizing analog signals is that they 
can be stored, duplicated, and transmitted repeatedly without any loss in 
quality.

Digital circuits use semiconductor electronic devices to process or com-
bine binary signals in a desired manner. These digital circuits are called 
logic gates, and, in practice, the two binary values are represented by two 
distinct voltage levels.

Digital integrated circuits involve the fabrication of many different elec-
tronic devices in one chip of silicon (or some other semiconductor crystal). 
The level of integration is classifi ed according to the number of gates that 
have been integrated on a single chip. The various levels of integration have 
been called small scale integration (SSI), medium scale integration (MSI), 
large scale integration (LSI), very large scale integration (VLSI), and ultra 
large scale integration (ULSI) and are listed in Table 1.2. At the present time, 
integrated circuits at all of these levels of complexity are manufactured and 
used for various applications. Often, the distinction between VLSI and ULSI 
is not made, so that state-of-the art circuits are often referred to as “VLSI” 
even today.

Another level of integration, called “wafer scale integration,” was proposed 
some years ago. The idea was to fabricate a single integrated circuit using an 
entire silicon wafer. This goal turned out to be far too ambitious because the 
size of silicon wafers grew to 200 mm and then 300 mm. Nonetheless, it has 
become feasible to implement “system on a chip” designs, in which an entire 
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Introduction 9

computer system is built in a single chip of silicon. It goes without saying 
that this approach is superior in size, cost, and performance compared with 
the traditional approach of wiring together many integrated circuits on a 
printed circuit board.

In this section, we will describe the electrical properties of digital inte-
grated circuits at the gate level. Ideally, a logic gate should process an infi nite 
number of inputs, perform some logic function with zero time delay, be com-
pletely immune to the effects of loading by other gates, and consume zero 
power. Although this goal has not been achieved, it serves as a starting point 
for discussing the properties of real logic gates.

1.2.1 Logic Function

To be useful, a logic gate must perform some Boolean logic function. Boolean 
algebra, named after mathematician George Boole, is a system of mathemat-
ics based on the binary number system. In this number system, each binary 
digit, or bit, takes on a value of “0” or “1.” Sometimes a 1 is referred to as a 
“true” result, whereas a 0 is referred to as a “false” result.

A commonly used logic gate is the one-input inverter, or NOT gate, shown 
in Figure 1.8. If the input A is true, then the output Y is not true and vice 
versa. The implementation of an inverter requires one or more switching 
devices. Three possible implementations are shown in Figure 1.9. Here, 
the switches are assumed to be three-terminal devices, but nonlinear two-
terminal devices can also act as switches.

The active pull-down implementation of Figure 1.9a uses a single switch 
device connected between the output and ground. With a low (logic zero) 

TABLE 1.2

Levels of Integration

Level of integration Gates/chip

Small scale integration 1–10

Medium scale integration 10–100

Large scale integration 100–104

Very large scale integration >104

OUTIN

Y = A

IN OUT

0 1 

1 0 

FIGURE 1.8
Inverter.
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10 Digital Integrated Circuits

input, the switch is “off” (open) and the output is brought high by the pas-
sive pull-up device. (The passive pull-up device can be a resistor, but other 
devices may be used as well.) With a high (logic one) input, the switch 
is “on” (closed) and the output goes low. Therefore, the circuit functions 
as an inverter, and this type of switch is called an “active high” device. 
The active pull-down circuit design dissipates steady power under the low 
output condition, in which both the switch and the passive design are 
conducting.

In the active pull-up design of Figure 1.9b, the switch is connected between 
the supply voltage VDD  and the output, and a passive pull-down device is 
used. The circuit still functions as an inverter, as long as an “active low” 
switch is used. Steady power dissipation occurs in this circuit with the high 
output condition, as a result of the simultaneous conduction of the switch 
and the passive design.

The fully active inverter design of Figure 1.9c uses two switch devices; the 
pull-down switch is active high, whereas the pull-up switch has active low 
character. It is possible to design this circuit so that the two switches do not 
conduct simultaneously under static conditions, so the average dissipation 
can be reduced dramatically.

The switch devices in Figure 1.9 may be any three-terminal active devices. 
If current-controlled devices are used, such as bipolar junction transistors, it 
is necessary to include biasing circuitry. Simpler implementations stem from 
the use of voltage-controlled devices such as MOS transistors.

Figure 1.10 shows inverter circuit implementations based on the use of 
MOSFETs. The active pull-down design of Figure 1.10a uses all n-channel
MOSFETs, the active pull-up design of Figure 1.10b uses all p-channel 
MOSFETs, and the fully active design of Figure 1.10c uses complementary 
n-channel and p-channel MOSFETs. These three circuit families are referred 
to as NMOS, PMOS, and CMOS, respectively.

VDD

IN

INOUT

“Active high” 
switch

Passive
pull-up

VDD

IN

OUT OUT

Passive
pull-down 

VDD

(c)(b)(a)

“Active low” 
switch

“Active low” 
switch

“Active high” 
switch

FIGURE 1.9
Inverter circuit designs: (a), Active pull-down design, (b) active pull-up design, and (c) fully 

active design.
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Introduction 11

Other important logic functions include NAND and NOR. These can 
also be implemented in circuits using active pull down, active pull up, or 
both. Figure 1.11 shows the NAND (Not AND) gate with its truth table. 
Three possible circuit designs are provided in Figure 1.12. In the active 
pull-down circuit of Figure 1.12a, the active high switches are placed in 
series. Therefore, the output goes low if both inputs are high, causing both 
switches to turn “on.” The active pull-up circuit of Figure 1.12b uses active 
low switches in parallel. In this case, the output goes high if either input 
goes low. The fully active circuit of Figure 1.12(c) uses both active high 
switches in series and active low switches in parallel. Figure 1.13 shows 
MOSFET-based two-input NAND gates designed using these three basic 
approaches.

The two-input NOR (Not OR) gate is shown in Figure 1.14 with its truth 
table. The active pull-down design of Figure 1.15a uses two active high 
switches in parallel. If either input goes high, the associated switch turns on 
and brings the output low. The active pull-down design of Figure 1.15b uses 
two active low switches in series so that, if both inputs go low, the output 
goes high. The fully active design uses active high pull-down devices and 
active low pull-up devices. These three designs may be implemented using 

MNL MPO MPO

MNO MNOMPL

(c)(b)(a)

IN OUT

VDD VDD VDD

IN

OUT

IN

OUT

FIGURE 1.10
Inverter circuit implementations using MOSFETs: (a) Active pull-down circuit constructed 

with n-channel MOSFETs, (b) active pull-up circuit using p-channel MOSFETs, and (c) fully 

active circuit using complementary MOSFETs.

A
OUT

B

Y = AB

A B OUT

0 0 1 

0 1 1 

1 0 1 

1 1 0 

FIGURE 1.11
Two-input NAND gate.
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12 Digital Integrated Circuits

n-channel MOSFETs as the active high devices and p-channel MOSFETs as 
the active low devices as shown in Figure 1.16.

Another noteworthy circuit is the transmission gate, although it does not 
perform a Boolean algebraic function; this circuit is shown in Figure 1.17. 
With logic one applied to the control input, the transmission gate is enabled 
and the output follows the input. If logic zero is applied to the control input, 
the gate is disabled and the output is in the high impedance (“High Z”) state 
regardless of the value of the input. With the output in the High Z state, 
the voltage at the output will fl oat to whatever voltage is imposed by other 
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Passive
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pull-down

VDD

(c)(b)(a)

B

A B
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A

B

VDD
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FIGURE 1.12
Design of two-input NAND gates: (a) Active pull-down circuit, (b) active pull-up circuit, and 

(c) completely active circuit design.
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FIGURE 1.13
Two-input NAND circuit implementations using MOSFETs: (a) Active pull-down circuit con-

structed with n-channel MOSFETs, (b) active pull-up circuit using p-channel MOSFETs, and (c) 

fully active circuit using complementary MOSFETs.
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Introduction 13

circuitry connected to the node. Therefore, transmission gates can be used 
to connect/disconnect logic blocks in a system. This is useful in bus-based 
systems and power-managed digital systems. Figure 1.18 illustrates possi-
ble designs for the transmission gate, and MOS circuit implementations are 
given in Figure 1.19.

Practical digital systems involve complex functions of many inputs. 
However, these complex functions can be realized using the basic functions 
described above. In fact, it is possible to realize any arbitrary logic function 
with any arbitrary number of inputs using just the NOT and OR functions or 
just the NOT and AND functions. There are a number of techniques avail-
able for the simplifi cation of complex logic functions that make it possible to 
realize the necessary logic functions with maximum effi ciency.

It is important to note that the circuits described in this section are all static 
logic gates. That is, they are designed to operate with steady (static) input and 
output voltages. Dynamic logic gates are also of tremendous importance in 

A
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Y = A + B
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0 0 1 

0 1 0 

1 0 0 

1 1 0 

FIGURE 1.14
Two-input NOR gate.
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FIGURE 1.15
Design of two-input NOR gates: (a) Active pull-down design, (b) active pull-up design, and 

(c) fully active design.
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14 Digital Integrated Circuits

modern VLSI circuits. This type of gate circuit is controlled by a clock signal, 
and the output must be evaluated at particular points in the clock cycle. The 
principles underlying dynamic logic gates will be described in Chapter 8.

1.2.2 Static Voltage Transfer Characteristics

An important electrical characteristic of any static logic gate is the voltage 
transfer characteristic (VTC). This is the steady-state output voltage versus 
input voltage characteristic. It is usually measured under low-frequency, 
quasi-static conditions.

The important features of the VTC can be seen in Figure 1.20, which is a 
generic characteristic for an inverter. There are fi ve critical voltages for the 
inverter: VOL, VOH, VIL, VIH, and VM.

VDD

MNL MPB

MPLMNBMNA

MPA

MPB

MNA
MNB

MPA

VDD VDD

OUT

(a) (b) (c)

OUT

A B

A

B

OUT
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B

FIGURE 1.16
Two-input NOR circuit implementations using MOSFETs: (a) Active pull-down circuit con-

structed with n-channel MOSFETs, (b) active pull-up circuit using p-channel MOSFETs, and 

(c) fully active circuit using complementary MOSFETs.

FIGURE 1.17
Transmission gate.
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Introduction 15

The output low voltage VOL is the voltage output corresponding to logic zero, 
and the output high voltage VOH is the value of the output corresponding to 
logic one. The difference between the two output levels is called the logic 
swing LS:

 LS = −V VOH OL . (1.1)

The input low voltage VIL is the maximum input voltage that will be inter-
preted as logic zero, and the input high voltage VIH is the minimum value 
that will be interpreted as logic one. Input values between VIL and VIH are 
ambiguous and should be avoided, so it is desirable to minimize this voltage 

OUT

(a) (b) (c)

IN

C

OUTIN

C

C

C

IN OUT

FIGURE 1.18
Design of transmission gates using three-terminal switch devices: (a) Active high design, (b) 

active low design, and (c) active high-active low design.
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FIGURE 1.19
MOS transmission gate circuits: (a) Active high design using an n-channel MOSFET, (b) active 

low design using a p-channel MOSFET, and (c) active high-active low design using comple-

mentary MOSFETs.
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16 Digital Integrated Circuits

range. By defi nition, VIL and VIH are the input voltages for which the slope of 
the transfer characteristic is minus one (plus one for a noninverting gate):

 
dV
dV

OUT

IN V VIN IL=

= −1 . (1.2)

and

 
dV
dV

OUT

IN V VIN IH=

= −1 . (1.3)

The noise margins are important with regard to bit error rates in the presence 
of electrical noise. They are defi ned by

 V V VNML IL OL= −   (1.4)

and

 V V VNMH OH IH= − , (1.5)

where VNML and VNMH are the low noise margin and the high noise margin, 
respectively. Electrical noise with a peak-to-peak amplitude less than the 
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FIGURE 1.20
Voltage transfer characteristic for an inverter.
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Introduction 17

noise margin is attenuated, whereas noise of greater amplitude can create a 
bit error. It is therefore desirable to maximize the noise margins.

The midpoint voltage VM, sometimes also called the switching threshold, 
is the value of the input voltage for which V V VOUT IN M= = . Ideally, the mid-
point voltage should be halfway between the logic zero and logic one input 
voltages. Therefore, its value is often used in the design of level translators to 
interface between circuits operating with different supply voltages.

Static voltage transfer characteristics are measured using the x-y feature 
of a storage oscilloscope or a computer-based virtual instrument. The 
measurement is straightforward in the case of an inverter. The situation 
is more complicated with multiple inputs, and the usual approach is to 
tie all but one input to logic zero or logic one, thus avoiding the need for 
a multidimensional plot. For example, with a NAND gate, all inputs are 
tied to the positive supply voltage except one, and the transfer character-
istic is measured for this one input. For an NOR gate, all inputs but one 
are grounded for the measurement. Usually, it is assumed that all inputs 
behave in identical manner, although there may be subtle differences as 
shown in Chapter 6.

For an ideal logic gate, the output high voltage is equal to the positive 
supply voltage ( V VOH DD= ), and the output low voltage is equal to the negative 
supply voltage ( V VOL SS=  and usually VSS = 0 ). This results in the maximum 
possible logic swing, called “rail-to-rail.” The ideal logic gate also exhibits a 
voltage transfer characteristic with an abrupt transition midway between the 
supply voltages ( V V VM DD SS= +( )/ 2 ). Together, these conditions maximize 
the noise margins.

1.2.3 Transient Characteristics

Transient characteristics are of great importance because of their bearing on 
the speed characteristics of digital circuits, such as the clock frequency and 
off-chip data rates.

Consider Figure 1.21, which shows the transient behavior for an inverter 
with a rectangular wave applied at the input. There are four important 
transient parameters for the inverter. These are the low-to-high propagation 
delay tPLH, the high-to-low propagation delay tPHL, the output rise time tR, 
and the output fall time tF.

The propagation delays are measured between the 50% points on the input 
and output waveforms. By this, we mean the points at which the voltage 
is midway between the two limiting values. As a matter of nomenclature, 
the low-to-high propagation delay tPLH refers to the low-to-high transition at 
the output node. For an inverter, this corresponds to the opposite transition 
at the input node. Similarly, tPHL refers to the high-to-low transition at the 
output node. The estimation of the propagation delay tPLH may be under-
stood with the aid of Figure 1.22. Here, it has been assumed that a signal 
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18 Digital Integrated Circuits

with an abrupt high-to-low transition has been applied to the input of an 
inverter with a capacitive load CL. If the currents in the pull-up and pull-
down devices are iDD and iSS, respectively, then tPLH may be found from

 
1

2
0

V V V
i i

C
dtOH OL OL

DD SS

L

tPLH

+( ) − = −∫ . (1.6)
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t
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FIGURE 1.21
Transient response of an inverter with a rectangular input waveform.
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FIGURE 1.22
Determination of the propagation delay tPLH for an inverter.

TAF-6987X_AYERS-09-0307-C001.ind18   18TAF-6987X_AYERS-09-0307-C001.ind18   18 8/22/09   3:22:12 PM8/22/09   3:22:12 PM



Introduction 19

In general, both iDD and iSS are functions of the output voltage, so they will vary 
with time. If the pull-down device turns off abruptly at t = 0  and the inverter 
exhibits rail-to-rail swing at the output, then Equation 1.6 simplifi es to

  

 
V

C
i dtDD

L
DD

tPLH

2

1

0

= ∫ . (1.7)

The estimation of tPHL is similar. Here it is assumed that the input signal 
makes an abrupt transition from VOL to V OH at t = 0 . If the pull-up device 
switches off abruptly and if the circuit exhibits rail-to-rail swing, then the 
high-to-low propagation delay can be estimated from

 
V

C
i dtDD

L
SS

tPHL

2

1

0

= ∫ . (1.8)

For some digital gate circuits, the two propagation delays tPLH and tPHL are 
very different so that both should be specifi ed. Often, an average propaga-
tion delay tP is used:

 t
t t

P
PLH PHL= +

2
. (1.9)

For a gate circuit with perfectly symmetric transient characteristics, 
t t tPLH PHL P= = . In practice, the input waveforms to digital gates do not 
make abrupt transitions but have fi nite rise and fall times. These are 
important because they modify the time dependences of the currents iDD 

and iSS fl owing in the gate circuit and therefore the propagation delays. 
The rise time is measured between the 10 and 90% points on the wave-
form, and the fall time is measured between the 90 and 10% points. The 
rise and fall times may be estimated using a similar approach to that 
applied for the propagation delays.

There is an inverse relationship between the worst-case propagation delay 
and the maximum achievable system clock frequency:

 f
N t

CLK
S P

< 1
, (1.10)

where fCLK is the clock frequency, and NS  is the number of cascaded logic 
stages in the critical (longest) path in the digital system. Therefore, system 
performance is affected critically by both the system design and the per-
formances of the individual of the logic building blocks. For an otherwise 
similar design, halving the gate propagation delays will allow a doubling of 
the clock frequency.
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20 Digital Integrated Circuits

Propagation delays are determined experimentally using ring oscillators 
such as the one shown in Figure 1.23. A ring oscillator comprises an odd 
number of inverters, so that the voltage at any connection node will oscillate 
with time. During one period of the oscillation, each gate switches from low 
to high and then back to low again. Therefore, the period is given by

 T t tPLH PHL

n

M

= +( )
=

∑
1

, (1.11)

where M is the (odd) number of inverters in the ring. If the inverters in the 
ring are all identical, with identical loading, then the frequency of oscillation 
is given by

 f
M t t Mt

M
PLH PHL P

=
+( ) =1 1

2
. (1.12)

1.2.4 Fan-In and Fan-Out

Fan-in and fan-out refer to the connectivity of a logic gate. Fan-in is simply 
the number of input connections, and fan-out is the maximum number of 
load gates that can be connected to the output (without undesirable degrada-
tion in performance).

The fan-in may be unity, as in the case of an inverter. However, general 
system design requires gates with at least two inputs, and gates with higher 
fan-in may simplify the implementation and improve the overall performance 
of complex systems. Generally, the maximum practical fan-in is limited by 
device or circuit performance considerations.

The maximum fan-out NMAX will be determined by loading considerations 
and is usually estimated using the assumption that the load gates are identi-
cal to the driving gates. For MOS-based logic gates, dynamic loading con-
siderations prevail because the loading is primarily capacitive. In this case, 
increasing the number of load gates decreases the switching speed of the 
driving gate. As a consequence, there is a maximum number of load gates 
that can be connected without an unacceptable degradation in the switching 

FIGURE 1.23
Seven-stage ring oscillator with a buffered output.
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speed. If tP, max is the maximum allowable propagation delay, then this can be 
used to determine the maximum allowable load capacitance:

 C f tL P,max ,max= ( ) . (1.13)

If the load gates each have an input capacitance Cin  and other loading effects 
(self loading, interconnect loading) may be neglected, then the maximum 
fan-out can be estimated from

 N
C

C
L

in
max

,max≤ . (1.14)

The direct current (DC) fan-out consideration is based on current loading. 
Suppose that IOL is the maximum current that can be sunk at the output with 
a logic zero output (the output low current). If IIL is the current that fl ows out 
of an input lead when logic zero is applied (the input low current), then

 N
I
I

MAX
OL

IL
< . (1.15)

Suppose also that IOH is the maximum current that can be sourced with a 
logic one output (the output high current). If IIH is the amount of current that 
is sunk by an input with logic one applied, then

 N
I
I

MAX
OH

IH
< . (1.16)

Typically, the constraints imposed by Equations 1.15 and 1.16 are very differ-
ent so that the more stringent one prevails.

For CMOS circuits, the dynamic fan-out consideration is prevalent. This 
leads to an engineering trade-off between fan-out and switching speed. 
However, system design aspects dictate that the fan-out should generally be 
greater than 3.

1.2.5 Dissipation

The power dissipation is an important consideration for nearly all applica-
tions of digital integrated circuits. In portable devices, the power dissipa-
tion must be minimized to prolong battery life. For all digital equipment, 
portable or stationary, the power dissipation must be minimized because 
of the associated heat that must be removed. The cooling of integrated cir-
cuits often requires specially designed packages with heat sinking and fans 
for more effi cient heat removal. For VLSI circuits, dissipation considerations 
may limit the number or density of gates that can be put on a chip.
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22 Digital Integrated Circuits

The dissipation may be dominated by the static component or the dynamic 
contribution. In some cases, both contributions may be similar in magnitude 
so that both must be considered.

The dynamic or alternating current (AC) dissipation is associated 
with charging and discharging of the load capacitance and is called the 
capacitance switching dissipation. Consider the gate of Figure 1.24 with a 
lumped capacitive load. The energy associated with one switching cycle (a 
low-to-high transition at the output, followed by a high-to-low transition at 
the output) is

 J V i dtDD DD

clock
cycle

= ∫ . (1.17)

If there is negligible current fl owing from the supply voltage to the ground 
through the logic gate itself, then during the low-to-high transition at the 
output, the supply current is given by

 i C
dV

dt
DD L

OUT= . (1.18)

During the high-to-low transition of the output, the load capacitor is discharged 
through the logic gate but no additional current fl ows from the supply voltage. 
Therefore, the energy (in joules) dissipated during one switching cycle is

 J V C dV C VDD L OUT L DD

VDD

= =∫ 2

0

. (1.19)

The dynamic dissipation (in watts) is therefore

 P fC V f C Vswitch L DD CLK L DD= =2 2α , (1.20)

VDD

iDD

VDD

GND

CL

IN OUT

FIGURE 1.24
A logic gate with a lumped capacitive load for the calculation of the dynamic power dissipation.
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where f is the switching frequency, fCLK is the clock frequency, and α is 
the switching activity factor. The activity factor is less than unity, because 
the actual switching frequency for any particular gate will be less than the 
system clock frequency. In general, there may be internal nodes of the logic 
gate, each with its own load capacitance, and these may not all switch at 
the same frequency as the output node. In that case, the switching power 
dissipation with K nodes can be estimated from

 P f C Vswitch CLK n Ln DD

n

K

=
=

∑α 2

1

, (1.21)

where αn  and CLn  are the switching activity factor and the load capacitance 
for the nth node, respectively.

In general, the DC (static) dissipation is dependent on the output state and 
the fan-out.* In the case of MOS logic gates, the DC load currents are attribut-
able to leakage currents in oxides and p-n junctions as well as subthreshold 
currents in MOS transistors. Referring to Figure 1.25, the power with a logic 
zero output state (the “output low power”) is

 P V IL DD DDL= , (1.22)

where VDD is the supply voltage, and IDDL is the supply current that fl ows 
with a low output. For the case shown, the gate under consideration is a 
two-input NAND gate. Therefore, the output low condition exists with both 
inputs tied to the supply voltage.

Referring to Figure 1.26, the power with a logic one output state (the “out-
put high power”) is

 P V IH DD DDH= , (1.23)

where IDDH is the current that fl ows from the supply to the gate under the 
condition of a logic one output. For the two-input NAND gate shown in the 
fi gure, the output high condition exists with both inputs tied to ground. In 
general, IDDH and PH are a function of N, the number of fan-out gates.

The average DC dissipation can be calculated by

 P
P P

DC
L H= +

2
, (1.24)

assuming a 50% duty cycle for the output. Of course, it is not possible for 
all signals in a complex system to exhibit 50% duty. On the other hand, the 

* Here “fan-out” refers to the actual number of load gates and is abbreviated N. It is always less 
than the maximum fan-out NMAX.
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24 Digital Integrated Circuits

calculation shown above represents a best estimate and provides a means for 
the comparison of different logic circuit designs.

The total dissipation is the sum of the DC and dynamic components. 
Therefore,

 P P f C VDC L DD= + α 2 . (1.25)

The relative contributions of the DC and dynamic components vary greatly 
among the different families of logic circuits, but for CMOS circuits, the DC 
dissipation can nearly always be neglected.

VDD

IDDL

...

N fan-out gates

VDD

GND

FIGURE 1.25
Determination of PL (the static output low power).

VDD

IDDH

...

N fan-out gates

VDD

GND

FIGURE 1.26
Determination of PH (the static output high power).
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1.2.6 Power Delay Product

The power delay product (PDP) is an important fi gure of merit for a logic 
gate. It is defi ned by

 PDP = Ptp , (1.26)

where P is the power dissipation per gate, and tP is the average propaga-
tion delay. The power dissipation may be a function of frequency so the 
measurement conditions must be given in any meaningful specifi cation of 
the PDP. The PDP has units of energy, and typical values are measured in 
picojoules. One interpretation of the power delay product is “the energy 
required to make a decision.” The PDP also serves as an important fi gure 
of merit, which relates to the tradeoff between speed and power in a digital 
logic circuit.

1.3 Computer-Aided Design and Verification

Modern digital integrated circuits have reached a degree of complexity that 
mandates the use of computer tools for design and verifi cation. This is true 
at every level of the design, from materials, to devices, to circuits, to sys-
tems. As a result, computer tools are often vertically integrated to address 
all four levels of design. Increasingly, these computer tools use standard-
ized languages and data fi les to ease design transfer between departments 
or corporations. 

Design at the materials and device levels are closely inter-related and done 
together in practice. Sophisticated process simulation tools such as Silvaco 
and Cadence are used to arrive at the dimensions and process steps used for 
the fabrication of the core transistors.

Because of the complexity of modern VLSI circuits, computer tools are abso-
lutely necessary to verify designs before fabrication. SPICE (which stands 
for simulation program with integrated circuit emphasis) is a circuit simulation 
program that was developed at the University of California, Berkeley, in the 
early 1970s and rapidly became the standard circuit analysis tool in industry. 
SPICE1 and SPICE2 were developed in the Fortran computer language, and 
in 1985, SPICE3 was written in C. In the 1980s, Microsim developed PSPICE, 
a version of SPICE for personal computers. Today, there are several versions 
of SPICE that run on personal computers or workstations and that go by a 
number of names, including HSPICE and PSPICE. Some are integrated in 
complete chip design packages, such as Cadence SPICE.

Design at the system level of abstraction begins with a library of logic gate 
circuits that are used repeatedly throughout the design. These gates are in 
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turn made with standard transistor designs, and, apart from sizing, there 
will typically be no more than four distinct types of transistor devices used 
on a VLSI wafer. Use of standard device and gate designs streamlines the 
design process greatly, thereby reducing cost and lead time. The standard 
design languages used for system level design are Verilog and VHDL (which 
stands for very high speed integrated circuit hardware description language).

The device, circuit, and process design are inseparably linked together. 
Thus, the end product of the design process is a set of computer-generated 
photomasks. These photomasks are used for pattern transfer to the wafer 
during the fabrication processing steps.

1.4 Fabrication

The transistors and interconnections in a digital integrated circuit are 
fabricated on the surface of a semiconductor wafer by a sophisticated 
series of steps, including epitaxy, oxidation, ion implantation, and thin 
fi lms deposition (polysilicon, metal, silicon dioxide, silicon nitride). In 
addition, lithography and etching are used to pattern the semiconductor, 
insulator, and metal regions as needed to create the transistors and wires 
on the integrated circuit, using the photomasks referenced in the previous 
section.

At the present time, most digital logic circuits use the CMOS circuit family, 
which requires the fabrication of equal numbers of p-MOS and n-MOS tran-
sistors on a silicon wafer. Figure 1.27 shows a CMOS inverter circuit and the 
corresponding physical structure involving one of each type of device, and 
more complicated logic circuits can be created by the addition of transistors 
following these two basic designs.

The entire fabrication process starts with a single-crystal wafer of silicon, 
300 mm in diameter and 400 μm thick. On this wafer, more than 100 billion 
transistors and 1000 km of wire will be created during the fabrication of 
hundreds of integrated circuits. The gate length for the transistors is the 
most critical dimension, and it is set to the minimum value realizable by 
the techniques of lithography and pattern transfer; at the present time, 
manufacturers are transitioning to a printed gate length of 32 nm. Under the 
gate is a thin (~4 nm) native fi lm of silicon dioxide, created by the oxidation 
of the silicon wafer. Other thick layers of oxide are created by chemical vapor 
deposition and serve as insulators between metal and semiconductor or 
between metal and metal. The doped regions of the semiconductor such as 
the sources and drains of MOS transistors are created by ion implantation of 
dopant ions, using patterned oxide to defi ne their placement and dimensions. 
Metal wires are created in 12 or more levels using copper and aluminum. 
More than ever before, the device and circuit characteristics are inseparably 
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linked to the physical structures and the fabrication process used to obtain 
them. For example, the vertical junction depths and the horizontal spread of 
dopants under the gate are critical in determining the device capacitances 
and therefore delay times. In recognition of this importance, Chapter 2 will 
describe the fabrication process in greater detail.

1.5 Semiconductors and Junctions

The characteristics of digital circuits are closely linked to the physical 
properties of the semiconductor material from which they are made. For 
example, the current versus voltage characteristics of MOS transistors are 
governed by the carrier mobilities and saturation velocities. All transistors 
involve p-n junctions in their physical structures, and an understanding of 
the p-n junction is necessary to fully model the capacitances and leakage 
currents in MOS transistors. It is in this light that Chapter 3 covers the basic 
physics of semiconductors and semiconductor junctions. The emphasis is on 

p-type substrate

n-well
n+ n+ p+ p+

 SiO2

 SiO2

 Metal 1 

Polysilicon Gate oxide

IN

OUT

OUT

IN

MNO MPO
VDD

VDD

FIGURE 1.27
CMOS inverter (top) and the corresponding physical structure fabricated on a silicon substrate 

(bottom).
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silicon, the starting material for nearly all digital integrated circuits at the 
present time and which has the crystal structure shown in Figure 1.28. Other 
semiconductors, such a silicon germanium alloys and gallium arsenide, have 
qualitatively similar behavior.

1.6 The MOS Transistor

The MOSFET is the most important device for digital integrated circuits today. 
It is a unipolar device; that is, electrical current is carried predominantly by 
the drift of one type of carrier: electrons in the n-MOS transistor and holes in 
the p-MOS device. This makes the MOS transistor inherently fast switching 
because minority carrier storage effects are unimportant, and the switching 
speed is limited predominantly by parasitic capacitances. It is a fi eld effect, 
or voltage controlled, device that makes the standby power consumption 
low. These characteristics, and the ease with which the MOSFET geometry 
can be scaled down in size, make it very attractive for VLSI circuits.

Figure 1.29 shows the basic structure of an n-MOS transistor. The voltage 
applied at the gate controls the fl ow of current between the drain and source; 
when a positive gate-to-source bias is applied, this creates a conducting 
channel of electrons that move by drift from the source to the drain. In a 
long-channel MOSFET, carriers drift at a velocity that is proportional to 
the electric fi eld intensity. In deeply scaled devices, the channel electric 
fi eld is suffi ciently strong so that carriers reach their saturated drift 

a

a

FIGURE 1.28
The diamond crystal structure of silicon. The lattice constant, or the side of the cube, is 

a = 0.54310 nm. The gate length for a state-of-the-art MOS transistor corresponds to about 

60 such cubes lined up in a row. 
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velocity (about 9 × 106 cm/s for electrons in silicon). This phenomenon, 
and other effects unique to short-channel MOSFETs, necessitate very 
complex models for the accurate prediction of digital circuit performance. 
Chapter 4 describes the physics and SPICE modeling of MOS transistors, 
starting with long-channel MOS physics and progressing to short-channel 
phenomena, including the short-channel effect (SCE), the narrow-channel 
effect (NCE), carrier velocity saturation, and drain-induced barrier 
lowering (DIBL). There is a detailed description of the SPICE level 1 MOS 
model, and this model is used for SPICE examples throughout the book. The 
Berkeley short-channel insulated gate fi eld effect transistor model (BSIM) 
accurately models the complex behavior of short-channel MOS transistors 
and is therefore used in advanced VLSI design and industrial practice. 
Therefore Chapter 4 introduces version one of this model (BSIM1).

1.7 MOS Gate Circuits

Static combinational logic gates are important building blocks in all digital 
integrated circuits. These circuits realize Boolean functions such as NAND, 
NOR, and NOT under steady-state conditions using n-MOS transistors (as 
shown in the example of Figure 1.30) or a combination of complementary 
n-MOS and p-MOS transistors (as shown in the example of Figure 1.31). 
Chapters 5 and 6 describe the analysis and design of static combinational 
gates, starting with the fundamental behavior of inverter circuits (voltage 
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FIGURE 1.29
MOSFET.
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transfer characteristics, delay times, and dissipation). The principles of logic 
gate design are described, including the sizing of transistors, logic design, 
and physical layout.

1.8 Interconnect

The wires that connect transistors on a digital integrated circuit, also called 
interconnect, have become increasingly important as transistors have been 
scaled down in physical size, whereas the number of transistors per chip 
has doubled every 18–24 months. Integrated circuits now include more than 
1 km of interconnect per square centimeter of silicon area, and the parasitic 
capacitances and resistances of this wiring must be included in delay and 
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FIGURE 1.30
MOS logic circuit incorporating all n-MOS transistors.
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power estimates. Chapter 7 describes the materials (copper, aluminum, poly-
silicon, dielectric) and structures used to realize interconnect and introduces 
simple electrical models for its behavior in circuits.

1.9 Dynamic CMOS

In addition to static combinational logic gates, which operate under steady-
state conditions, integrated circuits often use dynamic circuits that rely on the 
transient storage of charge on node capacitances. Circuits of this type may 
achieve higher packing density (logic gates per square centimeter) and lower 
power dissipation than static gates realizing the same logic functions. Chapter 
8 describes simple dynamic CMOS gates, their operation, and characteristics, 
as well as domino, zipper logic, and dynamic pass transistor circuits.

1.10 Low-Power CMOS

Low-power design has become increasingly important for high-density cir-
cuits and battery-operated portable equipment. Whereas battery energy 
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FIGURE 1.31
CMOS AND-OR-INVERT circuit.
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density (in joules per kilogram) has roughly doubled in the past two decades, 
microprocessor dissipation has increased 50-fold during the same period. 
Chapter 9 provides a working description of some key approaches to low-
power design, including voltage scaling, multiple supply voltages, dynamic 
voltage scaling, active body biasing, multiple threshold voltages, adiabatic 
logic, and silicon-on-insulator (SOI). The approaches of active body biasing 
and SOI underscore the interdisciplinary nature of the digital integrated cir-
cuits fi eld and the interplay between materials, device physics, and circuit 
performance.

1.11 Bistable Circuits

Bistable circuits exhibit two stable states that can represent logic one and 
logic zero. These include sequential logic circuits such as latches and 
fl ip-fl ops, which are useful in counters, shift registers, and memories. 
For example, Figure 1.32 depicts a CMOS latch and its two stable states. 
Bistable circuits can also perform signal shaping functions. An example is 
the Schmitt trigger, which exhibits hysteresis and is useful in this regard. 
For example, the CMOS Schmitt trigger of Figure 1.33 with approximately 
1 V hysteresis has noise margins superior to those of a simple CMOS 
inverter.

State 1
VQ = VDD

State 0
VQ = 0

Not a stable
state 

VDD

MPO

MNO

MP1

MN1

QQ

VQ (V)

V
Q

 (V
)

FIGURE 1.32
CMOS bistable latch. The two stable states can be found from the intersections of the charac-

teristics of the two inverters making up the circuit.
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1.12 Memories

Memories store code as well as data and are therefore crucial to the opera-
tion of any digital processor. Generally speaking, digital memories may be 
volatile or nonvolatile; nonvolatile memories retain their data when powered 
down, whereas volatile memories do not. Nonvolatile memories can be further 
classifi ed as read-only memory (ROM) or read-write memory. Digital memory 
design is focused on maximizing the functionality (bits); the basis for this is 
the placement of many identical cells in a rectangular array of rows and col-
umns, as shown in the 4 × 4 NAND ROM of Figure 1.34. Chapter 11 describes 
the design of basic memory cells, the estimation of memory access delay times, 
and the basic design of memory row and column decoder circuits.

1.13 Input/Output and Interface Circuits

Digital integrated circuits require the implementation of special input, 
output, and interface circuits, as well as combinational logic gates, sequential 
logic, and memory circuits. Inputs must have protection circuitry to prevent 
electrostatic discharge (ESD) damage during handling as well as transmission 
gates for enable/disable operation. Output pins generally require high-
current output drivers and tri-state operation to allow compatibility with 
busses. Interface circuits are needed for voltage level shifting between circuits 
operating with different voltages. Chapter 12 describes these specialized 
input/output and interface circuits.
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FIGURE 1.33
CMOS Schmitt trigger and characteristic.
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1.14 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

1.15 Summary

Since the invention of the fi rst integrated circuit in 1958, progress in the fi eld 
of integrated circuits has been extremely rapid: as stated by Moore’s law, the 
number of transistors per chip has doubled every 18–24 months over the past 
several decades, leading to gigahertz processors and gigabit memories at 
the present time. A large part of this progress has resulted from the scaling 
of transistor dimensions, which improves device performance as well as 
density. As a consequence of this deep scaling of devices, it is now possible 
to manufacture more than 100 billion transistors and 100 km of wiring on a 
300 mm wafer of silicon.
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R3

DD

C0 C1 C2 C3

GND GND GND GND

Metal

Polysilicon

n select

Contact

Implant for
depletion type

 transistor 

FIGURE 1.34
 4 × 4 read only memory constructed with n-MOS transistors.
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The analysis and design of digital integrated involves the consideration of 
static combinational logic gates (Chapters 5, 6, and 9), dynamic combinational 
logic gates (Chapter 8), bistable circuits, including sequential logic gates 
and Schmitt triggers (Chapter 10), digital memory (Chapter 11), and input/
output and interface circuits (Chapter 12). The performance characteristics 
of modern digital integrated circuits are inseparably linked to the physics 
of the underlying materials (Chapter 3), devices (Chapters 3 and 4), and 
interconnects (Chapter 7) as well as the fabrication process (Chapter 2). The 
complex behavior of MOS devices and circuits necessitate the use of SPICE 
modeling (Chapters 3–8, 10, and 12) for accurate performance predictions. 
The BSIM is needed for accurate electrical modeling of deep-submicron MOS 
transistors and is therefore used in advanced VLSI design and industry.

1.16 Exercises

E1.1.  Can you devise a Moore’s-type law to describe the growth in 
dollar sales of integrated circuits for the three decades leading 
up to 1990, using the data of Figure 1.5? (In other words, how 
many months did it take, on average, for the dollar sales to dou-
ble during that period?)

E1.2.  If the established historical trends were to continue, in what 
year would it be possible to produce a fl ash memory chip (multi-
level cell, four bits per cell) holding 1 terabyte (TB)? In what year 
would a 100 TB chip be produced? 

E1.3.  An inverter circuit exhibits the voltage transfer characteristic 
shown in Figure 1.35. Determine VM, VIL, VIH, and the noise 
margins.
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FIGURE 1.35
Inverter voltage transfer characteristic (Exercise E1.3).
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FIGURE 1.36
Static characteristics for a two-way NAND gate (Exercise E1.4).
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FIGURE 1.37
Transient response for an inverter (Exercise E1.5).

E1.4.  The inputs of a two-way NAND gate exhibit disparate transfer 
characteristics as shown in Figure 1.36. Determine the worst-
case noise margins.

E1.5.  From the transient response shown in Figure 1.37, determine the 
low-to-high and high-to-low propagation delays.
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FIGURE 1.38
Transient response of an inverter (Exercise E1.6).
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FIGURE 1.39
Output from a fi ve-stage ring oscillator (Exercise E1.7).

E1.6.  From the transient response of Figure 1.38, determine the propa-
gation delays, the rise time for the output, and the fall time for 
the output. If the rise time is estimated from the 0–90% delay 
instead of the 10–90% delay, what is the resulting error in the 
rise time determination? If the fall time is estimated from the 
100–10% delay instead of the 90–10% delay, what is the resulting 
error in the fall time determination?

E1.7.  Figure 1.39 shows the output of a fi ve-stage ring oscillator. Each 
stage is loaded by a 100 fF capacitance. What is the average prop-
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38 Digital Integrated Circuits

agation delay for the gates comprising the ring oscillator? If the 
supply voltage is 2.5 V, what is the average power consumed by 
each of the fi ve gates while the ring is oscillating? 

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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2
Fabrication

2.1 Introduction

The transistors and interconnections in a digital integrated circuit are 
fabricated on the surface of a semiconductor wafer by a sophisticated 
series of steps, including epitaxy, oxidation, ion implantation, and thin 
fi lm deposition (polysilicon, metal, silicon oxide, silicon nitride). In 
addition, lithographic steps are used to pattern semiconductor, insulator, 
and metal regions as needed to transfer computer-generated device and 
circuit designs to the physical wafer. The basic steps of fabrication will be 
described in this chapter, with examples directed toward the fabrication 
of planar, complementary MOSFETs. However, it should be emphasized 
that these same basic processing steps can be adapted to the fabrication 
of other types of devices, such as dual gate MOSFETs, fl oating gate 
MOSFETs, bipolar junction transistors, and even circuits made using other 
semiconductors.

2.2 Basic CMOS Fabrication Sequence

Figure 2.1 shows the circuit and corresponding physical structure for a 
CMOS inverter [1–4]. This structure requires one n-MOS transistor and one 
p-MOS transistor; other logic gates may be realized by the inclusion of addi-
tional transistors using these two basic designs. The MOSFETs shown in the 
fi gure use a thin (<10 nm) gate oxide and polysilicon gates. There are many 
variations on the structure shown in Figure 2.1, and it must be recognized 
that the device and circuit characteristics have become inseparably linked to 
the physical structure and the fabrication process used to obtain it.

The fabrication sequence starts with large-area, single-crystal wafers of 
silicon produced by the Czochralski process [5]. Here, a large charge of molten 
silicon is contained in a graphite or quartz crucible. A nearly perfect seed 
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40 Digital Integrated Circuits

crystal with the desired orientation is brought into contact with the surface 
of the liquid and then slowly withdrawn while being rotated. In this way, 
large cylindrical boules of high-quality, single-crystal silicon may be grown. 
The diameter of the resulting cylindrical boule is determined by the heat 
input and the pull rate for the crystal, and a feedback control system can 
be implemented with real-time monitoring of the boule diameter. Moreover, 
the growing boule can be doped n-type or p-type by the addition of a small 
quantity of doped silicon powder to the starting silicon charge, and lightly 
doped p-type wafers are typically used for the fabrication of CMOS inte-
grated circuits. Wafers are produced by slicing the cylindrical boule with a 
diamond saw, after which these wafers are chem-mechanically polished to 
a mirror fi nish.

The fi rst step in the fabrication of CMOS circuits on a p-type silicon wafer 
is the creation of n-type well regions, in which the p-channel MOSFETs 
will be placed, as shown in Figure 2.2. This may be accomplished using 
diffusion or ion implantation. Diffusion involves deposition of a dopant 
source on the surface of the wafer, which is then subjected to a long heat 
treatment to cause the solid state diffusion of the dopant atoms into the 
near-surface region of the wafer. The preferred method of doping is ion 

p-type substrate

n-well

 SiO2n+ n+ p+ p+

 SiO2

Polysilicon Gate oxide

IN

OUT

VDD

VDD

OUT

IN

MNO MPO

 Metal 1 

FIGURE 2.1
CMOS inverter (top) and the corresponding physical structure fabricated on a silicon substrate 

(bottom). 
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Fabrication 41

implantation, in which dopant ions are accelerated to high energy by a 
large potential difference (~100–500 kV) and impinge on the semiconduc-
tor surface. Most of these ions penetrate the surface and become activated 
during a subsequent annealing treatment. Advantages of the ion implan-
tation process include precise control of the depth and dose of the dopant, 
as well as the ability to make extremely shallow junctions required by 
VLSI circuits.

Whether diffusion or ion implantation is used to create the n-well 
regions, it is necessary to defi ne the well boundaries using a lithographic 
step. In this lithographic step, a photosensitive chemical (“photoresist”) is 
applied to the wafer surface and then exposed with ultraviolet radiation 
using a photomask containing the required pattern. Development of the 
exposed photoresist results in the transfer of the photomask pattern to 
the wafer. This patterned photoresist can be used to pattern a secondary 
mask (such as silicon dioxide [SiO2]) that is consequently used to establish 
the boundaries of the doped regions. Similar pattern transfer steps are 
used many times throughout the wafer fabrication process, with slight 
variations to accommodate the characteristics of specifi c materials being 
patterned.

After the creation of the n-well, the active regions of the transistors are 
delineated as illustrated in Figure 2.3. Silicon nitride is deposited over the 
surface area and patterned so that it remains only in the areas defi ned by 
the active mask. At the same time, the surrounding silicon is etched below 
the original surface. This allows the deposition of thick, countersunk SiO2 

surrounding the active regions as shown. This oxide is usually referred to as 

n-well

p-type substrate

n-well

FIGURE 2.2
CMOS process sequence A. Starting with a p-type silicon substrate, an n-well is ion implanted; 

this well will serve as the substrate for the p-channel transistor. The top of the fi gure shows the 

mask pattern, and the bottom of the fi gure shows the resulting physical structure.
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42 Digital Integrated Circuits

“shallow trench isolation.” After the nitride is stripped away, a thin (<10 nm) 
gate oxide is grown by dry thermal oxidation.

After the growth of the gate oxide, polycrystalline silicon (polysilicon) is 
deposited and patterned with its associated mask as shown in Figure 2.4. 
Polysilicon is grown by chemical vapor deposition using a source such as 
SiH4 and at a temperature suffi ciently low that it takes on a fi ne grain 
structure. After doping, it will serve as the gates for the MOS transistors. It 
may also fashion some of the interconnections between devices as shown in 
the fi gure.

After the polysilicon has been patterned, the MOSFET source and drain 
(S/D) regions are doped by ion implantation using the nselect (n-channel 
transistor) and pselect (p-channel transistor) masks as shown in Figure 2.5. 
In each case, the polysilicon gate is doped along with the S/D regions, thus 
diminishing its series resistance. At the same time, the polysilicon gate masks 
the doping process so that the edges of the S/D regions are automatically 
aligned with the periphery of the gate. This self-aligned gate process has 
enabled the aggressive scaling of MOSFET dimensions despite tolerances in 
the alignment of the gate and S/D photomasks.

After doping of the S/D regions, the MOS transistors are ready to be inter-
connected using metal wires. To this end, an insulating layer such as SiO2 

n-well
Active

p-type substrate

n-well

 SiO2

Gate oxide

Active

FIGURE 2.3
CMOS process sequence B. “Active” regions are defi ned by the deposition of silicon nitride. 

Thick fi eld oxide is produced is all areas not within the active regions using the silicon nitride 

as a mask. Then the nitride is stripped, and a thin gate oxide is grown over the active regions. 

The top of the fi gure shows the mask pattern, with its relationship to the previous mask, and 

the bottom of the fi gure shows the resulting physical structure.
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Fabrication 43

is fi rst deposited over the entire wafer surface and next patterned to allow 
connection to the underlying devices as shown in Figure 2.6.

On the insulator fi lm, the fi rst metallization layer (metal 1) is deposited and 
patterned to make connections between the devices as portrayed in Figure 
2.7. Aluminum is commonly used for the metal 1 layer for simplicity and low 
cost. Increasingly, the upper levels of metal are made of copper, whose lower 
specifi c resistivity is necessary in high-performance designs. However, the 
undesirable impurity behavior of copper in silicon necessitates the use of 
sophisticated barrier layers, and diffi culties of etching copper require a novel 
patterning approach called the damascene method.

Simplifi ed circuit layout diagrams are used in many situations for the pur-
pose of illustration. Figure 2.8 shows the conventional and simplifi ed layout 
diagram for a CMOS inverter. In a simplifi ed layout diagram such as the one 
in Figure 2.8b, nselect and pselect areas are omitted and most layer shad-
ings are removed, usually with the exception of the contact areas, which are 
shown in black, and polysilicon, which is shown in gray. These modifi cations 
render the diagram easier to draw and interpret while retaining all informa-
tion essential for the creation of a detailed layout diagram.

Polysilicon

n-well
Active Active

p-type substrate

n-wellPolysilicon Gate oxide

 SiO2

FIGURE 2.4
CMOS process sequence C. Polycrystalline silicon (“polysilicon”) is deposited over the entire 

wafer and then etched in the required pattern to provide gates for the two MOSFETs and also 

their interconnection. The top of the fi gure shows the mask pattern, with its relationship to the 

previous masks, and the bottom of the fi gure shows the resulting physical structure.
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44 Digital Integrated Circuits

It should be emphasized that modern VLSI circuits use up to 12 or more 
layers of metal, with intervening insulator layers, thus adding greatly to the 
number of lithographic steps. This increase in the fabrication complexity, 
although necessitated by circuit functionality requirements, is accompanied 
by an increase in cost and a decrease in the yield of good circuits.

2.3 Advanced Processing for High-Performance CMOS

The basic CMOS fabrication process described in the previous section was 
kept as simple as possible for clarity. Notwithstanding, there are many varia-
tions on this process that have been developed for improved performance. 
These include the use of twin wells, epitaxial layers, and gate spacers. A full 
description of these and other CMOS process variations is beyond the scope 
of this book. However, the following subsections will briefl y discuss three 

Polysilicon

n-well

p-type substrate

n-well
n+ n+ p+ p+

nselect p select

Polysilicon
Gate oxide

Active Active

 SiO 2

FIGURE 2.5
CMOS process sequence D. Two ion implantation steps are used to dope the S/D regions 

of the MOSFETs. The n-type doping defi ned by the nselect mask gives rise to the S/D regions 

of the n-channel transistor and also dopes the polysilicon gate to reduce its parasitic resistance. 

The pselect mask allows p-type doping in the corresponding regions of the p-channel device. 

The top of the fi gure shows the nselect and pselect mask.
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key innovations in CMOS technology: these are copper metallization, metal 
gates, and high-κ dielectrics.

2.3.1 Copper Metal

Copper is superior to aluminum for interconnections between transistors on 
a VLSI circuit for two reasons: it has a lower specifi c resistivity, and it is less 
susceptible to electromigration-induced failure. Despite these advantages, 
copper was not used until recently because its incorporation in the silicon 
lattice gives rise to excess leakage currents in devices. However, it has been 
found that suitable barrier layers, such as tantalum nitride, prevent copper 
migration into the silicon lattice to eliminate this problem.

The patterning of copper metallization requires a specially adapted 
approach because the standard technique of reactive ion etching is inef-
fective with this material. This has led to the development of the dual 
damascene process, shown schematically in Figures 2.9 through 2.14. These 

Polysilicon

n-well

p-type substrate

n-well

 SiO 2n+ n+ p+ p+

nselect pselect

 SiO 2

Contact cut

Polysilicon
Gate oxide

Active Active

FIGURE 2.6
CMOS process sequence E. After blanket deposition of an insulating layer, contact holes are 

defi ned so that metal connections may be made to the devices. The top of the fi gure shows the 

mask pattern, with its relationship to the previous masks, and the bottom of the fi gure shows 

the resulting physical structure.
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46 Digital Integrated Circuits

diagrams portray the use of copper as the level 2 metal on a wafer with the 
level 1 metal already in place (as shown in Figure 2.9). A three-level stack 
of oxide-nitride-oxide is deposited as depicted in Figure 2.10. Then a litho-
graphic step is used to etch away the top oxide layer, revealing trenches in 
which the copper wires will be created. The nitride serves as an “etch stop” 
by chemically arresting the selective etch process at the depth where it has 
been placed (Figure 2.11). Next, a nonselective etch is used in conjunction 
with a second lithographic step to create via holes for the connection of 
level 2 wires with those in level 1 (Figure 2.12). Next, a conformal deposi-
tion of copper fi lls the via holes and trenches and also blanket coats the 
entire wafer surface (Figure 2.13). Finally, chem-mechanical polishing is 
used to remove the excess copper, leaving behind only the metal recessed 
in the via holes and wire trenches; this is depicted in Figure 2.14. The end 
result is a planar surface, which facilitates the creation of additional levels 
of metal.

Polysilicon

n-well

p-type substrate

n-well

 SiO2n+ n+ p+ p+

nselect pselect

 SiO2 Metal 1 

Metal 1

Contact cut

Polysilicon
Gate oxide

ActiveActive

FIGURE 2.7
CMOS process sequence F. The fi rst layer of metallization (metal 1) is deposited and patterned 

to provide device contacts and interconnections. In a fi nished circuit, 12 or more layers of metal 

may be used, with intermediate insulator layers. The top of the fi gure shows the mask pattern, 

with its relationship to the previous masks, and the bottom of the fi gure shows the resulting 

physical structure.
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The process sequence described here is most commonly called the “dual 
damascene” process because it involves two lithographic steps to create the 
wire trenches and via holes before copper deposition. The label “damascene” 
was applied to this technique because of its resemblance to the ancient metal 
inlay method.

n-Well
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p-MOSn-MOS

VDDGND(b)

Polysilicon

n-well
pselectnselect

Metal 1

Contact cut

ActiveActive

(a)

Input

 

FIGURE 2.8
CMOS inverter: (a) Layout diagram and (b) simplifi ed layout diagram.

FIGURE 2.9
Copper damascene process sequence A.
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48 Digital Integrated Circuits

2.3.2 Metal Gates

The gate electrode material in modern CMOS circuits is doped polysilicon, 
which lends itself to the self-aligned gate technology. However, doped poly-
silicon has a relatively high specifi c resistivity compared with most metals, 
and, as a semiconductor, it is susceptible to carrier depletion effects. These 
two drawbacks have become increasingly problematic as MOSFET devices 
have been scaled to the nanometer regime. Within the next few generations 
of VLSI circuits, it will become necessary to replace the polysilicon gate elec-
trodes with metal to alleviate these problems. This switch will introduce 
new engineering challenges, however. There are few viable materials for this 
application because the gate electrode material must have appropriate work 
functions for the p-MOS and n-MOS transistors, and it must also withstand 
the heat treatment used to anneal the S/D regions unless a sacrifi cial gate 
material is used for self-alignment [6]. n-channel and p-channel devices may 
require two different metals to maintain practical work-function differences 
(see the threshold voltage section in Chapter 4), and this will add one or 

Si

Oxide

Nitride

Oxide

Metal 1

FIGURE 2.10
Copper damascene process sequence B.

Si

Oxide

Nitride

Oxide

Metal 1

FIGURE 2.11
Copper damascene process sequence C.
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more processing steps. One proposed scheme uses TaSiN for the NMOS gate 
and Ru as the PMOS gate [7]. At the present time, metal gates have already 
emerged in high-end microprocessors and may soon become the industry 
standard for high-performance circuits.

2.3.3 High-κ Gate Dielectric 

Native SiO2 has long been used as the gate insulator in silicon MOSFETs 
because of its high purity and excellent interface properties. However, in 
modern devices, the oxide thickness has been scaled to the point (~2 nm) 
at which the tunneling leakage current is becoming intolerable. One solu-
tion is the use of a gate insulator having a larger dielectric constant than 
SiO2 (“high-κ” dielectric). Such a gate insulator could be made much thicker, 
ameliorating the excess leakage while maintaining the desired electrical 

Si

Oxide

Nitride

Oxide

Metal 1

FIGURE 2.12
Copper damascene process sequence D.

Si

Oxide

Nitride

Oxide

Metal 2 (copper)

Metal 1

FIGURE 2.13
Copper damascene process sequence E.
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behavior of the transistor. Among the available candidates, hafnium dioxide 
and closely related materials [8, 9] appear best suited for this application and 
have already made their way to production.

2.4 Lithography and Masks 

VLSI fabrication relies on the capability to transfer patterns from computer-
aided designs to the physical wafers, by a process called lithography [10–29]. 
There are several variations on the basic lithographic process, including 
photolithography [10–16], x-ray lithography [10, 17–24], electron beam (e-beam) 
lithography [10, 25], ion-beam lithography [26–29], and photoelectron 
lithography. However, the basis for all of these processes is the exposure and 
development of radiation-sensitive chemicals called resists [30, 31], which 
may be positive or negative.

The use of positive resist for pattern transfer is illustrated in Figure 2.15. 
After a fresh layer of SiO2 is grown over the entire wafer, it is coated with 
a thin layer of positive resist.* This photoresist is spun on, baked to the 
desired hardness, and exposed with ultraviolet radiation through a photo-
mask. The development process involves washing in organic solvents such 
as acetone or xylene. Radiated areas degrade and become readily soluble in 
these liquids; hence, positive resists are sometimes called degrading resists. 
After development, the patterned photoresist can be used as a mask for the 

* Positive photoresists are available from a number of manufacturers, each with their own 
proprietary formulations. They generally comprise the following: a low-molecular-weight 
alkali soluble resin (such as phenol formaldehyde novolac), a photoactive dissolution inhibi-
ter (such as orthoquinone diazide), and a solvent (such as xylene).

Si

Oxide

Nitride

Oxide

Metal 2 (copper)

Metal 1

FIGURE 2.14
Copper damascene process sequence F.
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chemical etching of the SiO2. The end result is that the SiO2 assumes the same 
pattern as the original mask (a positive image). The SiO2 can be used as a 
secondary mask for diffusion, ion implantation, or etching, thus completing 
the pattern transfer process.

The use of negative resist* is similar in many ways and is illustrated in 
Figure 2.16. After a prebake, the photoresist is exposed through a mask 
and hardened by a postbake. The irradiation promotes cross-linking in the 
resist, resulting in high-molecular-weight chains that are diffi cult to remove. 
For this reason, negative resists are occasionally called cross-linking resists. 
During development, only the unexposed resist is removed, and the remain-
ing resist forms a mask for the patterning of the underlying oxide layer. The 
transferred pattern is the same as with positive resist, but the mask must be 
the negative image of the desired pattern.

A problem with negative resist is solvent-induced swelling, which occurs 
during development and results in ragged edges and poor resolution. For 
this reason, positive resist is capable of higher resolution and is used exclu-
sively for VLSI today.

The photomasks are designed using computer tools, and the resulting 
patterns are transferred to masks‡ using e-beam lithography, whereby an 
e-beam is steered directly by the computer using either a raster scan or vector 
scan approach.

Pattern transfer from the masks to the wafers is done by ultraviolet pho-
tolithography using an argon-fl uoride excimer laser source because of the 

* Negative resist comprises a synthetic rubber (such as cyclized cis-polyisoprene) with a radia-
tion-sensitive cross-linking agent (such as bisazide) in an organic solvent base.

‡ Photomasks are typically made using quartz substrates and metal mask layers (such as 
chromium or Fe2O3).

Mask

Positive
resist

Wafer

Ultraviolet radiation

Oxide

(a) (b)

(c) (d)

FIGURE 2.15
Pattern transfer using positive photoresist.
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52 Digital Integrated Circuits

higher throughput compared with e-beam lithography. This printing can be 
done using a contact, proximity, or projection approach as shown in Figure 
2.17; however, step-and-repeat projection printing [32–34] is used in all mod-
ern VLSI fabrication lines for its extended mask life and excellent resolution 
compared with the other approaches.

The basic limitations of optical lithography are related to the optical wave-
length. The minimum feature size is determined in part by the diffraction 
limit, given by 

 2X =
NA

λ
, (2.1)

where λ  is the optical wavelength, and NA is the numerical aperture. The 
depth of focus for the optical system is

 d =
( )

λ
NA

2
. (2.2)

For a given optical wavelength, the choice of numerical aperture thus involves 
a tradeoff between the resolution and depth of focus.

The steady reduction of the minimum feature size from one technology 
generation to the next has mandated the reduction of the optical wavelength. 
This is despite the use of phase contrast masks [35] that have allowed resolu-
tion performance exceeding the diffraction “limit.” At the present time, deep 
ultraviolet lithography systems are in use and extreme ultraviolet systems 
[36–38] are being developed for deployment in about 2011.

Mask

Positive
resist

Wafer

Ultraviolet radiation

Oxide

(a) (b)

(c) (d)

FIGURE 2.16
Pattern transfer using negative photoresist.
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Light source

Optical system

Mask

Optical system

Resist
Wafer

ProjectionProximityContact

Gap (~ 25 mm)

2.5 Layout and Design Rules

The physical design of transistors, wires, and other integrated circuit compo-
nents is governed by a set of design rules. These design rules, which dictate 
the dimensions, physical size, and device capacitances, are of three types: 
minimum dimensions, minimum spacings, and minimum surrounds. These 
minimum values are inextricably tied to the fabrication process as well as 
the lithographic process used for pattern transfer.

Design rules may be scalable or absolute. Scalable rules are stated in terms 
of X (where the minimum feature size is 2X)*, whereas absolute design rules 
are stated in units of length (in nanometers). Scalable rules have the advan-
tage that they can be applied to different process lines having different val-
ues of X, but they may not be simultaneously optimized for different values 
of X. Some design rules do not scale with X, so worst-case values must be 
used to produce a scalable rule set. In practice, both scalable and absolute 
design rules are in use today. Examples of scalable design rules sets are those 
used by the VLSI prototyping service MOSIS [39].

Generally speaking, there are three classes of design rules: (1) minimum 
widths, (2) minimum spacings, and (3) minimum surrounds. Table 2.1 lists 
the most important design rules of these types, along with a particular set 
of values adapted from the MOSIS rule set and used for the examples and 
exercises in this book. Advanced design work will always be based on simi-
lar rules, possibly with the inclusion of additional rules, but the numerical 

* Often, the minimum feature size is denoted 2λ. Here, the notation 2X has been used to avoid 
confusion with the optical wavelength used for photolithography.

FIGURE 2.17
Contact, proximity, and projection photolithographic printing systems.
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TABLE 2.1

Layout Design Rules along with Values Adopted for This Book

Rule Description Value

Minimum dimensions
L1 Gate length/polysilicon width 2X

L2 Extension of polysilicon gate beyond active region 1X

L3 Width of contact window 2X

L4 Width of active region 3X

L5 Width of implanted region 3X

L6 Width of metal 1 3X

L7 Width of metal 2 3X

Minimum separations
D1 Spacing between polysilicon gates/wires 2X

D2 Spacing between polysilicon gate and S/D contact window 2X

D3 Spacing between contacts 2X

D4 Spacing between active regions 3X

D5 Spacing between implanted regions of same type 3X

D6 Spacing between metal 1 wires 3X

D7 Spacing between metal 2 wires 4X

D8 Spacing between implanted regions of opposite type 5X

Minimum surrounds
S1 Active region surrounding contact window 1X

S2 Metal 1 surrounding contact window 1X

S3 Metal 2 surrounding contact window 1X

S4 Polysilicon surrounding contact window 1X

S5 nselect or pselect surrounding contact window 1X

S6 nselect or pselect surrounding active region 2X

S7 n-well surrounding p-MOS active region 5X

values (either scalable, in terms of X, or absolute, in terms of nanomoles) will 
tend to be different.

These design rules are illustrated in the following series of fi gures with 
an orientation to the basic n-well CMOS process described previously. The 
basic layers and layout legends for such a scalable n-well CMOS process are 
summarized in Table 2.2.

Note that the active layer defi nes the placement of silicon nitride, which 
in turn is used to pattern shallow trench oxide; the shallow trench oxide is 
grown wherever the nitride is absent. Therefore, channel regions are defi ned 
by the overlap of the active and polysilicon layers. A single mask is used to 
pattern the polysilicon wires, although these wires exist with both p-type 
doping and n-type doping because polysilicon is doped simultaneously with 
the S/D regions of the MOSFETs, as required by the self-aligned process. 
However, metal or silicide straps are generally placed over the polysilicon to 
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alleviate problems associated with the transition from p-type polysilicon to 
n-type polysilicon.

Often simplifi ed layouts will be used for the purpose of illustration, and 
these use the simplifi ed legend of Table 2.3.

2.5.1 Minimum Line Widths and Spacings 

The minimum line width 2X is the smallest dimension permitted for any 
feature in the layout. 2X is also called the minimum feature size. At the time of 
this writing, a minimum feature size of 45 nm is used in production, and we 
say that we are at the 45 nm technology node. Technologically, the minimum 
feature size corresponds to the minimum width for a polysilicon line. For 
example, with 0.1 μm technology, the minimum polysilicon line width is 0.1 
μm, and the value of X is 0.05 μm.

The minimum line widths and spacings are determined primarily by the 
process technology and equipment used and especially the lithographic 
process. However, they are also determined in part by lateral doping and 
depletion effects. Implanted regions spread laterally during the annealing 
process, resulting in lateral doping. The diffusion of impurities also results 

TABLE 2.2

Legend for Detailed Layouts in a Scalable n-Well CMOS Process

Physical layer

n-well

Silicon nitride

Polysilicon

p+ Implant

Name

n-well

Active

Poly 1

pselect

Layout symbol

n+ Implant nselect

Contact cut

Metal 1

Metal 2

Contact

Metal 1

Metal 2
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56 Digital Integrated Circuits

in lateral doping effects. In addition, there are depletion regions surround-
ing implantations or diffusions made in a semiconductor of opposite con-
ductivity type. Both the lateral doping and the depletion regions affect the 
minimum spacings of doped regions.

Violation of the minimum line width or spacing rules may result in a 
nonfunctioning circuit because of broken lines (if the minimum line width 
is violated) or a short circuit (if the minimum spacing between lines is 
violated).

Figures 2.18 through 2.22 illustrate the minimum widths and separations 
for polysilicon, implanted regions, and metal. The minimum width for poly-
silicon is 2X (rule L1) and the minimum polysilicon-polysilicon separation is 
also 2X (rule D1). The minimum width for implanted regions (3X, rule L5) is 
greater than for polysilicon to allow for depletion effects at the edges of the 
doped region. The minimum spacing design rule for implanted regions of 
opposite conductivity has been made large (5X, rule D8) to reduce the current 
gain of parasitic bipolar transistors and thereby avoid the latch-up problem. 
The minimum width for metal 1 is 3X (rule L6), and the minimum spacing 
for metal 1 is also 3X (rule D6). The widths and separations for higher levels 
of metal are generally greater to allow for the loss of planarity on the surface 
as well as registration errors between mask levels.

TABLE 2.3

Legend for Simplifi ed Layout Diagrams

Physical layer

n-well

Silicon nitride

Polysilicon

p+ Implant

Name

n-well

Active

Poly 1

pselect

Layout symbol

n+ Implant nselect

Contact cut

Metal 1

Metal 2

Contact

Metal 1

Metal 2
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2.5.2 Contacts and Vias

Contacts are made to n+, p+, or polysilicon device regions by opening win-
dows in the overlying oxide before metallization (Figure 2.23). In the scal-
able rule set adopted here, the minimum dimension for a metal contact is 
2X (rule L3). In practice, all contact cuts are made this size. Therefore, an 
increase in contact area is achieved using multiple contact cuts rather than a 
single, large-area cut. The contact windows must be spaced by 2X (rule D3). 
The minimum surround for a contact window is 1X for metal 1 (rule S2), 
metal 2 (rule S3), polysilicon (rule S4), or an nselect or pselect region (rule 
S5). Therefore, the contacting layer as well as the layer being contacted must 
extend 1X (one-half the minimum feature size) in all directions, allowing 
for the tolerance in registration between the two mask levels. A special type 
of contact made between levels of metal is usually referred to as a via. An 
example is the case of a contact made between metal 1 and metal 2.

In Chapter 4, the basic design rules described here will be extended to the 
design of transistors in several common confi gurations, and Chapter 6 will 
illustrate some layout designs for simple CMOS digital circuits.

2.6 Testing and Yield

In the manufacture of VLSI circuits, the yield is of paramount importance 
and in fact may determine the viability of the manufacturing line or factory. 

Polysilicon

Polysilicon

(L1) 2X

(D1) 2X

FIGURE 2.18
Polysilicon design rules.

n-type or p-type 
implantation

Implantation of 
the same type

(L5) 3X

(D5) 3X

FIGURE 2.19
Design rules for implantations of the same type.
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The yield, which is the fraction of good circuits, is the product of the yields 
at various steps in the manufacturing:

 Y Y Y Y Yw p a bi=  (2.3)

where the wafer yield Yw is the faction of wafers completing the fabrication 
process, the process yield Yp is the fraction of good circuits on fi nished wafers, 
before packaging and burn-in, the assembly yield Ya is the fraction of circuits 
surviving the packaging process, and the burn-in yield Ybi is the fraction 
of circuits surviving burn-in, which is a stress test at elevated temperature. 
Typically, the overall yield is determined by the process value, because all of 
the other factors are close to unity:

 Y Yp≈ . (2.4)

Wafer testing is always performed on the wafer, before backend processing (dic-
ing, packaging, and burn-in). For this purpose, each circuit is contacted by 
electrical microprobes that touch the bonding pads or metal bumps on the 
circuit. Once electrical contact is made, computer-generated test signals are 
applied to the circuit, and the resulting outputs are measured to evaluate the 
performance of the circuit. If a malfunction is detected, a dot of ink is applied 
to the circuit to indicate that it is bad, thus avoiding the expense of packaging 

n-type
implantation

p-type
implantation 

(L5) 3X

(D8) 5X

FIGURE 2.20
Design rules for implantations of opposite type.

Metal 1

Metal 1

(L6) 3X

(D6) 3X

FIGURE 2.21
Metal 1 design rules.
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bad die. Generally, both functional and parametric tests may be performed. 
The goal of the functional test (also called the go/no go test) is to determine 
whether the circuit is functional, whereas a parametric test is performed to 
evaluate noise margins, propagation delays, and maximum clock frequen-
cies. High throughput is necessary to keep the cost of this step manageable; 

Metal 2

Metal 2

(L7) 3X

(D7) 4X

FIGURE 2.22
Metal 2 design rules.

Via - metal 2 to metal 1 Contact - metal 1 to
polysilicon 

Contact - metal 1 to 
implanted region

(L3) 2X

2X
(L3)

1X (S2)

1X (S2, S3)

(S3)
1X

(S2, S3)
1X

1X (S2, S4)

1X (S2, S4)

(L3)
2X

2X
(L3)

2X
(L3)

3X
(S3)

(L3) 2X

(S3)
1X

(S2, S3)
1X

FIGURE 2.23
Layout design rules for contacts.
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therefore, testing must be considered at the design phase to enable simple 
and quick electrical tests.

The processing yield varies greatly from one manufacturing line to another 
and is also a function of the circuit design being manufactured. Broadly 
speaking, the underlying causes for bad die may be classifi ed as processing 
variations and point defects.

Processing variations in doping, oxide thickness, polysilicon thickness, metal 
thickness, or epitaxial layer thickness can result in nonworking devices or cir-
cuits that do not meet the required electrical specifi cations. Mask alignment 
tolerances are also important for large wafers. Because of these considerations, 
the process tolerances imposed by VLSI circuits are extremely tight.

Point defects originate as particulates (dust) in the air of the processing 
facility and are of great importance. For example, a 3 μm dust particle that 
lands on the slice during processing may cause a break in a 1 μm metal wire. 
As a consequence, all wafer fabrication processes are carried out in clean 
rooms with specially fi ltered air. Class 100 clean rooms have a maximum 
of 100 particles per cubic foot of air (~3500 per cubic meter) greater than 
0.5 μm, and class 10 clean rooms have a maximum of 10 particles per cubic 
foot greater than 0.5 μm. Class 10 clean rooms are used for critical processing 
steps such as the patterning of the polysilicon and metal 1 layers.

If limited by particulates, the yield is a function of the die size as well as the 
wafer defect density. Assuming that a single defect produces a nonworking 
circuit, larger die** will result in a lower yield, even for the same defect density 
and distribution. This is illustrated in Figure 2.24. The identically sized wafers 
have the same number and distribution of defects. The wafer on the left has 
seven bad die of a total of 37. The yield is 30 of 37, or 81%. The wafer on the right 
with a smaller die size also has seven bad die, but the yield is 81 of 88, or 92%. 
Whereas a yield of 92% may be economically viable, 81% might not be.

A number of models have been developed for the prediction of the particu-
late-limited yield. The simplest such model is based on the assumption of a 
uniform defect density. Suppose that the number of chips on one wafer is N 
and the number of defects on the wafer is ND. Let NG be the number of good 
chips on the wafer. If a defect is added randomly to the surface of the wafer, 
the probability of its ruining a good chip is NG/N. Thus,

 dN
N
N

dNG
G

D= − ⎛
⎝⎜

⎞
⎠⎟

. (2.5)

The fractional yield is therefore

 Y
N

N
e eG N N D AD= = =− −/ 0 , (2.6)

**  The plural of die is dice. However, it has become standard practice in industry to use “die” 
as the plural.
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where D0 is the areal density of defects per square centimeter, and A is the 
die area in cubic centimeters. In practice, this model understates the yield for 
large area die. For this reason, more complex models have been developed 
using non-uniform defect distributions.

Integrated circuits of increasing complexity have made it diffi cult or 
impossible to completely test the functionality of some chips, such as 
microprocessors. More and more, circuits are designed for ease of test-
ing. In addition, special test circuits are often built into the wafer for this 
purpose. Design for test is an important subject covered in books on VLSI 
design.

2.7 Packaging

After fabrication, wafers are diced into rectangular chips (or die) that 
must be packaged. In a broad sense, packaging involves the attachment 
of the die to a substrate, the making of electrical connections to the die, 
and the enclosure of the package. There exists a multitude of package 
types. Although some have been standardized by the Joint Electron
Device Engineering Council, others are unique to a single product or 
product line.

Any integrated circuit package must meet the following requirements. 
It must support and protect the integrated circuit from mechanical shock. 
It should provide protection against the chemical environment, including 
moisture. It should conduct heat away from the integrated circuit and to 
an appropriate heat sink. It must be able to withstand a range of operating 
temperatures and repeated thermal cycling without failure. It must provide 

x
x

x

x
x

x

x

x
x

x

x
x

x

x

(a) (b)

FIGURE 2.24
Effect of die size on yield. Both wafers have the same number and distribution of defects. For 

wafer (a) the yield is 81%, whereas for wafer (b) the yield is 92%.
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the necessary electrical connections to the integrated circuit, without undue 
degradation of the circuit speed. Finally, all of these requirements must be 
met in a package that is inexpensive and small in size.

Broadly speaking, integrated circuit packages may be classifi ed as through 
hole packages, surface-mount packages, chip-scale packages, bare die, and 
module assemblies. Through hole packages have metal pins that may be 
inserted through holes drilled in the circuit board for soldering. Surface-
mount packages use metal leads that can be soldered to a single surface of 
the printed circuit board. Chip-scale packages are only slightly larger than 
the die they enclose and are attached to circuit boards via an array of solder 
bumps. Bare die are compact and avoid the electrical signal delays of a pack-
age but are diffi cult to handle. Module assemblies combine several chips in 
one package.

Packages may be further classifi ed as wire-bonded or fl ip chip packages. 
Wire bonding involves the use of fi ne gold or aluminum wires to connect the 
bonding pads of the die to the package leads. The fl ip chip approach involves 
mounting the chip face down; electrical connections to the package leads 
are made by solder bumps on the metal pads of the chip. A wire-bonded 
through hole type package is shown in Figure 2.25. This package is a type 
of dual in-line package and has relatively few pins. Other package types can 
support more than 103 pins for VLSI circuits.

Appendix K treats these general principles in more detail. Some important 
modern package types are also described in this context.

2.61
(1.03) 0.655

(0.258)

0.127
(0.050)

0.254
(0.100)

0.343
(0.135)

0.787
(0.310)

0.051
(0.020)

0.813
(0.320)

Pin 1

Seating
plane0.330

(0.130)

All dimensions in cm (in)

FIGURE 2.25
Plastic dual in-line package (PDIP) with 20 pins.
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2.8 Burn-In and Accelerated Testing

Early failure, or infant mortality, is an important reliability consideration 
for integrated circuits. Burn-in is useful to promote early failure before the 
integrated circuit is installed in a system. During burn-in, the integrated 
circuits are exercised electrically while being held at elevated temperature 
in an oven. The elevated temperature accelerates the failure mechanism or 
mechanisms responsible for early failure. However, the burn-in procedure 
must be designed in such a way so that it does not compromise the reliability 
of the devices that survive it. The typical failure rates for digital integrated 
circuits are so low that they may not be measured in a reasonable timescale. 
Here, accelerated testing may be used to estimate the actual failure rates. 
Most often, the acceleration is provided by an increased temperature. Then, 
assuming a thermally activated failure mechanism with an activation energy 

Ea , the failure acceleration provided by an elevated temperature is given by

 acceleration = −⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥exp .

E
k T T

a 1 1

1 2

 (2.7)

For example, with a failure mechanism having an activation energy of 1.0 eV, 
testing at 150°C results in an acceleration factor of 1700 with respect to 60°C 
operation. Therefore, testing at 150°C for 200 h will produce as many failures 
as testing at 60°C for 40 years. An important assumption underlying this 
analysis is that the failure mechanism is the same at T1 and T2; however, this 
may be impossible to establish if lifetime testing cannot be conducted at the 
lower temperature.

2.9 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

2.10 Summary

Digital integrated circuits are fabricated by a series of steps enabling the 
creation of more than 100 billion transistors and 100 km of wiring on a single 
300 mm wafer of silicon. The overall process involves epitaxial growth, 
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oxidation, ion implantation, and thin fi lm deposition (polysilicon, metal, 
SiO2, and silicon nitride), as well as lithographic steps to defi ne the placement 
and boundaries of doped semiconductor regions, insulators, and conductors. 
CMOS digital integrated circuits use complementary n-MOS and p-MOS 
transistors fabricated on the same wafer, as well as 12 or more wiring levels 
for interconnections. In all, more than 30 lithographic steps may be used to 
create the fi nished circuits. Traditionally, integrated MOS transistors have 
been fabricated with polysilicon gates, native SiO2 as the gate insulator, and 
aluminum for contacts and wires. Recent advances in transistor scaling have 
made it necessary to use metal gates, high-κ dielectrics for the gate insulator, 
and copper interconnects.

2.11 Exercises

E2.1.   The (uniform) areal density of defects for a CMOS fabrication 
process is 0.2 cm–2. Estimate the yield for integrated circuits with 
the following dimensions: 4 × 4 mm, 6 × 8 mm, and 9 × 12 mm.

E2.2.  When a type of integrated circuit is tested at 175°C, 10% of the 
circuits fail within 2000 hours with VDD = 1.0 V. Estimate the 
10% lifetime at 125°C and 1.0 V assuming Ea = 1.0 eV. Repeat for 
100°C.

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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3
Semiconductors and p-n Junctions

3.1 Introduction

The active devices in nearly all VLSI circuits are made from the semiconductor 
silicon. In this single-crystal material, all the valence electrons take part 
in covalent bonding so the intrinsic conductivity is low. However, the 
introduction of impurities in trace quantities allows the control of the 
conductivity and the realization of junctions and transistors, the building 
blocks of digital integrated circuits. This chapter will review the physical 
and electrical properties of silicon as well as the physics of p-n junctions.

3.2 Crystal Structure of Silicon

Silicon crystallizes in the diamond structure are shown in Figure 3.1. Like any 
crystal structure, this can be considered to comprise a space lattice (a peri-
odic arrangement of points in space) and a basis (the arrangement of atoms 
placed at each lattice point). Here, the space lattice is face-centered cubic with 
lattice points located at the corners and face centers of the cubic unit cell. The 
basis includes two identical silicon atoms associated with each lattice point: 
one on the lattice point and the other displaced by one-quarter of the cube 
diagonal. In this crystal structure, each silicon atom is bonded covalently to 
four nearest neighbors located at the apexes of a tetrahedron, as indicated by 
the shaded atoms in Figure 3.1. The lattice constant, or side of the cubic unit 
cell, is 0.54311, nm whereas the nearest-neighbor distance is 0.23474 nm [1].

3.3 Energy Bands

The unique properties of semiconductors result from the fact that the 
allowed energy levels of electrons exist in bands that are separated by 
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forbidden gaps. This behavior is attributable to the periodic crystalline 
structure and is quantum mechanical in nature. For individual atoms 
making up the crystal, there are discrete allowed energy levels for elec-
trons, but if the atoms are brought together in close arrangement to
form the crystal, their wave functions overlap and the discrete energy
levels spread into bands in accordance with the Pauli exclusion 
principle.

Figure 3.2 shows the energy band structure for silicon in an E versus k 
diagram [2]. (E is the electron energy and k is the electron wave vector. 
The wave vector directions correspond to the directions in the reciprocal 
space lattice, and the Γ, L, and X points correspond to points on the fi rst 
Brillouin zone.) The lower bands are the valence bands; in pure silicon at 
absolute zero, these are completely fi lled with electrons. The upper bands 
are the conduction bands, which are empty at 0 K in the pure material. An 
increase in temperature above absolute zero promotes some of the elec-
trons from the top of the valence band to the bottom of the conduction 
band. The energy required for this transition is the energy gap, 1.12 eV in 
silicon at room temperature. The presence of electrons in the conduction 
band and holes in the valence band renders the semiconductor with a small 
electrical conductivity. In devices, doping with impurities allows the con-
trol of the conductivity and type of charge carrier (electrons or holes). For 
application to devices, it is customary to use simplifi ed energy diagrams in 
which only the band edges EC and EV are shown as functions of distance in 
one dimension. (For example, see the equilibrium band diagram for a p-n 
junction in Section 3.9.)

a

a

FIGURE 3.1
Crystal structure of silicon. The diamond lattice comprises a face-centered cubic space lattice 

with a basis of two atoms associated with each lattice point. a = 0.54311 nm.
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3.4 Carrier Concentrations

With all electrons covalently bonded, there are no free carriers to participate 
in electrical conduction unless some of the bonds are broken, either ther-
mally, or by illumination with light, or by doping. Regardless of how bond 
breaking is accomplished, it gives rise to free electrons in the conduction 
band and free holes* in the valence band, and the concentrations of these free 
carriers are n and p, respectively.
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FIGURE 3.2
Energy band structure of silicon at 300 K. (Based on Cohen, M.L., and Chelikowsky, J.R., Electronic 
structure and optical properties of semiconductors, 2nd ed., Springer-Verlag, Berlin, 1988.)

* Holes are conceptual positive charge carriers used to describe current fl ow associated with 
the nearly full valence bands. For a physical description of current transport within such a 
band, it is more convenient to consider the motion of the holes than the aggregate motion of 
the remaining electrons. This is analogous to describing the motion of a bubble rather than 
the surrounding liquid.
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In thermal equilibrium, the carrier concentrations depend on the position 
of the Fermi level* relative to the band edges. The electron concentration is 
given by

 n N eC
E E kTC f= − −( )/ , (3.1)

where NC is the effective density of states at the edge of the conduction band, Ef is 
the Fermi level, EC is the edge of the conduction band, k is the Boltzmann 
constant, and T is the temperature in Kelvins. The hole concentration is 
given by

 p N eV
E E kTf V= − −( )/ , (3.2)

where NV is the effective density of states at the edge of the valence band, and EV is 
the energy at the top of the valence band.

3.4.1 Intrinsic Silicon

In intrinsic (undoped) silicon, the electron and hole concentrations are equal, 
and Ef assumes the intrinsic Fermi level position Ei. In this case,

 n N e N e pC
E E kT

V
E E kTC f f V= = =− −( ) − −( )/ /

, (3.3)

so that

 E E
E E kT N

N
f i

C V C

V
= = + − ⎛

⎝⎜
⎞
⎠⎟2 2

ln . (3.4)

Both carrier concentrations are equal to the intrinsic value ni, given by

 n N N ei C V
E kTg= − /2

, (3.5)

where Eg is the band gap. At room temperature, Ei is very close to the midgap, 
and the intrinsic carrier concentration in silicon at room temperature is about 
1.45 × 1010 cm−3.

3.4.2 n-Type Silicon

The conductivity of a piece of semiconductor can be altered drastically by dop-
ing, which is the controlled introduction of impurities in small concentrations 

* The Fermi level represents the electron energy at which an existing state has a 50% likelihood 
of being occupied by an electron. States at lower energies are mostly fi lled, whereas states at 
energies higher than Ef are mostly empty.

TAF-6987X_AYERS-09-0307-C003.ind70   70TAF-6987X_AYERS-09-0307-C003.ind70   70 8/22/09   3:23:44 PM8/22/09   3:23:44 PM



Semiconductors and p-n Junctions 71

(usually parts per million). Arsenic, phosphorus, and antimony are pentavalent, 
with fi ve valence electrons. If one of these atoms replaces silicon in the crystal, 
four of the valence electrons take part in covalent bonding, but the fi fth electron 
is weakly bound to the pentavalent atom. It takes very little energy to break this 
fi fth electron away from the impurity and promote it to the conduction band; for 
this reason, arsenic, phosphorus, and antimony are called electron donors.

Silicon doped with donors is called n-type. In this material, the donor ions 
are positively charged and the electrons are negatively charged. Therefore, 
by charge neutrality,

 n Nd≈ , (3.6)

where n  is the equilibrium electron concentration, and Nd is the donor con-
centration, both per cubic centimeter. In equilibrium, the law of mass action 
applies so that

 np ni= 2 . (3.7)

Consequently, the minority carrier (hole) concentration in this material is 
given by

 p
n
N

i

d
=

2

. (3.8)

In n-type material, the donor concentration is usually at least six orders of 
magnitude greater than ni. Therefore, the concentration of electrons (major-
ity carriers) is many orders of magnitude larger than the concentration of 
holes (minority carriers).

In very heavily doped material, such as the S/D regions of an n-MOS tran-
sistor, the donors will not be fully ionized so that Equation 3.6 no longer 
holds. This mandates the use of the Fermi integral for a numerical solution 
of the charge neutrality condition.

Example 3.1 Carrier Concentrations in Doped Silicon

Determine the carrier concentrations and the position of the Fermi level in a sam-
ple of silicon doped with phosphorus to a concentration of 1016 cm−3 and at a 
temperature of 300 K.

Solution: Phosphorus is a donor, so the electron concentration is

 n N cmd≈ = −1016 3 .

The hole concentration is

 p
n
n

cm

cm
cmi= =

×( )
= ×

−

−
−

2 10 3 2

16 3
4 3

1 45 10

10
2 1 10

.
. .
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The position of the Fermi level relative to the intrinsic Fermi level is

 E E kT
q

n
n

eV cm
f i

i

−( ) =
⎛

⎝
⎜

⎞

⎠
⎟ =

×

−

ln . ln
.

0 0259 10
1 45 1

16 3

00
0 348

10 3cm
eV

−

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ = . .

The majority carrier (electron) concentration is many orders of magnitude greater 
than the minority carrier (hole) concentration, and the Fermi level is much closer 
to the conduction band edge than the valence band edge.

3.4.3 p-Type Silicon

Silicon doped with electron acceptors (usually the trivalent impurity boron) 
is called p-type. In this material, the acceptor atoms become positively ion-
ized. The carrier concentrations in p-type material are given by

 p Na≈   (3.9)

and

 n
n
N

i

a
=

2

. (3.10)

In p-type material, holes are the majority carriers, and electrons are the 
minority carriers. As in the n-type case, extremely heavily doped material 
(S/D regions of p-MOS transistors) will exhibit partial ionization of the 
impurities so that Equation 3.9 will overestimate the hole concentration.

3.5 Current Transport

Electrons and holes are mobile charge carriers capable of carrying electrical 
current. Underlying this transport is drift and diffusion, in which drift is 
the motion of carriers in response to an electric fi eld, but diffusion occurs 
in response to a concentration gradient. In either case, the carriers achieve 
an average directed velocity that is superimposed on their random thermal 
motion.

In the one-dimensional case, including both drift and diffusion, the cur-
rent density equations for electrons and holes, respectively, are

 J q nE qD
dn
dx

n n n= +μ  (3.11)
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and

 J q pE qD
dp
dx

p p p= −μ , (3.12)

where q is the electronic charge, μn and μp are the electron and hole mobili-
ties, Dn and Dp are the electron and hole diffusivities, n and p are the electron 
and hole concentrations, and E is the electric fi eld strength.

For the case of drift alone, the current density is given by

 J q n p En p= +( )μ μ ; (3.13)

comparison with Ohm’s law shows that the conductivity (Ω−1 cm−1) is given by

 σ μ μ= +( )q n pn p  (3.14)

and the resistivity (Ωcm) is

 ρ
μ μ

=
+( )
1

q n pn p

. (3.15)

The carrier mobilities depend on the temperature and doping concentration. 
The 300 K mobilities for silicon are given in Figure 3.3 [3].

The scattering mechanisms associated with drift and diffusion are similar, 
and both involve random thermal motion. Therefore, the mobilities and dif-
fusivities are directly related by the Einstein relationships as follows:

 D
kT
q

n n= μ  (3.16)

and

 D
kT
q

p p= μ . (3.17)

k is the Boltzmann constant, T is the absolute temperature, and q is the 
electronic charge. The quantity kT/q is called the “thermal voltage” and has 
a value of about 26 mV at a temperature of 300 K.

It should be noted that the carrier mobilities provided in Figure 3.3 apply 
to low-fi eld conditions in bulk material. For the channel region of an MOS 
transistor, there are additional carrier scattering mechanisms associated 
with the silicon-insulator interface that reduce the mobility below the bulk 
values. Typical values are μn cm Vs= 580 2/  and μp cm Vs= 230 2/ . Also, under 
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the high-fi eld conditions that exist in short-channel MOSFETs, the car-
rier velocities tend to reach their saturated values v cm ssatn ≈ ×9 106 /  and 
v cm ssatp ≈ ×8 106 /  for electrons and holes, respectively. This behavior can be 
seen in Figure 3.4, which plots the carrier drift velocities versus the electric 
fi eld intensity for silicon at room temperature [4, 5].
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FIGURE 3.3
Electron and hole mobilities in Si versus the ionized impurity (doping) concentration. (Based 

on Bulucea, C., Solid-State Electron., 36, 489–493, 1993.) 
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Carrier velocities versus the electric fi eld intensity for silicon at 300 K. (Based on Jacoboni, C. 

et al., Solid-State Electron., 20, 77–89, 1977; and Smith, P., Inoue, M., and Frey, J., Phys. Lett., 37, 
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3.6 Carrier Continuity Equations

The continuity equations are used to describe the time rate of change for the 
minority carrier concentration at a particular point in the semiconductor. 
For electrons in a p-type semiconductor, the one-dimensional continuity 
equation is

 
∂
∂

= −
′

+ ∂
∂

n
t

G
n

q
J
x

p p

n

n

τ
1

, (3.18)

where ′np  is the excess electron concentration, G is the generation rate for 
electron-hole pairs, and Jn  is the electron current density. Accounting for 
both drift and diffusion, the current density is

 J q nE qD
dn
dx

n n n= +μ , (3.19)

and the one-dimensional continuity equation can be rewritten as

 
∂
∂

= −
′

+
∂
∂

+ ∂
∂ ( )n

t
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n
D

n
x x

n Ep p

n
n

p
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. (3.20)

Similarly, for minority carriers (holes) in a n-type semiconductor, the one-
dimensional continuity equation is

 
∂
∂

= − ′ −
∂
∂

+ ∂
∂

( )p
t

G
p

D
p
x x

p En n

p
p

n
p nτ

μ
2

2
. (3.21)

The continuity equations are the usual starting point for the analysis of 
devices.

3.7 Poisson’s Equation

Another important equation for semiconductor device analysis is 
Poisson’s equation. It is derived from Maxwell’s fi rst equation, also 
known as Gauss’s law, which states that the surface integral of the normal 
component of the electric fl ux density over any closed surface equals the charge 
enclosed. In one dimension, Poisson’s equation relates the spatial variation 
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of the potential and the electric fi eld intensity with the space charge. The 
one-dimensional form is

 − = =d
dx

dE
dx

i
2

2

ψ ρ
ε

, (3.22)

where ρ  is the space charge density, ε  is the permittivity, E is the electric 

fi eld intensity at the position x, and ψ i  is the electric potential, relative to the 
intrinsic Fermi level. The space charge in a semiconductor is attributable to 
mobile charges (electrons and holes) and fi xed charges (ionized acceptors 
and donors). Hence, Poisson’s equation may be written as

 − = = − + −( )d
dx

dE
dx

q
N N p ni

d a

2

2

ψ
ε . (3.23)

3.8 The p-n Junction

The fabrication of MOSFETs or other devices in VLSI circuits invariably 
requires the placement of oppositely doped semiconductors in contact with 
one another, forming p-n junctions. Important devices in their own right, p-n 
junctions act as rectifying diodes and can be used for electrostatic discharge 
protection in VLSI circuits. At the same time, p-n junctions play a role in 
determining many CMOS device characteristics, such as capacitances, leak-
age currents, and breakdown voltages. This renders it necessary to review 
the behavior of p-n junction devices to develop a fuller understanding of 
VLSI digital circuits.

In a p-n junction, the change from n-type to p-type conductivity results in 
a transition region, which is depleted of mobile carriers. This depletion region 
takes on a net positive space charge on the n-type side of the junction, where 
Nd > Na. Similarly, net negative charge exists on the p-type where Na > Nd. 
This separation of charge gives rise to a capacitance that depends on the bias 
voltage applied across the p-n junction and must be considered when model-
ing devices.

Conventional current readily fl ows in the junction when the p-type region 
is biased positively with respect to the n-type region (the forward bias 
condition), because of the injection of holes from the p-region into the n-
region and simultaneous injection of electrons from the n-region into the 
p-region. There is insignifi cant injection of these carriers to produce a large 
reverse-bias current, however, so the p-n junction is rectifying and can be 
used to isolate devices on an integrated circuit. Because the reverse current 
is not ideally zero, it impacts the standby dissipation in VLSI circuits. Also, 
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the application of a large reverse voltage can cause breakdown, accompanied 
by a signifi cant reverse current.

The following sections will examine properties of p-n junctions for ther-
mal equilibrium, forward bias, and reverse bias.

3.8.1 Zero Bias (Thermal Equilibrium)

Under the condition of zero bias, or thermal equilibrium, the p-n junction 
exhibits separation of charge and a built-in voltage. This is because 
the placement of the p-type semiconductor in contact with the n-type 
semiconductor results in large concentration gradients for both holes and 
electrons. The electrons diffuse from the n-type side to the p-type side, 
where they recombine with the majority carrier holes. Similarly, the holes 
diffuse down their concentration gradient to the n-type side, where they 
recombine with the plentiful electrons. This process creates a depletion 
region that is nearly depleted of free carriers. This region contains net space 
charge because of the depletion of free carriers. The removal of mobile holes 
from the p-type semiconductor uncovers the immobile, negatively charged 
ionized acceptors. On the other hand, the depletion of mobile electrons from 
the n-type side of the junction leaves behind immobile, positively charged 
donor ions. This situation results in the separation of charge and produces 
a built-in electric fi eld that points from the positive charges on the n-type 
side to the negative charges on the p-type side. Once set up, the built-in fi eld 
promotes drift currents that oppose the diffusion currents so that a balance 
is struck in thermal equilibrium.

Consider an abrupt junction, in which the doping changes abruptly at the 
junction but is constant on either side. The band diagram for such an abrupt 
junction is shown in Figure 3.5. In the quasi-neutral n-type region, the Fermi 
level Ef is close to the conduction band edge EC. In the quasi-neutral p-type 
region, the Fermi level is close to the valence band edge EV. In the depletion 
region, there is band bending as described previously. The Fermi level is 
constant in equilibrium, and this fi xes the amount of band bending and also 
the built-in voltage. The intrinsic Fermi level Ei represents the position of the 
Fermi level for intrinsic (undoped) material and is approximately midway 
between the band edges. 

If the p-type side is doped uniformly with acceptors to a concentration 
of Na, then the equilibrium carrier concentrations in the bulk of the p-type 
semiconductor are

 p Np a=  (3.24)

and

 
n n

Np
i

a

=
2

.
 (3.25)
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Similarly, for the bulk n-type semiconductor doped uniformly with a donor 
concentration of Nd,

 n Nn d=  (3.26)

and

 p
n
N

n
i

d
=

2

. (3.27)

The depletion region, also known as the space charge region, may be consid-
ered to be completely depleted of free carriers (electrons and holes). Therefore, 
the space charge density on the p-side of the depletion region is

 ρ = −qNa , (3.28)

where ρ is the space charge density in C/cm3, q = 1.6 × 10−19 C, and Na is the 
acceptor concentration per cubic centimeter. In similar manner, the space 
charge density on the n-side of the depletion region is

 ρ = qNd . (3.29)

Therefore, the space charge density is a rectangular function of x.

n p

EV

EC
Ef

Ei

EV

EC

Ef

Ei

FIGURE 3.5
Equilibrium band diagram for a p-n junction.
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The built-in electric fi eld may be determined using Poisson’s equation. 
Thus,

 dE
dx s

= ρ
ε

, (3.30)

where E is the electric fi eld intensity, ρ is the space charge density, and εs is 
the permittivity of the semiconductor. The electric fi eld is found by integrat-
ing the space charge density. It is therefore triangular within the depletion 
layer and zero outside.

The electric potential may be found by an additional integration. This is 
because

 
dV
dx

E= − , (3.31)

where V is the electric potential. Therefore,

 V Edk
x

= −∫
0

. (3.32)

This results in a parabolic function of x. The potential difference across the 
depletion region in thermal equilibrium is called the built-in voltage.

3.8.1.1 Built-In Voltage Vbi

The built-in voltage Vbi across a p-n junction in thermal equilibrium may be 
found from the amount of band bending in the junction and is

 V
kT
q

N N
n

bi
a d

i
= ⎛

⎝⎜
⎞
⎠⎟

ln
2

 , (3.33)

where k is the Boltzmann constant, q is the electronic charge, Na is the accep-
tor doping on the p-type side, Nd is the donor doping on the n-type side, and 
ni is the intrinsic carrier concentration.

3.8.1.2 Depletion Width W

The width of the depletion region can be determined by combining Equation 
3.33 with the condition for overall device charge neutrality, which is

 x N x Nn d p a=  . (3.34)
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Solving, the depletion width on the p-type side is

 x
V

q
N N
N N

p
s bi d a

a d
=

+
⎛
⎝⎜

⎞
⎠⎟

2ε /
, (3.35)

the depletion width on the n-type side is

 x
V

q
N N
N N

n
s bi a d

a d
=

+
⎛
⎝⎜

⎞
⎠⎟

2ε /
, (3.36)

and the total depletion width is

 W x x
V

q N N
p n

s bi

a d
= + = +⎛

⎝⎜
⎞
⎠⎟

2 1 1ε
. (3.37)

Figure 3.6 illustrates the space charge density, electric fi eld intensity, and 
electric potential as functions of distance from the junction, for an abrupt 
junction in thermal equilibrium. The space charge density ρ is a rectangular 
function of x, the electric fi eld E is a triangular function of x, and the electric 
potential V is a parabolic function of x.

Often p-n junctions are one sided, that is, one side is doped much more 
heavily than the other. In an n+-p junction, the n-type side is doped more 
heavily. Here, the depletion width exists mostly on the lightly doped side, 
so that

 W
V

qN
s bi

a
= 2ε

(n+-p one-sided junction). (3.38)

3.8.2 Depletion Capacitance

The depletion layer exhibits a capacitance that is the same as that of a par-
allel plate capacitor with a plate separation W. At zero bias, this transition 
capacitance is

 C
A

W
A

q
V N N

JO
s s

bi a d
= = +⎛

⎝⎜
⎞
⎠⎟

−ε ε
2

1 1
1

. (3.39)

Application of a bias voltage modifi es the depletion width and therefore the 
transition capacitance. A forward bias voltage decreases the transition width 

TAF-6987X_AYERS-09-0307-C003.ind80   80TAF-6987X_AYERS-09-0307-C003.ind80   80 8/22/09   3:23:48 PM8/22/09   3:23:48 PM



Semiconductors and p-n Junctions 81

and increases the junction capacitance. Because the modifi ed band bending 
is V Vbi − , the bias dependence of the capacitance in an abrupt junction is 
given by

 C A
q

V V N N
J

s

bi a d
=

−( ) +⎛
⎝⎜

⎞
⎠⎟

−ε
2

1 1
1

 (3.40)

Distance from the junction, x
0 xp–xn

dqN

aqN−

ρ

s
pa xqN

ε

E

V

biV

kEdV
x

∫=
0

sdx
dE

ε
ρ

−=

n p

FIGURE 3.6
p-n junction in equilibrium (zero bias).
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or

 C
C

V
V

J
J

bi

=
−( )

0

1 2

1
/

, (3.41)

where CJ0  is the zero-bias value of the capacitance. Here, a positive value of 
V corresponds to forward bias, but this expression also holds for the case of 
reverse bias (V < 0).

Junctions with graded doping profi les may be modeled by

 C
C

V
V

J
J

bi

m=
−( )

0

1

, (3.42)

in which m is the grading coeffi cient. It has already been seen that m = 1 2/  
is the abrupt junction case; for a linearly graded junction, m = 1 3/ .

Example 3.2 p-n Junction in Equilibrium

Determine the built-in potential, depletion width, and zero-bias depletion capaci-
tance for an n+-p Si diode at 300 K, with Nd = 1018 cm−3, Na = 1016 cm−3 and a 
junction area of 10−5 cm2.

Solution: The built-in potential is

 V
kT
q

N N
n

V
cm

bi
a d

i

= ⎛
⎝
⎜

⎞
⎠
⎟ = ( ) ( −

ln . ln2

16 3

0 0259
10 )) ( )

×( )
⎛

⎝

⎜
⎜⎜

⎞

⎠

⎟
⎟⎟

=
−

−

10

1 45 10
0 81

18 3

10 3 2

cm

cm.
. 66V .

The depletion width is almost entirely on the p-type side and is

 
W

V
qN

F cm V
s bi

a

= =
( ) ×( ) ( )−

2 2 11 9 8 85 10 0 81614
ε . . / .

11 602 10 1019 16 3. ×( ) ( )− −C cm

 0 33 10 0 334. .= × =− cm μmm .

The zero-bias depletion capacitance is

 C
A

W

F cm cm
J

s
0

14 5 211 9 8 85 10 10

0 3
= =

( ) ×( ) ( )− −
ε . . /

. 33 10 4× − cm

 0 32 10 0 3212= × =− F pF. . .
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3.8.3 Forward Bias Current

Under forward bias conditions (p-region biased positively with respect to 
the n-region), the magnitude of the current increases exponentially with the 
applied bias [6–9]. In developing a model for the forward current, the usual 
approach is to consider forward bias as a small departure from thermal equi-
librium as described in what follows.

Consider an n+-p junction in which the conduction is dominated by the 
injection of electrons into the p-type base*. Under thermal equilibrium 
conditions,

  n n
qV
kT

p n
bi= −⎛

⎝⎜
⎞
⎠⎟

exp , (3.43)

where np is the equilibrium concentration of electrons (minority carriers) on 
the p-type side, and nn  is the equilibrium concentration of electrons (major-
ity carriers) on the n-type side. If it is assumed that forward bias is a small 
departure from thermal equilibrium, then 

 n x n
q V V

kT
p n

bi
( ) exp= = −

−( )⎛
⎝⎜

⎞
⎠⎟

0 , (3.44)

where n xp( )= 0 is the concentration of minority carriers at the edge of the 
depletion region on the p-type side, and V is the applied bias. Combining 
these equations,

 n x n
qV
kT

p p( ) exp= = ⎛
⎝⎜

⎞
⎠⎟

0 , (3.45)

which is known as the law of the junction. Therefore, under forward bias con-
ditions, minority carrier electrons are injected into the quasi-neutral base 
region, and their concentration at the edge of the depletion region is an expo-
nential function of the applied bias.

The current-voltage characteristic for the n+-p junction can be developed 
by solution of the continuity equation in the p-type base region. If generation 
and carrier drift are neglected in the p-type base, then the one-dimensional 
continuity equation is

 
∂
∂

= −
′

+
∂
∂

n
t

n
D

n
x

p p

n
n

p

τ

2

2
, (3.46)

* The base of a p-n junction is the more lightly doped region. Forward current conduction is 
dominated by the injection of minority carriers into the base.
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where ′np  is the excess minority carrier concentration, given by

 ′ = −n n np p p . (3.47)

The boundary conditions are

 ′ = = −( )n x n ep p
qV kT( ) /0 1   (3.48)

at the edge of the depletion layer and 

 ′ = =n x Wp B( ) 0  (3.23)

at the contact, where WB is the width of the p-type base of the junction. The 
solution is

 ′ = −( )
−⎛

⎝⎜
⎞
⎠⎟

⎛
n x n e

W x
L
W
x

p p
qV kT

B

n

B
( )

sinh

sinh

/ 1

⎝⎝⎜
⎞
⎠⎟

, (3.49)

where L Dn n n= τ is called the minority carrier diffusion length. This behavior 
is shown in Figure 3.7.

The resulting current that fl ows is entirely attributable to the diffusion of 
minority carriers under moderate bias conditions. Thus, at the edge of the 
depletion layer in the p-type base,

 J x qD
n
x

qD n
L W L

en n
p

x

n p

n B n

qV=( ) =
∂ ′
∂

= ( )=

0
0

tanh /
/kkT −( )1 . (3.50)

Multiplying by the junction area, we obtain the current

 I
qAD n

L W L
e

qAD n
L N

n
n p

n B n

qV kT n i

n
= ( ) −( ) =

tanh /
/ 1

2

aa B n

qV kT

W L
e

tanh /
/

( ) −( )1 . (3.51)

This is the diode equation, which can also be written as 

 I I eS
qV kT= −( )/ 1 , (3.52)
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where the reverse saturation current IS for an n+-p junction is given by

 I
qAD n

L N W L
S

n i

n a B n
= ( )

2

tanh /
. (3.53)

The diode equation can be simplifi ed in certain practical cases as shown in 
the following subsections [10].

3.8.3.1 Short-Base n+-p Junction

A short-base n+-p junction is one in which the width of the p-type base is 
much less than the minority carrier diffusion length in that region. Thus, 
W LB n<<  so that the excess minority carrier profi le is linear as shown in 
Figure 3.8.

The resulting diffusion current is therefore

 I
qAD n
N W

en
n i

a B

qV kT≈ −( )
2

1/ . (3.54)

0 WB

1/kTqV
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FIGURE 3.7
The excess minority carrier (electron) concentration versus distance from the edge of the deple-

tion region for an n+-p junction under forward bias conditions.
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Example 3.3 Forward Biased p-n Junction

Consider an n+-p junction at 300 K with an area of 2 10 6 2× − −cm . For the n+ 
emitter, N cmd = −1019 3 , D cm sp = −2 0 2 1. , and τp ns= 1 . For the p-type base, 
N cma = −1016 3 , D cm sn = −15 2 1 , and τn ns= 5 . The undepleted base width is 
0.2 μm. Determine the forward voltage at a current of 1 mA.

Solution: The forward current is dominated by the injection of electrons into the 
p-type base because this is an n+-p junction. The diffusion length for electrons in 
the base is

 L D cm s s mn n n= = ( ) ×( ) =− −τ μ15 5 10 2 742 1 9 . .

Therefore, L Wn B>> , and this is a short-base junction. The saturation current is

I
qAD n
N W

C cm
S

n i

a B

≈ =
×( ) ×( )− − −2 19 6 21 602 10 2 10 15. ccm s cm

cm

2 1 10 3 2

16 3 4

1 45 10

10 0 2 10

− −

− −

( ) ×( )
( ) ×

.

. ccm( )
 A= × −5 0 10 15. .

At a current of 1 mA, the forward voltage is therefore

 V
kT
q

I
I

V
A

AS

= ⎛
⎝
⎜

⎞
⎠
⎟ = ( )

×
⎛ −

−ln . ln
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0 026
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FIGURE 3.8
Excess minority carrier (electron) concentration as a function of distance from the edge of the 

depletion region for a short-bias n+-p junction with forward bias.
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3.8.3.2 Long-Base n+-p Junction

A long-base n+-p junction is one in which the width of the p-type base is 
much greater than the minority carrier diffusion length in that region, or 
W Ln>>  so that

 I
qAD n

N L
en

n i

a n

qV kT≈ −( )
2

1/ . (3.55)

3.8.4 Reverse Bias

Ideally, a p-n junction should block the conduction of current under 
reverse bias conditions. In practice, this behavior is only approximated 
and small leakage currents fl ow in junctions with moderate reverse bias. 
With larger reverse bias voltages applied, there is even the possibility of 
reverse breakdown, in which the current is limited only by the external 
circuit.

With moderate bias, there are two contributions to the reverse leakage cur-
rent. The fi rst is the diffusion current, which may be modeled by the diode 
equation and is approximately −IS . The second component of the reverse 
current is the generation current [2], and this is usually dominant in silicon 
p-n junctions at room temperature. The generation current results from the 
net generation of electron-hole pairs in the depletion region under reverse 
bias conditions. The carriers are separated by the strong electric fi eld in this 
region so that holes are accelerated toward the p-type anode and electrons 
are accelerated toward the n-type cathode. The resulting current fl ows from 
cathode to anode and is given by

 I
qAWn

gen
i

sc
= −

τ
, (3.56)

where q  is the electronic charge, A  is the junction area, W  is width of the 
depletion region, ni  is the intrinsic carrier concentration, and τ sc  is the car-
rier lifetime in the space charge (depletion) region. Therefore, the generation 
current is a volume effect. The bias dependence is entirely attributable to the 
bias dependence of the depletion width (square root dependence).

The space charge lifetime is related to, although not equal to, the minority 
carrier lifetimes in the quasi-neutral p-type and n-type regions. However, 
the values of lifetime are all shortened by the introduction (intentional or 
unintentional) of lifetime killer impurities such as gold, nickel, or platinum. 
High-frequency silicon bipolar transistors, which are gold doped for the 
control of lifetime, also show an associated increase in space charge layer 
generation and therefore reverse leakage. On the other hand, lifetime control-
ling impurities are undesirable in CMOS transistors because they increase 
reverse leakage currents and standby power dissipation without providing 
any benefi ts in switching speed.
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3.8.5 Reverse Breakdown

Under the condition of a suffi ciently large reverse bias, junction breakdown 
occurs; this is accompanied by a large reverse current, often limited only by 
the external circuit. This condition is undesirable and must be prevented in 
VLSI circuits.

There are two important mechanisms of reverse breakdown, which 
are the avalanche and zener mechanisms. Avalanche breakdown occurs 
in one-sided n+-p or p+-n junctions and involves impact ionization [11]. 
Zener breakdown involves the quantum mechanical tunneling of elec-
trons through an extremely thin depletion layer and, for this reason, can 
only occur in junctions having very heavy doping on both sides of the 
junction.

In the case of avalanche breakdown, carriers in the depletion region gain 
signifi cant energy from the high electric fi eld that they ionize silicon lattice 
atoms on impact. The electron and hole thus created are accelerated by the 
depletion layer fi eld and will also take part in the process, resulting in an 
avalanche. For a one-sided n+-p or p+-n junction, the avalanche breakdown 
voltage is only a function of the impurity concentration on the lightly doped 
side. Qualitatively, a higher impurity concentration will result in a narrower 
depletion region and a higher peak electric fi eld for a given applied reverse 
bias. The ionization coeffi cients that describe the avalanche process are expo-
nential functions of the electric fi eld so that the breakdown voltage decreases 
strongly with increasing impurity concentration on the lightly doped side of 
the junction.

Zener breakdown requires that electrons can tunnel through the depletion 
region under reverse bias conditions. This requires a depletion width on the 
order of 10 nm or less and can only occur with heavy doping on both sides 
of the junction.

Figure 3.9 shows the room temperature reverse breakdown voltages for 
silicon one-sided n+-p junctions as a function of NA. These results apply 
approximately to one-sided p+-n junctions as long as the donor concentration 
is used. In silicon p-n junctions, avalanche breakdown is dominant for 
breakdown voltages greater than about 8 V, whereas zener breakdown 
is dominant for breakdown voltages lower than about 4 V. Breakdown in 
the range between 4 and 8 V takes on a dual character whereby both the 
avalanche and zener mechanisms contribute.

3.9 Metal-Semiconductor Junctions

Electrical contacts to transistors and other devices necessitate the use of 
metal-semiconductor junctions. Ideally, the resulting junctions should be 
able to fl ow an arbitrary current density with zero voltage drop. Real contacts 
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that exhibit linear current versus voltage characteristics and low resistance 
approximate the ideal and are called ohmic. Typically, these ohmic contacts 
are made by producing a junction between a metal and a heavily doped 
semiconductor. The resulting depletion region is so narrow that electrons 
may readily tunnel through it, providing ohmic behavior with either polar-
ity of voltage bias. Either a p+-metal or n+-metal junction will behave in this 
manner. Also, because heavily doped p+-n+ junctions act as tunnel junctions, 
it is possible to create multilevel ohmic contact schemes such as p+-n+ metal 
or n+-p+ metal. The “metal” used in these contacts may be an elemental metal 
such as Al, an alloy such as Al-Cu-Si, or a silicide such as TiSi2.

On the other hand, if a metal-semiconductor junction is formed using a 
lightly doped semiconductor region, the result is a rectifying Schottky junc-
tion. This device is useful in clamping, rectifying, or switching applications 
but undesirable at the contacts to a transistor. 

In a metal-n-semiconductor diode, the forward bias current fl ows from 
metal to n-semiconductor (the metal acts as the anode), whereas in a 
metal-p-semiconductor diode, the forward bias current fl ows from the 
p-semiconductor to the metal (the p-semiconductor acts as the anode). 
Current fl ow in a Schottky junction is by thermionic emission rather than 
minority carrier injection and diffusion. It is therefore a majority carrier 
device, and the absence of minority carrier storage effects makes it inherently 
fast. The Schottky junction can still be modeled using the diode equation, 
but typically the reverse saturation current is orders of magnitude higher 
than in a p-n junction, resulting in a lower effective turn-on voltage.

1
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FIGURE 3.9
Reverse breakdown voltage as a function of acceptor concentration for silicon n+-p junctions 

at room temperature. The results hold approximately for n-p+ junctions as long as the donor 

concentration is used.
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3.10 SPICE Models

The SPICE model for the p-n junction comprises a Shockley-type current 
source, a variable capacitance, and a series resistance as shown in Figure 3.10.

The current source is modeled by

 ′ = ′⎛
⎝⎜

⎞
⎠⎟

−
⎡
⎣
⎢

⎤
⎦
⎥I IS

qV
NkT

D
D

exp 1 , (3.57)

where IS  is the reverse saturation current, ′VD  is the voltage across the cur-

rent source, kT q/  is the thermal voltage, and N is the emission coeffi cient 
(sometimes known as the ideality factor). If the conduction in the junction 
is entirely attributable to diffusion, then the emission coeffi cient is unity 
as predicted in the standard diode equation. At high current densities, the 
emission coeffi cient is greater than one as a result of drift-aided diffusion 
under so-called high-level injection. For the purpose of SPICE modeling, this 
is accounted for by using a modifi ed emission coeffi cient, using in the range 

1 2< <N .
The series resistance is accounted for by

 V V I RSD D D= ′ + , (3.58)

where VD is the externally applied voltage, ID is the terminal current, and RS 
is the series resistance.

The junction capacitance is modeled using the equation

 C TT
IS

NV
qV
NkT

CJO

V
VJ

D
T

D

D

= ′⎛
⎝⎜

⎞
⎠⎟

+

− ′⎛
⎝⎜

⎞
⎠⎟

exp

1

MM , (3.59)

where the fi rst term is the diffusion capacitance, attributable to stored excess 
minority carriers, and the second term is the depletion layer capacitance. For 

RS

CD

ID́

FIGURE 3.10
Circuit model for the p-n junction.
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the purpose of SPICE modeling, the parameter TT is called the transit time 
but is actually equal to the effective forward transit time τ F . M is the grading 
coeffi cient and typically varies between 1/3 and ½. For an abrupt junction, M = ½ 
as shown previously.

Table 3.1 summarizes the parameters used in the SPICE model for the p-n 
junction diode.

The SPICE model for the Schottky diode is very similar to that for the p-n 
junction diode, but there are two important differences. First, the saturation 
current is orders of magnitude higher than for a p-n junction having the 
same area. This accounts for the much lower turn-on voltage of the Schottky 
diode. Second, because of the absence of minority carrier storage, the Schottky 
diode can be modeled with zero transit time.

3.11 Practical Perspective

For practical perspective, articles see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

3.12 Summary

Digital integrated circuits rely on MOS transistors fabricated in the 
semiconductor silicon. The silicon is doped selectively with donor impurities 
(arsenic, phosphorus, and antimony) and the acceptor impurities (boron) to 
create n-type and p-type regions. Current transport in the resulting devices 
occurs by drift and diffusion of carriers and is governed by the continuity 
equation. At low electric fi eld intensities, the carrier drift velocities are 

TABLE 3.1

SPICE Parameters for the p-n Junction Model

Symbol SPICE name Description Units Default Typical

IS IS Saturation current A 1E-14 2E-15

RS RS Series resistance Ω 0 2

N Emission coeffi cient 1 1

τF TT Transit time S 0 1E-10

CJO Zero-bias capacitance F 0 1E-12

Vbi VJ Built-in voltage V 1 0.8

M M 0.5 0.5
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proportional to the electric fi eld. Under the high-fi eld conditions that may 
exist in short-channel MOS transistors, the carriers approach their saturation 
velocities.

Semiconductor devices such as MOS transistors involve p-n junctions, 
in which p-type and n-type material are brought into contact. These p-n 
junctions are partly responsible for the capacitances, leakage currents, and 
breakdown voltages in MOS transistors.

3.13 Exercises

E3.1.  Determine the room temperature carrier concentrations and 
resistivity for a silicon wafer doped with boron to a concentra-
tion of 1015 cm−3.

E3.2.  Determine the room temperature carrier concentrations and 
resistivity for an n-well having a net phosphorus concentration 
of 1016 cm−3.

E3.3.  What is the (approximate) maximum electric fi eld intensity for 
which constant mobility may be assumed for electrons in sili-
con? In a digital circuit with a supply voltage of 1 V, what is the 
corresponding gate length for MOS transistors?

E3.4. Repeat E3.3 for the case of holes in silicon.
E3.5.  Source and drain regions of an n-MOS transistor are produced 

by ion implantation of arsenic (~1019 cm−3) into a p-type substrate 
doped to a concentration of 1015 cm−2. Find the zero-bias capaci-
tance per square micrometer for the p-n junction.

E3.6.  The drain region of a p-MOS transistor is an ion implanted 
region having a boron concentration of 1019 cm−3 and a depth of 
0.1 μm. This source region is created within an n-well doped to a 
concentration of 1016 cm−3 and with a depth of 1.0 μm. Assuming 
that the source-well p-n junction acts as a short-base diode, esti-
mate the reverse leakage current of this diode based on the dif-
fusion theory. The source area is 2 μm2.

E3.7.  For the source p-n junction described in the previous problem, 
estimate the reverse leakage current assuming that it is attrib-
utable to minority carrier generation rather than diffusion. The 
space charge lifetime is 10 ns, and the reverse bias is 2 V.

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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4
The MOS Transistor

4.1 Introduction

The MOSFET is the most important device for digital integrated circuits 
today. It is a unipolar device, that is, electrical current is carried predomi-
nantly by the drift of one type of carrier: electrons in the n-MOS transistor 
and holes in the p-MOS device. This makes the MOS transistor inherently 
fast switching, because minority carrier storage effects are unimportant, 
and the switching speed is limited predominantly by parasitic capacitances. 
It is a fi eld effect, or voltage-controlled, device, which makes the standby 
power consumption low. These characteristics, and the ease with which the 
MOSFET geometry can be scaled down in size, make it very attractive for 
VLSI circuits.

Figure 4.1 shows the basic structure of an n-MOS transistor. The voltage 
applied at the gate controls the fl ow of current between the drain and 
source. A fourth terminal, the body, may be biased to modify the device 
characteristics. The polysilicon gate is insulated from the channel region 
of the device by a thin (~10 nm) layer of silicon dioxide so that, under normal 
conditions, there is no gate current. When the gate is biased positively 
with respect to the source, negatively charged electrons are attracted to 
the interface between the semiconductor and oxide forming an n-type 
inversion layer. This creates a conducting channel between the drain and 
the source regions. If the drain is biased positively with respect to the 
source, electrons in the channel will drift from the source to the drain, 
thus giving rise to conventional current fl ow from drain to source. The 
operation of a p-MOS transistor is qualitatively similar, but the source, 
drain, and inversion layer are all p-type. Application of negative voltages 
on the gate and drain with respect to the source will cause holes to drift 
from the source to drain, with an associated conventional current in the 
same direction.

Figure 4.1 displays an enhancement-type n-MOS transistor; for this device, 
there is no conducting channel between the drain and source unless a posi-
tive voltage is applied between the gate and source so it is a normally-off 
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96 Digital Integrated Circuits

transistor. (The name enhancement type refl ects the fact that a gate bias is 
required to enhance a conducting channel.) Some MOS transistors are 
designed to conduct with zero gate-source bias, and these are referred 
to as depletion type devices. However, enhancement type devices are pre-
ferred in digital circuits for low standby power.

Various MOSFET symbols have been used in the literature. Some of 
the most common ones are shown in Figures 4.2 and 4.3, for enhance-
ment-type n-MOS and p-MOS transistors, respectively. Throughout this 
book, the symbols depicted in Figures 4.2a and 4.3a will generally be used, 
except in those cases in which it is necessary to show the connection to the 
transistor body.

p-type silicon

n+ n+

Source

Polysilicon gate Gate oxide

Drain

 SiO2

Gate

Body

Metal

FIGURE 4.1
MOSFET.

D

S

G

D

S

G B

D

S

G

(a) (b) (c)

FIGURE 4.2
Symbols for enhancement-type n-MOS transistors.
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The MOS Transistor 97

4.2 The MOS Capacitor

MOSFET operation requires that a channel of conducting carriers be controlled 
by the application of an electric fi eld. The conducting channel exists in the 
semiconductor while the electric fi eld is established, in an oxide insulator layer 
as well as the semiconductor, by the bias on a metal gate. Modulation of the gate 
bias voltage allows control of the channel conductivity and therefore the drain 
current. This behavior may be understood by consideration of an MOS capacitor 
[1–3] as shown in Figure 4.4. In this fi gure, the p-type substrate has been grounded 
and a suffi ciently positive gate bias has been applied so that an inversion layer of 
electrons is established under the oxide. Under this condition, a depletion region 
exists beneath the inversion layer. Here the material is depleted of mobile holes, 
although it has not been inverted to n-type conductivity. For a more quantitative 
description of MOSFET operation, it is necessary to determine the threshold 
voltage VT that will give rise to an inversion layer in the semiconductor.

The starting point for this analysis is to consider the case of an ideal* MOS 
capacitor with zero bias as shown in Figure 4.5. For specifi city, a p-type substrate 
has been assumed, but the case of an n-type substrate may be analyzed in 
similar manner. In this thermal equilibrium (zero bias) condition, the Fermi 
levels in the metal and semiconductor line up. The difference between the 
Fermi level in the metal and the vacuum level is the metal work function 
qϕm. (This is the energy necessary to remove an electron from the metal to a 
vacuum.) The difference between the semiconductor conduction band and the 
vacuum level is the semiconductor electron affi nity qχ. The work function for 
the semiconductor qϕs depends on the semiconductor electron affi nity and also 
the doping in the semiconductor. The separation between the intrinsic Fermi 
level Ei and the Fermi level Ef in the semiconductor is qφF. For the ideal case in 
which the work functions of the metal and semiconductor are equal and there 
is no net electrical charge in the oxide, zero applied bias results in the fl at band 

* In the ideal MOS capacitor, (1) there is zero work function difference between the metal and 
the semiconductor, and (2) there are no electrical charges in the oxide. 

S

D

G

S

D

G B

D

(a) (b) (c)

S

G

FIGURE 4.3
Symbols for enhancement-type p-MOS transistors.
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98 Digital Integrated Circuits

condition depicted in Figure 4.5. With fl at bands in the semiconductor, the hole 
concentration is the same throughout the depth of the p-type silicon.

Application of a positive bias on the metal gate with respect to the semi-
conductor will give rise to band bending in the semiconductor as shown in 
Figure 4.6. The extent of the band bending is qψs, and the offset in the Fermi 
levels between the semiconductor and the metal is equal to qV, where V is the 
applied metal-semiconductor bias. Near the silicon-oxide interface, the sepa-
ration between the Fermi level and the valence band is increased compared 
with the bulk of the p-type silicon. The hole concentration is consequently 
reduced near the interface, giving rise to a depletion condition.

p-type silicon

V

Inversion layer
tox

Metal

Oxide
- - - - - - - - - - - - - - - - - - - - - - - - -

Depletion layer

FIGURE 4.4
MOS capacitor.

Metal Oxide p-type silicon

EC

E f
EV

qφm

qχ
qφs

Ef

qφF
E i

FIGURE 4.5
Ideal MOS capacitor under the fl at-band condition.
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The application of a suffi ciently positive bias on the gate will result in 
inversion. In this case, the band bending is enough that the semiconductor 
becomes n-type near the interface. Inversion refers to the condition in which 
the semiconductor is simply converted to n-type near the interface, but strong 
inversion (depicted in Figure 4.7) describes the case in which the electron con-
centration is equal to or greater than the hole concentration deep below the 
gate (the hole concentration in the bulk of the semiconductor). It is customary 
to assume that the condition of strong inversion corresponds to the threshold 
voltage for conduction in the MOSFET, and this occurs when the band bend-
ing in the semiconductor is given by

 q qS Fψ φ= 2 . (4.1)

Metal Oxide p-type silicon

EC

E f
EV

qVEf

qψS

E iqφF

FIGURE 4.6
Ideal MOS capacitor under the depletion condition.

Metal Oxide p-type silicon

EC

E f
EVqV

E f

qφF

qψS

E i

FIGURE 4.7
Ideal MOS capacitor under the condition of strong inversion.
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In an ideal MOS capacitor, the voltage bias that results in strong inversion is

 V
Q
C

inv F
B

ox
= −2φ , (4.2)

where q Fφ  is the difference between the intrinsic Fermi level and the Fermi 
level in the bulk of the p-type semiconductor, Cox  is the oxide capacitance 
per unit area,

 C
t

ox
ox

ox
= ε

, (4.3)

and QB is the charge per unit area in the depletion layer of the semiconduc-
tor under strong inversion, given by

 Q qNB Si a F= − 2 2ε φ . (4.4)

Equation 4.4 applies to the ideal MOS capacitor, but, in real devices, we must 
consider the work function difference and the oxide charge.

4.3 Threshold Voltage

In an n-channel MOSFET, the gate-to-source bias necessary to cause strong 
inversion in the channel is called the threshold voltage. Accounting for the 
difference in the work functions between the metal and the semiconductor, 
and the oxide charge, we fi nd the threshold voltage to be 

 V
Q
C

Q
C

Q
C

TO MS F
B

ox

ox

ox

II

ox
= − − − −φ φ2 , (4.5)

where φMS is the function difference between metal and semiconductor, 2φF 
is the voltage across the semiconductor necessary to create a conducting 
channel (inversion layer), QB is the charge per unit area in the semiconductor 
under inversion, Qox is the charge per unit area in oxide, QII is the charge per 
unit area of ion implanted impurities in the semiconductor, and Cox is the 
oxide capacitance per unit area.

For an n-channel MOSFET with an acceptor-doped channel region,

 φF
i

a

kT
q

n
N

= ⎛
⎝⎜

⎞
⎠⎟

ln . (4.6)

If the gate is assumed to be heavily doped polysilicon (degenerate polysilicon), 
then the work function difference is
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 φMS
i

a

gkT
q

n
N

E
q

= ⎛
⎝⎜

⎞
⎠⎟

−ln
2

, (4.7)

where Eg is the energy gap in silicon (1.12 eV at 300 K). The contribution from 
the depletion layer charge can be found from

 Q
C

qN

t
B

ox

a Si F

ox ox
=

− 2 2ε φ
ε /

. (4.8)

If there is a non-zero-bias VBS applied between the body and the source of the 
MOSFET, this further modifi es the threshold voltage to

 V V VT TO BS F F= + + −( )γ φ φ2 2 , (4.9)

where γ  is the body effect coeffi cient, given by

 γ
ε

=
2q N

C
Si a

ox

, (4.10)

where q is the electronic charge (1.602 × 10−19 C), εSi is the permittivity of sili-
con, Na is the acceptor doping in the p-type silicon (n-channel MOSFET), and 
Cox is the oxide capacitance per unit area.

An important aspect of the threshold voltage is that it can be controlled 
precisely by the ion implantation of impurities (typically As, P, or B) into 
the silicon. The use of arsenic or phosphorus makes the threshold voltage 
more negative, whereas the implantation of boron makes it more positive. 
The actual threshold voltage can be of either sign, but for enhancement-type 
transistors normally used in VLSI circuits, the n-MOS transistors have posi-
tive threshold voltages, whereas the p-MOS transistors have negative thresh-
old voltages.

Even after fabrication, the threshold of a MOSFET may be adjusted in the 
circuit using the body bias effect. This is exploited in active biasing schemes 
to control subthreshold conduction and to overcome manufacturing toler-
ances in the threshold voltages. Both of these techniques are used in modern 
low-power, high-speed CMOS circuits.

Example 4.1 Threshold Voltage for n-MOSFET

Calculate the zero-bias threshold voltage for an n-channel MOSFET with t nmox = 10  
and N cma = −1016 3 . Assume that the gate is heavily doped n-polysilicon (with the 
Fermi level coincident with the conduction band) and that there are 1011 2cm−  
positive charges in the oxide. A boron dose of 1 3 1012 2. × −cm  is implanted to 
adjust the threshold voltage.
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Solution: The zero-bias threshold is

 V
Q
C

Q
C

Q
C

TO MS F
B

ox

ox

ox

II

ox
= − − − −φ φ2 .

The work function difference is

 φMS
i

a

gkT
q

n
N

E
q

V
V=

⎛
⎝⎜

⎞
⎠⎟

− = − − = −ln .
.

.
2

0 35
1 12

2
0 900V .

For this level of doping,

 φF
i

a

kT
q

n
N

V
cm=

⎛
⎝⎜

⎞
⎠⎟

= ( ) × −

ln . ln
.

0 026
1 45 10

1

10 3

00
0 3516 3cm

V−

⎛
⎝⎜

⎞
⎠⎟

= − . .

The oxide capacitance per unit area is

 C
t

F cm

cm
ox

ox

ox
= =

( ) ×( )
×

=
−

−
ε 3 9 8 85 10

10 10
3

14

7

. . /
.. /45 10 7 2× − F cm .

The depletion charge per unit area under strong inversion is

 

Q qN

C cm

B a Si F= −

= − ×( ) ( ) ( )− −

2 2

2 1 602 10 10 11 919 16 3

ε φ

. . 88 85 10 2 0 35

4 86 10

14

8 2

. / .

. / .

×( ) −( )

= − ×

−

−

F cm V

C cm

The oxide charge per unit area is

 Q C cm C cmox = ×( )( ) = ×− − −1 602 10 10 1 60 1019 11 2 8 2. . / .

The boron ion implantation charge per unit area is

 Q C cmII = − ×( ) ×( ) = − ×− − −1 602 10 1 3 10 2 10 1019 12 2. . . 77 2C cm/ .

Therefore, the zero-bias threshold voltage is

V
Q
C

Q
C

Q
C

TO MS F
B

ox

ox

ox

II

ox

= − − − −φ φ2

V V= − − −( )0 90 0 70. . −− − ×
×

− ×−

−

−4 86 10
3 45 10

1 60 10
3

8 2

7 2

8 2. /
. /

. /C cm
F cm

C cm
.. /

. /
. /45 10

2 10 10
3 45 10

0

7 2

7 2

7 2×
− − ×

×

= −

−

−

−F cm
C cm
F cm

.. . . . .

. .

90 0 70 0 14 0 05 0 61

0 50

V V V V V

V

+ + − +

=

The ion implantation adjustment was necessary to obtain an enhancement-type 
transistor with a positive threshold voltage.
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Example 4.2 Threshold Voltage for p-MOSFET

A p-MOS transistor is fabricated with t nmox = 10  and N cmd = −1016 3 in the 
n-well. The gate is heavily doped p-polysilicon, and there are 5 1010 2× −cm  posi-
tive charges in the oxide. Determine the necessary ion implantation (type and 
dose) to adjust the zero-bias threshold voltage to −0.5V.

Solution: After ion implantation, the zero-bias threshold is

 V
Q
C

Q
C

Q
C

TO MS F
B

ox

ox

ox

II

ox
= − − − −φ φ2 .

The work function difference for the p-MOS transistor is

 φMS
d

i

gkT
q

N
n

E
q

V
V

V= ⎛
⎝⎜

⎞
⎠⎟

+ = + =ln .
.

.
2

0 35
1 12

2
0 90 .

For the n-well,

 φF
d

i

kT
q

N
n

V
cm= ⎛

⎝⎜
⎞
⎠⎟

= ( )
×

−

ln . ln
.

0 026
10

1 45 1

16 3

00
0 3510 3cm

V−

⎛
⎝⎜

⎞
⎠⎟

= . .

The oxide capacitance per unit area is

 C
t

F cm

cm
ox

ox

ox
= =

( ) ×( )
×

=
−

−
ε 3 9 8 85 10

10 10
3

14

7

. . /
.. /45 10 7 2× − F cm .

The depletion charge per unit area under strong inversion is

 

Q qN

C cm

B d Si F=

= ×( ) ( ) ( )− −

2 2

2 1 602 10 10 11 9 819 16 3

ε φ

. . .885 10 2 0 35

4 86 10

14

8 2

×( ) ( )

= ×

−

−

F cm V

C cm

/ .

. / .

The oxide charge per unit area is

 Q C cm C cox = ×( ) ×( ) = ×− − −1 602 10 5 10 8 01 1019 10 2 9. . / mm2 .

Before ion implantation, the zero-bias threshold voltage is

 

V
Q
C

Q
C

V V

TO MS F
B

ox

ox

ox

= − − −

= − ( ) − × −

φ φ2

0 90 0 70
4 86 10

. .
. 88 2

7 2

9 2

73 45 10
8 01 10
3 45 10

C cm
F cm

C cm
F

/
. /

. /

. /×
− ×

×−

−

− ccm

V V V V

V

2

0 90 0 70 0 14 0 02

0 04

= − − −

=

. . . .

. .
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To adjust the threshold to −0.5V, the necessary ion implantation charge per unit 
area is

 Q V C V V F cmII TO ox= − = − − −( ) ×( −Δ 0 50 0 04 3 45 10 7 2. . . / )) = × −1 86 10 7 2. / .C cm

The positive ion implantation charge indicates the use of a donor such as phos-
phorus, and the necessary dose may be found from

 N
Q
q

C cm
C

II
II= = ×

×
= ×

−

−
1 86 10

1 602 10
1 16 10

7 2

19

. /
.

. 112 2cm− .

Example 4.3 Body Bias Effect in n-MOSFET

Consider an n-MOS transistor with t nmox = 10  and N cma = −1016 3 . Calculate 
the change in the threshold voltage attributable to the body bias effect if 
V VBS = −1 5. .

Solution: The body effect coeffi cient is

 

γ
ε

=

=
×( ) ( ) ×− −

2

2 1 602 10 11 9 8 85 1019 14

q N

C

C F c

Si a

ox

. . . / mm cm

F cm cm

( ) ( )
( ) ×( ) ×

=

−

− −

10

3 9 8 85 10 10 10

0

16 3

14 7. . / /

.. ./168 1 2V

For the p-substrate,

 φF
i

a

kT
q

n
N

V
cm=

⎛
⎝⎜

⎞
⎠⎟

= ( ) × −

ln . ln
.

0 026
1 45 10

1

10 3

00
0 3516 3cm

V−

⎛
⎝⎜

⎞
⎠⎟

= − . .

Therefore, the change in the threshold voltage will be

 

ΔV V V

V

V V

T T TO

BS F F

= −

= + −( )
= ( ) −

γ φ φ2 2

0 168 2 20 0 701 2. . ./ VV

V

( )
= 0 109. .

Here the negative body bias renders the threshold voltage more positive. (In the 
case of a p-MOS transistor, a positive body bias makes the threshold voltage 
more negative.)
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The MOS Transistor 105

4.4 MOSFET Current-Voltage Characteristics

Consider an n-channel enhancement-type MOSFET biased as in Figure 4.8. 
Here VGS is the gate-to-source bias, VDS is the drain-to-source bias, and ID is 
the drain current. We will assume that the p-type substrate has been con-
nected to the source so that VBS = 0. (In general, the p-type substrate is tied to 
ground, whereas the n-well is tied to +VDD. This means that, in NAND and 
NOR gates, the body-source bias will not always be zero for all devices.)

There are three modes of operation for the MOSFET: cutoff, linear, and 
saturation. Cutoff occurs if the gate-to-source bias voltage is less than the 
threshold voltage and is also referred to as subthreshold operation. As a fi rst-
order approximation, cutoff results in zero drain current. (However, real 
devices exhibit subthreshold currents that are important in dynamic circuits 
and low-power applications.) When the gate-to-source bias is made more 
positive than the threshold voltage for the device, then a conducting channel 
is induced and a drain current can fl ow. In the case of a small drain-to-source 
bias (V V VDS GS T≤ − ), the MOSFET acts like a voltage-controlled resistance, 

p-type silicon

n+ n+

Source

Polysilicon gate Gate oxide

Drain

 SiO2

Gate Metal

W

L

VGS

VDS

ID

FIGURE 4.8
Enhancement-type n-MOS transistor with bias.
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106 Digital Integrated Circuits

and this mode of operation is called the linear or ohmic mode of operation. 
With a larger drain-to-source bias ( V V VDS GS T≥ − ), the conducting channel 
pinches off at the drain end, causing the drain current to saturate; this mode 
of operation is called saturation.

The characteristic curves for a MOSFET are shown qualitatively in 
Figure 4.9. These illustrate the drain current ID versus the drain-to-source 
voltage VDS with the gate-to-source voltage VGS as a parameter. The result is 
a family of curves, one for each particular value of VGS. Cutoff is associated 
with zero drain current, so its locus is on the VDS axis. In the linear region, 
left of the parabola, the drain current increases approximately linearly with the 
drain-to-source voltage. Saturation is characterized by approximately constant 
drain current, with its locus is to the right of the parabola. Each of these modes 
of operation will be discussed in more detail in the following sections.

4.4.1 Linear Operation

Linear operation occurs if the gate-to-source bias is more positive than the 
threshold ( V VGS T≥ ), and the drain-to-source bias is small enough so that the 
channel does not pinch off at the drain end. In the linear mode of operation, 
the MOSFET acts like a voltage-controlled resistance. The controlling vari-
able is the gate-to-source voltage, and the controlled variable is the drain-to-
source resistance. Table 4.1 summarizes the voltage boundaries for the linear 
region of operation.

VDS 

I D
 

VGS1

VGS2

VGS3

VGS4

VGS5

Linear Saturation

FIGURE 4.9
Characteristic curves for a MOSFET.
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The MOS Transistor 107

The drain current in an n-MOS transistor with linear operation may be 
determined with the aid of Figure 4.10. For the assumed coordinate system, 
the origin is at the source end of the channel, y is the distance along the 
channel parallel to the oxide interface, and x is the perpendicular distance 
from the oxide interface.

Our starting point is the assumption that carriers move by drift only and 
that the drift is only in the y direction parallel to the interface (the gradual 
channel approximation) [4]. Based on this assumption, the drain current at a 
point y along the channel is

 I y qW n x y
dV
dy

dxD n

x

( ) ,= ( )
=

∞

∫ μ
0

. (4.11)

Integration over x (the depth of the inversion layer of conducting electrons) 
yields

 I y W
dV
dy

Q yD n i( ) ( )= −μ , (4.12)

TABLE 4.1

Voltage Boundaries for Linear Operation of 
MOSFETs

Linear operation

n-MOS V VGS T≥ V V VDS GS T≤ −( )
p-MOS V VGS T≤ V V VDS GS T≥ −( )

Gate

n+

Source
n+

Drain
x

y

z

L

W

tOX

VGS VDS

FIGURE 4.10
MOSFET structure for determination of the drain current.
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108 Digital Integrated Circuits

where Qi(y) is the integrated electron charge in the inversion layer per unit 
area at a distance along the channel y. If we assume that the inversion layer 
charge is located in a sheet of zero thickness (the charge sheet approximation) 
[5] and that the bulk depletion charge is approximately independent of the 
gate-to-source bias, then

 Q y
t

V V y Vi
ox

ox
GS T( ) ≈ − − ( ) −( )ε

. (4.13)

Therefore,

 I dy
t

W V y V dVD
n ox

ox
T= −( )μ ε

( ) . (4.14)

Integrating over the length of the channel, we obtain

 I dy
t

W V V y V dVD

L

n ox

ox
GS T

VDS

0 0

∫ ∫= − −( )μ ε
( ) . (4.15)

This provides an equation for the drain current in the linear region of 

operation,

 I
W

t L
V V V

V
D

n ox

ox
GS T DS

DS= −( ) −
⎡

⎣
⎢

⎤

⎦
⎥

μ ε 2

2
. (4.16)

The result above is subject to several limitations. First, it was developed based 
on the assumption that carriers move by drift only and at the low fi eld mobil-
ity. However, carrier diffusion can be signifi cant near the threshold, and, in 
short-channel transistors, the high electric fi eld intensity can result in carrier 
velocity saturation and must be considered. Second, the variation of the deple-
tion charge with the gate-to-source bias has been neglected compared with the 
inversion charge, but this is only valid for lightly doped channel regions.

The transistor operates in the linear region as long as the gate-to-source 
bias is greater than the threshold voltage, and the channel does not pinch off 
at the drain end. Pinch off at the drain end of the channel occurs when

 V V VGS DS T− = , (4.17)

and this condition defi nes the boundary between linear and saturation 
operation.

Usually, the linear drain current equation is written in terms of the device 
transconductance parameter K :

 I K V V V
V

V V VD GS T DS
DS

GS T GS= −( ) −
⎡

⎣
⎢

⎤

⎦
⎥ ≥ −

2

2
, and VV VT DS( ) ≥ , (4.18)
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in which the device transconductance parameter is

 K
W
L t

n ox

ox
= μ ε

, (4.19)

where W is the width of the device, L is the length of the device, μn is the 
mobility of electrons (n-channel device), εox is the permittivity of oxide, and 
tox is oxide thickness.

Sometimes the device transconductance parameter is calculated as 

 K
W
L

k= ' , (4.20)

where k '  is the process transconductance parameter given by

 k
t

Cn ox

ox
n ox

' = =μ ε μ . (4.21)

Another useful relationship for linear operation allows the calculation of the 
drain-to-source voltage, if the gate-to-source voltage is known and the drain 
current is known. If the channel length modulation is neglected, then use of 
the quadratic formula yields

 V V V V V
I
K

V V VDS GS T GS T
D

GS T GS= −( ) − −( ) − ≥ −2 2
, and VV VT DS( ) ≥ . (4.22)

The relationships for p-channel MOSFETs may be obtained in a similar man-

ner. However, μp  must be used instead of μn  in all of the preceding equa-
tions, and all voltages and currents are opposite in polarity. 

Example 4.4 Process Transconductance Parameters

Estimate the process transconductance parameters for n-channel and p-channel 
MOSFETs with tox = 10nm .

Solution: For n-channel MOSFETs, assuming μn cm V s= − −580 2 1 1 , the process 
transconductance parameter is

 k
t

cm V s F
N

n ox

ox

'
. .

= =
( )( ) ×− − −μ ε 580 3 9 8 85 102 1 1 14 //

/
cm

cm
A V

( )
×

=−10 10
2007

2μ .

For p-channel MOSFETs, assuming μp cm V s= − −230 2 1 1 , the process transconduc-
tance parameter is

 k
t

cm V s F
P

p ox

ox

'
. .

= =
( )( ) ×− − −μ ε 230 3 9 8 85 102 1 1 14 //

/
cm

cm
A V

( )
×

=−10 10
797

2μ .
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The process transconductance parameter is typically 2.5 times larger for the n-
channel MOSFETs compared with p-channel MOSFETs.

Example 4.5 Device Transconductance Parameters

Estimate the device transconductance parameters for n-channel and p-channel 
MOSFETs with tox = 10nm , W m= 2μ , and L m= 0 25. μ

Solution: For the n-channel MOSFET, the device transconductance parameter is

 K
W
L

k
m

m
A V mA VN N= =

⎛
⎝⎜

⎞
⎠⎟

='

.
/ . /

2
0 25

200 1 602 2μ
μ

μ .

For the p-channel MOSFET, the device transconductance parameter is

 
K

W
L

k
m

m
A V mA VP P= =

⎛
⎝⎜

⎞
⎠⎟

='

.
/ . /

2
0 25

80 0 642 2μ
μ

μ .

If n- and p-channel MOSFETs are fabricated with the same aspect ratio, the n-chan-
nel MOSFETs have a device transconductance parameter that is 2.5 times larger.

4.4.2 Saturation Operation

Saturation operation occurs if the gate-to-source bias is more positive than the 
threshold and the drain-to-source bias is large enough to cause the channel to 
pinch off at the drain end. Pinch off at the drain end of the channel occurs when

 V V VDS GS T= − . (4.23)

Substituting this result in the equation for linear operation, we obtain the 
equation for saturated operation of the MOSFET:

 I
K

V V V V V V VD GS T GS T GS T DS= −( ) ≥ −( ) ≤
2

2
; and . (4.24)

Thus, in the saturation mode of operation, the MOSFET acts like a voltage-
controlled current source. The drain current is the controlled quantity and 
the gate-to-source bias is the controlling quantity.

Tables 4.2 and 4.3 summarize the long-channel drain current equations for 
n-MOS and p-MOS transistors.

4.4.3 Subthreshold Operation

Cutoff operation of the MOSFET (VGS < VT for an n-MOSFET or |VGS| < |VT| 
for a p-MOSFET) results in zero drain current, to a fi rst approximation. 
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The MOS Transistor 111

However, if the gate-to-source bias voltage is close to the threshold voltage, a 
non- negligible drain current will fl ow. This subthreshold current is of impor-
tance in modern low-voltage, low-power CMOS and memory circuits.

Whereas saturation or linear operation of the MOSFET is dominated by 
the drift of majority carriers, subthreshold operation occurs as the result of 
minority carrier diffusion [3]. Essentially, the device acts as a bipolar transis-
tor in which the source injects carriers into the channel region. These injected 
carriers diffuse the length of the channel and are collected by the drain. In 
an n-MOSFET, for example, electrons are injected into the (non-inverted) 
p-type channel region and diffuse to the drain, giving rise to a conventional 
current fl ow from the drain to the source.

If it is assumed that diffusion alone is responsible for the subthreshold 
current, then

 I qAD
dn
dy

qAD
n n L

L
D n n= − = −( ) ( )0

, (4.25)

TABLE 4.2

Drain Current Equations for a Long-Channel n-MOS Transistor

Mode Drain current equation Voltage conditions

Cutoff ID ≈ 0 V VGS TN−( ) ≤ 0

Linear I C
W
L

V V V
V

D n ox GS TN DS
DS= −( ) −

⎡

⎣
⎢

⎤

⎦
⎥μ

2

2
V V VDS GS TN≤ −( )

Saturation I C
W
L

V V
D n ox

GS TN=
−( )

μ
2

2
0 ≤ −( ) ≤V V VGS TN DS

Typically, μn cm Vs= 580 2 / . The drain current is assumed to be entering the drain terminal. 

Normally, VDS, VGS, and VTN are all positive.

TABLE 4.3

Drain Current Equations for a Long-Channel p-MOS Transistor

Mode Drain current equation Voltage conditions

Cutoff ID ≈ 0 V VGS TP−( ) ≥ 0

Linear I C
W
L

V V V
V

D p ox GS TP DS
DS= −( ) −

⎡

⎣
⎢

⎤

⎦
⎥μ

2

2
V V VDS GS TP≥ −( )

Saturation I C
W
L

V V
D p ox

GS TP=
−( )

μ
2

2
0 ≥ −( ) ≥V V VGS TP DS

Typically, μp cm Vs= 230 2 / . The drain current is assumed to be leaving the drain terminal. 

Normally, VDS, VGS, and VTP are all negative.
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where A is the effective cross section for the current fl ow. The electron con-
centrations at the source and drain ends of the channel are approximately

 n n
q
kT

po
s

( ) exp0 ≈ ⎛
⎝⎜

⎞
⎠⎟

ψ
, (4.26)

and

 n L n
q V

kT
po

s DS
( ) exp≈

−( )⎛

⎝⎜
⎞

⎠⎟
ψ

, (4.27)

where ψ s  is the band bending in the semiconductor. The effective thick-
ness of the inversion layer is kT qEs/ , where Es is the surface electric fi eld 
intensity. Thus,

 A
kTW
qE

kTW
q qNS

Si

a s
≈ = ε

ψ2
, (4.28)

where the band bending in the semiconductor is given by

 ψ ψs B
GS TV V

m
≈ +

−( )
2 . (4.29)

The unitless parameter m is given by

 m
C
C

dm

ox
= +1 , (4.30)

where Cdm is the maximum capacitance of the depletion layer under the oxide 
per unit area, and Cox is the oxide capacitance per unit area.

Combining the previous equations and making use of the Einstein rela-
tionship, we obtain the subthreshold current in the n-MOSFET:

 

I
W
L

qN kT
q

q V V
mkT

D n
Si a

B

GS T=
⎛
⎝⎜

⎞
⎠⎟

−( )⎛
⎝

μ ε
ψ4

2

exp ⎜⎜
⎞
⎠⎟

− −⎛
⎝⎜

⎞
⎠⎟

⎡
⎣
⎢

⎤
⎦
⎥

= −

1

1

exp

( )

qV
kT

W m
t

DS

n ox

o

μ ε
xx

GS T D

L
kT
q

q V V
mkT

qV⎛
⎝⎜

⎞
⎠⎟

−( )⎛
⎝⎜

⎞
⎠⎟

− −
2

1exp exp
SS

kT
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣
⎢

⎤
⎦
⎥

. (4.31)

In typical MOSFETs, 1 < m < 2.*

* m was assumed to be unity for the analysis of the linear and saturation regions of operation. This 
amounts to neglecting the change in the depletion layer charge compared with the inversion 
layer charge. However, this approximation is not appropriate for the subthreshold analysis. 
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If the drain-to-source bias is several times kT/q ~ 26 mV at room 
temperature, then the subthreshold current is independent of the drain-
to-source bias:

 I K m
kT
q

q V V
mkT

D
GS T≈ −( )⎛

⎝⎜
⎞
⎠⎟

−( )⎛
⎝⎜

⎞
⎠⎟

1

2

exp . (4.32)

An important fi gure for subthreshold operation is the subthreshold swing, 
defi ned as

 S
d I

dV
D

GS
≡

( )⎛

⎝⎜
⎞

⎠⎟

−
log10

1

. (4.33)

From Equation 4.32, the subthreshold swing is

 S
mkT

q
= 2 3. . (4.34)

Typically, room temperature operation of MOSFETs is characterized by a sub-
threshold swing of 100 mV, meaning that the subthreshold current changes 
by one decade for every 100 mV change in the gate-to-source bias. The prac-
tical implication of this is that the scaling of MOSFET threshold voltages 
below about |VT| < 300 mV is accompanied by signifi cant subthreshold cur-
rent at VGS = 0. As will be shown in Chapter 8, this is a signifi cant issue in the 
design of low-power CMOS circuits.

Example 4.6 Subthreshold Current in n-MOSFET

Calculate and plot the subthreshold drain current for an n-channel MOSFET with 
K mA V= 2 2/ , V VT = 0 3. , and m = 1 6. .

Solution: Assuming V kT qDS > 3 / , the subthreshold current is given by

 

I K m
kT
q

q V V
mkT

D
GS T≈ −( ) ⎛

⎝⎜
⎞
⎠⎟

−( )⎛
⎝⎜

⎞
⎠⎟

=

1

2

2

exp

.00 0 6 26
1 6 26

2 2mA V mV
V V

mV
GS T/ . exp

.
( )( )( ) −

( )( )
⎛

⎝⎜⎜
⎞

⎠⎟

= ( ) −⎛
⎝⎜

⎞
⎠⎟0 81

41
. exp .μA

V V
mV

GS T
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The results are plotted in Figure 4.11 along with the above-threshold saturation 
current for VGS > 0.3 V. In the subthreshold regime, the characteristic is a straight 
line on a semilog plot, showing that the subthreshold current increases exponen-
tially with the gate-to-source bias.

4.4.4 Transit Time

It takes a fi nite time for the majority carriers to traverse the channel in a 
conducting MOSFET. This delay is called the transit time tt. For the purpose 
of estimating propagation delays in MOS circuits, we usually assume that the 
transit time is much shorter than the circuit delays; this is called the quasi-
static assumption. However, in MOS circuits with very little external loading, 
the transit time presents a fundamental limitation to the switching speed.

In a long-channel n-channel MOSFET, the drift of electrons in the channel 
is governed by Ohm’s law and the low-fi eld mobility. The average electric 
fi eld intensity in the channel is approximately

 E
V

L
DS≈ . (4.35)

Therefore, the carriers move at a velocity of approximately

 v
V
L

n DS≈ μ , (4.36)

0 0.1 0.2 0.3 0.4 0.5 0.6
VGS (V)

D
ra

in
 c

ur
re

nt

1 nA

0.1 μA

10 μA

1 mA

FIGURE 4.11
Drain current as a function of the gate-to-source voltage, for subthreshold to above-threshold 

operation.
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so the transit time is

 t
L
v

L
V

t
n DS

= =
2

μ
. (4.37)

Therefore, the transit time increases with the square of the channel length.

Example 4.7 Transit Time in n-MOSFET

Estimate the transit time for n-channel MOSFETs with a 5 μm channel length in a 
5 V CMOS circuit.

Solution: Assuming an electron mobility of 580 cm2/Vs for electrons, the transit 
time is

 
t

L
V

cm

cm V s V
t

n DS
= =

×( )
( )( )

=
−

− −

2 4 2

2 1 1

5 10

580 5
86

μ
pps .

The quasi-static approximation is applicable if the circuit propagation delay is 
greater than the transit time.

4.5 Short-Channel MOSFETs

Aggressive scaling of MOSFETs, and in particular the channel lengths in 
MOSFETs, has resulted in devices that behave differently to the long-channel 
devices described in Section 4.4. First, the threshold voltage becomes a func-
tion of the channel length and width. (These phenomena are called the SCE 
and the NCE.) Second, the subthreshold characteristics may be degraded, so 
that the subthreshold current varies signifi cantly with the drain-to-source 
voltage, as a consequence of DIBL. Third, the electric fi eld intensity in the 
channel may be suffi ciently large so that the carriers reach their saturated 
velocity. Fourth, the effective channel length becomes a function of the 
drain-to-source bias because of channel length modulation. All of these effects 
are of practical importance in the design of high-performance CMOS circuits 

today.

4.5.1 The Short-Channel Effect

As a consequence of the SCE, the absolute value of the threshold voltage 
decreases with decreasing channel length. This may be understood on the 
basis of a charge sharing model [6] as illustrated in Figure 4.12.
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In the short-channel MOSFET, some of the fi eld lines in the source and 
drain depletion regions terminate on charges under the gate. In other words, 
some of the depletion layer charge under the gate is shared with the source 
and drain. Therefore, the threshold voltage should be estimated based on 
the trapezoidal region of charge under the gate. Then the threshold voltage 
is reduced, compared with long-channel value, by

 ΔV
qN t L L

L
W

qN t W W
L

T
a ox

ox
dm

a ox

ox

S D≈ −⎛
⎝
⎜

⎞
⎠
⎟ ≈ − +⎛

ε ε
'

2 2⎝⎝
⎜

⎞
⎠
⎟Wdm, (4.38)

where εox is the permittivity of oxide, tox is oxide thickness, W is the width 
of MOSFET channel, L is the length of the MOSFET channel, Wdm is the 
depletion width in semiconductor under inversion, WS is the source junction 
depletion width, and WD is the drain junction depletion width.

In practice, careful design can overcome the SCE because all of the MOSFETs 
may have the minimum channel length and, therefore, the same threshold 
voltage. However, in small width devices, the threshold also becomes depen-
dent on the device width. This requires that the implantation adjustment be 
designed so that the narrowest devices on the wafer have acceptable thresh-
old voltages.

4.5.2 Narrow-Channel Effect

Another small geometry effect is the NCE, by which the threshold volt-
age becomes a function of the device width. This occurs because the deple-
tion region under the channel extends beyond the width of the gate on 
either side of the device. Because the gate-to-source bias must support 
this extra charge, the threshold voltage is increased in a narrow-chan-
nel device. This offsets the threshold voltage reduction attributable to 
the SCE to some extent. However, the NCE can be problematic because 
design considerations may require signifi cant variations of device widths 
on a wafer.

Gate

n+ source n+ drain

L

L´
WS

WD

Wdm

FIGURE 4.12
Charge sharing and the SCE in a short-channel MOSFET.
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4.5.3 Drain-Induced Barrier Lowering

The subthreshold characteristics of a short-channel MOS transistor may 
degrade as a result of the DIBL [7]. In the subthreshold region of oper-
ation, charge carriers moving from the source to the drain experience 
a potential barrier at the interface as shown in Figure 4.13. This fi gure 
shows the surface potential versus the normalized distance along the 
channel, y/L, for three different conditions of channel length and bias. 
In a long-channel transistor, the potential is relatively fl at over most of 
the channel length, and the height of the potential barrier is unaffected 
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FIGURE 4.13
Surface potential as a function of normalized distance (y/L) for n-MOS transistors with the 

following: a, L = 6.25 μm and VDS = 0.5V; b, L = 1.25 μm and VDS = 0.5V; and c, L = 1.25 μm and 

VDS = 5V. (Based on Troutman, R.R., IEEE Trans. Electron. Dev., ED-26, 461, 1979.) 
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by the drain-to-source bias. This situation is represented by the curve for 
the case of L = 6.25 μm and VDS = 0.5 V. However, for a transistor with a 
shorter channel, the potential fails to fl atten out so the drain bias affects 
the height and position of the barrier, as shown by the two curves for the 
case of L = 1.25 μm. If the drain-to-source bias is increased from 0.5 to 
5 V, the barrier height decreases and the position of the peak potential 
moves toward the source. Therefore, an increase in the drain-to-source 
bias causes a reduction in the threshold voltage and an increase in the 
subthreshold current. This contrasts with the case of a long-channel 
device, for which the subthreshold current is essentially independent of 
the drain-to-source voltage. Therefore, a strong dependence of the sub-
threshold current on the drain-to-source bias can be taken as an indicator 
of short-channel behavior.

4.5.4 Channel Length Modulation

The drain current in a MOSFET saturates at the value of VDS that causes the 
channel to just pinch off at the drain end. Additional increase in VDS causes 
the pinch-off point to move into the channel, toward the source, as shown in 
Figure 4.14.

This increases the drain current by the ratio L L L/( )− Δ . In a long-channel 
MOSFET, this effect is of little consequence, because the percentage change 
in the drain current is small. However, the channel length modulation effect 
is important in short-channel MOSFETs [3]. Mathematically, the channel 
length modulation is modeled by multiplying the drain current expressions 
by a factor that increases linearly with the drain-to-source bias. For linear 
operation, the expression for the drain current including the channel length 
modulation is

 I K V V V
V

V V VD GS T DS
DS

DS GS T= −( ) −
⎡

⎣
⎢

⎤

⎦
⎥ +[ ] ≥

2

2
1 λ , aand V V VGS T DS−( ) ≥ , (4.39)

Gate

n+

Source
n+

Drain
L

ΔL

FIGURE 4.14
Channel length modulation in a short-channel MOSFET.
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where λ is the empirical channel length modulation parameter. Similarly, the 
equation for the saturated drain current becomes

 I
K

V V V V V V VD GS T DS GS T GS T= −( ) +( ) ≥ −( ) ≤
2

1
2 λ ; and VVDS . (4.40)

4.5.5 Field-Dependent Mobility and Velocity Saturation

At high electric fi eld intensities, the carrier drift velocities are no longer pro-
portional to the electric fi eld. Instead, there is approximately carrier velocity 
saturation, and this is an important effect in short-channel MOSFETs. In such 
devices, the onset of drain current saturation occurs at a lower drain-to-source 
bias than predicted in Section 4.4.2. Also, the magnitude of the saturated drain 
current is less than that predicted on the basis of the low-fi eld mobility [8]. 

Empirically, the carrier velocity versus fi eld characteristics can be fi t to the 
following [9,10]:

 

v
E

E
vsat

n n=

+ ⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

μ

μ
1

1/

, (4.41)

where μ is the carrier mobility, E is the electric fi eld intensity, vsat is the 
carrier saturation velocity, and n is an empirical parameter.

For holes in silicon, n = 1  and v cm ssatp = ×8 106 / . For electrons in silicon, 

n = 2  and v cm ssatn = ×9 106 / . (The saturation velocities in silicon MOSFETs 
are typically 20% lower than the bulk values.) For approximate hand calcula-
tions, we will assume n ≈ 1  for electrons and holes. Consider fi rst the n-MOS 
transistor with dimensions and biases as shown in Figure 4.15.

Gate

n+

Source
n+

Drain
x

y

z

L

W

tOX

VGS VDS

FIGURE 4.15
MOSFET structure for determination of the drain current with velocity saturation.
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Our starting point is the assumption that carriers move by drift only and 
that the drift is only in the y direction parallel to the interface (the gradual 
channel approximation). Based on this assumption, the drain current at a point 
y along the channel is

 I WQ V
dV dy
v dV dy

D i
n

n satn
= − ( )

+ ( )
μ

μ
/

/ /1
. (4.42)

Rearranging, we obtain

 I dy WQ V
I

v
dVD n i

n D

satn
= − +⎛

⎝⎜
⎞
⎠⎟

μ μ
( ) . (4.43)

Integrating both sides, we obtain the drain current for the linear mode of 
operation,

 I
W L Q V dV

V v L
D

n i

V

n DS satn

DS

=
− ( )

+ ( )
∫μ

μ

/ ( )

/
0

1
. (4.44)

The numerator is the same as the long-channel expression for the drain cur-
rent, so for linear operation with velocity saturation,

 I
C W L V V V V

V
D

n ox GS TN DS DS

n DS
=

( ) −( ) −⎡⎣ ⎤⎦
+

μ
μ

/ /2 2

1 // v Lsatn( )  (linear). (4.45)

The saturation point occurs at a lower value of drain-to-source voltage with 
velocity saturation, and this value VDSAT may be found from the solution of

 dI dVD DS/ = 0 . (4.46)

This yields

 V
V V

V V v L
DSAT

GS TN

n GS TN satn

=
−( )

+ + −( ) ( )
2

1 1 2μ /
. (4.47)

By substituting this into the drain current equation, we can fi nd the satura-
tion current

I C Wv V V
V V v L

D ox satn GS TN
n GS TN satn= −( ) + −( ) (1 2μ / )) −

+ −( ) ( ) +

1

1 2 1μn GS TN satnV V v L/
 (saturation). (4.48)
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Therefore, when carrier velocity saturation is taken into account the MOS tran-
sistor saturates at a lower drain-to-source voltage and with a reduced amount 
of drain current. This will tend to increase the propagation delays in MOS logic 
gates. It is also important to note that, in short-channel MOS transistors, the sat-
urated drain current becomes proportional to the device width, not the aspect 
ratio. The n = 2  case is qualitatively similar, but the analysis of the linear drain 
current is considerably more complex so it will not be considered for the purpose 
of approximate equations used in hand analysis and intuitive device design.

The case of the p-MOS transistor is quite similar, and the approximate 
drain current equations for both types of transistors are summarized in 
Tables 4.4 and 4.5.

Example 4.8  Comparison of Long-Channel and
Short-Channel Equations for n-MOSFETs

For an n-MOS transistor with L mN = 2 0. μ , W mN = 4 0. μ , and t nmox = 10 , 
compare the drain current characteristics calculated using the long-channel and 
short-channel equations. Repeat for the case of L mN = 0 2. μ , W mN = 0 4. μ , and 
t nmox = 5 . Assume that V VTN = 0 5.  in both cases.

Solution: For the 2 0. μm  transistor ( L mN = 2 0. μ , W mN = 4 0. μ , and t nmox = 10 ), 
the long-channel equations are

 

I

V V

A V V V V VD

GS

GS DS DS=

≤

−( ) −⎡⎣

0 0 5

400 0 5 22 2

; .

/ . /μ ⎤⎤⎦ ≤ −( )
−( ) ≤

; .

/ . / ;

V V V

A V V V V

DS GS

GS

0 5

400 0 5 2 02 2μ GGS DSV V−( ) ≤

⎧

⎨
⎪⎪

⎩
⎪
⎪ 0 5.

,

TABLE 4.4

Drain Current Equations for an n-MOS Transistor, Including the Effect of Carrier 
Velocity Saturation

Mode Drain current equation Voltage conditions

Cutoff ID ≈ 0 V VGS T≤

Linear I
C W L V V V V

V
D

ox n GS TN DS DS

n DS
=

( ) −( ) −⎡⎣ ⎤⎦
+

μ
μ

/ /2 2

1 // v Lsatn( )
V VDS DSAT≤

Saturation I C Wv

V V
V V v L

D ox satn

GS TN
n GS TN satn

=

−( )
+ −( ) (1 2μ / )) −

+ −( ) ( ) +

1

1 2 1μn GS TN satnV V v L/

V VDS DSAT≥

V
V V

V V v L
DSAT

GS TN

n GS TN satn

=
−( )

+ + −( ) ( )
2

1 1 2μ /

Typically, μn cm Vs= 580 2 /  and v cm ssatn = ×9 106 / . The drain current is assumed to be entering 

the drain terminal. Normally, VDS, VGS, and VTN are all positive.
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and the short-channel equations are

 

I

V V

A V V V V V
D

GS

GS DS DS
=

≤

−( ) −⎡⎣

0 0 5

400 0 5 22 2

; .

/ . /μ ⎤⎤⎦
+

≤

−( )
+

1 3 1

1240 0 5
1

V V
V V

A V V V

DS
DS DSAT

GS

/ .
;

/ .μ
VV V V

V V V
V

GS

GS

DS

−( ) −

+ −( ) +

0 5 1 55 1

1 0 5 1 55 1

. / .

. / .
; ≥≥

⎧

⎨

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

VDSAT

,

where

 V
V V

V V V
DSAT

GS

GS

=
−( )

+ + −( )
2 0 5

1 1 0 5 1 55

.

. / .
.

For the 0 2. μm  transistor ( L mN = 0 2. μ , W mN = 0 4. μ , and t nmox = 5 ), the long-
channel equations are

 

I

V V

A V V V V VD

GS

GS DS DS=

≤

−( ) −⎡⎣

0 0 5

800 0 5 22 2

; .

/ . /μ ⎤⎤⎦ ≤ −( )
−( ) ≤

; .

/ . / ;

V V V

A V V V V

DS GS

GS

0 5

800 0 5 2 02 2μ GGS DSV V−( ) ≤

⎧

⎨
⎪⎪

⎩
⎪
⎪ 0 5.

,

and the short-channel equations are

TABLE 4.5

Drain Current Equations for a p-MOS Transistor, Including the Effect of Carrier 
Velocity Saturation

Mode Drain current equation Voltage conditions

Cutoff ID ≈ 0 V VGS TP≥

Linear

I
C W L V V V V

V
D

ox p GS TP DS DS

p DS

=
( ) −( ) −⎡⎣ ⎤⎦

+

μ

μ

/ /2 2

1 // v Lsatp( )
V VDS DSAT≥

Saturation I C Wv

V V
V V v L

D ox satp

GS TP

p GS TP satp

= −

−( )
− −( )1 2μ / (( ) −

− −( ) ( ) +

1

1 2 1μp GS TP satpV V v L/

V VDS DSAT≤

V
V V

V V v L
DSAT

GS TP

n GS TP satp

=
−( )

+ − −( ) ( )
2

1 1 2μ /

Typically, μp cm Vs= 230 2 /  and v cm ssatp = ×8 106 / . The drain current is assumed to be leaving 

the drain terminal. Normally, VDS, VGS, and VTP are all negative.
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I

V V

A V V V V V
D

GS

GS DS DS
=

≤

−( ) −⎡⎣

0 0 5

800 0 5 22 2

; .

/ . /μ ⎤⎤⎦
+

≤

−( )
+

1 0 31

248 0 5
1

V V
V V

A V V V

DS
DS DSAT

GS

/ .
;

/ .μ
VV V V

V V V
V

GS

GS

−( ) −

+ −( ) +

0 5 0 155 1

1 0 5 0 155 1

. / .

. / .
; DDS DSATV≥

⎧

⎨

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

,

where

 
V

V V

V V V
DSAT

GS

GS

=
−( )

+ + −( )
2 0 5

1 1 0 5 0 155

.

. / .
.

As shown in Figure 4.16, the long-channel equations provide a reasonably good 
approximation to the actual characteristics for the 2μm  device, especially at lower 
values of the gate-to-source bias. Nonetheless, the long-channel equations overesti-
mate the drain current by up to 40% and also predict that the drain current saturates at 
higher drain-to-source voltages. With the 0 2. μm  device, the short-channel equations 
should be used. The long-channel equations overestimate the saturated drain cur-
rent by nearly a factor of fi ve for V VGS = 2 0. . (Generally, the long-channel MOSFET 
equations provide factor-of-two accuracy down to channel lengths of ~ .0 6μm .) This 
example illustrates the necessity of using short-channel equations when analyzing 
modern MOS transistors, which currently have physical gate lengths down to ~25 nm. 
Still, it is important to realize that the short-channel equations used for hand analysis 
fail to capture many of the details of short-channel MOSFET physics so SPICE simula-
tions must be used to accurately predict device behavior and circuit characteristics.

0
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FIGURE 4.16
n-MOS transistor characteristics calculated using long-channel (solid) and short-channel 

(dashed) equations, for transistors with channel lengths of 2μm and 0.2μm.
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Example 4.9 p-MOSFET Long-Channel and Short-Channel Equations

For an p-MOS transistor with L mP = 2 0. μ , W mP = 4 0. μ , and t nmox = 10 , 
compare the drain current characteristics calculated using the long-channel and 
short-channel equations. Repeat for the case of L mP = 0 2. μ , W mP = 0 4. μ , and 
t nmox = 5 . Assume that V VTP = −0 5.  in both cases.

Solution: For the 2 0. μm  transistor ( L mP = 2 0. μ , W mP = 4 0. μ , and t nmox = 10 ), 
the long-channel equations are

 

I

V V

A V V V V VD

GS

GS DS DS=

≤

−( ) −⎡⎣

0 0 5

160 0 5 22 2

; .

/ . /μ ⎤⎤⎦ ≤ −( )
−( ) ≤

; .

/ . / ;

V V V

A V V V V

DS GS

GS

0 5

160 0 5 2 02 2μ GGS DSV V−( ) ≤

⎧

⎨
⎪⎪

⎩
⎪
⎪ 0 5.

,

and the short-channel equations are

 

I

V V

A V V V V V
D

GS

GS DS DS
=

≤

+( ) −⎡⎣

0 0 5

160 0 5 22 2

; .

/ . /μ ⎤⎤⎦
−

≤

+( )
+

1 7 0

550 0 5
1

V V
V V

A V V V
V

DS
DS DSAT

GS

/ .
;

/ .μ
GGS

GS

DS D

V V

V V V
V V

+( ) −

+ −( ) +
≥

0 5 3 5 1

1 0 5 3 5 1

. / .

. / .
; SSAT

⎧

⎨

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

,

where

 
V

V V

V V V
DSAT

GS

GS

=
−( )

+ + −( )
2 0 5

1 1 0 5 3 5

.

. / .
.

For the 0 2. μm  transistor ( L mN = 0 2. μ , W mN = 0 4. μ , and t nmox = 5 ), the long-
channel equations are

 

I

V V

A V V V V VD

GS

GS DS DS=

≤

−( ) −⎡⎣

0 0 5

320 0 5 22 2

; .

/ . /μ ⎤⎤⎦ ≤ −( )
−( ) ≤

; .

/ . / ;

V V V

A V V V V

DS GS

GS

0 5

320 0 5 2 02 2μ GGS DSV V−( ) ≤

⎧

⎨
⎪⎪

⎩
⎪
⎪ 0 5.

,

and the short-channel equations are

 

I

V V

A V V V V V
D

GS

GS DS DS
=

≤

−( ) −⎡⎣

0 0 5

320 0 5 22 2

; .

/ . /μ ⎤⎤⎦
+

≤

−( )
+

1 0 7

220 0 5
1

V V
V V

A V V V
V

DS
DS DSAT

GS

/ .
;

/ .μ
GGS

GS

DS

V V

V V V
V

−( ) −

+ −( ) +
≥

0 5 0 35 1

1 0 5 0 35 1

. / .

. / .
; VVDSAT

⎧

⎨

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

,
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where

 
V

V V

V V V
DSAT

GS

GS

=
−( )

+ + −( )
2 0 5

1 1 0 5 0 35

.

. / .
.

As shown by Figure 4.17, it is true here as well that the long-channel equations 
lead to overestimates of the saturation current and the drain-to-source voltage giv-
ing rise to saturation. Because of the smaller low-fi eld mobility of holes compared 
with electrons, the long-channel MOSFET equations generally provide better 
accuracy for p-MOS transistors than n-MOS transistors having the same channel 
length. For p-MOS transistors, factor-of-two accuracy can generally be obtained 
down to channel lengths of ~ .0 25μm .

4.5.6 Transit Time in Short-Channel MOSFETs

In short-channel MOSFETs, the carriers may travel at close to the saturation 
velocity for the entire length of the channel. In this limit, the transit time is

 t
L

v
t

sat
= . (4.49)

Therefore, the transit time is directly proportional to the channel length in 
short-channel MOSFETs.

Example 4.10 Transit Time in a Short-Channel n-MOS Transistor

Estimate the transit time for n-channel MOSFETs with a 65 nm channel length in 
a 1.5 V CMOS circuit.

FIGURE 4.17
p-MOS transistor characteristics calculated using long-channel (solid) and short-channel 

(dashed) equations, for transistors with channel lengths of 2μm  and 0.2μm.
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Solution: The average channel fi eld for a saturated MOSFET is approximately

 
E

V
cm

V cm≈
×

= ×−
1 5

65 10
2 3 107

5.
. / .

Therefore, it is appropriate to assume that the electrons drift at their saturated 
velocity in the channel. The transit time is

 
t

L
v

cm
cm s

pst
sat

= = × =
−65 10

10
0 65

7

7 /
. .

The quasi-static approximation is applicable if the circuit propagation delay is 
greater than this transit time. 

4.6 MOSFET Design

The design rules for MOSFETs are based on the minimum dimensions, 
separations, and surrounds given in Table 4.6.

The basic design rules for a MOSFET are illustrated in Figure 4.18 for the 
case of an n-MOS transistor. The channel is formed when the polysilicon wire 
overlaps the active region. The minimum width for this polysilicon wire, and 
therefore the “printed gate length L,” is 2X (rule L1), and the polysilicon wire 
must extend beyond the active region by at least 1X on either side (rule L2). 
The nselect implant (not shown in these simplifi ed layout drawings) must 
extend 1X (rule S6) beyond the edges of the active region. The contact win-
dows are always 2X square (rule L3), but multiple contact openings are used 

(L3) 2X

1X
(L2)

1X (S2)

1X (S2)

(L1)
2X

(L3)
2X

1X
(S2)

1X
(S2)

(D2)
2X

FIGURE 4.18
n-MOS transistor design rules.
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TABLE 4.6

Scalable Layout Design Rules Adopted for Use in This Book

Rule Description Value

Minimum dimensions
L1 Gate length/polysilicon width 2X

L2 Extension of polysilicon gate beyond active region 1X

L3 Width of contact window 2X

L4 Width of active region 3X

L5 Width of implanted region 3X

L6 Width of metal 1 3X

L7 Width of metal 2 3X

Minimum separations
D1 Spacing between polysilicon gates/ wires 2X

D2 Spacing between polysilicon gate and S/D contact window 2X

D3 Spacing between contacts 2X

D4 Spacing between active regions 3X

D5 Spacing between implanted regions of same type 3X

D6 Spacing between metal 1 wires 3X

D7 Spacing between metal 2 wires 4X

D8 Spacing between implanted regions of opposite type 5X

Minimum surrounds
S1 Active region surrounding contact window 1X

S2 Metal 1 surrounding contact window 1X

S3 Metal 2 surrounding contact window 1X

S4 Polysilicon surrounding contact window 1X

S4 nselect or pselect surrounding contact window 1X

S6 nselect or pselect surrounding active region 1X

S7 n-Well surrounding p-MOS active region 5X

if additional contact area is needed. The metal placed over a contact opening 
must extend beyond the window edges by 1X in all directions (rule S2), and 
this metal must be spaced by at least 1X from the channel region. The total 
area of the transistor scales with X2, so that halving the minimum feature 
size will reduce the transistor area by a factor of one quarter.

In the case of a p-MOS transistor, an n-well surrounds the device as shown 
in Figure 4.19. The n-well must extend at least 5X out from the active region 
in all directions (rule S7). These scalable design rules apply for an n-well 
process, in which the n-MOS transistor is fabricated directly in the p-type 
substrate. In the case of a twin-well process, a p-type well is created for the 
n-MOS device, so there are additional rules associated with the p-well dimen-
sions. If absolute (rather than scalable) rules are used, they will apply to the 
same dimensions, separations, and extensions described above, but they will 
be in units of length rather than multiples of X.
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Often it is necessary to connect two or more MOSFETs in series as shown 
in Figure 4.20 for the case of two n-MOS transistors. In such a situation, it is 
not necessary to form source and drain contact regions between the series 
connected transistors; instead, the common nselect region between the two 
channels forms the drain of one transistor and the source of the other. The 
minimum separation between the two polysilicon gates is 2X (rule D1). 

In many situations, it is also necessary to place two MOS transistors in 
parallel, to create the desired logic function or perhaps just to increase the 
overall current drive capability, as shown in Figure 4.21. These two transis-
tors share a single source region. Multiple contacts have been used for both 
drains as well as the common source. These contact areas are 2X in width 
(rule L3) and are spaced by 2X (rule D3). 

(L3) 2X

1X
(L2)

1X
(S2)

(L1)
2X

(L3)
2X

1X
(S2)

1X
(S2)

(D2)
2X

1X
(S2)

(S7)
5X

(S7)
5X

FIGURE 4.19
p-MOS transistor design rules.

(L3) 2X

1X
(L2)

1X (S2)

1X (S2)

(L1)
2X

(L3)
2X

1X
(S2)

1X
(S2)

(D2)
2X

(L1)
2X

2X
(D1)

FIGURE 4.20
Design rules for series-connected n-MOS transistors.
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The MOS Transistor 129

Example 4.11 Layout Area for n-MOS Transistors

Estimate the layout area, in terms of X 2 , for an n-MOS transistor with a 
K mA V= 1 2/ . Repeat for an n-MOSFET with double the device transconductance 
parameter. Account for the fact that nselect regions of adjacent n-MOS transistors 
must be separated by at least 3X and assume that t nmox = 9 .

Solution: The process transconductance parameter is

 
′ = =

( )( ) ×− − −

k
t

cm V s F
N

n ox

ox

μ ε 580 3 9 8 85 102 1 1 14. . //
/

cm

cm
A V

( )
×

=−9 10
2207

2μ .

The required aspect ratio is

 

W
L

K
k

A V
A V

N

N

N

N
=

′
= =1000

220
4 6

2

2

μ
μ

/
/

. ,

and, assuming the minimum gate length of 2X is used, the gate width should be 
9.2X. The transistor layout using this width is shown in Figure 4.22. The con-
tact windows are all made 2X square and must be separated by 2X. The number 
of contact windows is determined by the maximum number that will fi t using 
these rules and is therefore two in this device. If we attribute one-half of the 
separation between the nselect regions to this transistor, then the overall area 

(L3) 2X

1X
(L2)

(L1)
2X

(S2)
1X(D2)

2X

(L1)
2X

(D3) 2X

(S2)
1X

FIGURE 4.21
Design rules for parallel-connected n-MOS transistors.
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130 Digital Integrated Circuits

is A X X XN1000
212 2 15 183= ( )( ) ≈. . Using a minimum gate length of 0.6 μm, 

X m= 0 3. μ , and A mN1000
216 5≈ . μ .

For K mA V= 2 2/ , the required aspect ratio is doubled to 9.2 and the gate width 
should be 18.4X. The transistor layout using the increased width is shown in Figure 
4.23. Here four contact windows should be used for the source and drain. The 
overall area is A X X XN2000

221 4 15 321= ( )( ) ≈. .  Using a minimum gate length of 
2 0 6X m= . μ , A mN2000

228 9≈ . μ ; in other words, doubling the device transconduc-
tance parameter did not double the required layout area. Here, the 100% increase in 
K required a 75% increase in the device area, but this ratio will generally depend on 
the absolute device widths attributable to the constant (overhead) contributions.

Example 4.12 Layout Area for p-MOS Transistors

Estimate the layout area, in terms of X 2 , for a p-MOS transistor with a K mA V= 1 2/  
Account for the n-well with its minimum extension of 5X in all directions beyond 
the pselect region and assume that t nmox = 9 .

Solution: The process transconductance parameter is

 
′ = =

( )( ) ×− − −

k
t

cm V s F
P

p ox

ox

μ ε 230 3 9 8 85 102 1 1 14. . //
/

cm

cm
A V

( )
×

=−9 10
887

2μ .

2X1X

9.2X

1.5X*

15X

12.2X

1X1.5X

4X

Source Drain

Active

* Active areas must be spaced by at least 3X.

Gate

FIGURE 4.22
Example layout of a n-MOSFET with K mA V= 1

2
/ .
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The required aspect ratio is

 

W
L

K
k

A V
A V

P

P

P

P
=

′
= =1000

88
11 4

2

2

μ
μ

/
/

. ,

and, assuming the minimum gate length of 2X is used, the gate width should be 
22.8X. The transistor layout using this width is shown in Figure 4.24. Five contact 
windows may be used each for the source and drain. If the n-well surround (5X 
in all directions) is included, the overall area is A X X XP1000

222 32 8 722= ( ) ( ) ≈. .  
Using a minimum gate length of 2 0 6X m= . μ , A mP1000

265≈ μ . The actual area 

2X1X

18.4X

1.5X*

15X

21.4X

1X1.5X

4X

Source Drain

Active

* Active areas must be spaced by at least 3X.

Gate

FIGURE 4.23
Example layout of a n-MOSFET with K mA V= 2

2
/ .
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2X

1X

2X

22.8X

22X

32.8X

1X

2X

4X

SourceDrain

Active

n-well

Gate

FIGURE 4.24
Example layout of a p-MOSFET with K mA V= 1 2/ .

associated with the transistor will vary depending on whether the adjacent tran-
sistors are n-MOS or p-MOS devices. A neighboring p-MOS device can share 
the n-well, thereby reducing the effective area per device. Either way, a p-MOS 
device consumes more area than an n-MOSFET having the same device transcon-
ductance value.
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The MOS Transistor 133

4.7 MOSFET Capacitances

For practical CMOS digital circuits, the propagation delays exceed the carrier 
transit times by a factor of 10; therefore, the parasitic capacitances limit the 
switching speed. Most of this capacitance is associated with the MOS tran-
sistors themselves, both the driving devices and the load devices, although 
occasionally the interconnect capacitance is important as well.

There are two important types of capacitances in a MOSFET: (1) the capaci-
tances associated with the gate oxide, and (2) those associated with the 
depletion regions of p-n junctions. The oxide capacitances appear between 
the gate and the source, the gate and the drain, and the gate and the body. 
The p-n junction capacitances appear between the S/D implanted regions 
and the body. Figure 4.25 shows the circuit diagram of an n-MOS transistor 
with its fi ve important capacitances: Cgs, Cgd, and Cgb are oxide capacitances, 
whereas Cdb and Csb are p-n junction capacitances.

A third type of parasitic capacitance is introduced as a result of the fring-
ing electric fi elds between the gate and the S/D contacts. Although this con-
tribution may be neglected in long-channel devices, it plays an increasingly 
important role in deeply scaled MOS devices.

D

S

BG

Cgs

Cgd Cdb

Csb

Cgb

FIGURE 4.25
An n-MOS transistor with the important device capacitances.
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4.7.1 Oxide Capacitances

The oxide capacitances in a MOSFET are distributed throughout device and 
depend on the biasing, making their exact determination quite complex. 
Fortunately, some simple approximations may be made based on the physical 
pictures of Figure 4.26a–c for the purpose of hand performance calculations. 

Gate

n+

Source
n+

Drain

L

W

tOX

LOV LOV
(a)

Gate

n+
Source

n+
Drain

L

W

tOX

Inversion layer

LOV LOV
(b)

Gate

n+

Source
n+

Drain

L

W

tOX

Inversion layer

LOV LOV
(c)

FIGURE 4.26
Oxide capacitances in an n-MOS transistor for (a) cutoff, (b) saturated, and (c) linear operation.
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These illustrations show the oxide contributions to the device capacitances 
for an n-MOS transistor in the cutoff, saturation, and linear modes of opera-
tion, respectively (Table 4.7).

In the case of cutoff operation (Figure 4.26a), there is no inversion layer, so 
the parallel plate capacitance WLCox , of the gate oxide appears between the 
gate and the p-type body. The contributions to Cgs and Cgd are attributable 
to the overlap of the gate with the S/D implantations. If we assume that the 
device structure is symmetric, with equal overlaps at the source and drain, 
then C cutoff C cutoff WL Cgs gd OV ox( ) ( )≈ ≈ .

For saturation operation (Figure 4.26b), part of the parallel plate 
capacitance appears between the gate and source. The exact value of 
Cgs depends on the details of the device geometry, material param-
eters, and bias point; however the usual rule of thumb is to assume 
C sat WLC WL Cgs ox OV ox( ) /≈ +2 3  . Because the channel pinches off at the 
drain end, the parallel plate capacitance does not contribute to the gate-
to-drain capacitance and C sat WL Cgd OV ox( ) ≈ . The electrons in the channel 
shield the body from the gate so that C satgb( ) ≈ 0 .

In the linear region of operation (Figure 4.26c), the inversion layer 
extends from the source to the drain, and the parallel plate capacitance 
of the oxide splits roughly evenly between the source and the drain: 
C linear C linear WLC WL Cgs gd ox OV ox( ) ( ) /≈ ≈ +2 . Here again the shielding 
behavior of the channel carriers results in C lineargb( ) ≈ 0 .

The simple approximations given here do not account for the detailed 
variation of the capacitances with the applied voltages. Also, for a 
MOSFET in a logic gate circuit, the Miller effect may increase the effec-
tive value of a feedback capacitance, such as Cgd. For hand calculations, 
however, it is often adequate to assume that the three capacitances act in 
parallel, between the gate and AC ground, with a total worst-case value of 
C WLC WL Cg ox OV ox≈ + 2 .

The case of a p-MOS transistor is fundamentally similar. However, the 
drain/source implantations use a separate implantation step, using a differ-
ent dopant (boron) and different implantation conditions. Therefore, the S/D 
overlaps will not be the same as for the n-MOS devices.

TABLE 4.7

Oxide Capacitances in a MOSFET

Mode Cgs Cgb Cgd

Cutoff WL COV ox WLCox WL COV ox

Saturation 2 3WLC WL Cox OV ox/ + 0 WL COV ox

Linear WLC WL Cox OV ox/ 2 + 0 WLC WL Cox OV ox/ 2 +
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136 Digital Integrated Circuits

4.7.2 p-n Junction Capacitances

As discussed in Chapter 3, any p-n junction exhibits a voltage-dependent 
capacitance associated with its depletion layer. In a MOSFET, the source 
and drain regions form p-n junctions with the body region of opposite 
conductivity type (either the substrate or n-well). This results in parasitic 
capacitances Csb and Cgb that can greatly infl uence switching speed.

As with the oxide contributions, these are distributed capacitances 
associated with complex device geometries so that their exact calculation is 
complex. However, we can make some useful estimates based on the simple 
geometry shown in Figure 4.27. Here the source and drain regions are 
assumed to be box shaped with a junction depth xj. The width of the device 
is W, and the lengths of the source and drain are LS and LD, respectively. 
Cbot and Csw represent the depletion layer capacitances per unit area for the 
bottom and sidewall junctions, respectively; Csw will be considerably higher 
than Cbot if a channel stopper implant is used. This channel stopper makes 
the doping heavier than the surrounding body (p+ for an n-MOS transistor) 
to prevent the formation of a parasitic channel between devices. As a 
consequence, the depletion width is reduced and the junction capacitance 
is increased.

The total junction capacitance acting between the source and the body 
involves the bottom and three sidewalls of the implanted source region. The 
capacitance of the sidewall facing the channel region can often be neglected. 
If the depletion layer capacitances per unit area are Cbot and Csw for the 
bottom and sidewalls, respectively, then the source capacitance is

 C WL C x L W Csb S bot j S sw≈ + +( )2 . (4.50)

Similarly, the total depletion layer capacitance connected to the drain is

 C WL C x L W Cdb D bot j D sw≈ + +( )2 . (4.51)

Drain

Body
LS

W
xj

LD

Gate oxide
Cbot

Csw

CswCbot

Csw

Csw

Csw

Source

Csw

FIGURE 4.27
Junction capacitances associated with the S/D implanted regions of a MOSFET.

TAF-6987X_AYERS-09-0307-C004.ind136   136TAF-6987X_AYERS-09-0307-C004.ind136   136 8/22/09   3:25:22 PM8/22/09   3:25:22 PM
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Generally, the depletion capacitance for a p-n junction depends on the volt-
age bias. For hand calculations, the usual practice is to use an effective value 
of capacitance, averaged over the range of applied voltage. Thus, if the junc-
tion voltage varies from an initial value V1 to a fi nal value of V2, the effective 
junction capacitance is

 C
C V

V V m
V
V

V
V

J
J bi

bi

m

=
−( ) −( ) −⎛
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⎞
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− −
−

0

1 2

2

1

1

1
1 1

bbi
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⎞
⎠⎟

⎡

⎣
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⎢

⎤

⎦
⎥
⎥

−1

, (4.52)

where CJO is the zero-bias capacitance, Vbi is the built-in potential for the 
junction, and m is the grading coeffi cient for the junction. The grading coef-
fi cient is a function of the doping gradient and varies from 1/3 for a linearly 
graded junction to ½ for an abrupt junction.

Figure 4.28 shows a simplifi ed model for the capacitances in an n-MOS 
transistor with the source and body grounded. Here the three oxide-related 
capacitances act approximately in parallel. (Note however that, if the drain is 
not at AC ground, the Miller effect will alter the effective value of Cgd.) The 
source-to-body capacitance Csb is unimportant if the source and body are 
both grounded.

Example 4.13 MOSFET Capacitances

Estimate the capacitances associated with the n-MOS transistor shown in Figure 
4.29, assuming that the source and body are grounded, VGS = 5V, and the drain 
makes a transition from 5 to ~0 V. The dimensions of the device are as follows: 
W = 2 μm, tox = 25 nm, L = 0.5 μm, LD = LS = 2 μm, xj = 0.2 μm, and LOV = 0.1 

D

S

G CD = Cdb

CG = Cgs + Cgd + Cgb

FIGURE 4.28
Simplifi ed model for the capacitances in an n-MOS transistor.
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μm. Assume abrupt source and drain junctions with Nd = 1019 cm−3. The substrate 
doping concentration is Na = 1016 cm−3, whereas the sidewall (channel stopper) 
doping is Na = 1017 cm−3.

Solution: The oxide capacitance per unit area is
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The worst-case oxide capacitance between the gate and AC ground is
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For the p-n junctions at the bottom of the source and drain diffusions,
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and the zero-bias depletion capacitance per unit area is
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FIGURE 4.29
Example n-MOS transistor for the calculation of device capacitances.
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For the p-n junctions at the sidewalls,
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and with zero bias,
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The source-to-body capacitance need not be considered because both the body 
and source are grounded. The drain makes a transition from 5 to ~0 V; with the 
body grounded, Vdb transitions from −5 to 0 V. (The minus sign accounts for the 
reverse bias on the drain-to-body p-n junction.) The effective junction capaci-
tances are
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The effective capacitance acting between the drain and ground is thus
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The resulting model is shown in Figure 4.30. In this example, CG and CD are 
comparable in value. Despite this, the input capacitance CG is usually far more 
important in determining circuit speed. Consider an inverter made from the 
example n-MOS transistor. Most of the capacitance loading the output node 
(drain) is associated with the gate capacitances of the N fan-out gates. Only under 
unloaded or lightly loaded (small N) conditions will the output capacitance CD be 
important in speed calculations.
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4.7.3 The Miller Effect

For an n-MOS transistor used in a inverter circuit with the source grounded 
as shown in Figure 4.31, the displacement current in the feedback capaci-
tance Cgd depends on both the input and output voltage waveforms. If, for 
example, the input voltage makes a transition from zero to VDD whereas the 
output makes a transition from VDD to zero, the voltage vC across the feed-
back capacitor makes a transition from –VDD to +VDD; in other words, Cgd 
experiences a voltage swing of 2VDD. If we model the effect of this capaci-
tance at the input with an effective capacitance connected to ground, then 
its value must be 2Cgd to correctly account for the doubled average displace-
ment current in the actual feedback capacitor. Similarly, to model the effect 
of the feedback capacitance at the output with a grounded capacitance, we 

D

S

G 1.35fF

1.93fF

FIGURE 4.30
Model of example n-MOS transistor with parasitic capacitances.
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IN OUT

MNO
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VDD
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VDD

vC
+ –

FIGURE 4.31
MOS inverter with a feedback capacitance for consideration of the Miller effect.

TAF-6987X_AYERS-09-0307-C004.ind140   140TAF-6987X_AYERS-09-0307-C004.ind140   140 8/22/09   3:25:23 PM8/22/09   3:25:23 PM



The MOS Transistor 141

must use an effective value of 2Cgd. Figure 4.32 shows the MOS inverter with 
the ground-connected capacitances. Here CMi and CMo are referred to as the 
input and output Miller capacitances, respectively, and this overall behavior is 
termed the Miller effect.

Here we should emphasize two important points regarding the Miller 
effect. (1) In a MOS digital circuit, the feedback capacitance is effectively 
doubled with regard to its effect on the circuit speed. (2) Use of the simple 
model presented here, with CMi = 2Cf, allows accurate prediction of only 
the average displacement current in the feedback capacitance for hand cal-
culations. The instantaneous displacement current in the actual circuit 
might depart considerably from the value predicted using the Miller input 

capacitance, because in general C C AMi f= −( )1 , where A is the voltage 
gain for the circuit. To obtain C CMi f= 2 , we have assumed the average 
voltage gain A = −1 for an inverter, but digital inverter circuits are highly 
nonlinear.

4.8 MOSFET Constant-Field Scaling

The steady improvements in the performance and density of CMOS dig-
ital integrated circuits over the past few decades have been achieved by 
reduction, or scaling, of the device dimensions. Ideally, the scaling of device 
dimensions should be accompanied by voltage reductions by the same 

VDD

IN OUT

MNO

0

VDD
Load

device 

0

VDD

CMi = 2C gd CMo = 2C gd

FIGURE 4.32
MOS inverter with shown with effective capacitances acting between the input and ground 

(the input Miller capacitance C Mi) and between the output and ground (the output Miller 

capacitance CMo).
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142 Digital Integrated Circuits

 factor so that the electric fi eld intensities remain unchanged. This approach 
helps to avoid high-fi eld effects such as increased leakage currents, device 
degradation, and breakdown. Thus, if the device dimensions W, L, tox, xj, 
LD, LS, and LOV are all scaled by a factor 1/κ , where κ > 1 , then the volt-
ages V DD and VT should also be scaled by the same factor 1/κ . To scale the 
junction depletion widths by this same factor, the doping concentrations 
must be scaled by approximately κ . Table 4.8 summarizes the ideal case 
of constant-fi eld scaling. In Chapter 6, we will revisit the issue of scaling, 
with a discussion of other scaling approaches and how they impact circuit 
performance.

4.9 SPICE MOSFET Models

The complex physical behavior of modern short-channel MOS transistors 
mandates use of the computer tool SPICE for accurate circuit performance 
predictions. All SPICE MOSFET models are based on the circuit diagram 
of Figure 4.33. They differ primarily in the complexity of the model for the 
dependent current source. The level 1 model is the simplest, allowing short 
computation times while providing reasonable accuracy for most pur-
poses. The level 2 model is more accurate, accounting for the bias depen-
dent carrier mobility and carrier velocity saturation. It also provides a more 
accurate model for the channel length modulation. The level 3 model was 
developed to provide accuracy similar to the level 2 model but with shorter 
computational times. However, none of these models achieves the required 
level of accuracy for design and analysis of modern CMOS digital circuits, 

TABLE 4.8

Constant-Field Scaling of MOSFET Devices

Device parameters Scale multiplier

L, W, tox, xj 1/κ

VDD, VT 1/κ
Na, Nd κ
Cox κ

CG 1/κ
k’ κ
K κ

ID 1/κ

Device area 1 2/κ
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so they have been supplanted by the Berkeley short-channel IGFET* model 
(BSIM) [11–16].

Here the level 1 model will fi rst be described because it bears a close 
resemblance to the equations developed for hand calculations and because 
it serves as a good starting point for work with SPICE. The BSIM will also 
be described because of its prevalence in industry. This model is not used 
in a course on digital integrated circuits because its complexity actually 
obscures some of the relationships between device parameters and circuit 
performance. However, the reader should be aware that a transition to VLSI 
design with deep-submicrometer MOS transistors will require use of a BSIM 
to obtain accurate performance predictions.

* Insulated gate fi eld effect transistor (IGFET) is another name for the MOSFET.

CGD CBD

CGS CBS

CGB

R S

R D

ID

D

S

G B

FIGURE 4.33
SPICE model for the MOSFET.
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144 Digital Integrated Circuits

4.9.1 MOSFET Level 1 Model

The level 1 MOSFET model (Table 4.9) is based on the circuit diagram of 
Figure 4.33. Here RD and RS are the parasitic resistances in the drain and 
source, respectively. CGS, CGD, and CGB are the gate-to-source, gate-to-drain, 
and gate-to-body capacitances, respectively. CBS and CBD are the body-to-
source and body-to-drain capacitances, respectively. The diodes are parasitic 
p-n junctions between the S/D regions and the body; they are reverse biased 
under normal operating conditions.

TABLE 4.9

MOSFET Level 1 SPICE Parameters

Symbol Spice name Description Units Default Typical

k ' KP Process transconductance 

parameter

A/V2 2E–5 1E–4

VTO VTO Threshold voltage with

VBS = 0

V 1.0 0.5

γ GAMMA Body effect coeffi cient V1/2 0 0.30

2φF PHI Surface inversion potential V 0.6 0.7

λ LAMBDA Channel-length modulation 

parameter

V−1 0 0.02

tox TOX Oxide thickness M 1E–7 2E–8

Na NSUB Substrate doping cm−3 0 1E15

μ0 UO Carrier mobility cm2/Vs 600 580

Is IS S/D junction reverse saturation 

current

A 1E–14 1E–15

Js JS S/D junction reverse saturation 

current density

A/m2 0 1E–8

Vbi PB S/D junction built-in voltage V 0.8 0.75

Cj0 CJ S/D junction capacitance per unit 

area at zero bias

F/m2 0 2E–4

Mj MJ S/D junction grading coeffi cient 0.5 0.5

Cj0sw CJSW S/D sidewall junction capacitance 

per unit periphery

F/m 0 1E–9

Mjsw MJSW S/D sidewall junction grading 

coeffi cient

0.33 0.33

CGSO CGSO Gate-source overlap capacitance 

per unit gate width

F/m 0 4E–10

CGDO CGDO Gate-drain capacitance per unit 

gate width

F/m 0 4E–10

CGBO CGBO Gate-body overlap capacitance 

per unit gate width

F/m 0 2E–10

RD RD Drain series resistance Ω 0 10

RS RS Source series resistance Ω 0 10
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For the calculation of the drain current, the level 1 model accounts for 
channel length modulation and the modifi cation of the threshold voltage by 
the body effect, but carrier velocity saturation is not included. The level 1 equa-
tions for the threshold voltage and drain current are therefore as follows:

 V VTO GAMMA PHI V PHIT SB= + + −( ) ; (4.53)

 I
KP width

length
V V V LAMBDAD GS T DS= −( ) +( )

2
1

2
, (saturation); (4.54)

and

 I
KP width

length
V V V

V
VD GS T DS

DS= −( ) −
⎡

⎣
⎢

⎤

⎦
⎥ +

2 2
1

2

DDSLAMBDA( ) , (linear), (4.55)

where VGS is the gate-to-source voltage, VDS is the drain-to-source voltage, 
VSB is the source-to-body voltage, ID is the drain current source, VTO is the 
threshold voltage with zero body to source bias, PHI is 2ϕF, width is the 
gate width, length is the gate length, KP is the process transconductance 
parameter, and LAMBDA is the channel length modulation parameter. KP, 
LAMBDA, VTO, and PHI are SPICE model parameters, but width and length 
are not; instead, these are associated with particular devices. 

There are redundant SPICE model parameters that allow alternative means 
to specify a device model. For example, it is possible to enter the oxide thick-
ness (TOX) and carrier mobility (UO) rather than the process transconductance 
parameter, which will then be calculated from

 KP
UO

TOX
ox= ε . (4.56)

If UO, TOX, and KP are all specifi ed in the model, then the highest level param-
eter (KP) will override the others. In similar manner, GAMMA may be specifi ed 
directly in the model or calculated from the values of NSUB and TOX:

 GAMMA
q NSUB

TOX
Si

ox
=

2 ε
ε /

. (4.57)

The voltage-dependent device capacitances are calculated by including the 
parallel plate gate oxide capacitance, the oxide overlap capacitances, and the 
depletion layer capacitances for the S/D p-n junctions as described in Section 
4.7. Thus, the gate-to-source capacitance is the sum of the

 C V V V
width length

TOX
widtgs s GS DS BS

ox= ( ) ⋅ ⋅
+κ ε

, , hh CGSO⋅ , (4.58)
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where κ s GS DS BSV V V, ,( )  is a scale factor between 0 and 1, which accounts 
for the dependence of the gate-to-source oxide capacitance on the mode of 
operation and bias voltages, and CGSO is the gate-to-source overlap capaci-
tance per unit gate width. The gate-to-drain and gate-to-body capacitances 
are calculated in similar manner using

 C V V V
width length

TOX
widtgd d GS DS BS

ox= ( ) ⋅ ⋅
+κ ε

, , hh CGDO⋅ , (4.59)

and

 C V V V
width length

TOX
widtgb b GS DS BS

ox= ( ) ⋅ ⋅
+κ ε

, , hh CGBO⋅ , (4.60)

but with distinct voltage-dependent scale factors. 
The S/D junction capacitances are also voltage-bias dependent and are cal-

culated using

 C
CJ AD

V PB

CJSW PD

V PB
bd

BD
MJ

BD
MJSW= ⋅

−( )
+ ⋅

−( )1 1/ /
 (4.61)

and

 C
CJ AS

V PB

CJSW PS

V PB
bs

BS
MJ

BS
MJSW= ⋅

−( )
+ ⋅

−( )1 1/ /
, (4.62)

where AS and AD are the areas of the source and drain, and PS and PD are 
the perimeters of the source and drain. AS, AD, PS, and PD are specifi ed for 
each particular device rather than in the model statement.

4.9.2  Berkeley Short-Channel Insulated Gate 
Field Effect Transistor Model

The BSIM, available in several versions, accounts for subthreshold conduc-
tion, fi eld-dependent mobility, mobility reduction attributable to the vertical 
fi eld, velocity saturation, SCEs and NCEs, channel length modulation, bias 
dependence of the depletion layer charge under the gate, threshold voltage 
roll-off, non-uniform doping effects, and DIBL. The following subsections 
will give a brief introduction to the BSIM1 model.

There are now four generations of BSIM models as well as a BSIMSOI 
model for SOI transistors. The BSIM4 MOSFET model incorporates a num-
ber of refi nements that make it applicable to sub-100 nm transistors and radio 
frequency analog circuits. For complete descriptions of these models, the 
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reader is referred to the BSIM user manuals provided by the University of 
California, Berkeley [17].

4.9.2.1 BSIM1 Parameters

Many of the BSIM1 parameters are adjusted for the effective channel length 
and width. In general, an electrical parameter ′Z  is determined using

 ′ = +
−

+
−

Z Z
LZ

L DL
WZ

W DW
, (4.63)

where the effective channel length is L L DLeff = − , and the effective chan-
nel width is W W DWeff = − . L  and W  are the drawn channel length and 
channel width, as determined the lithography, whereas DL and DW  are the 
reductions of the length and width in the physical device attributable to lat-
eral doping effects and encroachment. This approach has been used because
DL and DW generally do not scale with L  and W .

Table 4.10 summarizes the BSIM1 parameters and their coeffi cients for L , W  
variation. Not all of the BSIM1 parameters bear a clear connection to the under-
lying device physics; in fact, for short-channel devices, the BSIM1 parameters 
may lose all physical signifi cance to become merely fi tting parameters based 
on measured electrical characteristics.

TABLE 4.10

BSIM1 Model Parameters

BSIM1 

parameter Description Units L , W variation

VFB Flat band voltage V LVFB WVFB

PHI Surface inversion potential V LPHI WPHI

K1 Body effect coeffi cient V1/2 LK1 WK1

K2 Darin/source depletion charge sharing 

coeffi cient

LK2 WK2

ETA Zero-bias drain-induced barrier lowering 

coeffi cient 

LETA WETA

MUZ Zero-bias mobility cm2/Vs

DL Shortening of channel μm

DW Narrowing of channel μm

UO Zero-bias transverse fi eld mobility degradation 

coeffi cient
V−1 LUO WUO

U1 Zero-bias velocity saturation coeffi cient μm/V LU1 WU1

X2MZ Sensitivity of mobility to substrate bias at

VDS = VDD

cm2/Vs LX2MZ WX2MZ

(Continued)
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BSIM1 

parameter Description Units L , W variation

X2E Sensitivity of DIBL to substrate bias V−1 LX2E WX2E

X3E Sensitivity of DIBL to drain bias at VDS = VDD V−1 LX3E WX3E

X2U0 Sensitivity of transverse fi eld mobility 

degradation to effective substrate bias
V−2 LX2U0 WX2U0

X2U1 Sensitivity of velocity saturation effect to 

substrate bias
μm/V2 LX2U1 WX2U1

MUS Mobility at zero substrate bias with VDS = VDD cm2/Vs LMUS WMUS

X2MS Sensitivity of mobility to substrate bias at VDS = VDD cm2/Vs LX2MS WX2MS

X3MS Sensitivity of mobility to drain bias at VDS = VDD cm2/Vs LX3MS WX3MS

X3U1 Sensitivity of velocity saturation effect on drain 

bias at VDS = VDD

μm/V2 LX3U1 WX3U1

TOX Gate oxide thickness μm

TEMP Temperature at which parameters were measured oC

VDD Supply voltage for measurements V

CGSO Gate-source overlap capacitance per unit 

channel width

F/m

CGBO Gate-body overlap capacitance per unit channel 

width

F/m

XPART* Gate-oxide capacitance charge sharing fl ag

N0 Zero-bias subthreshold slope coeffi cient LN0 WN0

NB Sensitivity of subthreshold slope to body bias LNB WNB

ND Sensitivity of subthreshold slope to drain bias LND WND

RSH S/D sheet resistance Ω/square

JS Reverse saturation current density for S/D 

junctions

A/m2

PB Built-in potential for S/D junctions V

MJ Grading coeffi cient for S/D junctions

PBSW Built-in potential for S/D sidewall junctions V

MJSW Grading coeffi cient for S/D sidewall junctions

CJ Zero-bias S/D junction capacitance per unit area F/m2

CJSW Zero bias S/D sidewall junction capacitance per 

unit length

F/m

WDF S/D default width m

DELL S/D junction length reduction m

*  If XPART = 0, then the S/D saturation charge partitioning is 60%/40%. If XPART = 1, then the 

partitioning is 100%/0%.

TABLE 4.10 (Continued)

4.9.2.2 BSIM1 Threshold Voltage

The threshold voltage is calculated by

V VFB PHI K PHI V K PHI V ETH SB SB= ′ + ′ + ′ ⋅ ′ + − ′ ⋅ ′ +( ) −1 2 TTADB VDS′ ⋅ , (4.64)
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where

 ETADB ETA X E V X E V VDDSB DS′ = ′ − ′ ⋅ + ′ ⋅ −( )2 3 . (4.65)

Accurate determination of the threshold voltage is very important 
because of its strong effect on the drain current, especially in low-voltage 
circuits.

4.9.2.3 BSIM1 Drain Current-Linear Region

In the linear region of operation, the drain current is calculated by

 
I

MU
U Z V V

C W DW L DL
V U Z L D

D
GS TH

ox

DS
= ′

+ ′ ⋅ −( )⎡⎣ ⎤⎦
⋅ −( ) −( )

+ ⋅ ′ −
0

1 0 1 1

/

/ LL( ) ⋅

 V V V aVGS TH DS DS−( ) −⎡⎣ ⎤⎦
2 2/ , (4.66)

where

 a
gK

PHI VSB

= + ′
′ +

1
1

2
 (4.67)

and

 g
PHI VSB

= −
+ ′ +( )1

1

1 744 0 8364. .
. (4.68)

The mobility parameter MU ′0 is found by interpolation using the values of 
MU0  for VDS = 0  and V VDS DD= :

 MUO V MUZ X MZ VDS SB=( ) = ′ − ′ ⋅0 2  (4.69)

and

 MUO V V MUS X MS VDS DD SB=( ) = ′ − ′ ⋅2 . (4.70)

The mobility degradation parameters are found by

 U Z U X U VSB0 0 2 0′ = ′ − ′ ⋅  (4.71)

and

 U Z U X U V U U V VDDSB DS1 1 2 1 3 1′ = ′ − ′ ⋅ + ′ ⋅ −( ) . (4.72)
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4.9.2.4 BSIM1 Drain Current-Saturation Region

In the linear region of operation, the drain current is calculated by

 I
MU

U Z V V
C W DW L DL

D
GS TH

ox= ′
+ ′ ⋅ −( )⎡⎣ ⎤⎦

⋅
−( ) −(0

1 0

/ )) ⋅ −( )
2

2

aK
V VGS TH , (4.73)

where

 K
v vc c=

+ + +1 1 2

2
, (4.74)

 v
U Z
L DL

V V
a

c
GS TH= ′

−
⋅

−( )1
, (4.75)

and

 a
gK

PHI VSB

= + ′
′ +

1
1

2
 (4.76)

4.9.2.5 BSIM1 Drain Current-Subthreshold Region

In the subthreshold, or weak inversion, region for which VGS < VTH, the drain 
current is calculated using

 I
I I
I I

D =
⋅
+

exp limit

exp limit

, (4.77)

where

 
I MU C

W DW
L DL

kT
q

q V V
N kT

ox
GS TH

exp = ′ ⋅ ⋅ −
−

⎛
⎝⎜

⎞
⎠⎟

( ) −( )
′

⎛
0 1 8

2

exp . exp
⎝⎝⎜

⎞
⎠⎟

 − −⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

1 exp
qV
kT

DS
,

 

(4.78)

 I
MU C W DW

L DL
kT
q

ox
limit = ′ ⋅ ⋅ −

−
⎛
⎝⎜

⎞
⎠⎟

0

2

3
2

, (4.79)

and the subthreshold slope parameter is given by

 ′ = ′ − ′ ⋅ + ′ ⋅N N NB V ND VSB DS0 . (4.80)

4.9.2.6 Hand Calculations Related to the BSIM1

The complexity of the BSIM drain current equations precludes their use for 
hand calculations and also obscures the relationships between device design 
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and circuit performance. However, good design is nearly always based on 
a clear understanding of these relationships and their use as a guide when 
making design improvements. Otherwise, the designer must rely on a time-
consuming trial and error approach that tends to yield an inferior solution. 
Here simple approximations are given to facilitate hand analysis and design 
using short-channel devices with a BSIM1 description.

The threshold voltage may be estimated from

 V VFB PHI K PHI V K PHI VT SB SB≈ + + ⋅ + − ⋅ +( )1 2 , (4.81)

and the drain current may be estimated using the set of equations

 I
MUZ C W

L
V V V VD

ox
GS T DS DS≈ ⋅ ⋅ ⋅ −( ) −⎡⎣ ⎤⎦ ⋅2 2/

 U Z L V+ ( )1 1 / DDS⎡⎣ ⎤⎦(linear), (4.82)

 I
MUZ C W

L
V V U Z L VD

ox
GS T DS≈ ⋅ ⋅ ⋅ −( ) ⋅ + ( )⎡⎣ ⎤⎦2

1 1
2

/  (saturation), (4.83)

and

 I
MUZ C W

L
kT
q

q V V
N

D
ox GS T≈ ⋅ ⋅ ⎛

⎝⎜
⎞
⎠⎟

( ) ⋅
−( )

⋅

2

1 8
0

exp . exp
kkT

⎛
⎝⎜

⎞
⎠⎟

 (subthreshold). (4.84)

By relating these equations to the simple hand analysis equations developed 
in the previous sections of this chapter, we fi nd that the approximate process 
transconductance parameter is 

 k MUZ Cox' ≈ ⋅ , (4.85)

and the approximate channel length modulation parameter is

 λ ≈ U Z L1 / . (4.86)

The approximate subthreshold parameter is

 m N≈ 0 . (4.87)

4.10 SPICE Demonstrations

For the purpose of illustration, simulations were performed using 
Cadence Capture CIS 10.1.0 PSpice (Cadence Design Systems, San Jose, 
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CA). The level 1 MOS transistor model parameters given in Tables 4.11 
and 4.12 were used unless otherwise noted. The process transconduc-
tance parameters were calculated assuming an oxide thickness of 9 nm. 
For n-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (4.88)

and for p-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / . (4.89)

The overlap capacitances per unit gate width were determined with the 
assumption that L mOV = 0 1. μ :

 CGSO
F cm cm

=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

 (4.90)

and

 

CGDO
F cm cm

=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

. (4.91)

TABLE 4.11

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO 0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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The body effect coeffi cient was calculated from

 

GAMMA
q N

C

C

Si a

ox
=

=
×( )( ) ×−

2

2 1 602 10 11 9 8 8519

ε

. . . 110 10

3 9 8 85 10

14 16 3

14

− −

−

( )( )
( ) ×( )

F cm cm

F cm

/

. . / //

. ./

9 10

0 15

7

1 2

×

≈

− cm

V

SPICE Example 4.1 n-MOSFET Characteristics with λ = 0

Characteristic curves (ID as a function of VDS with VGS as a parameter) were devel-
oped using a DC sweep of VDS and a nested parametric sweep of VGS with the 
circuit of Figure 4.34. The channel length modulation parameter λ  was set to 
zero for these simulations. The resulting characteristic curves in Figure 4.35 are 
fl at within the saturation region.

TABLE 4.12

p-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 88u A/V2

VTO �0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm−3

UO 230 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m

VGS

VDS

MN
MBreakn

Width = 1.2u
Length = 0.6u

I

FIGURE 4.34
SPICE circuit used for the determination of the characteristic curves for an n-MOS transistor.
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SPICE Example 4.2 Channel Length Modulation in an n-MOS Transistor

Figure 4.36 shows characteristic curves for a n-MOS transistor with λ = 0 05. . 
Accounting for the channel length, modulation increases the drain current by at 
most 12.5% here, and usually we will neglect the channel length modulation for 
the purpose of approximate hand calculations.

0 0.5 1 1.5 2 2.5
VDS (V)

I D
 (m

A
)

 

0

0.2

0.4

0.6

0.8

1.0
VGS = 2.5V

2.0V

1.5V

1.0V

λ = 0

FIGURE 4.35.
Characteristic curves for the n-MOS transistor of Figure 4.34.

0 0.5 1 1.5 2 2.5
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λ =

0
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0.8

1.0
VGS = 2.5V

2.0V

1.5V

1.0V

I D
 (m

A
)

FIGURE 4.36
n-MOS transistor characteristics for the case of λ = 0 05. .
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VGS

VDS
MN

MBreakn
Width = 1.2u

Length = 0.6u

DC = 2.5
AC = 0
TRAN = 0

I

VBS

FIGURE 4.37
Circuit for the determination of the drain current as a function of VGS with VBS as a parameter.

SPICE Example 4.3 Body Effect in an n-MOS Transistor

To explore the body effect in an n-MOS transistor, the circuit of Figure 4.37 was 
used with a DC sweep of the gate-to-source voltage and a parametric sweep of 
the body-to-source bias. As can be seen from Figure 4.38, the application of a 
negative bias on the body makes the threshold voltage more positive. Also, for 
saturated operation at a given value of VGS, a negative body-to-source voltage 
decreases the drain current.

0 0.5 1 1.5 2 2.5
VGS (V)

0

0.2

0.4
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0.8

1.0

VBS = 0

–4V

–8V

I D
 (m

A
)

FIGURE 4.38
Drain current as a function of the drain-to-source voltage with body-to-source bias as a param-

eter for an n-MOS transistor.
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SPICE Example 4.4 p-MOSFET Characteristics

Characteristic curves were determined for a p-MOS transistor using the circuit of 
Figure 4.39 with a DC sweep of VDS and a parametric sweep of VGS. All values of 
VGS and VDS are negative, but the drain current fl owing out of the drain is consid-
ered positive. As shown in Figure 4.40, the maximum saturated drain current (~0.4 
mA) is less than in the case of the n-MOS transistor (~1.0 mA) because of the lower 
process transconductance parameter.

4.11 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

4.12 Summary

The MOSFET (or MOS transistor) is presently the most important device for 
digital integrated circuits. CMOS integrated circuits use complementary 
pairs of enhancement-type (normally off) n-MOS and p-MOS transistors. 
The threshold voltages for these devices may be determined based on the 
metal-semiconductor work function difference, the doping in the semicon-
ductor, and the charge in the gate insulator. 

An MOS transistor can operate in one of three modes: linear, saturation, 
and cutoff. The current versus voltage characteristics for a long-channel 
MOS transistor may be calculated based on the assumption that carriers 

VGS VDS
I

MP
MBreakp

Width = 1.2u
Length = 0.6u

FIGURE 4.39
Circuit used for the determination of the characteristics for a p-MOS transistor. 
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drift according to their low-fi eld mobilities. For short-channel MOSFETs, it is 
necessary to account for carrier velocity saturation. In the subthreshold (cut-
off) region of operation, current fl ow is attributable to diffusion of minority 
carriers from the source to the drain. This mode of operation is important in 
determining the standby dissipation in VLSI circuits.

The capacitances in an MOS transistor include contributions attributable 
to the gate oxide and also the p-n junctions formed at the source and drain. 
These capacitances are important in determining the delay times of MOS 
circuits.

Short-channel MOS transistors behave differently to long-channel devices 
in several important ways. As a consequence of the SCE, the threshold volt-
age is decreased in absolute value compared with a similar long-channel 
device. There is also an NCE, which changes the threshold voltage in the 
opposite sense and compensates partly for the SCE. The current-voltage 
characteristics are infl uenced strongly by carrier velocity saturation, as men-
tioned above. DIBL causes a degradation of the subthreshold characteristics 
and an increase in the subthreshold current.

SPICE modeling is necessary for accurate performance predictions of 
MOS digital circuits. The SPICE level 1 MOSFET model is closely related 
to the simple electrical models used for hand analysis of MOS circuits. 
The BSIM is considerably more complex but provides improved accu-
racy for short-channel MOS transistors; it is therefore used extensively in 
industry.
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FIGURE 4.40
Characteristics for a p-MOS transistor.
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4.13 Exercises

E4.1.  An n-MOS transistor is fabricated with tox = 6nm  and 

N cma = × −1 2 1016 3. . The gate is heavily doped n-polysilicon (with 
the Fermi level coincident with the conduction band), and there 

are 9 1010 2× −cm  positive charges in the oxide. What is the zero-
bias threshold voltage for this device? Is it an enhancement-type 
or depletion-type device?

E4.2.  Find the zero-bias threshold voltage for an n-MOS transistor 

with tox = 8nm  and N cma = × −9 1015 3 . The gate is heavily doped 
n-polysilicon (with the Fermi level coincident with the conduc-

tion band), there are 1 1 1011 2. × −cm  positive charges in the oxide, 

and a boron dose of 1 2 1012 2. × −cm  is implanted to adjust the 
threshold voltage.

E4.3.  An n-MOS transistor is fabricated with tox = 5nm  and 

N cma = × −1 3 1016 3. . The gate is heavily doped n-polysilicon 
(with the Fermi level coincident with the conduction band), and 

there are 1 0 1011 2. × −cm  positive charges in the oxide. Describe 
the necessary ion implantation step (type of impurity and dose) 
necessary to produce a depletion-type device with a threshold 
voltage of −0.3 V. 

E4.4.  A metal gate n-MOS transistor has φms V= −0 7. . If tox = 8nm,  

Na = 12 × 1016 cm–3, and there are 0 9 1011 2. × −cm  positive charges 
in the oxide, what is the necessary boron ion implantation dose 
to shift the zero-bias threshold voltage to 0.4 V?

E4.5.  Calculate the zero-bias threshold voltage for a p-channel 

MOSFET with tox = 6nm  and N cmd = −1016 3 . Assume that the 
gate is heavily doped p-polysilicon (with the Fermi level coinci-

dent with the valence band) and that there are 1011 2cm−
 posi-

tive charges in the oxide. A phosphorus dose of 5 1011 2× −cm  is 
implanted to adjust the threshold voltage.

E4.6.  Consider a p-MOS transistor with tox = 7nm  and 

N cmd = × −8 1015 3 . Determine the required ion implantation 
(impurity and dose) to shift the zero-bias threshold by −0.2 V.

E4.7.  Consider a p-channel MOSFET with a metal gate hav-

ing φms V= +0 6. , t nmox = 5 , and N cmd = −1016 3 . There are 

1 1 1011 2. × −cm  positive charges in the oxide. Determine the nec-
essary ion implantation step (type of impurity and dose) to shift 
the zero-bias threshold voltage to −0.3 V. 

E4.8.  An n-MOS transistor is fabricated with t nmox = 6  and 

N cma = × −1 1016 3 . The gate is heavily doped n-polysilicon (with 
the Fermi level coincident with the conduction band), there are 

1 0 1011 2. × −cm  positive charges in the oxide, and a boron dose 

of 1 5 1012 2. × −cm  is implanted to adjust the threshold voltage. 
Determine the body bias VBS necessary to shift the threshold 
voltage to +0.5 V.
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 E4.9.  A p-MOS transistor is fabricated with t nmox = 5  and 

N cmd = × −1 1016 3 . The gate is heavily doped n-polysilicon (with 
the Fermi level coincident with the conduction band), there are 

1 0 1011 2. × −cm  positive charges in the oxide, and a phosphorus 

dose of 1 5 1012 2. × −cm  is implanted to adjust the threshold volt-
age. Find the threshold voltage with a body bias V VBS = 2 5. . 

E4.10.  Consider n-channel and p-channel silicon MOSFETs fabricated 
on the same wafer with channel lengths of 1.0-μm-thick and 
20-nm-thick silicon dioxide:

    (1)  Determine the process transconductance parameters for 
n-channel and p-channel devices.

    (2)  Determine the required aspect ratios for n-MOS and p-MOS 
transistors such that the device transconductance param-
eters are both 0.5 mA/V2

E4.11.  An n-MOS transistor with dimensions L mN = 0 6. μ  and 
W mN = 2 4. μ . If the device transconductance parameter is 
determined to be 0.9 mA/V2, what is the approximate oxide 
thickness?

E4.12.  For an n-MOS transistor with t nmox = 5 , L mN = 0 1. μ , and 
W mN = 0 2. μ , calculate the saturated drain current with 
V V VGS TN− = 0 5.  based on (1) the long-channel equation and (2) 
the short-channel equation. Which is more appropriate?

E4.13.  For a p-MOS transistor with t nmox = 5 , L mP = 0 1. μ , and 
W mP = 0 2. μ , calculate the saturated drain current with 
V V VGS TP− = −0 5. based on (1) the long-channel equation and 
(2) the short-channel equation. Which is more appropriate?

E4.14.  Calculate the characteristic curves for an n-MOS transistor 
t nmox = 5 , L mN = 0 6. μ , WN = 1.2 μm, and V VTN = 0 3.  assuming 
that the long-channel equations are applicable.

E4.15.  Calculate the characteristic curves for an n-MOS transistor 
t nmox = 5 , L mN = 0 1. μ , W mN = 0 3. μ , and V VTN = 0 3.  using the 
short-channel equations.

E4.16.  Find the subthreshold power dissipation in an n-MOS transis-
tor with t nmox = 6 , L mN = 0 25. μ , W mN = 0 5. μ , V VTN = 0 3. , 
V VDS = 1 5. , and V VGS = 0 . The subthreshold swing is 95 mV. 

E4.17.  Plot the subthreshold current as a function of the gate-to-source 
bias for an n-MOS transistor with t nmox = 4 , L mN = 0 15. ,μ ,
W mN = 0 3. μ , V VTN = 0 3. , and V kT qDS >> 3 / , if the subthresh-
old swing is 100 mV. 

E4.18.  Estimate the transit time for an n-channel MOSFET with 
L nm= 45  and VDS = 1V, assuming (1) the constant mobility 
model and (2) the velocity saturation model. Which model is 
more appropriate?

E4.19.  Create the layout design for an n-channel MOSFET so that 

I mADsat = 2  with V VGS = 2 5. . t nmox = 10 , V VTN = 0 5. , and 

2 1X m= μ .
E4.20.  Create the layout design for a p-MOS transistor so that 

I mADsat = 2  with V VGS = −2 5. . t nmox = 10 , V VTP = −0 5. , and 

2 1X m= μ .
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E4.21.  Create the layout design for an n-channel MOSFET so that 
I mADsat = 2  with V VGS = 1 0. . t nmox = 4 , V VTN = 0 3. , and 
2 0 1X m= . μ . Set the gate length equal to 2X and use the short-

channel equation for IDsat .
E4.22.  Create the layout design for a p-MOSFET so that I mADsat = 2  

with V VGS = 1 0. . t nmox = 4 , V VTP = −0 3. , and 2 0 1X m= . μ . Set 
the gate length equal to 2X and use the short-channel equation 
for IDsat .

E4.23.  An n-MOS transistor has dimensions t nmox = 4 , W m= 0 5. ,μ
L m= 0 25. μ , L mOV = 0 05. μ , L L mD S= = 1 0. μ , and x mj = 0 05. μ . 

The substrate doping concentration is N cma = −1016 3 , the side-

wall (channel stopper) doping is N cma = × −5 1016 3 , and the S/D 

regions are doped to the concentration of N cmd = −1018 3 . Find 
the worst-case capacitance between the gate and ground. 

E4.24.  An n-MOS transistor has dimensions t nmox = 4 , W m= 0 5. ,μ  
L m= 0 25. μ , L mOV = 0 05. μ , L L mD S= = 1 0. μ , and x mj = 0 05. μ . 

The substrate doping concentration is N cma = −1016 3 , the side-

wall (channel stopper) doping is N cma = × −5 1016 3 , and the S/D 

regions are doped to the concentration of N cmd = −1018 3 . Estimate 
the zero-bias capacitance between the drain and ground.

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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5
MOS Gate Circuits

5.1 Inverter Static Characteristics

The simplest MOS gate circuit is an inverter made using a single n-channel 
MOSFET switch with a pull-up device as shown in Figure 5.1. The pull-
up device could be a resistor, as in Figure 5.1a, or an active device, as in 
Figure 5.1c.

The output voltage versus input voltage characteristic (voltage transfer 
characteristic) may be determined by equating the current in the switch 
MOSFET with the current in the pull-up device. For example, in the case of 
a MOS inverter with a resistor pull-up device, the drain current IDO  in the 
MOSFET switch is given by

 

I V V V V

K V V

DO IN TO OUT OUT

NO IN TN

= −( ) −⎡⎣ ⎤⎦
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/ ;
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≤≤ ≤

≤ ≤ +( )
+( ) ≤

V V

V V V V

V V V

IN T

T IN OUT T

OUT T IN

(cutoff)

(linear)

(saturration)

 (5.1)

where KO  and VTO  are the device transconductance parameter and thresh-
old voltage for the switch device MNO, and the resistor current is given by

 I
V V

R
L

DD OUT= −
, (5.2)

where VDD  is the supply voltage, and R is the value of the load resistor. The 
voltage transfer characteristic, VOUT as a function of VIN, may be determined 
from

 I V V I V VDO IN OUT L IN OUT, ,( ) = ( ) . (5.3)
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164 Digital Integrated Circuits

Analytical solutions can be found for each of the three regimes given in 
Equation 5.1.

It is also possible to determine the drain current and output voltage by a 
graphical method referred to as the “load curve analysis.” Here, the drain cur-
rent IDO and the pull-up resistor current IL are both plotted as functions of VOUT, 
for a particular value of VIN. The intersection of the MOSFET characteristic with 
the “load curve” provides the solution. Figure 5.2 shows an example of this 
load curve analysis applied to an MOS inverter with a resistive load, for the 

case of V VIN = 1 0. . The circuit parameters are V VDD = 2 5. , K A VNO = 100 2μ / ,
V VTO = 0 5.  , and R k= 50 Ω . The solution, found from the intersection of the 
transistor characteristic and the load curve, is I ADD = 25μ  and V VDD = 1 25. .

Pull-up
device

)c()b()a(
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OUT

MNO

VDD

IN

OUT

MNO
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VDD

IN MNO

MNL

OUT

FIGURE 5.1
MOS inverter designs: (a) General MOS inverter using an n-channel MOSFET switch and a 

pull-up device, (b) MOS inverter using a pull-up resistor, and (c) MOS inverter using a deple-

tion mode n-channel MOSFET as the pull-up device.
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FIGURE 5.2
Load curve analysis for a resistor-loaded MOS inverter.
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MOS Gate Circuits 165

The graphical analysis may be extended to a range of input voltages to deter-
mine the voltage transfer characteristic (VOUT as a function of VIN); this load sur-
face analysis is illustrated in Figure 5.3. Here, the drain current is plotted as a 
function of both VIN and VOUT for both the pull-down and pull-up devices. The 
intersection of these two surfaces provides the solution, and its projection onto 
the voltage plane is the voltage transfer characteristic (shown in Figure 5.4).

This same graphical analysis can be applied to the MOS inverter with a 
depletion-type load as shown in Figure 5.1c. As in the previous circuit, the 
drain current IDO  in the MOSFET switch is given by
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 (5.4)

where KO  and VTO  are the device transconductance parameter and thresh-
old voltage for the switch device MNO. The drain current in the pull-up device 
is given by
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VDD = 2.5V

IN

OUT

MNO
KNO = 10 0μ A/V2

VTO = 0.5V

R L
50 kΩ

V
OUT  (V) VIN (V)

D
ra

in
 cu

rr
en

t (
μA

)

200

150

100

50

0
2.5

2.0
1.5

1.0
0.5

0 0
0.5

1.0
1.5

2.0
2.5

FIGURE 5.3
Load surface analysis for a resistor-loaded MOS inverter.
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where KL  and VTL  are the device transconductance parameter and threshold 
voltage for the pull-up device MNL. Figure 5.5 shows the load curve analysis 
with VIN = 1.5 V, and Figure 5.6 shows the load surface analysis. The voltage 
transfer characteristic, determined from the projection of the load surface 
solution into the voltage plane, is shown in Figure 5.7. In this fi gure, the three 
regions are labeled according to the mode of operation for the pull-down 
device.
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FIGURE 5.4
Voltage transfer characteristic for a resistor-loaded MOS inverter.
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FIGURE 5.5
Load curve analysis for an MOS inverter with a depletion-type load.
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5.2 Critical Voltages

Analytic expressions can be found for the critical input and output voltages 
of the depletion-loaded MOS inverter by equating the drain currents in the 
pull-down and pull-up devices. These include the output low voltage, the 
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FIGURE 5.6
Load surface analysis for an MOS inverter with a depletion-type load.
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Voltage transfer characteristic for an MOS inverter with a depletion-type load. The mode of 

operation for the pull-down device is annotated in the three regions of the fi gure.
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output high voltage, the input low voltage, the input high voltage, and the 
switching threshold. For this purpose, we will consider the depletion-loaded 
MOS inverter circuit depicted in Figure 5.8.

5.2.1 Output High-Voltage VOH

With a logic zero input, the switch transistor MNO is cutoff. For the load device 
MNL, the drain current is zero, and the device is in the ohmic region of opera-
tion. Therefore, the drain to source voltage for the load is zero and 

 V VOH DD=  (5.6)

5.2.2 Output Low-Voltage VOL

With a logic one input, the switch transistor operates in the ohmic region 
while the load transistor is saturated. Equating the drain currents for the two 
devices, we have

 
K V V V
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OL L
TL−( ) −
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⎤

⎦
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2
2

2 2
,
 

(5.7)

where KO and KL are the device transconductance parameters for MNO and 
MNL, respectively, VTO and VTL are the threshold voltage for MNO and MNL, 
respectively, and it has been assumed that VIN = VDD (VOH  from a similar 
gate). Solving for VOL, we obtain

 
V V V V V

K
K

VOL DD TO DD TO
L

O
TL= − ± −( ) − ⎛

⎝⎜
⎞
⎠⎟

2 2 .
 

(5.8)

VDD

OUT

MNO
KO, VTO

IDL

IDO

IN

MNL
KL, VTL

FIGURE 5.8
MOS inverter with a depletion-type pull-up device.
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MOS Gate Circuits 169

Notice that the quadratic formula predicts two solutions; however, the solu-
tion stemming from use of the plus sign is nonphysical and must be dis-
carded. We can conclude that the output low voltage depends on the ratio 
of the device transconductance parameters but not their absolute values. 
Hence, we can scale both devices up or down in size without affecting the 
output low voltage.

5.2.3 Input Low-Voltage VIL

The input low voltage for the depletion loaded MOS inverter can be deter-
mined with the assumption that MNO is saturated and MNL is linear. Then the 
drain currents can be written as

 I
K

V VDO
O

IN TO= −( )
2

2
 (5.9)

and

 I K V V V
V V

DL L TL DD OUT
DD OUT= −( ) −( ) −

−( )⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

2

2
. (5.10)

If we equate the drain currents, then

 I IDO DL= , (5.11)

 dI dIDO DL= , (5.12)

and

 
∂
∂

= ∂
∂

I
V

dV
I

V
dVDO

IN
IN

DL

OUT
OUT . (5.13)

The slope of the transfer characteristic can therefore be determined using the 
partial derivatives:

 dV
dV

I
V
I

V

K V V
K V

OUT

IN

DO

IN

DL

OUT

O IN TO

L T
=

∂
∂
∂

∂

=
−( )

LL L DD OUTK V V+ −( )
. (5.14)

By defi nition, this slope is −1 at the input low voltage. Therefore,

 
K V V

K V K V V
O IN TO

L TL L DD OUT V VIN IL

−( )
+ −( ) = −

=

1 . (5.15)
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Solving for VOUT, we obtain

 V
K
K

V V V VOUT
O

L
IN TO TL DD= −( ) + + . (5.16)

Substituting this result into Equation 5.15 and solving, we obtain the input 
low voltage:

 V V
K

K K K
VIL TO

L

O L O

TL= +
+ 2

. (5.17)

5.2.4 Input High-Voltage VIH

For the determination of VIH, we start with the assumption that MNO is linear 
and MNL is saturated. Then the drain currents are given by

 I K V V V
V

DO O IN TO OUT
OUT= −( ) −

⎡

⎣
⎢

⎤

⎦
⎥

2

2
 (5.18)

and

 I
K V

DL
L TL=

2

2
. (5.19)

The drain currents are equal,

 I IDO DL= , (5.20)

so that

 dI dIDO DL= . (5.21)

However, IDL is constant so that

 
∂
∂

= ∂
∂

=I
V

I
V

DL

IN

DL

OUT
0. (5.22)

Therefore,

 
∂
∂

+ ∂
∂

=I
V

dV
I

V
dVDO

IN
IN

DO

OUT
OUT 0, (5.23)
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and the slope of the voltage transfer characteristic can be found from

 

dV
dV

I
V
I

V

OUT

IN

DO

IN

DO

OUT

=

∂
∂

− ∂
∂

. (5.24)

By defi nition, the input high voltage is the value of input voltage for which 
the slope of the voltage transfer characteristic is −1. Using this condition and 
solving, we obtain

 V V V
K
K

IH TO TL
L

O
= + 2

3
. (5.25)

5.2.5 Switching Threshold (Midpoint) Voltage VM

The switching threshold voltage, also known as the midpoint voltage VM, 
is the value of the input voltage for which VOUT = VIN. With this condition, 
the gate-to-source and drain-to-source voltages are equal for the pull-down 
device so it is saturated. The pull-up device is also saturated, so by equating 
the drain currents we have

 
K

V V
K VO

M TO
L TL

2 2

2
2

−( ) = . (5.26)

Solving, we obtain

 V V V
K
K

M TO TL
L

O
= − . (5.27)

Example 5.1 Design for VOL

Design a depletion load MOS inverter with VDD = 3.3V, VTO = 0.6V, and VTL = −0.4V. 
The fabrication process uses 0.6 μm technology with tox = 9 nm and μn = 580 
cm2/Vs.

Solution: The transistors should be sized so that VOL is several tenths of a volt less 
than VTO, if we are to limit the “off” drain current in MNO to an acceptable value. 
If we design for V VOL ≤ 0 3. , then the required ratio of device transconductance 
parameters is

 
K
K

V

V V V
V

VO

L

TL

DD TO OL
OL

≥
−( ) −

⎡

⎣
⎢

⎤

⎦
⎥

= −2

2

2

2
2

0 4( . )

22 3 3 0 6 0 3
0 3

2

1
9 52

. . .
( . ) .

V V V
V−( ) −

⎡

⎣
⎢

⎤

⎦
⎥

≈
.

TAF-6987X_AYERS-09-0307-C005.ind171   171TAF-6987X_AYERS-09-0307-C005.ind171   171 8/22/09   3:26:16 PM8/22/09   3:26:16 PM



172 Digital Integrated Circuits

Therefore,

 W L
W L

O O

L L

/
/ .

≥ 1
9 5

,

where WO and LO are the width and length of MNO, respectively, and WL and LL are 
the width and length of the load device MNL, respectively. There are other restric-
tions on the transistor sizing that are imposed by speed requirements as well, but 
to satisfy the DC constraints, we could use K KO L/ /= 1 2 . If the channel lengths 
are both set to the minimum dimension, L L mO L= = 0 6. μ , then W WO L/ /= 1 2 , 
and we could choose the specifi c values W mO = 3μ  and W mL = 6μ . Then

 

V V V V V
K
K

V

V

OL DD TO DD TO
L

O
TL= − − −( ) −

⎛
⎝⎜

⎞
⎠⎟

= −

2 2

3 3. 00 6 3 3 0 6 0 5 0 4

0 0149

2 2. . . . .

. .

V V V V

V

− −( ) − ( ) −( )
=

This meets the original design goal of V VOL ≤ 0 3. .

Example 5.2 Voltage Transfer Characteristic

Determine the voltage transfer characteristic for the MOS inverter of Figure 5.9.

Solution: The process transconductance parameter for the transistors is 

 
′ = =

( )( ) ×( −

k
t

cm Vs F cmn OX

OX

μ ε 580 3 9 8 85 102 14/ . . / ))
×

=−9 10
0 227

2

cm
mA V. / .

The device transconductance parameters are

VDD = 3.3V

IN

OUT

MNO
3/0.6

MNL
6/0.6

VTL = –0.4 V
VTO = 0.6V
tOX = 9 nm

FIGURE 5.9
Example MOS inverter for the calculation of the voltage transfer characteristic.
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 K k
W
L

mA V
m
m

mA VL
L

L
= ′ = ( ) ⎛

⎝⎜
⎞
⎠⎟

=0 22
6

0 6
2 22. /

.
. /

μ
μ

22

and

 K k
W
L

mA V
m
m

mA VO
O

O
= ′ = ( ) ⎛

⎝⎜
⎞
⎠⎟

=0 22
3

0 6
1 12. /

.
. /

μ
μ

22
.

The voltage transfer characteristic may be determined point by point by equat-
ing the drain currents of the transistors and solving for the output voltage. This 
requires knowledge of the operating modes for the transistors at each point, as can 
be determined using the values of VT, VGS, and VDS for each transistor. Specifi cally, 
MNL is linear if (VGSL – VTL) > VDSL or if V V VOUT DD TL≥ + ; otherwise, it is in the satu-
ration region. MNO is cutoff if VGSO < VTO or VIN < VTO. If conducting, MNO is linear 
if (VGSO – VTO) > VDSO, that is if V V VIN TO OUT+( ) ≥ , but otherwise it is saturated.

Thus, if VIN < 0.6V, MNO is cutoff and MNL is linear, so that V VOUT = 3 3.  
V VIN ≤ 0 6( . ) . If (VOUT + 0.6V) > VIN > 0.6V and VOUT > 2.9V, MNO is saturated and 
MNL is linear so that

 I
K

V VDD
O

IN TO= −( )
2

2 , t

and

 

V V V V V V
K V V

K
OUT DD DSL DD TL TL

O IN TO

L
= − = − − − −( ) −

−( )⎡

⎣

2
2

⎢⎢
⎢

⎤

⎦
⎥
⎥

= + ( ) − ( ) −( )

+

2 9 0 4 0 5 0 6

0 6

2 2. . . . ;

.

V V V V

V V

IN

OUT(( )⎡⎣ ⎤⎦ ≥[ ]≥ ≥V V V VIN OUT0 6 2 9. .and

Finally, if (VOUT + 0.6 V) ≤ VIN and VOUT ≤ 2.9 V, then MNO is linear and M NL is 
saturated so that

 I
K

VDD
L

TL= −( )
2

2 , 

and

 

V V V V V V
K V

K

V

OUT DSO IN TO IN TO
L TL

O

IN

= = −( ) − −( ) −
−( )

−

=

2
2

−− − −( ) − −( )

+( ) ≤⎡

0 6 0 6 0 4 0 5

0 6

2 2. . . / . ;

.

V V V

V V V

IN

OUT IN⎣⎣ ⎤⎦ ≤[ ]and V VOUT 2 9. .

Figure 5.10 shows the voltage transfer characteristic determined using the equa-
tions above.
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174 Digital Integrated Circuits

Example 5.3 Critical Voltages

Determine the critical voltages of the transfer function for the NMOS inverter 
shown in Figure 5.11.

Solution: The process transconductance parameter for the transistors is 

 ′ = =
( )( ) ×( −

k
t

cm Vs F cmn OX

OX

μ ε 580 3 9 8 85 102 14/ . . / ))
×

=−9 10
0 227

2

cm
mA V. / .

The device transconductance parameters are

 K k
W
L

mA V
m
m

mA VL
L

L
= ′ = ( ) ⎛

⎝⎜
⎞
⎠⎟

=0 22
6

0 6
2 22. /

.
. /

μ
μ

22

and

 
K k

W
L

mA V
m
m

mA VO
O

O
= ′ = ( ) ⎛

⎝⎜
⎞
⎠⎟

=0 22
3

0 6
1 12. /

.
. /

μ
μ

22 .

The output voltage levels are

 

V V V V V
K
K

V

V

OL DD TO DD TO
L

O
TL= − ± −( ) −

⎛
⎝⎜

⎞
⎠⎟

= −

2 2

3 3. 00 6 3 3 0 6
2 2
1 1

02
2

2. ( . . )
. /
. /

V V V
mA V
mA V

− − −
⎛
⎝⎜

⎞
⎠⎟

− .. .4 0 152V V( ) = ,

VDD = 3.3V

IN

OUT

MNO
3/0.6

MNL
6/0.6

VTL = –0.4 V
VTO = 0.6V
tOX = 9 nm

0

1

2

3

0 1 2 3
VIN (V)

V O
U

T (
V)

FIGURE 5.10
Calculated VTC for the MOS inverter of Figure 5.9.
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and

 V V VOH DD= = 3 3. .

The critical input voltages are

 

V V
K

K K K
V

V
mA V

mA V

IL TO
L

O L O

TL= +
+

= +

2

2

2
0 6

2 2

1 1
.

. /

. /(( )( ) + ( )
− =

2 2 1 1
0 4 1 06

2 2 2
. / . /

. .
mA V mA V

V V ,

 
V V V

K
K

V V
mA V
mA V

M TO TL
L

O
= − = − −( )0 6 0 4

2 2
1 1

2

2. .
. /
. /

== 1 16. V ,

and

 

V V V
K
K

V V
mA V

mA
IH TO TL

L

O
= + = + −2

3
0 6 2 0 4

2 2

3 1 1

2

. .
. /

. //
.

V
V

2
1 25( ) = .

The ideal value of the switching threshold VM is VDD/2, but because of other 
design constraints, this may be diffi cult to achieve in a MOS inverter with a 
depletion-type load.

5.2 Dissipation

The depletion-loaded MOS inverter draws a steady DC current under the 
output low condition so both the DC and dynamic dissipation (described in 
Chapter 1) may be important. The DC or static dissipation depends on the 

VDD = 3.3V

IN

OUT

MNO
3/0.6

MNL
6/0.6

VTL = –0.4 V
VTO = 0.6V
tOX = 9 nm

FIGURE 5.11
Example MOS inverter for the calculation of the voltage transfer characteristic.
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176 Digital Integrated Circuits

output state of the gate. Consider the depletion load NMOS inverter with the 
output high as illustrated in Figure 5.12 (the input is grounded). With a logic 
one output, the switch transistor is operating in cutoff and the supply current 
IDDH is approximately zero (apart from the small leakage current). Therefore, 

 
P V IH DD DDH= ≈ 0 . 

(5.28)

With a logic zero output as shown in Figure 5.13, the load transistor MNL is 
saturated while the switch transistor MNO is linear. Therefore, the output low 
supply current is

 
I

K V
DDL

L TL=
2

2
,
 

(5.29)

and the static dissipation with the output low is

 
P V I

K V V
L DD DDL

L DD TL= =
2

2
.
 

(5.30)

The average static dissipation depends on the output duty cycle, but it is 
common practice to assume a 50% duty cycle. For this case, the average static 
dissipation is

 
P

P P K V V
DC

H L L DD TL≈ + =
2 4

2

.
 

(5.31)

The DC dissipation can be reduced by a reduction of the supply voltage or 
by scaling down the K values. (Although KO does not appear explicitly in 
the power equation, the two K values are scaled up or down together to pre-
serve the desired voltage transfer characteristic.) Scaling down the K values 

VDD

MNO

MNL

OUT

IDDH

FIGURE 5.12
MOS inverter for the determination of PH.
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degrades the switching speed of the circuitry unless the load capacitances 
can be scaled similarly.

The dynamic or AC dissipation is associated with the charging and dis-
charging of the load capacitance (the capacitance switching power). Consider 
the MOS inverter with a lumped capacitive load as shown in Figure 5.14.

The energy associated with one switching cycle (a low-to-high transition at 
the output, followed by a high-to-low transition at the output) is

 

J V i dtDD DD

clock
cycle

= ∫ . (5.32)

VDD

MNO

MNL

OUT

IDDL

VDD

FIGURE 5.13
MOS inverter for the determination of PL.

VDD

IN

OUT

MNO

MNL

CL

iDD

0

VDD

1/f

FIGURE 5.14
MOS inverter for the consideration of the dynamic dissipation.
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If we neglect the current that fl ows in MNO during the low-to-high transition 
(the crossover current), then

 
i C

dV
dt

DD L
OUT= , (5.33)

so that

 

J V C dV C VDD L OUT L DD

VDD

= =∫ 2

0

. (5.34)

This is the energy, in joules, dissipated during each switching cycle. The 
capacitance switching dissipation is therefore

 
P fC V f C Vswitch L DD CLK L DD= =2 2α , (5.35)

where f is the switching frequency, fCLK is the clock frequency, and α is the 
switching activity. The switching activity is less than unity, so that the actual 
switching frequency for any particular gate will be less than the system clock 
frequency. The overall dissipation is the sum of the static and capacitance 
switching components:

 
P P P

K V V
fC VDC switch

L DD TL
L DD= + = +

2
2

4
. (5.36)

Example 5.4 MOS Inverter Dissipation

For the MOS inverter of Figure 5.15, calculate the dissipation as a function of the 
switching frequency.

Solution: The static dissipation is

 
P

P P K V V mA V V V
DC

H L L DD TL≈ + = =
( )( ) −

2 4

2 2 3 3 0 42 2. / . .(( )
=

2

4
0 29. mW .

If we neglect the crossover current associated with simultaneous conduction of 
the pull-down and pull-up transistors, the dynamic (capacitance switching) dis-
sipation is given by

 P fC V f pF V f pJswitch L DD= = ( )( ) = ( )2 25 3 3 54. .

The total dissipation is

 P P P mW f pJDC switch= + = + ( )0 29 54. .
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The dynamic and static dissipation components will be equal at a switching fre-
quency of 5.4 MHz, but for lower frequencies, the static dissipation is dominant 
as shown in Figure 5.16.

5.4 Propagation Delays

To estimate the propagation delays of an MOS inverter with a depletion type 
pull up, we will consider the loading to be a lumped capacitance connected 
between the output and ground as shown in Figure 5.17. Real loads involve 

VDD = 3.3V

IN

OUT

MNO
3/0.6

MNL
6/0.6

CL
5 pF

VTL = –0.4 V
VTO = 0.6V
tOX = 9 nm

FIGURE 5.15
MOS inverter for the calculation of the dissipation.
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VDD = 3.3V

IN

OUT

MNO
3/0.6

MNL
6/0.6

CL
5 pF

VTL = –0.4 V
VTO = 0.6V
tOX = 9 nm

FIGURE 5.16
Example calculation of the dissipation versus switching frequency for an MOS inverter.
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distributed capacitances, resistances, and inductances, so the lumped capaci-
tive load is an approximation.

To estimate the low-to-high propagation delay tPLH, we will assume that 
the fall time at the input is negligible. (Whereas the output makes a low-to-
high transition, the input makes a high-to-low transition.) At t = 0, the input 
voltage decreases abruptly to cut off the switch transistor MNO so that IDO ≈ 0 . 
MNL is saturated, and the drain current is given by

 
I

K V
DL

L TL=
2

2
. (5.37)

Therefore, the time derivative of the output voltage is

 

dV
dt C

K VOUT

L

L TL= 1

2

2

. (5.38)

By defi nition of the propagation delay, VOUT reaches VDD/2 at t = tPLH. 
Solving,

 
t

V C
K V

PLH
DD L

L TL
=

2
. (5.39)

The low-to-high propagation delay is proportional to the load capacitance and 
inversely proportional to the current driving capability of the load transistor.

The high-to-low propagation delay can also be estimated simply by assum-
ing that the load is a lumped capacitance and that the rise time at the input 
is negligible (see Figure 5.18).

VDD

MNO

MNL

IDL

IDO

IN

OUT

CL

0

VDD

t = 0

FIGURE 5.17
MOS inverter for the calculation of tPLH.
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At t = 0+, MNO will be saturated and MNL will be linear. Thus, at t = 0+, the 
drain currents are given by

 
I

K
V VDO

O
DD TO= −( )

2

2
 (5.40)

and

 

I K V V V
V V

DL L TL DD OUT
DD OUT= −( ) −

−( )⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

2

2
. (5.41)

The drain current in the load transistor depends on the square of the out-
put voltage, resulting in a nonlinear differential equation. However, we can 
greatly simplify the analysis by neglecting IDL. By neglecting the simultane-
ous conduction of the two transistors (the crossover current), the error is usu-
ally less than 20%, and this is acceptable for hand calculations. Within this 
approximation, we obtain

 

t
V C

K V V
PHL

DD L

O DD TO

≈
−( )2

. (5.42)

Therefore, the high-to-low propagation delay is directly proportional to the 
load capacitance and inversely proportional to the current driving capability 
of the switch transistor. As a fi rst approximation, the propagation delay is 
also inversely proportional to the supply voltage, because the squared term 
in the denominator is dominant.

VDD

MNO

MNL

IDL

IDO

IN

OUT

CL

0

VDD

t = 0

FIGURE 5.18
MOS inverter for the estimation of tPHL.
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Example 5.5 MOS Inverter Propagation Delays

Estimate the propagation delays for the NMOS inverter shown in Figure 5.19.

Solution: The low-to-high propagation delay is

 

t
V C
K V

V pF

mA V V
PLH

DD L

L TL
= =

( )( )
( ) −2 2

3 3 5

2 2 0 4

.

. / .(( )
=2 47ns .

The high-to-low propagation delay is

 

t
V C

K V V

V pF

mA V
PHL

DD L

O DD TO

≈
−( )

=
( )( )

(2 2

3 3 5

1 1

.

. / )) −( )
=

3 3 0 6
2 12. .
.

V V
ns .

Therefore, tPLH is ~20 times longer than tPHL! To make the propagation delays more 
nearly equal, we would need to either increase KL/KO or make VTL more negative. 
Either modifi cation would increase VOL so that these choices would have to be 
made with due consideration of the DC voltage transfer characteristic.

5.5 Fan-Out

The fan-out of MOS gates is determined by dynamic rather than DC (static) 
considerations. This is because the load gates (assumed to be similar MOS 
gates) present primarily capacitive loading. If the loading associated with 
internal capacitances (in the gate circuit) and interconnect (because of wires 
between the gate circuits) may be neglected, then the load capacitance 
increases in direct proportion to the number of fan-out gates. Inasmuch as 

FIGURE 5.19
Example MOS inverter for the calculation of the propagation delays.
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the propagation delay is proportional to the fan-out, the maximum fan-out is 
dictated by the maximum tolerable propagation delay.*

Consider an MOS inverter loaded by N similar circuits as shown in Figure 
5.20. If a ceiling has been established for the propagation delay, then the 
maximum allowable load capacitance can be determined from the worst-
case propagation delay:

 

C
K V
V

t
K V V

V
tL

L TL

DD
p

O DD TO

DD
p,max ,maxmin ,=

−( )2 2

,,max

⎛

⎝
⎜

⎞

⎠
⎟ , (5.43)

and the maximum fan-out is the largest integer satisfying

 
N

C
C
L

in
≤ ,max , (5.44)

where the input capacitance for one fan-out gate may be estimated as the 
worst-case oxide capacitance for the pull-down transistor:

 
C W L L Cin O O OV ox= +( )2 . (5.45)

Simple hand calculations made with these approximations are expected to 
yield better than factor-of-two accuracy. More precise estimates should take 
into account the bias dependence of Cgs and Cgd in the pull-down transistors 
of the fan-out gates as well as the loading by Cgd and Csb in the pull-up tran-
sistors of the load gates. Internal loading attributable to capacitances in the 
driving gate may also have to be considered if N is small. 

Example 5.6 Fan-Out for MOS Inverters

Estimate the maximum fan-out for the MOS inverter design illustrated in Figure 
5.21 if (with a system clock frequency of 500 MHz) the maximum allowable prop-
agation delay is 100 ps.

Solution: The device transconductance parameters are
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mA // V 2

* The maximum propagation delay is inversely proportional to the system clock frequency 
tp,max = K/f. However, the constant of proportionality K depends on the system architecture 
(for example, the number of stages a signal must ripple through in one clock period) so that 
its determination is quite complex.
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FIGURE 5.20
MOS inverter with N similar fan-out gates.
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The maximum allowable load capacitance is
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The gate oxide capacitance per unit area for the MOSFETs is
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and the approximate input capacitance for each fan-out gate is
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The maximum fan-out is the largest integer satisfying

 
N

C
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pF
fF

L

in
≤ = =,max .

.
.

0 107
9 1

11 7 ,

so N = 11.

5.6 NOR Circuits

An MOS NOR gate may be realized by placing pull-down transistors in par-
allel, as shown in Figure 5.22 for the case of three inputs.

Here, if the voltage representing logic one is applied to one or more of the 
pull-down transistors, the output will go low; otherwise, the output will go 
high. If the transistors are designed identically to those in an inverter circuit, 
then the worst-case electrical characteristics will be approximately the same 
as for the inverter and all of the same equations may be used for  approximate 

FIGURE 5.21
MOS inverter fan-out calculation example.
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hand analysis. By worst case, we mean the situation in which only one pull-
down transistor conducts. The simultaneous conduction of two or more pull-
down devices will improve both VOL and tPHL compared with the reference 
inverter circuit. 

Although the inverter equations apply approximately for worst-case anal-
ysis, the NOR circuit does have additional capacitive loading of the output 
node, which is associated with the added pull-down transistors. Typically, 
we should be able to neglect this unless the number of inputs (fan-in) is com-
parable with the fan-out.

5.7 NAND Circuits

An MOS NAND gate is made by placing the pull-down transistors in series; 
this is shown in Figure 5.23 for the case of three inputs. 

Here the output goes low if a logic one voltage is applied to all inputs, 
causing all pull-down transistors to operate in the linear region. Otherwise, 
the output goes high. For an M-way NAND gate, it is necessary to scale up 
the widths of the pull-down transistors by a factor of approximately M to 
achieve electrical characteristics comparable with the reference inverter. This 
is because the pull-down transistors conduct in series. For example, to main-
tain the same value of VOL as in the reference inverter, each pull-down tran-
sistor should have a drain-to-source voltage of ~VOL/M. This indicates that 
the pull-down transistors must be M times as wide as those in the reference 
inverter (an inverter having otherwise same electrical characteristics). The 
same argument may be made with the high-to-low propagation delay and 
the fall time, which will be governed by the current-sinking ability of the M 
pull-down devices connected in series.

FIGURE 5.22
MOS three-way NOR gate.
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Two factors place a practical limit on the fan-in for an MOS NAND circuit. 
First, scaling the switch transistors by the factor M results in a circuit with a 
large layout area on the chip if M is large (the chip area scales approximately 
with M2). Second, both the static and dynamic performance will be degraded 
even if the widths of the pull-down transistors are scaled by a factor of M. This 
is because, under output low conditions, the drain-to-source voltage drops of 
the lower transistors decrease the gate-to-source biasing for the upper transis-
tors in the M-high stack of switches. The upper transistors therefore will have 
higher on-resistances and larger values of VDS, therefore degrading VOL and 
tPHL. Moreover, because the p-type bodies of the pull-down transistors are tied 
to ground, only the bottom transistor has zero body-to-source bias. The other 
pull-down transistors will experience non-zero (but different) body-to-source 
bias voltages that will modify their threshold voltages and further complicate 
the analysis. Because of the increased circuit area and inferior performance of 
NAND gates, NOR circuits are preferred when other factors are equal.

5.8 Exclusive OR (XOR) Circuit

The exclusive OR function can be implemented in NMOS using the ingenious 
circuit of Figure 5.24, which operates as follows. If VINB is logic one but VINA is 
logic zero, MNXB is linear and brings the voltage low at the gate of MNOI. With 
MNOI in cutoff, the output goes high. If VINB is logic zero but VINA is logic one, 
MNXA is linear and brings the voltage low at the gate of MNOI. With MNOI in 

FIGURE 5.23
Three-way MOS NAND gate.
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 cutoff, the output goes high as before. On the other hand, if the inputs are the 
same (both logic zero or both logic one), then both MNXA and MNXB are in cut-
off, the voltage at the gate of MNOI goes high, and the output voltage goes low.

5.9 General Logic Design

General AND-OR-INVERT functions may be implemented by combining 
parallel and series connected pull-down transistors. In the example circuit 
of Figure 5.25, the inputs A, B, and C are ANDed by the series combination of 
the transistors MNOA, MNOB, and MNOC. In similar manner, inputs E and F are 
ANDed. These two results are ORed with input D by the parallel combina-
tion of the three circuit branches, so that the overall logic function is

 Y ABC D EF= + + . (5.39)

Another example circuit is shown in Figure 5.26. Here, the overall logic func-
tion is

 Y A B C D E F G H I J K= +( ) + +( )⎡⎣ ⎤⎦ + + + +[ ]( )( ) . (5.40)

For the implementation of a general logic function in NMOS, the pull-down 
transistor must be scaled in width by a factor Ri compared with the transis-
tors in the reference inverter. The scale factor, which may not be the same 

FIGURE 5.24
MOS two-way XOR gate.
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for all transistors, is equal to the maximum number of series transistors for 
all paths connecting the output node to ground and containing transistor i. 
In the circuit of Figure 5.26, the switch transistors in the left branch (MNOA, 
MNOB, MNOC, MNOD, MNOE, and MNOF) should be scaled by a factor of three 
compared with the reference inverter, whereas the switch transistors in the 
right branch (MNOG, MNOH, MNOI, MNOJ, and MNOK) should be scaled by a fac-
tor of two. In practice, this scaling is achieved by increasing the gate widths 
while keeping the gate lengths fi xed.

5.10 Pass Transistor Circuits

Up to now, we have considered logic circuits in which all inputs all applied 
to the gates of MOS transistors. Occasionally, it is useful to connect inputs to 

FIGURE 5.25
An AND-OR-INVERT circuit with six inputs.
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the S/D terminals of MOSFETs. A single n-MOS transistor can be used as a 
pass transistor as shown in Figure 5.27; here the input voltage is transferred 
to the output if the pass transistor is enabled by applying a positive voltage 
at the gate, causing linear operation of the MOSFET. If the enable signal 
is brought to zero (or the most negative voltage in the circuit), the n-MOS 
transistor will be cutoff and no current will fl ow between the input and 
output in this high impedance state. Pass transistors play important roles in 
dynamic circuits (discussed in Chapter 8) and memory circuits (discussed 
in Chapter 11).

An extension of the pass transistor is the CMOS transmission gate, shown 
in Figure 5.28, which combines n-MOS and p-MOS transistors to achieve 
low “on” resistance over the entire range of input voltages from 0 to VDD. 
Transmission gates are described in more detail in Chapter 12.

FIGURE 5.26
An AND-OR-INVERT circuit with 11 inputs.
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It is also possible to use pass transistors to create Boolean logic gates. For 
example, an AND gate may be constructed as shown in Figure 5.29. In this 
circuit, if input B is logic “0”, the output of the inverter will go high, MPD will 
be linear, and the output will go low. If both inputs A and B go high, M1 will 
be linear, MPD will be cutoff, and the output will go high.

Other, more complicated logic functions can be implemented in pass tran-
sistor logic and its variations. Advantages are potential savings in silicon 
area, by using fewer transistors for a particular logic function, and a reduc-
tion in switching energy, attributable to reduced logic swing. 

5.11 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cadence Design Systems). The level 1 MOS transis-
tor model parameters given in Tables 5.1 and 5.2 were used unless  otherwise 

FIGURE 5.27
n-MOS pass transistor.
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FIGURE 5.28
CMOS transmission gate.
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noted. The process transconductance parameters were calculated assuming 
an oxide thickness of 9 nm. For n-MOSFETS,

 
KP

F cm cm V s
=

( ) ×( )( )
×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (5.46)

and for p-MOSFETS,

 
KP

F cm cm V s
=

( ) ×( )( )
×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / , (5.47)

The overlap capacitances per unit gate width were determined with the 
assumption that L mOV = 0 1. μ : 

MPD

A

B

OUT
M1

FIGURE 5.29
Pass transistor logic two-way AND gate.

TABLE 5.1

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO 0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm-3

UO 580 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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The body effect coeffi cient was calculated from
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SPICE Example 5.1. MOS Inverter Voltage Transfer Characteristic

Using a DC sweep of the input voltage, the transfer characteristic was determined 
for an MOS inverter with a depletion type load as shown in Figure 5.30. The deple-
tion type transistor has 10 times the width of the pull-down transistor, and the result-
ing output low voltage is V VOL ≈ 0 23.  as shown by the results in Figure 5.31.

TABLE 5.2

Depletion-Type n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO –0.3 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm–3

UO 580 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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SPICE Example 5.2 MOS Inverter Propagation Delays 

Propagation delays were determined using a transient simulation for the inverter 
of Figure 5.32. A load capacitance of 1 pF was used, and the pulse source param-
eters were V1 = 0, V2 = 2.5V, TD = 0, TF = 10 ns, TR = 10 ns, PW = 40 ns, and 
PER = 100 ns. The propagation delays, determined from the results of Figure 5.33, 
are t nsPHL = 3 8.  and t nsPLH = 6 8. .

FIGURE 5.30
MOS inverter circuit for the determination of the voltage transfer characteristic.
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FIGURE 5.31
Voltage transfer characteristic for the MOS inverter of Figure 5.30.
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5.12 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

5.13 Summary

MOS logic gates may be implemented using n-MOS transistors in a pull-
down logic network along with a passive pull-up device. The pull-up device 
may be a depletion-type n-MOS transistor. The static voltage transfer char-
acteristic for such a logic circuit can be determined by equating the currents 
in the pull-up and pull-down networks. For an inverter with abrupt input 
voltage transitions and a lumped load capacitance, the low-to-high propa-
gation delay is proportional to the load capacitance and inversely propor-
tional to the device transconductance parameter for the pull-up transistor. 
The high-to-low propagation delay is proportional to the load capacitance 
and inversely proportional to the device transconductance parameter for the 
pull-down transistor. NAND gates may be implemented by placing pull-
down transistors in series, NOR gates may be implemented by placing pull-
down transistors in parallel, and other more complex logic functions may be 
implemented by series and parallel combinations of switch transistors. MOS 
logic gates of this type do not require p-MOS transistors and are convenient 

FIGURE 5.32
MOS inverter circuit for the determination of the propagation delays with a 1 pF load.
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for use in some memory circuits. However, a signifi cant drawback with this 
type of circuit is the static dissipation.

5.14 Exercises

E5.1.  For the MOS inverter of Figure 5.34, (1) determine VIL, VIH, VOL, 
and VOH, and (2) determine the noise margins VNML and VNMH. 

FIGURE 5.34
MOS inverter for the determination of the critical voltages (see Exercise E5.1).
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FIGURE 5.33
Transient response for an MOS inverter with a 1 pF load.

E5.2.  For the MOS inverter of Figure 5.35, calculate and plot the static 
voltage transfer characteristic. From the numerical values, deter-
mine VIL and VIH. 
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FIGURE 5.35
MOS inverter for the determination of the voltage transfer characteristic (see Exercise E5.2).
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FIGURE 5.36
MOS inverter for the analysis of the static behavior (see Exercise E5.3).
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FIGURE 5.37
MOS inverter for the consideration of dissipation (see Exercise E5.4).
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E5.3  For the MOS inverter of Figure 5.36, fi nd the ranges of VIN for 
cutoff, saturated, and linear operation of MNO. 

E5.4  For the MOS inverter of Figure 5.37, determine the average DC 
dissipation and fi nd the maximum packing density in gates per 
square centimeter if the maximum power density is 10 W/cm2.
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E5.5. Determine the propagation delays for the inverter of Figure 
5.38.

FIGURE 5.39
MOS inverter for the determination of the propagation delays (see Exercise E5.6).
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E5.6  The inverter shown in Figure 5.39 is loaded by fi ve identical 
inverters. Determine the propagation delays. 

FIGURE 5.38
MOS inverter for the determination of the propagation delays (see Exercise E5.5).

VDD = 2.5V

IN

OUT

MNO
1.2/0.6

MNL
2.4/0.6

CL
500 fF

VTL = –0.4 V
VTO = 0.5V
tOX = 10 nm

Gate dimensions in μm

E5.7  Suppose a ring oscillator is constructed using inverters with the 
design shown in Figure 5.40. How many stages will result in an 
oscillation frequency of 10 MHz? Estimate the total power dis-
sipation for this M-stage ring while it is oscillating.
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FIGURE 5.40
MOS inverter for the construction of a ring oscillator (see Exercise E5.7).

VDD = 2.5V

IN

OUT

MNO
1.8/0.6

MNL
2.4/0.6

VTL = –0.3 V
VTO = 0.5V
tOX = 10 nm
LOV = 0.1 μm 

Gate dimensions in μm

 E5.8  Create the layout design for MOS inverter using a depletion-
type transistor with V VTL = −0 3.  and an enhancement-type 

device with V VTO = 0 5. such that t nsPLH ≤ 1 and t nsPHL ≤ 1  

with C pFL = 1 . V VDD = 2 5. , t nmox = 10 , and 2 700X nm= .
 E5.9  Create the layout design for MOS inverter using a depletion-

type transistor with V VTL = −0 3.  and an enhancement-type 
device with V VTO = 0 5. such that V VOL ≤ 0 1. . V VDD = 2 5. , 

t nmox = 10 , and 2 0 6X m= . μ .
E5.10  Create the layout design for MOS NAND3 gate using a depletion-

type transistor with V VTL = −0 3.  and enhancement-type tran-

sistors with V VTO = 0 5. such that V VOL ≤ 0 1. . V VDD = 2 5. ,

t nmox = 10 , and 2 0 6X m= . μ .
For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers. 
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6
Static CMOS

6.1 Introduction

CMOS logic, which uses complementary n-channel and p-channel MOS 
transistors, is by far the most important logic family today because of its 
low standby power, high packing density, and high speed. CMOS is used 
extensively in high-performance, portable (battery-operated) products such 
as notebook computers and wireless handheld devices.

Figure 6.1 shows some basic logic gates with their CMOS circuit realizations. 
On the left, these fundamental logic circuits are shown using general active-
high and active-low switches. On the right, the same logic gates have been 
realized in CMOS, using n-MOS transistors and p-MOS transistors for the 
active-high and active-low switches, respectively. The inverter requires one 
n-MOS transistor and one p-MOS transistor, whereas the two-way NAND 
and NOR gates require two of each type of transistor. The total number of 
transistors required is two times the number of inputs in all cases.

CMOS gates use all enhancement-type transistors for low standby dissipa-
tion. In the logic one output state, the transistors of the pull-up branch are 
conducting but those of the pull-down branch are not. On the other hand, 
for the logic zero output state, only the pull-down branch is conducting. The 
only simultaneous conduction (accompanied by a crossover current from VDD 
to ground) occurs during switching transitions.

The sections immediately after this will give detailed descriptions of the 
electrical characteristics for the inverter, and later sections will extend these 
descriptions to NAND, NOR, and AND-OR-INVERT circuits.

6.2 Voltage Transfer Characteristic

The voltage transfer characteristic for the CMOS inverter of Figure 6.2 may be 
determined point-by-point by equating the drain currents in the two transistors.*

* Here we adopt the convention that the drain current of the n-MOS transistor fl ows into the 
drain, but the drain current of the p-MOS transistor fl ows out of the drain.
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(b)

A

B

VDD

OUT

VDD

IN OUT

(a)

“Active low”
switch 

“Active high”
switch 

(c)

VDD

OUT

A

B

VDD

IN OUT
MPO

MNO

B

OUT

MNB

A MNA

VDD

MPA MPB

VDD

OUT

A

B

MNA
MNB

MPA

MPB

FIGURE 6.1
Basic logic circuits, showing their switch representation and the CMOS realization: (a) Inverter, 

(b) two-way NAND gate, and (c) two-way NOR gate.
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For this analysis, it is necessary to determine the modes of operation for the 
two transistors based on their bias voltages as summarized in Table 6.1. 
The n-MOS transistor is cutoff if V VGS TN≤ ; in terms of the circuit voltages, 
this condition is V VIN TN≤ , where VTN  is the threshold voltage. When con-

ducting, the n-MOS transistor is saturated if V V VDS GS TN≥ −( ), or, in terms of 

the circuit voltages, V V VOUT IN TN≥ −( ) ; otherwise, the n-MOSFET is linear. 
For the p-MOS transistor, all of the voltages change signs and the inequali-
ties change direction. Thus, the p-MOS transistor is cutoff if V VGS TP≥  or 

V V VIN DD TP≥ +( ), where VTP  is the (negative) threshold voltage. The p-MOS 

device is saturated if V V VDS GS TP≤ −( )  or V V VOUT IN TP≤ −( ) , but otherwise 
it is linear.

Consideration of the voltage-based rules for determining the modes of 
operation for the two devices reveals that there are fi ve regimes in the 
voltage transfer characteristic, as shown in Table 6.2. These will now be 

TABLE 6.1

Voltage Conditions for the Modes of Operation of the n-MOS and 
p-MOS Transistors in a CMOS Inverter

n-MOS p-MOS

Mode Voltage conditions Voltage conditions

Cutoff V VGS TN≤ V VGS TP≥

V VIN TN≤ V V VIN DD TP≥ +( )
Saturation V V VDS GS TN≥ −( )  V V VDS GS TP≤ −( )

V V VOUT IN TN≥ −( ) V V VOUT IN TP≤ −( )
Linear V V VDS GS TN≤ −( ) V V VDS GS TP≥ −( )

V V VOUT IN TN≤ −( ) V V VOUT IN TP≥ −( )

VDD

IN OUT

MPO
VTP, KP

MNO
VTN, KN

FIGURE 6.2
CMOS inverter.
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204 Digital Integrated Circuits

considered in detail to determine the analytic expressions for the voltage 
transfer characteristic.

6.2.1 Voltage Regime One: n-MOS Cutoff and p-MOS Linear

In voltage regime one, the n-MOS is cutoff, whereas the p-MOS is linear. 
There is negligible current fl owing the p-MOS device and zero voltage drop 
across it, so that the output voltage is equal to VDD:

 V VOH DD= . (6.1)

Figure 6.3 shows the load curve analysis for a CMOS inverter operating 
in regime one, with VDD = 2.5 V, VTN = 0.5 V, VTP = −0.5 V, and VIN = 0. 
IDD = 0 for the n-MOS transistor, so its characteristic is coincident with 

the VOUT axis.

6.2.2 Voltage Regime Two: n-MOS Saturated and p-MOS Linear

If the input voltage is increased slightly beyond the threshold voltage of the 
n-MOS device, it will be saturated but the p-MOSFET will remain linear. The 
condition for saturation operation of MNO is

 V VIN TN≥( )  and V V VIN TN OUT− ≤( ) . (6.2)

If these conditions are satisfi ed, then the supply current is equal to the satu-
rated drain current for the n-MOS transistor:

 I
K V V

DD
N IN TN=

−( )2

2
. (6.3)

TABLE 6.2

Regimes of Static Operation for the CMOS Inverter

Regime Voltage conditions n-MOS mode p-MOS mode

1 V VIN TN≤ Cutoff Linear

2 V V V VTN IN OUT TN≤ ≤ −( ) Saturated Linear

3 V V V VTP IN OUT TN≤ −( ) ≤ Saturated Saturated

4 V V V V VOUT TP IN DD TP+( ) ≤ ≤ +( ) Linear Saturated

5 V V VIN DD TP≥ +( ) Linear Cutoff
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The output voltage can be determined using the drain-to-source voltage for 
the linear p-MOS device:

 V V VOUT DD DSPO= + , (6.4)

where VDSPO is negative and given by

 

V V V V V
I
K

V

DSPO GSPO TP GSPO TP
DD

P

IN

= − + −( ) −

= −

( )

(

2 2

VV V V V V
K
K

V VDD TP IN DD TP
N

P
IN TN− + − −( ) − −( ))

2 2
. (6.5)

Therefore,

 V V V V V V
K
K

V VOUT IN TP IN DD TP
N

P
IN TN= − + − −( ) − −( )( )

2 22
. (6.6)

Because VOUT is not known a priori, the voltage Conditions 6.2 must be 
checked for consistency after the calculation of VOUT using Equations 6.6.

Figure 6.4 illustrates the load curve analysis for one particular operating point 
in regime two, for a symmetric CMOS inverter with VDD = 2.5 V, VTN = 0.5 V, VTP 
= −0.5 V, and VIN = 1.2. The solution is found with VOUT = 2.1 V and IDD ~ 24 μA. 
From this graphical analysis, it is clear that the n-MOS transistor is saturated, 
whereas the p-MOSFET is linear at the point of intersection.

VDD = 2.5V
MPO 

KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN OUT

0

100

200

0 0.5 1 1.5 2 2.5
VOUT (V)

I D
D

 (μ
A

)

VIN = 0
(regime one)

n-MOS

p-MOS

VOUT = 2.5V

FIGURE 6.3
Load curve analysis for a symmetric CMOS inverter operating in voltage regime one with 

VIN = 0. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, and VTN = 0.5 V.
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206 Digital Integrated Circuits

6.2.3 Voltage Regime Three: Both MOSFETs Saturated

If VIN is further increased, the p-MOSFET will become saturated (voltage 
regime three). Therefore, both MOSFETs are saturated if

 V V VIN TN OUT− ≤( )  and V V VIN TP OUT− ≥( ) , (6.7)

or, in a more practical form,

 V V V VTP IN OUT TN≤ −( ) ≤ . (6.8)

With both MOSFETs saturated, the exact voltage transfer characteristic can-
not be calculated without knowledge of the channel length modulation 
parameters λN  and λP . Equating the saturated drain currents yields

 

K V V V K V V V

V V

N IN TN N OUT P IN DD TP

p DD OU

/ /2 1 2

1

2 2( ) −( ) +( ) = ( ) − −( )

+ −

λ

λ TT( )( )  (6.9)

and

 V
K V V V V K V V

OUT
P IN DD TP P DD N IN TN=

− −( ) +( ) − −( )2 2
1 λ

KK V V K V V VN N IN TN P P IN DD TPλ λ−( ) + − −( )2 2
. (6.10)

VDD = 2.5V
MPO 

KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN OUT

0

10

20

30

40

0 0.5 1 1.5 2 2.5
VOUT (V)

I D
D

 (μ
A

)

p-MOS

n-MOS

VOUT = 2.1V

VIN = 1.2V
(regime two)

FIGURE 6.4
Load curve analysis for a symmetric CMOS inverter operating in voltage regime two with 

VIN = 1.2V. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5V, KNO = 100 μA/V2, and VTN = 0.5 V.
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When the channel length modulation parameters are not known, good 
accuracy may be obtained by interpolating between the adjacent regions of 
the voltage transfer characteristic.

Figure 6.5 shows the load curve analysis for the case in which both chan-
nel length modulation parameters have been assume to be zero (λN = λP = 
λ = 0) and VIN = VDD/2. As in the previous examples, VDD = 2.5 V, VTN = 0.5 
V, and VTP = −0.5 V. With the assumption of λ = 0, the result is ambiguous, 
because there is a range of VOUT for which the two drain currents are equal: 

V V V V VDD TN OUT DD TP/ /2 2−( ) ≤ ≤ −( ) . To estimate the solution, we might 
take the center of this range (VOUT = VDD/2), but if λ is small, the actual solu-
tion will be sensitive to variations in the other transistor parameters.

Figure 6.6 shows a more realistic load curve analysis for regime three 
using nonzero channel length modulation parameters (λN = λP = λ = 0.1 V−1) 
but with VIN = VDD/2 as before. The result is no longer ambiguous; instead, 
the n-MOS and p-MOS characteristics intersect at a single operating point 
with VOUT = VDD/2 and IDD= ~32 μA.

6.2.4 Voltage Regime Four: n-MOS Linear and p-MOS Saturated

With the n-MOSFET linear and the p-MOSFET saturated, the supply current 
is equal to the drain current in the p-MOSFET and the output voltage is equal 
to the drain-to-source voltage for the n-MOSFET. The voltage conditions in 
this regime are

 V V VIN TN OUT− ≥( ) and V V VIN DD TP≤ +( ) . (6.11)

VDD = 2.5V
MPO 

KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN OUT

0

10

20

30

40

0 0.5 1 1.5 2 2.5
VOUT (V)

I D
D

 (μ
A

)

p-MOSn-MOS

VOUT = 1.25V

VIN = 1.25V
(regime three)

λ = 0

FIGURE 6.5
Load curve analysis for a symmetric CMOS inverter operating in voltage regime three with 

VIN = 1.25V. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, and VTN = 0.5V. Here, it was 

assumed that both channel length modulation parameters are equal to zero. (λN = λP = λ = 0.)
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Under these conditions,

 I
K V V V

DD
P IN DD TP=

− −( )2

2
  (6.12)

and

 V V V V V
K
K

V V VOUT IN TN IN TN
P

N
IN DD TP= − − −( ) − − −( )( )

2 2
. (6.13)

Here, as in regime two, it is necessary to check the voltage Condition 6.10 
after the determination of VOUT.

The load curve analysis for an operating point from regime four is illus-
trated in Figure 6.7, with VIN = 1.3 V and VDD = 2.5 V. It is clear that the solu-
tion point (VOUT = 0.4 V, IDD = 24 μA) occurs on the fl at (saturated) portion of 
the p-MOS characteristic but the sloping (linear) part of the n-MOS curve. 

6.2.5 Voltage Regime Five: n-MOS Linear and p-MOS Cutoff

If the input voltage is suffi ciently close to VDD, then the p-MOS device will 
cut off. This occurs if 

 V V VIN DD TP≥ +( )  (6.14)

VDD = 2.5V MPO 
KPO = 100 μA/V2

VTO = –0.5V
λ = 0.1V–1

MNO
KNO = 100 μA/V2

VTO = 0.5V
λ = 0.1V–1

IN OUT

0

10
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50

40

0 0.5 1 1.5 2 2.5
VOUT (V)

I D
D
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A

)

p-MOS n-MOS

VOUT = 1.25V

VIN = 1.25V
(regime three)

λ = 0.1V–1

FIGURE 6.6
Load curve analysis for a symmetric CMOS inverter operating in voltage regime three with 

VIN = 1.25V. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, and VTN = 0.5 V. Here, it 

was assumed that λN = λP = λ = 0.1 V−1.
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and results in zero voltage across the linear n-MOS transistor, so that

 VOL = 0 . (6.15)

CMOS circuits therefore provide rail-to-rail voltage swing, that is, the logic 
swing is equal to the supply voltage: V V VOH OL DD− = . 

Figure 6.8 displays the load curve analysis for one point within voltage 
regime fi ve, with VIN = 2.0 V and VDD = 2.5 V. The p-MOSFET is cutoff so its 
characteristic is coincident with the VOUT axis, and the solution corresponds 
to VOUT = 0, IDD = 0.

Example 6.1 CMOS Voltage Transfer Characteristic

Calculate the voltage transfer characteristic for a symmetric CMOS inverter of 
Figure 6.9 with VDD = 2.5 V, VT = 0.6 V, and K = 100 μA/V2.

Solution: The voltage transfer characteristic can be calculated piecewise as follows.

V

V V V

V V V V

OUT

IN

IN IN

=

≤

+ + −

2 5 0 5

0 5 2 0

. ; .

. .

(regime 1; )

(( ) − −( ) ≤ ≤2 2
0 5 0 5 1 25

1 25

V V V V VIN IN. ; . .

.

(regime 2; )

VV V V

V V V V V

IN

IN IN I

; .

. .

(regime 3; )≈

− − −( ) −

1 25

0 5 0 5
2

NN INV V V V−( ) ≤ ≤2 0 1 25 2 0

0

2
. ; . .

;

(regime 4; )

(regime 55; ).V VIN ≥

⎧

⎨

⎪
⎪
⎪⎪

⎩

⎪
⎪
⎪
⎪ 2 0.
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FIGURE 6.7
Load curve analysis for a symmetric CMOS inverter operating in voltage regime four with 

VIN = 1.3 V. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, and VTN = 0.5 V.

TAF-6987X_AYERS-09-0307-C006.ind209   209TAF-6987X_AYERS-09-0307-C006.ind209   209 8/22/09   7:26:04 PM8/22/09   7:26:04 PM
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Figure 6.10 shows the calculated voltage transfer characteristic with the fi ve 
voltage regimes labeled. 

6.3 Load Surface Analysis

The load surface analysis described in Chapter 5 may also be applied to a 
CMOS inverter. For this analysis, the drain currents in the n-MOS and 
p-MOS transistors are given by 

VDD = 2.5V
MPO 

KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN OUT

0

50

100

150

0 0.5 1 1.5 2 2.5
VOUT (V)

I D
D

 (μ
A

)
p-MOS

n-MOS

VOUT = 0

VIN = 2.0V
(regime five)

FIGURE 6.8
Load curve analysis for a symmetric CMOS inverter operating in voltage regime four with 

VIN = 1.3 V. VDD = 2.5 V, KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, and VTN = 0.5 V.

VDD = 2.5V
MPO 

KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN OUT

FIGURE 6.9
Example CMOS inverter for the calculation of the VTC.
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I K V V

K V V

DN NO IN TN

NO IN T

= −( )
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0

2
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;

/ ;

NN OUT OUTV V( ) −⎡⎣ ⎤⎦

⎧

⎨
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⎩
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2 2/ ;

 

V V
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TN IN OUT TN

≤ ≤

≤ ≤ +( )
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 (6.16)

and

 

I
K V V V V V V V

DP

PO IN DD TP OUT DD OUT DD

=
− −( ) −( ) − −( )  

22

2

2

2

/

/ ;

⎡
⎣

⎤
⎦

− −( )K V V VPO IN DD TP

⎧

⎨
⎪
⎪

⎩ 0;
⎪⎪
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≤ +V V V

V

IN OUT TP

OUUT TP IN DD TP

DD TP IN

V V V V

V V V

+( ) ≤ ≤ +( )
+( ) ≤

(linear)

(saturation)

(cutoff).

 (6.17)

Figure 6.11 shows the load surface analysis for a symmetric CMOS inverter with 
KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 μA/V2, VTN = 0.5 V, and VDD = 2.5 V. 
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FIGURE 6.10
Calculated VTC for a symmetric CMOS inverter with KPO = 100 μA/V2, VTP = −0.5 V, KNO = 100 

μA/V2, VTN = 0.5 V, and VDD = 2.5 V.
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212 Digital Integrated Circuits

The voltage transfer characteristic, determined from the projection of the load 
surface solution into the voltage plane, is shown in Figure 6.12 with the modes 
of operation indicated.

6.4 Critical Voltages 

It has already been shown that CMOS circuits exhibit rail-to-rail swing under 
static conditions, with VOL = 0 and VOH = VDD. In this section, we will consider 
the other critical voltages VIL, VM, and VIH. The input low-voltage VIL is the 
maximum input voltage that will be interpreted as logic zero, and by defi ni-
tion, it is the input voltage for which dVOUT/dVIN = −1. This operating point 
exists in voltage regime two with the n-MOS transistor saturated as indicated 
in Figure 6.13. Similarly, the input high-voltage VIH is the minimum input volt-
age that will be interpreted as logic one, and it occurs in voltage regime four 
with the p-MOS transistor saturated. The switching threshold, or midpoint 
voltage, VM is the value of the input voltage for which the input and output are 
equal and occurs in voltage regime three with both transistors saturated.

6.4.1 Input Low-Voltage V IL

The input low-voltage occurs in regime two with the n-MOS transistor satu-
rated but the p-MOS transistor linear. The drain currents are given by

 I
K

V VDN
N

IN TN= −( )
2

2
  (6.18)
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FIGURE 6.11
Load surface analysis for a symmetric CMOS inverter with KPO = 100 μA/V2, VTP = −0.5V, 

KNO = 100 μA/V2, VTN = 0.5 V, and VDD = 2.5 V.
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and

 I K V V V V V
V V

DP P IN DD TP OUT DD
OUT DD= − −( ) −( ) −

−( )⎡ 2

2⎣⎣
⎢
⎢

⎤

⎦
⎥
⎥

. (6.19)

Equating the drain currents, I IDN DP= , dI dIDO DL= , and

 
∂
∂

= ∂
∂

+ ∂
∂

I
V

dV
I
V

dV
I

V
dVDN

IN
IN

DP

IN
IN

DP

OUT
OUT . (6.20)

The slope of the transfer characteristic can therefore be determined using the 
partial derivatives:

 
dV
dV

I
V

I
V

I
V

K VOUT

IN

DN

IN

DP

IN

DP

OUT

N IN=

∂
∂

− ∂
∂

∂
∂

=
− VV K V V

K V V V
TN P OUT DD

P IN OUT TP

( ) − −( )
− −( ) . (6.21)

By defi nition, dVOUT/dVIN = −1 at the input low voltage; therefore,

 V
V V V K K V

K K
IL

OUT DD TP N P TN

N P
=

− + + ( )
+

2

1

/

/
. (6.22)
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FIGURE 6.12
Voltage transfer characteristic for a symmetric CMOS inverter with KPO = 100 μA/V2, VTP = −0.5 

V, KNO = 100 μA/V2, VTN = 0.5 V, and VDD = 2.5 V with the device modes of operation indicated.

TAF-6987X_AYERS-09-0307-C006.ind213   213TAF-6987X_AYERS-09-0307-C006.ind213   213 8/22/09   7:26:06 PM8/22/09   7:26:06 PM



214 Digital Integrated Circuits

The application of this relationship is complicated by the fact that VOUT  is a 
function of VIL . Making use of the regime two equation,

 V V V V V V
K
K

V VOUT IL TP IL DD TP
N

P
IL TN= − + − −( ) − −( )( )

2 22
. (6.23)

For approximate hand calculations, we can assume V V VOUT IL DD( ) ≈ 0 9. . Then 

 V
V V K K V

K K
IL

DD TP N P TN

N P
≈

+ + ( )
+

4 5

1

/ /

/
. (6.24)

6.4.2 Switching Threshold VM

The most important critical voltage for CMOS design is the switching thresh-
old, or midpoint voltage, for which V V VOUT IN M= = . This point on the volt-
age transfer characteristic occurs in regime three and may be determined 
approximately by equating the saturated drain currents with the assump-
tion that λ λN P= = 0 . Then,

 K V V K V V VN M TN P M DD TP/ /2 2
2 2( ) −( ) = ( ) − −( )

 

(6.25)

and

 V
V V V K K

K K
M

TN DD TP P N

P N

=
+ +( )

+
/

/1
. (6.26)
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FIGURE 6.13
Critical input voltages V IL, VM, and VIH for a symmetric CMOS inverter.
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This may also be written in terms of the transconductance ratio K K KR N P= / :

 V
V V V K

K
M

TN DD TP R

R

=
+ +( )

+
1

1 1

/

/
. (6.27)

Therefore, the switching threshold varies with the ratio of the transistor 
widths even with fi xed threshold voltages and a fi xed supply voltage as 
shown in Figure 6.14. Although this result was obtained by assuming 
λN = λP = 0, the switching threshold is only weakly affected by the channel 
length modulation parameter.

When designing a CMOS inverter to achieve a desired switching thresh-
old, rearrangement of Equation 6.27 gives the design equation

 K
V V V

V V
R

DD TP M

M TN
= + −

−
⎛
⎝⎜

⎞
⎠⎟

2

. (6.28)

6.4.3 Input High-Voltage VIH

The input high voltage may be found in similar manner to VIL; however, this 
point occurs in voltage regime four so we start with the assumptions that the 
n-MOSFET is linear and the p-MOSFET is saturated. The drain currents are

 I K V V V VDN N IN TN OUT OUT= −( ) −⎡⎣ ⎤⎦
2 2/   (6.29)
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V M
  (

V
)

KR

KR = KN/KP

FIGURE 6.14
Switching threshold VM as a function of the transconductance ratio KR for a CMOS inverter 

with VDD = 2.5 V, VTN = 0.5 V, and VTP = −0.5 V.
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and

 I K V V VDP P IN DD TP= − −( )2
2/ . (6.30)

As before, I IDN DP=  and dI dIDO DL=  so that

 
∂
∂

+ ∂
∂

= ∂
∂

I
V

dV
I

V
dV

I
V

dVDN

IN
IN

DN

OUT
OUT

DP

IN
IN . (6.31)

At the input high voltage,

 
dV
dV

I
V

I
V

I
V

K VOUT

IN

DP

IN

DN

IN

DN

OUT

P IN=

∂
∂

− ∂
∂

∂
∂

=
− VV V K V

K V V V
DD TP N OUT

N IN TN OUT

−( ) −
− −( ) = −1 . (6.32)

Solving for VIN, we obtain

 V
V V K K V V

K K
IH

OUT TN P N DD TP

P N
=

+ + ( ) +( )
+

2

1

/

/
. (6.33)

If we make the approximation that V V VOUT IH DD( ) ≈ /10 , then 

 V
V V K K V V

K K
IH

OUT TN P N DD TP

P N
≈

+ + ( ) +( )
+

/ /

/

5

1
. (6.34)

6.5 Crossover (Short-Circuit) Current 

In either normal output state for the CMOS logic circuit, one of the two MOS 
transistors is cutoff so the supply current is approximately zero. However, 
signifi cant crossover current (also known as short-circuit current) may fl ow 
during switching transitions attributable to the simultaneous conduction 
of the pull-down and pull-up circuits. In the CMOS inverter, the crossover 
current characteristic may be calculated piecewise for four regimes of oper-
ation. For this purpose, we will consider the unloaded CMOS inverter of 
Figure 6.15 with the approximation that both channel length modulation 
parameters are zero and assuming that the subthreshold currents may be 
neglected.
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6.5.1 Current Regime One: n-MOS Cutoff 

If the input voltage is less than VTN, the n-MOSFET will be cutoff. Because of 
this, no current will fl ow although the p-MOS transistor is operating in the 
linear mode:

 I V VDD IN TN= ≤( )0; . (6.35)

6.5.2 Current Regime Two: n-MOS Saturated

For V V VTN IN M≤ ≤ , the n-MOS transistor is saturated; it therefore acts as a 
voltage-controlled current source and sets the level of the crossover current:

 I
K V V

V V VDD
IN TN

T IN M=
−( ) ≤ ≤( )

2

2
; . (6.36)

6.5.3 Current Regime Three: p-MOS Saturated

For the input voltage in the range V V V VM IN DD TP≤ ≤ +( ) , the p-MOS transis-
tor is saturated and limits the crossover current:

 I
K V V V

V V V VDD
IN DD TP

M IN DD T=
− −( ) ≤ ≤ −( )( )

2

2
; . (6.37)

6.5.4 Current Regime Four: p-MOS Cutoff

If the input voltage is more positive than V VDD TP+ , the p-MOS device is 
cutoff so zero current fl ows:

 I V V VDD IN DD TP= ≥ +( )0; . (6.38)

VDD 

MPO
VTP, Kp

MNO
VTN, KN

IDD IN

FIGURE 6.15
CMOS inverter for estimation of the crossover current.
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218 Digital Integrated Circuits

6.5.5 Unified Expression for the Crossover Current

Across current regimes two and three, the crossover current may be found 
as the minimum of Equations 6.35 and 6.36, without the need for calculating 
the switching threshold VM. This yields a unifi ed expression for the cross-
over current:

IDD

VIN VTN

KN VIN VTN KP VIN VDD VTP=

≤

−( ) ( )
0

2
2

2
;

min / ,− + // 2

0

{ } ( )
( )

⎧
⎨
⎪

⎩⎪
≤ ≤ +

+ ≤

VTN VIN VDD VTP

VDD VTP VIN

 

(6.39)

Example 6.2 Crossover Current in a Symmetric Inverter

Calculate the crossover current for the symmetric CMOS inverter of Figure 6.16 
with VDD = 2.5 V, VTN = |VTP| = 0.5 V, and KN = KP = 100 μA/V2.

Solution: The crossover current is given by

 

I

V V

V V
DD

IN

IN=

≤

−( )
0 0 5

0 5

; ( . )

.

regime 1;

100 A/V2μ 22 2 0 5 1 25

2

/ ; ( . . )regime 2;

100 A/V2

V V V

V

IN

IN

≤ ≤

−μ .. / ; ( . . )

; (

0 2 1 25 2 0

0

2V V V VIN( ) ≤ ≤regime 3;

regimee 4; 2 0. )V VIN≤

⎧

⎨

⎪
⎪

⎩

⎪
⎪

.

The symmetric characteristic is shown in Figure 6.17 with the current regimes indi-

cated. The peak crossover current is I A V V Vpeak = −( )100 1 25 0 52 2μ / . . / A=2 28μ .

6.5.6 Effect of Threshold Voltages

From Equation 6.39, it can be seen that crossover current only fl ows for the 

input voltage range V V V VTN IN DD TP≤ ≤ +( ) . This range can be restricted 

VDD = 2.5V

IDD

MPO 
KPO = 100 μA/V2

VTO = –0.5V

MNO
KNO = 100 μA/V2

VTO = 0.5V

IN

FIGURE 6.16
Example CMOS inverter for the calculation of the crossover current.
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Static CMOS 219

by increasing the absolute values of the threshold voltages as shown in 
Figure 6.17. In fact, the crossover current may be eliminated entirely if 

V V VTN TP DD+( ) ≥ . However, such an approach would involve a tradeoff in 
switching speed because both transistors would have compromised current 
drive capability.

Example 6.3 Effect of Threshold Voltage on Crossover Current

Calculate the crossover current for symmetric CMOS inverters with KN = KP = 100 
μA/V2, VDD = 2.5 V, and VTN = |VTP| = VT, for the cases of VT = 0.5 V, 0.75 V, and 
1.00 V.

Solution: The crossover current is given by

 

I

V V

V V
DD

IN T

IN T=

≤

−( )
0

22

; ( )

/ ;

regime 1;

100 A/V2μ (( . )

.

regime 2;

100 A/V2

V V V

V V V

T IN

IN T

≤ ≤

− +

1 25

2 5μ (( ) ≤ ≤2 2 1 25

0

/ ; ( . )

; ( (

regime 3;

regime 4;

V V VIN T

22 5. ) )V V VT IN− ≤

⎧

⎨

⎪
⎪

⎩

⎪
⎪

.

The characteristics are shown in Figure 6.18, and it can be seen that the peak 
crossover current decreases with increasing VT.
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KPO = 100 μA/V2

VTO = –0.5V
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KNO = 100 μA/V2

VTO = 0.5V
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0
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0 0.5 1 1.5 2 2.5
VIN (V)

I D
D
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μA

)

Current
regime

one

Current
regime

two

Current
regime
three Current

regime
four

FIGURE 6.17
Calculated crossover current as a function of input voltage for a symmetric CMOS

inverter with KP = 100 μA/V2, VTP = −0.5 V, KN = 100 μA/V2, VTN = 0.5 V, and

VDD = 2.5 V.
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Example 6.4  Crossover Current in Symmetric and 
symmetric CMOS Inverters

Calculate the short circuit current versus the input voltage for the symmetric and 
minimum-size inverter circuits shown in Figure 6.19. VDD = 2.5 V, VTN = 0.5 V, 
VTP = −0.5 V, and tOX = 9 nm.

Solution: The process transconductance values for the p-MOS and n-MOS tran-
sistors are

 
′ = =

( )( ) × −

k
t

cm Vs F cm
P

p OX

OX

μ ε 230 3 9 8 85 102 14/ . . /(( )
×

=−9 10
887

2

cm
A Vμ /

and

 
′ = =

( )( ) × −

k
t

cm Vs F cm
N

n OX

OX

μ ε 580 3 9 8 85 102 14/ . . /(( )
×

=−9 10
2207

2

cm
A Vμ / .

For the symmetric CMOS inverter,
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⎛
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⎞
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.
.
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FIGURE 6.18
Crossover current IDD as a function of the input voltage, with the absolute value of the 

threshold voltages as a parameter. VDD = 2.5 V, KNO = KPO = 100 μA/V2, and λN = λP = 0.
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K k
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L

A V
m
m

N N
N

N
= ′

⎛
⎝⎜

⎞
⎠⎟

=
⎛
⎝⎜

⎞
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=220
1 2
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μ

/
.
.
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The crossover current is given by

I

V V

A V V V ADD

IN

IN=

≤

−( )
0 0 5

220 0 5 2202 2

; .

min / . , /μ μ VV V V V V V

V V

IN IN

IN

2 22 0 0 5 2 0

0 2 0

−( ){ } ≤ ≤

≤

⎧

⎨
⎪⎪

⎩

. . .

.
⎪⎪
⎪

For the minimum-size CMOS inverter,
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⎠⎟

=
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⎞
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The crossover current in the minimum-size inverter is given by

I

V V

A V V V A VDD

IN

IN=

≤

−( )
0 0 5

220 0 5 882 2

; .

min / . , /μ μ 22 22 0 0 5 2 0

0 2 0

V V V V V

V V

IN IN

IN

−( ){ } ≤ ≤

≤

⎧

⎨
⎪⎪

⎩
⎪

. . .

.⎪⎪

.

As shown in Figure 6.20, the symmetric inverter exhibits peak crossover cur-
rent at VDD/2. The minimum-size inverter has compromised current drive in the 
p-MOS transistor and exhibits 40% lower peak crossover current at an input 
voltage of ~1.1 V.

Symmetric
inverter 

Minimum-size
inverter 

VDD = 2.5V VDD = 2.5V

MPO
3.0/0.6

MNO
1.2/0.6

MPO
1.2/0.6

MNO
1.2/0.6

IN INIDD IDD

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 9 nm

FIGURE 6.19
Example symmetric and minimum-size CMOS inverter circuits for the calculation of the 

crossover current.
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6.6 Propagation Delays

To estimate the propagation delays for CMOS circuits, we will consider an 
inverter with a lumped capacitive load and abrupt voltage transitions at the 
input. In Section 6.6.6, we will consider the effect of the input rise/fall time, 
and, in Sections 6.14 and 6.15, we will briefl y describe how the circuit design 
(NAND, NOR) affects the propagation delays. The effect of a distributed load 
will be considered in Chapter 7.

6.6.1 High-to-Low Propagation Delay tPHL

Consider a symmetric CMOS inverter with a lumped capacitive load as 
shown in Figure 6.21 and suppose that the input voltage makes an abrupt 
transition from zero to VDD at t = 0.

The n-MOS transistor becomes saturated at t = 0+ and remains in this mode 
of operation until VOUT drops to VDD – VTN. During this time interval, a con-
stant current fl ows in MNO:

 I
K V V

DN
N DD TN=

−( )2

2
. (6.40)
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1.2 μm, minimum-size inverter 

VDD = 2.5V
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MNO
1.2 μm/0.6 μm
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FIGURE 6.20
Calculated crossover current as a function of the input voltage for the symmetric and 

minimum-size inverter circuits of Figure 6.19.
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The n-MOSFET becomes linear when VOUT = (VDD – VTN) at t = tPHL1:

 t
V C

K V V
PHL

TN L

N DD TN
1 2

2=
−( )

. (6.41)

After VOUT drops below VDD – VT, the n-MOS operates in the linear mode 
until the end of the high-to-low propagation delay; by defi nition, this is the 
time at which VOUT = (VOH + VOL)/2 = VDD/2. The length of this time interval 
for linear operation of the n-MOS transistor is tPHL2, given by

 

t C
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K V V V V
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2 2 2
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⎢
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⎠⎟

 (6.42)

The high-to-low propagation delay is given by the sum tPHL1 + tPHL2, so that

 t
C

K V V
V

V V
V V

PHL
L

N DD TN

TN

DD TN

DD TN=
−( ) −( ) + −2 3 4

ln
VVDD

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ . (6.43)

Therefore, the high-to-low propagation delay is proportional to the load 
capacitance and inversely proportional to the n-MOS device transconduc-
tance parameter. Also, as a fi rst-order approximation, the propagation delay 
varies inversely with (VDD – VTN).

VIN = VDD MPO
VTP, KP

MNO
VTN, KN

VDD

IN OUT
VIN = 0

t = 0
CL

FIGURE 6.21
CMOS inverter with a lumped capacitive load and an abrupt low-to-high voltage transition at 

the input for the estimation of tPHL.
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6.6.2 Low-to-High Propagation Delay tPLH

For the determination of tPLH, we will assume that the input voltage makes 
an abrupt high-to-low transition as shown in Figure 6.22.

The p-MOS transistor becomes saturated at t = 0+ and remains in this mode 
of operation until VOUT increases to |VTP|. The time interval tPLH1 for satu-
rated operation of the p-MOS transistor is given byz

 t
V C

K V V
PLH

TP L

P DD TP
1 2

2= −
+( )

. (6.44)

The p-MOS transistor will operate in the linear mode for the rest of the prop-
agation delay, during a time interval tPLH2 given by
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 (6.45)

The low-to-high propagation delay is the sum tPLH1 + tPHL2, which is
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Thus, tPLH is proportional to the load capacitance CL, is inversely proportional 
to KP, and (as a fi rst-order approximation) varies inversely with (VDD + VTP).

VIN = VDD MPO
VTP, KP

MNO
VTN, KN

VDD

IN OUT
VIN = 0

t = 0
CL

FIGURE 6.22
CMOS inverter with a lumped capacitive load and an abrupt low-to-high voltage transition at 

the input for the estimation of tPHL.
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6.6.3 Propagation Delay Design Equations

By rearranging Equations 6.43 and 6.46, we can develop equations that allow 
us to choose the aspect ratios and therefore gate widths of the transistors to 
achieve the necessary speed performance. If the p-MOS transistor must be 
sized to achieve a low-to-high propagation delay better than tPLH ,max with a 
load capacitance equal to CL , then the design equation is
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or
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where

 ΓP
DD TP

TP

DD TP

DD TP

DDV V
V

V V
V V

V
=

+( )
−

+( ) + +⎛1 2 3 4
ln

⎝⎝⎜
⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ . (6.49)

Similarly, if the n-MOS transistor is to be sized for a maximum high-to-low 
propagation delay tPHL,max with a load capacitance equal to CL , then the 
design equation is
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or
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where

 ΓN
DD TN

TN

DD TN

DD TN

DDV V
V

V V
V V

V
=

−( ) −( ) + −⎛
⎝

1 2 3 4
ln ⎜⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ . (6.52)

6.6.4 Propagation Delays in the Symmetric Inverter

For the symmetric inverter, in which KP = KN = K and VTN = |VTP| = VT, the 
propagation delays are equal, and 
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226 Digital Integrated Circuits

6.6.5 Approximate Expressions for the Propagation Delays

For a symmetric CMOS inverter, the propagation delays may be estimated 
(usually with better than 25% accuracy) using

 t
C

K V V
P

L

DD T
≈

−( )
1 6.

. (6.54)

This expression also correctly predicts t CP L∝ , t KP ∝ 1/ , and t V VP DD T∝ −1/( ).
For asymmetric circuits, the propagation delays may be estimated by
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C

K V V
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L

P DD TP
≈

+( )
1 6.

 (6.55)

and

 t
C

K V V
PHL

L

N DD TN
≈

−( )
1 6.

. (6.56)

Improved speed can be obtained by reduction of the load capacitance or by 
scaling up the K values; both of these may be accomplished by scaling down 
the channel lengths of the MOS transistors. 

Example 6.5 Propagation Delays for the Symmetric CMOS Inverter

Estimate tP (1 pF load) for the symmetric CMOS inverter depicted in Figure 6.23 
with VDD = 2.5 V, VT = 0.5 V, and tOX = 9 nm, using the detailed and approximate 
equations.

Solution: The process transconductance values for the p-MOS and n-MOS tran-
sistors are

 
′ = =

( )( ) × −

k
t

cm Vs F cm
P

p OX

OX

μ ε 230 3 9 8 85 102 14/ . . /(( )
×

=−9 10
887

2

cm
A Vμ /

CL = 1 pF

VDD = 2.5V

MPO
3.0/0.6

MNO
1.2/0.6

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 9 nm

FIGURE 6.23
Example symmetric inverter for the calculation of the propagation delays.
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and
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The device transconductance parameters are equal:
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Using the detailed expression the propagation delay is
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Using the approximate expression,

 

t
C

K V V

F

A V
P

L

DD T
≈

−( ) =
( )

×( )
−

−

1 6 1 6 10

440 10

12

6 2

. .

/ 22 5 0 5
1 8

. .
.

V V
ns

−( )
= ,

which is 24% higher than the value obtained using the detailed equation.

Example 6.6 Propagation Delays for the Minimum-Size CMOS Inverter

Estimate tPLH and tPHL for the minimum-size CMOS inverter of Figure 6.24 with 
VDD = 2.5 V, VT = 0.5 V, and tOX = 9 nm using the detailed and approximate equa-
tions, assuming a lumped 1 pF load.

Solution: The process transconductance values are ′ =k A VP 88 2μ /  and 
′ =k A VN 220 2μ / . In the minimum-size inverter, all MOSFET gate dimensions are 

set to the minimum value, WN = 2LN = WP = 2LP, so that the device transconduc-
tance parameters are twice the process transconductance parameters: K kP P= ′2  
and K kN N= ′2 .
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The low-to-high propagation delay is
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but the high-to-low propagation delay is
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Because the p-MOS transistor is weaker, tPHL is about 2.5 times longer than tPLH.

6.6.6 Effect of the Input Rise and Fall Time

In the previous sections, we derived expressions for the propagation delay 
times with the assumption of abrupt voltage transitions at the input to the 
circuit. In a real digital system, the input signals will have fi nite rise and fall 
times that will tend to increase the propagation delays. Consider fi rst the 
high-to-low propagation delay with a fi nite rise time* at the input as shown 
in Figure 6.25. There are two consequences of the fi nite input rise time: (1) the 

* The rise time is defi ned as the time required for the input signal to increase from the 10% 
point to the 90% point.

CL = 1 pF

VDD = 2.5V

MPO
1.2/0.6

MNO
1.2/0.6

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 9 nm

FIGURE 6.24
Example minimum-size inverter for the calculation of the propagation delays.
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n-MOS transistor does not turn on abruptly but instead exhibits a gradual 
rise in its drain current; and (2) the p-MOS device does not turn off abruptly, 
resulting in some crossover current that loads the n-MOS pull-down device. 
Both of these effects tend to increase the propagation delay for the inverter 
circuit, although it is measured from the (delayed) 50% point on the input 
waveform.

Because of the gradual turn-on of the pull-down device and the gradual 
turn-off of the pull-up device, the delay time analysis is more complicated 
than the derivations given in the previous sections. However, the high-to-
low propagation delay may be estimated using the empirical relationship

 ′ ≈ +t t tPHL PHL RI
2 2 2/ , (6.57)

where tPHL  is the intrinsic delay for the gate with abrupt input transitions, 
tRI  is the rise time for the input signal, and ′tPHL  is the extrinsic delay for the 
gate with a non-abrupt input transition. Figure 6.26 shows the extrinsic delay 
calculated using the empirical relationship of Equation 6.57 as well as the 
extrinsic delay determined using SPICE with the assumption of a trapezoi-
dal input waveform. Real input waveforms are usually nontrapezoidal, and 
this accentuates the dependence of the extrinsic delay on the rise time.

Following the same line of reasoning, a fi nite fall time at the input as shown 
in Figure 6.27 will increase tPLH.

The approximate value of the extrinsic propagation delay in this case is

 ′ ≈ +t t tPLH PLH FI
2 2 2/ , (6.58)

where tPLH  is the intrinsic delay for the gate with an abrupt input transition, 
and tFI  is the input fall time.

It is important to note that the preceding relationships are very approxi-
mate, and as discussed above, the extrinsic propagation delays depend on 
the shape of the input waveform as well as its rise and fall times.

CL

VDD 
VIN

tRI

MPO
VTP, KP

MNO
VTN, KN

90%

10%

IN

t

OUT

FIGURE 6.25
CMOS inverter with an input signal having a fi nite rise time tR.
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230 Digital Integrated Circuits

6.7 Inverter Rise and Fall Times

The output rise time for a gate circuit is of importance because, as is clear 
from the previous section, it will affect the propagation delay times for the 
fan-out gates.

6.7.1 Fall Time

If we return to our assumption of an abrupt input transition, the calcula-
tion of the fall time for a CMOS inverter follows along the same lines as 
the tPHL calculation presented previously. Thus, if the input waveform makes 

Model equation (6.57)
SPICE results, using a trapezoidal input

CL = 1 pF

0
0
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tr
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sic

 d
el

ay
 t’

PH
L (

ns
)

2
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12

14

16

2 4 6 8 10 12 14 16
Input rise time tRI (ns)

VDD = 2.5V

MPO

MNO

IN OUT

KP = KN = 100 μA/V2

VTN = |VTP| = 0.5V

FIGURE 6.26
Extrinsic high-to-low propagation delay for a symmetric CMOS gate as a function of the input 

rise time.
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tFI

MPO
VTP, KP
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VTN, KN

90%

10%
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t

OUT

FIGURE 6.27
CMOS inverter with an input signal having a fi nite fall time tF.
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an abrupt transition from 0 to VDD at t = 0 and the load is a lumped capaci-
tance as shown in Figure 6.28, the fall time is the sum of two components 
t t tF F F= +1 2 , where tF1 and tF2  represent the time intervals for saturated and 
linear operation of the n-MOS transistor, respectively.

It has already been shown that the n-MOS transistor operates in the satura-
tion region until VOUT drops to VDD – VTN, and the length of this time interval 
is tF1:

 t
V C

K V V
F

TN L

N DD TN
1 2

2=
−( )

. (6.59)

After VOUT drops below VDD – VT, the n-MOS operates in the linear mode 
until the end of the fall time, which corresponds to VOUT = VDD/10 (the 10% 
point). The length of this time interval is tF2, given by
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 (6.60)

The fall time is given by the sum tF1 + tF2, so that
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VIN = VDD MPO
VTP, KP

MNO
VTN, KN

VDD

IN OUT
VIN = 0

t = 0
CL

FIGURE 6.28
CMOS inverter with a lumped capacitive load and an abrupt low-to-high voltage transition at 

the input for the estimation of tF.
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This expression is similar to that for the high-to-low propagation delay time, 
and the fall time is proportional to CL but inversely proportional to KN.

6.7.2 Rise Time

The rise time may be determined in similar manner, with the assumption of 
an abrupt transition at the input, yielding
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Example 6.7 Rise and Fall Times for the Symmetric CMOS Inverter

Estimate tR and tF for the symmetric CMOS inverter depicted in Figure 6.29 with 
VDD = 2.5 V, VTN = |VTP| = 0.5 V, and tOX = 9 nm, assuming that the input voltage 
makes abrupt transitions.

Solution: In this symmetric inverter, the device transconductance parameters are 
equal:

 

K K
W
L t

m
m

cm Vs
P N

N

N

n OX

OX
= = =

⎛
⎝⎜

⎞
⎠⎟

( )μ ε μ
μ

1 2
0 6

580 32
.
.

/ .. . /

/ .

9 8 85 10

9 10

440

14

7

2

( ) ×( )
×

=

−

−

F cm

cm

A Vμ

The rise time is

t
C

K V V
V

V V
V V

R
L

DD TP

TP

DD TP

DD TP=
+( )

−
+( ) + +2 19 20

ln
VV

F

A V V

DD

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

= ×
×( )

−

−

1 10

440 10 2 5

12

6 2/ . −−( )
( )

−( ) +
( ) −

0 5

2 0 5
2 5 0 5

19 2 5 20 0 5

.

.
. .

ln
. .

V

V
V V

V VV
V

ns

( )⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=

2 5

3 6

.

.

and the fall time is
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As expected for the symmetric circuit, the rise and fall times are equal, and they 
are 2.5 times the propagation delays.

Example 6.8 Rise and Fall Time for the Minimum-Size CMOS Inverter

Estimate tR and tF for the minimum-size CMOS inverter of Figure 6.30 with VDD = 2.5 
V, VTN = |VTP| = 0.5 V, and tOX = 9 nm.

Solution: Here,
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CL = 1 pF

VDD = 2.5V

MPO
3.0/0.6

MNO
1.2/0.6

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 9 nm

FIGURE 6.29
Example symmetric inverter for the calculation of the rise and fall times.

CL = 1 pF

VDD = 2.5V

MPO
1.2/0.6

MNO
1.2/0.6

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 9 nm

FIGURE 6.30
Example minimum-size inverter for the calculation of the rise and fall times.
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The fall time is the same as before:
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but because of the weaker p-MOS transistor, the rise time is

 t t nsR F≈ =2 5 9 1. . .

6.7.3 Effect of the Input Rise and Fall Time on Output Rise and Fall Time

In the previous sections, the rise and fall time were derived with the sim-
plifying assumption of an abrupt input voltage transition. However, a fi nite 
transition time at the input of a CMOS inverter will increase the rise and 
fall time at the output, for the same reasons that the propagation delays are 
increased. For the case of a trapezoidal input waveform (meaning both the 
low-to-high and high-to-low transitions are linear), it can be shown that the 
extrinsic rise and fall times ′tR  and ′tF  are given by

 ′ = +t t tR R FI
2 2 7/  (6.63)

and

 ′ = +t t tF F RI
2 2 7/ , (6.64)

where tR  and tF  are the intrinsic rise and fall times, calculated for the case 
of abrupt input transitions, and tRI  and tFI  are the rise time and fall time, 
respectively, for the input signal.

Example 6.9 Inverter Design with Delay Constraints

Design a CMOS inverter such that the switching threshold is VDD / 2 , t psPLH ≤ 250 , 
and t psPHL ≤ 200 with, C fFL = 500 . V VDD = 2 5. , V V VTN TP= = 0 5. ; the minimum 
gate dimension (L or W) is 0 6. μm , and the oxide thickness is 9 nm.

Solution: The switching threshold requirement sets the transconductance ratio 
K K KR N P= / :

 
K

V V V
V V

V V V
R

DD TP M

M TN
= + −

−
⎛
⎝⎜

⎞
⎠⎟

= − −
2

2 5 0 5 1 25
1

. . .
.. .

.
25 0 5

1 0
2

V V−
⎛
⎝⎜

⎞
⎠⎟ = .

TAF-6987X_AYERS-09-0307-C006.ind234   234TAF-6987X_AYERS-09-0307-C006.ind234   234 8/22/09   7:26:16 PM8/22/09   7:26:16 PM



Static CMOS 235

The delay factors are equal because of the symmetry in the threshold voltages:

 

Γ ΓP N
DD TN

TN

DD TN

DD TN

DV V
V

V V
V V

V
= =

−( ) −( ) + −1 2 3 4
ln

DD

V V
V

V V

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

=
−( )

( )
−

1
2 5 0 5

2 0 5
2 5 0 5. .

.
. .(( ) +

( ) − ( )⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=ln
. .

.
.

3 2 5 4 0 5
2 5

0 6
V V

V
444 1V − .

The requirements on the individual device transconductance parameters are 

 
K

C
t

F V
P

L P

PLH
≥ =

×( )( )
×

− −
Γ
,max

.500 10 0 644

250 1

15 1

00
1 29

12
2

−( ) =
s

mA V. /

and

 
K

C
t

F V
N

L N

PHL
≥ =

×( )( )
×

− −
Γ
,max

.500 10 0 644

200 1

15 1

00
1 61

12
2

−( ) =
s

mA V. / .

The process transconductance values for the p-MOS and n-MOS transistors 
are 

 
′ = =

( )( ) × −

k
t

cm Vs F cm
P

p OX

OX

μ ε 230 3 9 8 85 102 14/ . . /(( )
×

=−9 10
887

2

cm
A Vμ /

and

 
′ = =

( )( ) × −

k
t

cm Vs F cm
N

n OX

OX

μ ε 580 3 9 8 85 102 14/ . . /(( )
×

=−9 10
2207

2

cm
A Vμ / .

Therefore, the required aspect ratios are

 
W
L

K
k

A V
A V

P

P

P

P
≥

′
= =,min /

/
.

1290
88

14 7
2

2

μ
μ

and

 

W
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K
k

A V
A V

N

N

N

N
≥

′
= =,min /

/
.

1610
220

7 3
2

2

μ
μ

.

From the requirement on the switching threshold, we also have

 

W L
W L

KN N

P P
R p n

/
/

/ / .= ( ) ≈μ μ 1 2 5 .

TAF-6987X_AYERS-09-0307-C006.ind235   235TAF-6987X_AYERS-09-0307-C006.ind235   235 8/22/09   7:26:17 PM8/22/09   7:26:17 PM



236 Digital Integrated Circuits

If we fi x the gate lengths at the minimum, L L mP N= = 0 6. μ , then using a 25% 
safety margin the gate lengths may be chosen as 

 W m mN = +( ) =7 3 1 25 0 6 5 5. % . .μ μ

and

 W W mP N= =2 5 13 8. . μ .

Note that WP  meets the tPLH  requirement with better than a 25% safety margin, 
because W L m mP P/ . / .= =13 8 0 6 23μ μ .

6.8 Propagation Delays in Short-Channel CMOS

In the previous sections, gate delays and rise/fall times were derived for 
CMOS circuits using the long-channel MOSFET equations. As shown in 
Chapter 4, it is necessary to use a different set of equations for short-channel 
MOS transistors because of the fi eld-dependent mobilities and velocity satu-
ration. Here we present approximate propagations delay and design equa-
tions based these short-channel MOS equations.

6.8.1 High-to-Low Propagation Delay tPHL  in Short-Channel CMOS

Consider a short-channel CMOS inverter with a lumped capacitive load and 
an abrupt low-to-high input transition as shown in Figure 6.31.

At t = +0 , the n-MOS transistor becomes saturated and the p-MOS transistor 
becomes cutoff. As shown in Chapter 4, a short-channel MOS transistor satu-
rates at a lower drain-to-source voltage than a long-channel device with the 
same threshold voltage and gate-to-source bias. For this approximate analysis, 

VIN = VDD MPO
WP/LP

MNO
WN, LN

VDD

IN OUT
VIN = 0

t = 0
CL

FIGURE 6.31
CMOS inverter with a lumped capacitive load and an abrupt low-to-high voltage transition at 

the input for the estimation of tPHL.
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we will make the assumption that the n-MOS transistor remains saturated 
throughout the propagation delay, with a saturated current given by

 I C W v V V
V V v

DSATn ox N satn DD TN
n DD TN s= −( ) + −( )1 2μ / aatn N

n DD TN satn N

L

V V v L

( ) −

+ −( ) ( ) +

1

1 2 1μ /
, (6.65)

where vsatn  is the saturation velocity for electrons (approximately 9 106× cm s/
in Si). The high-to-low propagation delay is then approximately

 t
C V
I

C V
C W v V V

PHL
L DD

DSATn

L DD

ox N satn DD TN
≈ =

−( )2 2

11 2 1

1 2

+ −( ) ( ) +

+ −( )
μ

μ
n DD TN satn N

n DD TN

V V v L

V V v

/

/ ssatn NL( ) − 1
. (6.66)

6.8.2 Low-to-High Propagation Delay tPLH  in Short-Channel CMOS

Consider a short-channel CMOS inverter with a lumped capacitive load and 
an abrupt high-to-low input transition as shown in Figure 6.32. 

At t = +0 , the p-MOS transistor becomes saturated and the n-MOS transis-
tor becomes cutoff. We will make the assumption that the p-MOS transistor 
remains saturated throughout the propagation delay with a saturated current: 

 I C W v V V
V V v

DSATp ox P satp DD TP
p DD TP s

= +( )
+ +( )1 2μ / aatp P

p DD TP satp P

L

V V v L

( ) −

+ +( ) ( ) +

1

1 2 1μ /
, (6.67)

where vsatp  is the sa)turation velocity for holes (approximately 8 106× cm s/
in Si). The high-to-low propagation delay is then approximately

 t
C V
I

C V
C W v V V

PLH
L DD

DSATp

L DD

ox P satp DD TP
≈ =

+( )2 2

11 2 1

1 2

+ −( ) ( ) +

+ −( )
μ

μ

p DD TP satp P

p DD TP

V V v L

V V v

/

/ ssatp PL( ) − 1
. (6.68)

VIN = VDD MPO
WP/LP

MNO
WN, LN

VDD

IN OUT
VIN = 0

t = 0
CL

FIGURE 6.32
CMOS inverter with a lumped capacitive load and an abrupt low-to-high voltage transition at 

the input for the estimation of tPHL.
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238 Digital Integrated Circuits

6.8.3  Comparison of the Short-Channel and 
Long-Channel Delay Equations 

Based on long-channel MOSFET equations, we derived the inverter high-to-
low propagation delay to be

 

t C
C W L V V

V
V V

V
PHL

L

n ox N N DD TN

TN

DD TN

D=
( ) −( ) −( )

+
μ /

ln
2 3 DD TN

DD

L

n ox N N
n

V
V

C
C W L

−⎛
⎝
⎜

⎞
⎠
⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=
( )

4

μ /
.Γ  (6.69)

The high-to-low delay based on short-channel behavior may be written as

 

t
C V

C W v V V

V V v
PHL

L DD

ox N satn DD TN

n DD TN s
≈

−( )
+ −( )

2

1 2μ / aatn N

n DD TN satn N

L

n ox N

L

V V v L

C

C W

( ) +

+ −( ) ( ) −

=

1

1 2 1μ

μ

/

/LLN

neff( ) Γ .  (6.70)

where

 Γneff
n DD

satn N DD TN

n DD TNV
v L V V

V V
≈

−( )
+ −( )μ μ

2

1 2 / vv L

V V v L

satn N

n DD TN satn N

( ) +

+ −( ) ( ) −

1

1 2 1μ /
. (6.71)

Thus, the ratio Γ Γneff n/ gives the approximate ratio of the actual delay 
divided by the long-channel value. 

Similarly for the low-to-high propagation delay, from the long-channel 
MOSFET equations, we obtain

 

t C
C W L V V

V
V V

V
PLH

L

p ox P P DD TP

TP

DD TP

D=
( ) +( ) +( )

+
μ /

ln
2 3 DD TP

DD

L

p ox P P
p

V
V

C
C W L

+⎛
⎝
⎜

⎞
⎠
⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=
( )

4

μ /
,Γ  (6.72)

and from the short-channel equations, we have

 

t
C V

C W v V V

V V v
PLH

L DD

ox P satp DD TP

p DD TP s
≈

+( )
+ +( )

2

1 2μ / aatp P

p DD TP satp P

L

p ox P

L

V V v L

C

C W

( ) +

+ −( ) ( ) −

=

1

1 2 1μ

μ

/

/LLP

peff( ) Γ .  (6.73)
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where

 Γpeff
p DD

satp P DD TP

p DD TPV
v L V V

V V
≈

+( )
+ +( )μ μ

2

1 2 / vv L

V V v L

satp P

p DD TP satp P

( ) +

+ +( ) ( ) −

1

1 2 1μ /
. (6.74)

Here the ratio Γ Γpeff p/ gives the approximate ratio of the actual delay 
divided by the long-channel value. 

6.8.4  Propagation Delay Design Equations for
Short-Channel CMOS

By rearranging Equations 6.70 and 6.73, we can develop equations that allow 
us to choose the transistors’ widths to meet a delay constraint. If the propa-
gation delays should be less than some value tP,max with an external load 
capacitance CL , then for an inverter the transistor widths should be chosen 
according to

 W
C V

C t v V V

V V
N

L DD

ox P satn DD TN

n DD T≥
−( )

+ −
2

1 2

,max

μ NN satn N

n DD TN satn N

v L

V V v L

( ) ( ) +

+ −( ) ( ) −

/

/

1

1 2 1μ
 (6.75)

and

 W
C V

C t v V V

V V
P

L DD

ox P satp DD TP

p DD T
≥

+( )
+ +

2

1 2

,max

μ PP satp P

p DD TP satp P

v L

V V v L

( ) ( ) +

+ +( ) ( ) −

/

/

1

1 2 1μ
. (6.76)

Example 6.10 Propagation Delays in Short-Channel CMOS

Estimate the propagation delays for the CMOS circuit of Figure 6.33, assuming 
abrupt input transitions with rail-to-rail swing.

VDD = 1.0V

MPO
200/100

MNO
200/100

IN OUT

CL= 5 fF

VTN = |VTP| = 0.3V
tOX = 5 nm

All gate dimensions in nm

FIGURE 6.33
Example short-channel CMOS inverter for the calculation of the propagation delays.
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Solution: The oxide capacitance per unit area is

 
C

t

F cm

cm
ox

ox

ox
= =

×( )
×

= ×
−

−
ε 3 9 8 85 10

5 10
6 9

14

7

. . /
. 110 7 2− F cm/ .

Based on the short-channel MOSFET equations,

 
I C W v V V

V V v
DSATn ox N satn DD TN

n DD TN s
= −( )

+ −( )1 2μ / aatn N

n DD TN satn N

L

V V v L
A

( ) −

+ −( ) ( ) +
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1 2 1
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μ
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C V
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F V
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×
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5 10 1 0

2 87 10

15

6

.

(( ) = 29ps ;

 
I C W v V V

V V v
DSATp ox P satp DD TP

p DD TP s
= +( )

+ +( )1 2μ / aatp P

p DD TP satp P

L

V V v L
A

( ) −

+ +( ) ( ) +
=

1

1 2 1
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μ
μ

/
,

and

 
t

C V
I

F V

A
PLH

L DD

DSATp
≈ =

×( )( )
×

−

−2

5 10 1 0

2 77 10

15

6

.

(( ) = 32ps .

The propagation delays are similar in value because the carrier saturation veloci-
ties are close in value.

Example 6.11  Comparison of Short-Channel and 
Long-Channel CMOS Delays 

For CMOS inverters with V VDD = 1 0. , V V VTN TP= = 0 3. , W W mN P= = 10μ , 
and C pFL = 1 , calculate Γ Γneff n/  as a function of the gate length and hence 
determine the ratio by which the high-to-low propagation delay is underestimated 
based on the long-channel MOSFET equations. Repeat for Γ Γpeff p/  and the low-
to-high propagation delay.

Solution: The ratio Γ Γneff n/ is

 

t
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v L
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,
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and the ratio Γ Γpeff p/ is

 

t
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These ratios are plotted as functions of the gate lengths LN and LP in Figures 6.34 
and 6.35. The equations based on long-channel transistors underestimate tPHL 
(tPLH) by a factor of ¼ (1/2.5) with 100 nm gate lengths.

Example 6.12 Design of Short-Channel CMOS with Delay Constraints

Choose the widths of the transistors in a CMOS inverter such that t psP ≤ 50
with C fFL = 25 . V VDD = 1 0.  and V V VTN TP= = 0 3. . L L nmP N= = 100  and 
t nmox = 5 .

Solution: The requirements on the device widths are

 
W

C V
C t v V V

V V
P

L DD

ox P satp DD TP

p DD T
≥

+( )
+ +

2

1 2

,max

μ PP satp P

p DD TP satp P

v L

V V v L

( ) ( ) +

+ +( ) ( ) −
=

/

/

1

1 2 1μ
11 7. μm

0

1

2

3

4

1010.1
Gate length LN (μm)

Γ n
eff

/Γ
n

FIGURE 6.34
Γ Γneff n PHL PHLt t long channel/ /= ( )  as a function of n-MOS gate length for a CMOS inverter. 
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and

 
W

C V
C t v V V

V V
N

L DD

ox n satn DD TN

n DD T
≥

−( )
+ −

2

1 2

,max

μ NN satn N

n DD TN satn N

v L

V V v L

( ) ( ) +

+ −( ) ( ) −
=

/

/

1

1 2 1μ
11 1. μm .

In a short-channel CMOS inverter, a transistor size ratio of W WP N/ .= 2 5  is not 
necessary for symmetric delay performance.

6.9 Power Dissipation

Broadly speaking, the dissipation in CMOS can be classifi ed as static (DC) 
dissipation and dynamic (AC) dissipation. The total dissipation is the sum of 
these two components:

 P P PDC AC= + . (6.77)

The static dissipation is associated with the subthreshold currents in the 
cutoff MOSFETs and the leakage currents in the reverse-biased source and 
drain p-n junction diodes. The dynamic dissipation is the sum of the short-
circuit power and the capacitance switching power. Thus, 

 P P P P Psubthreshold pn

P

sc switch

PDC AC

= + + + , (6.78)

0

1

2

3

4

1010.1
Gate length LP (μm)

Γ p
eff

/Γ
p

FIGURE 6.35
Γ Γpeff p PLH PLHt t long channel/ /= ( )  as a function of p-MOS gate length for a CMOS inverter. 
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where Psubthreshold  is power associated with MOSFET subthreshold conduc-

tion, Ppn is power associated with p-n junction leakage in the MOSFETs, Psc

is short-circuit dissipation, and Pswitch  is capacitance switching dissipation.
Usually, the capacitance switching power is dominant in CMOS circuitry. 

However, all four components should be considered in low-power VLSI 
design.

6.9.1 Capacitance Switching Dissipation

Suppose a CMOS gate is loaded by a lumped capacitance as shown in Figure 
6.36, and the output of this gate switches from low to high and back to low 
again. 

The energy drawn from the power supply during the low-to-high transition is

 J V C dV C Vswitch DD L

V

L DD

DD

= =∫0

2 . (6.79)

Half of this energy is stored in the capacitor, and the other half is dissipated 
in the p-MOSFET. During the high-to-low transition, the energy stored in the 
capacitor is dissipated in the n-MOSFET, but no additional energy is drawn 
from the power supply. Thus, if the output is switched at a frequency f, the 
power dissipation is

 P fC Vswitch L DD= 2 . (6.80)

Normally, the output node of a CMOS gate switches at a frequency that is 
lower than the system clock frequency. This is accounted for by introducing 
an activity factor α :

 P f C Vswitch CLK L DD= α 2 . (6.81)

IN OUT

CLMNO

MPO

VDD

VDD

0
1/f

FIGURE 6.36
CMOS inverter for the consideration of the capacitance switching power.
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The capacitance that loads the output node comprises three important 
components:

 C C C NCL ut in= + +o interconnect , (6.82)

where C uto  is the output capacitance of the gate circuit, Cinterconnect  is the 
capacitance of the interconnect wires, and NCin is the load capacitance asso-
ciated with N fan-out gates.

In complex CMOS logic gates, there are internal nodes that may switch 
even when the output node does not. To accurately account for all of the 
capacitance switching power, it is necessary to sum up the contributions 
from all of the individual nodes:

 P f V C Vswitch CLK DD i i

i

N

=
=
∑α i

1

, (6.83)

where α i is the activity for the ith node, Ci  is the capacitance loading the ith 
node, and Vi  is the average voltage swing on the ith node.

6.9.2 Short-Circuit Dissipation

The short-circuit component of the dynamic dissipation arises as a conse-
quence of the simultaneous conduction of the n-MOSFET and p-MOSFET. 
Therefore, whereas the capacitance switching power depends only on the 
voltage swing, the short-circuit dissipation depends also on the rise and fall 
times at the input.

Consider a symmetric CMOS inverter with a negligible capacitive load as 
shown in Figure 6.37.

For V VIN DD≤ / 2 , the n-MOSFET is saturated, and for V VIN DD≥ / 2, the 
p-MOSFET is saturated. The supply current as a function of the input volt-
age is

IN OUT

MNO

MPO

VDD

VDD

tRI

tFI

1/f

FIGURE 6.37
CMOS inverter for the consideration of the short-circuit power.
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/

2

2
. (6.84)

Suppose the rise and fall times for the input waveform are equal:

 t tRI FI= = τ . (6.85)

Then the time-averaged short-circuit power is

 

P
V

T
i dt

V
T

K V t
V dt

K

sc
DD

DD

T

DD DD
T

=

= −⎛
⎝⎜

⎞
⎠⎟ +

∫
0

2
2

2 τ 22

2

2

V
V t

V dtDD
DD

T

V V

V V

T DD

T DD

− −⎛
⎝⎜

⎞
⎠⎟

−

∫ τ
τ

τ τ

τ /

/

/

ττ

τ

/

.

2

3
2

12

∫
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

=
−( )K f V VDD T  (6.86)

If the switching frequency is less than the clock frequency, we can account 
for this by invoking the switching activity factor as in the previous section:

 P
K f V V

sc
CLK DD T=

−( )α τ 2

12

3

.  (6.87)

The short-circuit power increases linearly with the switching frequency but 
increases (approximately) with the cube of the supply voltage. As discussed 
previously, it is possible to eliminate the crossover current and therefore the 
short-circuit power by increasing the absolute values of the threshold volt-

ages so that V V VDD TN TP< +( ) .

6.9.3 Leakage Current Dissipation

The static dissipation in CMOS arises as a consequence of three compo-
nents of leakage current. These are, in order of importance, the subthresh-
old current in the MOSFETs, the leakage currents in the source and drain 
p-n junctions in the MOSFETs, and the leakage in the gate oxide of the 
MOSFETs.
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246 Digital Integrated Circuits

The subthreshold current in an n-MOSFET with VDS > 3kT/q is given by

 I
m W

t L
kT
q

q V V
mkT

D
n ox

ox

GS T≈
−( ) ⎛

⎝⎜
⎞
⎠⎟

−( )1
2

μ ε
exp

⎛⎛
⎝⎜

⎞
⎠⎟

, (6.88)

where μn is electron mobility, εOX is permittivity of oxide, tOX is oxide thick-
ness, W is width of the MOSFET channel, L is length of the MOSFET chan-
nel, k is the Boltzmann constant, T is absolute temperature, q is electronic 
charge, and VGS is gate-to-source bias voltage.

The unitless parameter m is given by

 m
C
C

dm

ox
= +1 , (6.89)

where Cdm is the maximum depletion layer capacitance of the semiconduc-
tor under the oxide, and COX is the oxide capacitance. In typical MOSFETs, 
1.5 < m < 2, but for SOI MOSFETs, the value of m is close to unity.

In a CMOS circuit, subthreshold current fl ows in the n-MOSFET network 
when the output is high. With a low output, subthreshold current fl ows in 
the p-MOSFET network. The average subthreshold current in either logic 
state is equal to

 I K m
kT
q

subthreshold
V ST≈ −( )⎛

⎝⎜
⎞
⎠⎟

−1 10

2

/ , (6.90)

where the subthreshold swing S is given by

 S
d I

dV
mkT

q
D

GS
≡

( )⎛

⎝⎜
⎞

⎠⎟
= ( )

−
log

ln
10

1

10  (6.91)

and K is the device transconductance parameter of the symmetric n-channel 
and p-channel MOSFETs.

Therefore, the subthreshold power is approximately

 P V K m
kT
q

subthreshold DD
V ST≈ −( )⎛

⎝⎜
⎞
⎠⎟

−1 10

2

/ . (6.92)

Typically, the absolute value of the threshold voltages is required to be three 
times the subthreshold swing to limit the subthreshold leakage to a tolerable 
value. In conventional CMOS circuits operating at room temperature, the 
minimum threshold voltages are therefore 0.3 V. SOI MOSFETs have near 
ideal subthreshold characteristics and allow lower threshold voltages (~0.2 V 
or less).
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The reverse-biased p-n junctions in a CMOS circuit also contribute to the 
leakage dissipation. With a high output from a CMOS circuit, the p-MOSFETs 
are linear and the reverse-biased drain-body p-n junctions in the n-MOSFETs 
leak. With a low output, the n-MOSFETs are linear and the drain-body p-n 
junctions of the p-MOSFETs leak.

The leakage current in a reverse-biased p-n junction is given approximately 
by a Schockley-type current source,

 I I
qV
nkT

Ipn S S= ⎛
⎝⎜

⎞
⎠⎟

−
⎡
⎣
⎢

⎤
⎦
⎥ ≈ −exp 1 . (6.93)

Each gate contributes a p-n junction leakage power equal to

 P V Ipn DD S≈ . (6.94)

The gate oxide leakage is attributable to quantum mechanical tunneling. 
Although a theoretical treatment of the oxide leakage current is beyond the 
scope of this book, this leakage component is negligible for CMOS circuits hav-
ing gate oxide thicker than about 20 nm. The importance of this contribution is 
that it places a limit on the scaling of CMOS circuits using silicon dioxide. Other 
gate insulators with high dielectric constants (high κ dielectrics) are being inves-
tigated to extend the scaling limits without undue gate oxide leakage current.

Example 6.13 Dissipation in a CMOS Inverter

Calculate and plot the dissipation versus the switching frequency for a symmetric 
CMOS gate with VDD = 2.5 V, VT = 0.5 V, and K = 100 μA/V2 and CL = 1 pF.

Solution: The capacitance switching power is given by

 P f V F f pJswitch = ( ) ×( ) = ( )−2 5 1 10 6 22 12. . .

Estimation of the short-circuit power is less straightforward because of its depen-
dence on the rise and fall time for the input signal. A reasonable estimate may 
be obtained by assuming that the input signal has the same rise and fall time as 
the inverter under consideration, that is, t tRI R=  and t tFI F= . For this symmetric 
inverter, the rise and fall times are equal:

  

t t
C

K V V
V

V V
V V

R F
L

DD TN

TN

DD TN

DD= =
−( ) −( ) + −2 19 20

ln TTN

DDV
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A V

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

= ×
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−

−

1 10

100 10 2

12

6 2/ .55 0 5

2 0 5
2 5 0 5

19 2 5 20 0

V V

V
V V

V

−( )
( )

−( ) +
( ) −

.

.
. .
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. ..

.

. .

5
2 5

16 1

V
V

ns

( )⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

=

.
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Therefore, using t t nsRI FI= = ≈τ 16 1. , we estimate the short-circuit power as 

 

P
f K V V

f ns A V

sc
DD T=

−( )

=
×( )(−

τ

μ

2
12

16 1 10 100

3

9 2. / )) −( )

= ( )

2 5 1 0

12

0 45

3. .

. .

V V

f pJ

Based on this estimate, the short-circuit power is less than 10% of the capacitance 
switching power.

The static dissipation is usually dominated by the subthreshold contribution. If 
it is assumed that m = 1.6, then

 

P V K m
kT
q

V

subthreshold DD
V ST≈ −( ) ⎛

⎝⎜
⎞
⎠⎟

≈ ( )

−1 10

2 5

2

/

. 1100 1 6 1 26 10

1 0 10

2 2 5

12

μA V mV

W

/ .

. .

( ) −( )( )

= ×

−

−

This contribution may usually be neglected except under standby conditions. 
(Typically, I AS ~ 10 14−  so that P fWpn ~ 10 .)

For the example inverter, the dissipation as a function of the switching frequency 
characteristic may be calculated by

 P P P P W fsubthreshold switch sc= + + = × +−6 8 10 6 610. . ××( )−10 12 J .

Considering only frequencies that allow the output to settle, the maximum switch-
ing frequency for these calculations is

 
f

t t ns
MHz

R F
max

max , .
≈ ( ) = ( ) =1

2
1

2 16 1
31 .

Calculated results up to this frequency are provided in Figure 6.38.

6.10 Fan-Out

The maximum fan-out for CMOS circuits is determined entirely by dynamic 
considerations because the loading is primarily capacitive. The propagation 
delays increase with the number of load gates so that there is some maxi-
mum fan-out that corresponds to the longest allowable delays.
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Consider a symmetric CMOS inverter loaded by N similar CMOS gate 
circuits. Although the input capacitance per load gate is a function of the 
applied voltage, the worst case value may be estimated as 

 C C C C W L W L C W L W Lin gN gP ox N N N OV ox P P P OV= + = +( ) + +2 2(( ) . (6.95)

If the maximum allowable propagation delays are tPLH ,max  and tPHL,max , then 
the maximum allowable load capacitance is

 C
K t K t

L
P PLH

P

N PHL

N
,max

,max ,max
min ,= ⎛

⎝⎜
⎞
⎠⎟Γ Γ

. (6.96)

The maximum fan-out is the largest integer satisfying

 N
C

C
MAX

L

in
≤ ,max

, (6.97)

or

 N
K t

C
K t

C
P PLH

in P

N PHL

in N
max

,max ,max
min ,= ⎛

⎝⎜
⎞

Γ Γ ⎠⎠⎟
. (6.98)

Typically, the maximum fan-out in a CMOS system is on the order of 10. 

IN OUT

MNO

MPO

VDD = 2.5V

CL = 1 pF

10

1 m

100 μ

10 μ

1 μ

100 n

10 n

1 n

100 p
100 1k 10k

f (Hz)

P 
(W

)

100k 1M 10M 100M

KP = KN = 100 μA/V2

VTN = |VTP| = 0.5V

FIGURE 6.38
Calculated dissipation as a function of switching frequency for a CMOS inverter with VDD = 2.5 

V, KNO = KPO = 100 μA/V2, and C pFL = 1 , assuming t t nsRI FI= = ≈τ 16 1. .
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250 Digital Integrated Circuits

6.11 Circuit Delays as Functions of Fan-Out 

For the estimation of the maximum fan-out in the previous section, we 
neglected the output capacitance Cout  of the sending gate, and we also 
assumed that the load capacitance was entirely attributable to the receiving 
(load) gates. Often, however, the number of fan-out gates is small enough so 
that we should consider Cout  as well as the parasitic capacitance of the inter-
connect wires Cinterconnect . Then,

 t
C NC C

K
PLH

out in P

P
=

+ +( )interconnect Γ
 (6.99)

and

 t
C NC C

K
PHL

out in N

N
=

+ +( )interconnect Γ
. (6.100)

In these expressions, the ratios ΓP PK/  and ΓN NK/  have units of Ω  and 
may be considered to be effective switching resistances, allowing us to write 
the delay times in the practical forms

 t R C NC CPLH swP out in= + +( )interconnect  (6.101)

and

 t R C NC CPHL swN out in= + +( )interconnect . (6.102)

Here the effective switching resistances may be estimated from

 R
K

L
W

t
V V

V
V V

swP
P

P

P

P

ox

p ox DD TP

TP

DD T
= =

+( )
−

+
Γ

μ ε
1 2

PP

DD TP

DD

V V
V( ) + +⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ln

3 4
 (6.103)

and

 R
K

L
W

t
V V

V
V V

swN
N

N

N

N

ox

n ox DD TN

TN

DD TN
= =

−( ) −
Γ

μ ε
1 2

(( ) + −⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ln

3 4V V
V

DD TN

DD
 (6.104)

for long-channel MOS transistors. Generally, however, it is possible to deter-
mine the switching resistances empirically from measured propagation 
delays for various load capacitances:

 R
t
C

swP
PLH

L
= ∂

∂
 (6.105)
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and

 R
t
C

swN
PHL

L
= ∂

∂
. (6.106)

The intrinsic delays tPLH ,int  and tPHL,int are defi ned as the delays for a gate 
with unity fan-out in the limit of zero interconnect capacitance (meaning the 
sending and receiving gate are in close proximity). Thus, 

 t
C C

K
R C CPLH

in out P

P
swP in out,int =

+( ) = +( )Γ
 (6.107)

and

 t
C C

K
R C CPHL

in out N

N
swN in out,int =

+( ) = +( )Γ
. (6.108)

Both Cin  and Cout  represent nonlinear voltage-dependent capacitances. 
However, we can estimate the worst-case input capacitance from the
sum of the worst-case gate capacitances for the p-MOS and n-MOS 
devices:

 C C C C W L W L C W L W Lin gN gP ox N N N OV ox P P P OV= + = +( ) + +2 2(( ) . (6.109)

The output capacitance consists mainly of the drain junction capacitances 
and drain-to-gate oxide capacitances. For the inverter,

 C C C C Cout dbN gdN dbP gdP≈ +( ) + +( )2 2 , (6.110)

where CdbN , CdbP  are the drain-to-body capacitances and CgdN , CgdP  are the 
gate-to-drain capacitances for the n-MOS and p-MOS devices, respectively. 
The factor of two accounts (approximately) for the Miller effect. For a typical 
CMOS inverter, Cin and Cout  are comparable in value so that

 C C Cin out in+ ≈ 2 . (6.111)

Example 6.14.  Propagation Delays for Symmetric 
CMOS Inverter with N = 3

Estimate tP for the symmetric CMOS inverter depicted in Figure 6.39 with three 
fan-out gates, neglecting the load capacitance of the interconnect. The fan-out 
gates are identical to the sending gate.
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Solution: The effective switching resistances are 
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.

All gate dimensions in μm
VTN = |VTP| = 0.5V

tox = 9 nm
LOV = 0.1 μm

VDD = 2.5V
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FIGURE 6.39
Example symmetric inverter with N = 3.
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The oxide capacitance is C t F mox ox ox= = × −ε μ/ . /3 83 10 15 2 , and the input 
capacitance per fan-out gate is

 

C C C C W L W L C W L W L win gN gP ox N N N OV ox P P P OV= + = +( ) + +( )

=

2 2

33 83 10 1 2 0 6 2 1 2 0 1

3 83

15 2. / . . . .

.

× ( )( ) + ( )( )⎡⎣ ⎤⎦ +− F mμ

×× ( )( ) + ( )( )⎡⎣ ⎤⎦

= +

−10 3 0 0 6 2 3 0 0 1

3 66 9

15 2F m
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/ . . . .

.

μ

.. . .20 12 9fF fF≈

If we make the approximations C Cout in≈  and Cinterconnect ≈ 0 , then

 

t t R C NC CPLH PHL swN out in= = + +( )

=

interconnect

1450 12Ω .. . .9 10 3 12 9 10 0 7515 15× + ×( ) +( ) =− −F F ps

Example 6.15  Propagation Delays for a Minimum 
Size CMOS Inverter with N = 3

Estimate tPLH  and tPHL  for the minimum-size CMOS inverter with N = 3 as shown 
in Figure 6.40, neglecting the load capacitance of the interconnect. Assume that 
the fan-out gates are identical to the sending gate.

Solution: The effective switching resistances are
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In the minimum-size inverter circuit, the p-MOS device has ~2.5 times the 
effective switching resistance of the n-MOS device. The oxide capacitance is 
C t F mox ox ox= = × −ε μ/ . /3 83 10 15 2 , and the input capacitance per fan-out gate is

 

C C C C W L W L C W L W Lin gN gP ox N N N OV ox P P P OV= + = +( ) + +2 2(( )

= × ( )( ) + ( )( )⎡⎣
−3 83 10 1 2 0 6 2 1 2 0 115 2. / . . . .F mμ ⎤⎤⎦ +

× ( )( ) + ( )( )⎡⎣
−3 83 10 1 2 0 6 2 1 2 0 115 2. / . . . .F mμ ⎤⎤⎦

= + ≈3 7 3 7 7 4. . . .fF fF fF

Therefore, because the p-MOS device has been minimum size, the input capaci-
tance is reduced by about 40% compared with the symmetric inverter. If we make 
the approximations C Cout in≈  and Cinterconnect ≈ 0 , then

 

t R C NC CPLH swP out in= + +( )

=

interconnect

3650 7 4Ω . ×× + ×( ) +( ) =− −10 3 7 4 10 0 10815 15F F ps.

All gate dimensions in μm
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FIGURE 6.40
Example minimum-size inverter with N = 3.
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and

 

t R C NC CPHL swN out in= + +( )

= × −

interconnect

1450 7 4 10Ω . 115 153 7 4 10 0 43F F ps+ ×( ) +( ) =−. .

Compared with the symmetric inverter, the minimum-size circuit has an 
increased tPLH attributable to the weaker p-MOS device. However, the reduced 
input capacitance for the load gates compensates somewhat for the degraded 
p-MOS current drive so tPLH is degraded only by about 35%. At the same time, 
tPHL is actually improved by the reduction in the load capacitance. The sum tPHL + 
tPLH is approximately the same as for the symmetric inverter, but this is achieved 
with less circuit area.

6.12 CMOS Ring Oscillator

In the CMOS ring oscillator, each gate experiences unity fan-out and so the 
frequency of oscillation may be determined from the intrinsic delay times. 
For a CMOS ring oscillator with N stages,

 f
N t tPLH PHL

≈
+( )

1

,int ,int
. (6.112)

A more refi ned estimate may be obtained by accounting for the fi nite rise 
and fall time at the input to each stage, which will typically decrease the 
frequency of oscillation by 20%.

6.13 CMOS Inverter Design

Figures 6.41 and 6.42 show example layout designs for minimum-size and 
symmetric CMOS inverters, respectively. In each case, the p-MOS transistor 
is fabricated in an n-well, whereas the n-MOS transistor is fabricated directly 
in the p-type substrate. Using scalable design rules with a minimum gate 
length of 2X, the minimum surround of the p-MOS active region by the 
n-well is 5X, and the minimum separation between the n-well and the active 
region for the n-MOS device is 5X. The n-well must have an electrical con-
nection to VDD to prevent forward bias of the n-well/p-substrate junction. For 
the same reason, the p-type substrate be tied to ground.
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256 Digital Integrated Circuits

6.14 CMOS NAND Circuits

Realization of the NAND function in CMOS requires the series connec-
tion of n-MOSFETs in the pull-down branch and parallel connection of 
p-MOSFETs in the pull-up branch. The two-way and three-way NAND cir-
cuits are shown in Figures 6.43 and 6.44, respectively, and it can be seen that 
a NAND gate with a fan-in of M requires 2M transistors (one n-MOSFET and 
one p-MOSFET per input). The output of the NAND circuit will go low (to ~0 V) 
only if all of the n-MOSFETs are on and all of the p-MOSFETs are off; this 
only occurs with logic one applied to all inputs. If a single input is brought 
to zero, the associated n-MOSFET will be cutoff whereas the associated 
p-MOSFET will be linear, thus bringing the output to VDD.

6.14.1 Sizing of Transistors in a CMOS NAND Gate

In a NAND gate with M inputs, one approach to sizing is to size up the 
n-MOS transistors by a factor of approximately M to maintain static and 

OUTIN

GND

VDD

n-well

Active

Active

p-MOS

n-MOS

FIGURE 6.41
Layout of minimum-size CMOS inverter.
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dynamic performance characteristics comparable with the reference inverter 
circuit made in the same technology (see Figure 6.45). This is motivated by 
the fact that the M series-connected n-MOS devices behave approximately as 
a single transistor with M times the gate length, and they therefore need M 
times the width to maintain the same current drive capability. 

This can also be understood from the point of view that all of the n-MOS 
devices must conduct in series for the output to go low. The drain resistances 
of these (linear) transistors add together. Therefore, to maintain the same 

OUTIN

GND

VDD

n-well

Active

Active

p-MOS

n-MOS

FIGURE 6.42 
Layout design of symmetric CMOS inverter.
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258 Digital Integrated Circuits

total “on” resistance Ron as in the inverter, each of the M series transistors 
must contribute a resistance of Ron/M, and this requires that their widths be 
scaled up by a factor of M.

Following the same line of reasoning, the p-MOS transistors need not be 
scaled up in the NAND gate compared with the reference inverter. One or more 
p-MOSFETs conduct when the output goes high, but the simultaneous conduction 
of two or more p-MOSFETs will only improve the pull-up current capability. 

B

OUT

MPA MPB

MNB

MNA

VDD

A

FIGURE 6.43
Two-way CMOS NAND gate.

C
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B

MPA MPB MPC

MNC

MNB

MNA

VDD

A

FIGURE 6.44
Three-way CMOS NAND circuit.
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FIGURE 6.45
Sizing of transistors in CMOS NAND gates. In the symmetric reference inverter, 

W WN P/ / .= 1 2 5  to compensate for the lower mobility of holes compared with electrons. In 

the M-way NAND gate, the n-MOS transistors are sized up by a factor of M compared with the 

reference inverter. To achieve symmetric performance, W W MN P/ / .= 2 5.
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260 Digital Integrated Circuits

6.14.2 Static Characteristics of the CMOS NAND Gate

There is no unique voltage transfer characteristic for the CMOS NAND gate; 
instead, the M-way NAND gate has M cases of the voltage transfer char-
acteristic based on the number of inputs that is varied. This is illustrated 
in Figure 6.46, which shows voltage transfer characteristics for a three-way 

CMOS NAND circuit having K A VP = 100 2μ / , K K A VN P= =3 300 2μ / , 

V V VTN TP= = 0 5. , γ γP N V= = 0 1 1 2. / , and λ λP N V= = −0 01 1. . In case I, one of 
the inputs is varied, whereas the other two are fi xed at VDD. Because two of 
the three p-MOS devices stay off, the characteristic is similar to that for an 
inverter in which KR = KN/KP = 3, and the switching threshold is 1.14 V. In 
case II, two of the inputs are varied, whereas the other is fi xed at VDD. Because 

0.0
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VDD = 2.5V VDD = 2.5V
VDD = 2.5V

OUTIN OUTIN
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Case I

Case II

Case III

CMOS NAND3
KP = 100 μA/V2

KN = 3KP = 300 μA/V2

VTN = |VTP| = 0.5V
λP = λN = 0.05V–1

γP = γN = 0.1V1/2

FIGURE 6.46
Static characteristics for a three-way NAND gate with KN = 3KP.
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Static CMOS 261

two p-MOS devices are conducting, the crossover current is increased at any 
particular value of input voltage and so the characteristic shifts to the right 
with a switching threshold of 1.35 V. In case III, all three inputs are var-
ied, causing the characteristic to shift further to the right and the switching 
threshold is 1.46 V.

The three cases described above are based entirely on how many inputs are 
varied; there are subcases that differ based on which of the inputs are varied 
because the three n-MOS devices behave differently. This arises because the 
sources of the three n-MOS transistors are at different electric potentials, as 
can be seen in the circuit diagram of Figure 6.47. Notice that only the bottom 
n-MOS device in the pull-down stack has its source grounded, whereas all 
of the n-MOS device bodies are tied to ground. The bottom n-MOS transistor 
MNA has zero body-source bias and so there is no body effect. The source of 
transistor MNB is at a potential equal to the drain-to-source voltage for the 
transistor below it, so V VBSNB DSNA= −  and the body effect will increase the 
threshold voltage for this device. There is also a body effect for the top n-

MOS device MNC because V V VBSNC DSNA DSNB= − +( ) .
Another effect associated with the series connection of the n-MOS transis-

tors is that the gate-to-source voltages of the upper devices are decreased 
because of their nonzero source voltages. For the bottom n-MOS device, the 
gate-to-source voltage is equal to the associated input voltage V VGSNA INA= , 
but for the middle transistor V V VGSNB INB DSNA= −  and for the top transistor 

V V V VGSNC INC DSNA DSNB= − +( ) .
Because the upper n-MOS transistors in the NAND gate have increased thresh-

old voltages (as a consequence of the body effect) and reduced  gate-to-source 

VDD

C

OUT
MPC

MNC

MNB

MPB

B

MPA

A
MNA

FIGURE 6.47
Three-way NAND gate showing transistor body connections.
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262 Digital Integrated Circuits

voltages, there are three subcases for switching a single input. We will refer to 
these as subcases Ia, Ib, and Ic, for which input A, B, or C is varied, respectively. 
Similarly, there are subcases IIa, IIb, and IIc, for which input A, B, or C is held 
constant at VDD. On the other hand, all inputs are tied together in case III so there 
are no subcases.

For higher-order NAND gates, the situation is complicated considerably. 
For example, the four-way CMOS NAND gate has 15 distinct voltage transfer 
characteristics. This makes it necessary to consider the most extreme cases 
(with the lowest and highest switching thresholds) to determine the worst-
case noise margins. The noise margins so determined will generally be infe-
rior to those of the reference inverter, even if the transistors in the NAND 
gate are scaled appropriately.

6.14.3 Dynamic Characteristics of the CMOS NAND Gate

The transient response and low-to-high propagation delay for a CMOS NAND 
gate depends strongly on how many of the inputs make voltage transitions 
as illustrated in Figure 6.48. This fi gure shows transient characteristics for a 

three-way NAND circuit in which K A VP = 100 2μ / , K K A VN P= =3 300 2μ / ,

V V VTN TP= = 0 5. , γ γP N V= = 0 1 1 2. / , and λ λP N V= = −0 01 1. . In case I, one of 
the inputs is varied, whereas the other two are fi xed at VDD. Because two 
of the three p-MOS devices stay off, this results in the worst-case low-to-
high propagation delay, which is approximately equal to that of the refer-

ence inverter t ns case IPLH =( )6 3. , . In case II, two of the inputs are varied, 
whereas the other is fi xed at VDD. With two p-MOSFETs conducting, the 
low-to-high propagation delay is approximately half of the value for case I 

t ns case IIPLH =( )3 4. , . Finally, in case III, all three inputs are switched, and, 
with three p-MOS devices conducting, the propagation delay is approxi-

mately one-third of the worst case value for case I t ns case IIIPLH =( )2 4. ; . 
However, the high-to-low propagation delay is nearly the same for all three 

cases t ns cases I II and IIIPHL =( )6 7. ; , , . The subtle differences between the 
tPHL values arise because of unequal body effects and gate-to-source voltages 
for the stacked n-MOS devices.

6.15 CMOS NOR Circuits

A CMOS NOR gate is realized by placing the p-MOS transistors in series and 
the n-MOS transistors in parallel as shown in Figure 6.49 (two-way circuit). 
If any input goes high, the associated n-MOS device will be linear, whereas 
the associated p-MOS device will be cutoff, so the output will go low. One 
approach to scaling of the p-MOS transistors is to size them up by a factor 
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equal to the fan-in M. (This is illustrated in Figure 6.50.) If symmetric char-
acteristics are desired, an NOR gate therefore takes up more chip area than a 
NAND gate with the same fan-in. This is because, in the reference symmet-
ric inverter, the p-MOS devices are already wider than the n-MOS devices by 
a factor of ~2.5 to compensate for the lower mobility of holes compared with 
electrons. Therefore, scaling up the p-MOSFETS (in a NOR gate) adds more 
total gate width than scaling up the n-MOSFETs (in a NAND gate).

The M-way NOR circuit exhibits M cases of the static voltage transfer char-
acteristic, depending on how many of the inputs are varied. As with the 
NAND, there are subcases for the voltage transfer characteristic depending 
on which of the inputs are varied because the sources of the p-MOS devices 
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FIGURE 6.48
Transient characteristics for a three-way NAND gate with KN = 3KP and a lumped 1 pF load.
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264 Digital Integrated Circuits

are at different electric potentials, but all of the p-MOS devices have their 
bodies tied to VDD. All but the top p-MOS device will have their threshold 
voltages shifted to be more negative by the body effect. Also, all but the top 
p-MOS device will experience less negative gate-to-source voltages. These 
effects will act together such that the worst-case noise margins will be worse 
than for the reference inverter, even with appropriate sizing of the p-MOS 
devices.

The switching speed performance of the NOR gate will also depend on 
how many of the inputs are switched, and tPHL will vary greatly in these three 
cases. On the other hand, tPLH will be substantially the same in the three cases. 
However, appropriate sizing of the p-MOS transistors (scaling their widths 
by a factor equal to the fan-in) will render tPLH and the worst case of tPHL equal 
to the propagation delays of the reference inverter circuit. 

6.16 Other Logic Functions in CMOS

Complex logic functions can be implemented in CMOS by the combination 
of parallel and series branches of n- and p-MOSFETs. An example is shown 
in Figure 6.51.

The logic function performed by this gate is

 Y AB CD= + , (6.113)

and the gate level representation of this circuit is as shown in Figure 6.52.

B

OUT

MNA MNB

MPB

MPA

VDD

A

FIGURE 6.49
Two-way CMOS NOR gate.
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In CMOS, the XOR function is implemented using an AND-OR-INVERT 
approach. The realization is shown in Figure 6.53, and the gate-level repre-
sentation appears in Figure 6.54. This circuit performs the function

 Y AB AB A B= + = ⊕ . (6.114)

Implementation of the XOR2 function in CMOS is ineffi cient, requiring 12 
MOSFETs (compared with fi ve MOSFETs in the NMOS realization). 

Other more complex logic functions may be implemented in CMOS by 
the extension of the AND-OR-INVERT concept. This requires appropriate 
scaling of the n-MOS and p-MOS transistors to maintain characteristics 
similar to the reference inverter. However, both the static and dynamic 
performance estimates are complicated by body effects and variable volt-
ages at the transistor sources, so that worst-case analyses should always be 
applied.
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A

FIGURE 6.50
Sizing of transistors in CMOS NOR gates. Compared with the reference inverter circuit, the 

p-MOS devices must be sized up by a factor equal to the fan-in M.
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6.16.1 Transistor Sizing in CMOS AND-OR-INVERT Gates

Normally, all transistors on a wafer will have identical gate lengths that 
are imposed by the minimum feature size for the fabrication technology. 
However, the transistor widths are adjusted for the desired current drive 
capability. In the case of a general AND-OR-INVERT circuit, the transistor 
widths may be related to those in a reference inverter that has the desired 
electrical characteristics (switching threshold, propagation delays, rise and 
fall times). Suppose the transistor widths in the reference inverter circuit are 
WPR and WNR for the p-MOS and n-MOS transistors, respectively. In the gen-
eral AND-OR-INVERT circuit, the ith p-MOS device should be sized with 
a width given by MPi WPR, where MPi is the maximum number of p-channel 
transistors between the output node and VDD, for any path including the ith 
p-MOS transistor. In like manner, the jth n-MOS device should be sized with 
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MNA

MPC MPD

MND

MNC

D

OUT

C
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A

FIGURE 6.51
CMOS AND-OR-INVERT gate.
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D
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FIGURE 6.52
Gate-level representation of the CMOS AND-OR-INVERT circuit shown in Figure 6.51.
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a width given by MNj WNR, where MNj is the maximum number of n-channel 
transistors between the output node and ground, for any path including the 
jth n-MOS device. It is important to note that the scaling factors may not be 
the same for all n-channel transistors or for all p-channel transistors.

6.17 74HC Series CMOS

The 74HC series of CMOS is a common family of SSI to MSI logic compo-
nents. These circuits are double buffered and use MOS devices with polysili-
con gates, 3 μm gate lengths, and 60 nm thick gate oxide. 
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FIGURE 6.53
CMOS XOR circuit.
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268 Digital Integrated Circuits

The 74HC00 quad two-input NAND gate comprises four identical circuits 
like the one shown in Figure 6.55. This circuit is double buffered by two 
inverters, which do not alter the overall logic function but greatly improve 
the voltage transfer characteristic. 

The basic characteristics of 74HC high-speed CMOS gates are summarized 
in Table 6.3. The maximum supply voltage of 5.5 V is limited by the MOSFET 
breakdown characteristics. The typical propagation delay of 10 ns with CL = 15 
pF corresponds to an effective switching resistance of Rsw = 670Ω .

Figure 6.56 shows how double buffering sharpens the voltage transfer 
characteristic, rendering it nearly ideal with a sharp transition at VDD/2. 
This diagram shows the voltage transfer characteristic derived from the 

A
B

OUT

FIGURE 6.54
Gate-level representation of the CMOS XOR circuit.
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FIGURE 6.55
74HC Series NAND2 circuit (¼ of the 74HC00 quad two-input NAND gate).
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outputs of stage one, stage two, and stage three (the output stage) for a 1–
6
 

74HC04 double-buffered inverter. All three characteristics exhibit switch-
ing thresholds very close to V VDD / .2 2 5= ; however, the slopes of the char-
acteristic at the switching threshold ∂ ∂V VOUT IN/  are −24, 560, and −8600 
for OUT1, OUT2, and OUT3, respectively. More importantly, however, the 
double buffering moves VIL and VIH closer together, thus improving the 
noise margins. The critical voltages VIL, VIH are 1.96 V, 3.08 V for OUT1, 
2.39 V, 2.65 V for OUT2, and 2.50 V, 2.53 V for OUT3. In VLSI circuits, buff-
ering can provide improved dynamic response as well as sharper static 
characteristics.

Example 6.16 Propagation Delay for a 74HC Inverter with CL = 15 pF

Estimate the propagation delay for the 74HC CMOS inverter (
1
6

 74HC04) as shown 

in Figure 6.57 with a 15 pF load. Assume that the gate-drain and drain-source 
overlaps are 0.2 μm for all transistors.

Solution: The process transconductance parameters for the p-MOSFETs and n-
MOSFETs are
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respectively, and the oxide capacitance per unit area is
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TABLE 6.3

Characteristics of the 74HC Circuit Family

74HC series CMOS

Gate material Polysilicon

Gate length 3 μm

Oxide thickness 60 nm

Supply voltage 4.5–5.5 V

Propagation delay (CL = 15 pF) 10 ns
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The delay factors are equal because of the symmetry in the threshold voltages:
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Voltage transfer characteristics for a 74HC series double-buffered inverter (
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6
 74HC04).
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For the fi rst stage, the device transconductance parameters are
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respectively, and the load capacitance seen by the fi rst stage is the input capaci-
tance for the second stage,
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The propagation delay for the fi rst stage is therefore
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FIGURE 6.57

74HC inverter (
1

6
 74HC04) with 15 pF load.
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Similarly, for the second stage, the device transconductance parameters are

 
K k

W
L

A V mA VP P
P

P
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2

2

2 213 4
35
3

0 16= = ⎛
⎝⎜

⎞
⎠⎟ =' . / . /μ

and
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A V mA VN N
N

N
2

2

2

2 233 4
15
3

0 16= = ⎛
⎝⎜

⎞
⎠⎟ =' . / . /μ .

The load capacitance seen by the second stage is the input capacitance for the 
third stage,

 

C C C C W L W L C W LL gP gN ox P P P OV ox N N2 3 3 3 3 3 3 32= + = +( ) + ++( )

= ( )( ) + ( )( )⎡⎣ ⎤⎦ +

2

0 575 90 3 2 90 0 2 0

3W L

fF

N OV

. . .. .575 35 3 2 35 0 2 240fF fF( )( ) + ( )( )⎡⎣ ⎤⎦ = .

The propagation delay for the second stage is therefore
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For the third stage, the device transconductance parameters are
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The load capacitance seen by the third stage is the external load,

 C pFL3 15= .

The propagation delay for the third (output) stage is therefore

 
t

C
K

F V

A V
P

L
2

1

1

12 1

3

15 10 0 272

0 4 10
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×( )( )
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− −

−
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. / 22 10 2= . ns .

The overall propagation delay for the 74HC04 inverter with a 15 pF external load 
can be found by adding the individual propagation delays of the three stages,

 t t t t ns ns ns nsP P P P= + + = + + =1 2 3 0 67 0 41 10 2 11 3. . . . .

Therefore, the output stage accounts for 90% of the overall propagation delay.
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6.18 Pseudo NMOS Circuits

Using CMOS fabrication technology, it is possible to implement NMOS-type** 
circuitry using a passively driven p-channel MOSFET load. This type of 
logic circuitry is called “pseudo NMOS.” There are two notable advantages of 
pseudo NMOS circuits over conventional NMOS logic, which uses depletion-
type as well as enhancement-type n-MOS transistors. First, pseudo NMOS 
requires signifi cantly fewer transistors than CMOS for the implementation 
of certain logic functions with potential savings in chip area as well as 
reductions in the total switched load capacitance. Second, pseudo NMOS 
only requires the fabrication of enhancement type n-channel MOSFETs, 
so it is compatible with CMOS processing technology.

A pseudo NMOS inverter is depicted in Figure 6.58. The circuit is identi-
cal to an NMOS inverter with the exception of the load, which is a passively 
driven enhancement type p-channel MOSFET. Because the p-MOS transistor 
has its gate grounded, it will always conduct. If a low input is applied, the 
n-MOS device is cutoff whereas the p-MOS device is linear, so the output 
goes high. If a high input is applied, the n-MOS transistor is linear, whereas 
the p-MOS transistor is saturated. This causes the output to go low, but in 
this logic state, there is steady current fl ow accompanied by signifi cant static 
dissipation.

Pseudo NMOS allows the realization of arbitrary logic functions by the 
addition of transistors to the pull-down network, as shown in Figure 6.59. 
Here, X is a general input vector comprising M scalar inputs. Whereas a 
CMOS circuit with the same fan-in would require M p-MOS transistors, the 
pseudo NMOS circuit only uses a single passively driven pull-up device, 
thus eliminating (M − 1) p-MOS transistors from the layout.

For the pull-down network, the circuit design and scaling principles are 
identical to those for the pull-down network in CMOS. As an example, con-
sider the three-way NOR (NOR3) gate shown in Figure 6.60. Each electrical 
path from the output to ground includes just one n-channel MOSFET; hence, 
these transistors need not be scaled compared with the inverter, nor does 
the p-channel load transistor require scaling. This contrasts with the CMOS 
NOR3 circuit, in which there are three series p-channel transistors and each 
should be scaled up in width by a factor of three. Clearly, the pseudo NMOS 
circuitry offers potential savings in chip area as well as reductions in the 
total switched capacitance.

Implementation of the XOR2 function is rather effi cient in pseudo NMOS, 
as shown in Figure 6.61. Generally, the realization of a logic function involving 
M inputs requires (M + 1) transistors in pseudo NMOS but 2M transistors in 
CMOS. When the scaling of transistors is accounted for, the packing density 
of pseudo NMOS can exceed that of CMOS by a factor of four, a signifi cant 

*  NMOS is a logic family based on circuits using only n-MOS devices. Actively driven enhance-
ment-type transistors are used for the pull-down circuitry, whereas a single, passively driven 
depletion-type transistor is used in the pull-up circuitry. 
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advantage. The disadvantage of pseudo NMOS is the static power dissipa-
tion: under output low conditions, a steady DC will flow in the p-channel 
load and pull-down network.

6.19 Scaling of CMOS

Over the past three decades, scaling of CMOS devices, the systematic reduc-
tion of transistor dimensions from one generation to the next, has yielded tre-
mendous gains in chip performance and functionality. Scaling has allowed 
the industry to keep pace with Moore’s law by enabling a reduction in tran-
sistor dimensions and therefore area. Device scaling also reduces the para-
sitic capacitances while increasing the transconductance, thereby improving 

VDD

MPL
10/2

MNA
4/2

IN

OUT

FIGURE 6.58
Pseudo NMOS inverter.

VDD

MPL

OUT

Pull-down
network X

FIGURE 6.59
General pseudo NMOS logic gate.
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circuit speed. Many distinct approaches to scaling can be undertaken, but 
here we will consider two such approaches: full scaling and constant voltage 
scaling.

6.19.1 Full Scaling of CMOS

Full scaling involves the scaling of all dimensions and voltages by the same 
factor 1/κ , where κ  is greater than one. For example, if a scaling factor of 

1 2/  is used κ =( )2 , then the packing density in transistors per square 

OUT

MNA
4/2

MNB
4/2

MNC
4/2

MPL
10/2

VDD

A B C

FIGURE 6.60
Pseudo NMOS NOR3 gate.

A

B MNXB

MNXA

MPX MPO

VDD

MNO

OUT

FIGURE 6.61
Pseudo NMOS XOR gate.
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centimeter will be doubled. The motivation for scaling the voltages is that 
this will leave the electric fi eld intensities unchanged, thus avoiding break-
down effects. Table 6.4 provides a summary of CMOS full scaling, includ-
ing the scaled quantities and the resulting changes in circuit characteristics. 
Because the gate capacitance of each MOS transistor is reduced by 1/κ , the 
input capacitance for each CMOS logic circuit scales by 1/κ  as well. The 
device transconductance parameters increase by κ  while the voltages are 
scaled by 1/κ  so the propagation delay with fi xed fan-out scales as 1/κ . 
Even if the switching frequencies are increased by κ to take advantage of 
the reduced delays, the switching power dissipation decreases per gate by 
the reduction in the supply voltage. Therefore, although the packing density 

(gates per square centimeter) increases as κ 2 , the power density (W per cen-
timeter) stays fi xed.

6.19.2 Constant Voltage Scaling of CMOS

Another possible approach to scaling of CMOS is called constant voltage 
scaling. This involves the scaling of all dimensions by the factor 1/ ,κ  
while all voltages are kept constant. Table 6.5 summarizes the scaled 
quantities and the resulting changes in circuit characteristics. Constant 
voltage scaling is convenient in that it does not require a change of sup-
ply voltage, and it provides benefits in terms of switching speed per-
formance. The drawback of this approach is a dramatic increase in the 
power density.

TABLE 6.4

Full Scaling of CMOS

Parameter Relationship Scales by

L, W, tOX, xj, LOV 1/κ

VDD, VTN, VTP 1/κ
Na, Nd κ
COX εox oxt/ κ

Cg C WL WLox OV+( )2 1/κ

KN, KP μn ox N NC W L/ , μp ox P PC W L/ κ

tP  (fi xed CL ) ∝ ( )C V KL DD/ 1

tP  (fi xed fan-out) ∝ ( )C V Kg DD/ 1/κ

Clock frequency f ∝ 1/ tP κ

P (fi xed fan-out) ∝ fC Vg DD
2 1 2/κ

Packing density D κ 2

Power density P D⋅ 1
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6.20 Latch-Up in CMOS

In integrated form, complementary pairs of n-MOSFETs and p-MOSFETs 
contain parasitic bipolar junction transistors that combine together in a pnpn 
structure, or thyristor. It is possible for the parasitic thyristor to latch on, effec-
tively shorting VDD to ground. Because of the large resulting current, this 
latch-up condition is generally destructive and must be avoided by careful 
circuit layout and process design.

Figure 6.62 shows the physical structure of a CMOS inverter with its para-
sitic bipolar transistors. (An n-well process has been assumed.) The source 
and drain of the p-MOSFET form two emitters of a pnp bipolar transistor Q1 
with its base in the n-well and its collector in the p-substrate. The source and 
drain of the n-MOSFET form two emitters of a parasitic npn bipolar transis-
tor Q2 with its base in the p-substrate and its collector in the n-well. Rwell and 
Rsub are series resistances in the n-well and substrate, respectively.

Figure 6.63 shows the equivalent circuit diagram for a CMOS inverter 
including its parasitic bipolar transistors. Under normal static conditions, 
both bipolar transistors are cutoff because all of the base-emitter junctions 
experience zero or reverse bias. However, the application of a small and tem-
porary base current to either bipolar transistor can result in a destructive 
latch-up condition because of the positive feedback connection of these two 
bipolar transistors. For example, if a small base current is applied to Q1, the 
resulting collector current in Q1 will provide base drive to Q2. The collector 

TABLE 6.5

Constant Voltage Scaling of CMOS

Parameter Relationship Scales by

L, W, tOX, xj, LOV 1/κ

VDD, VTN, VTP 1

Na, Nd κ 2

COX εox oxt/ κ
Cg C WL WLox OV+( )2 1/κ

KN, KP μn ox N NC W L/ , μp ox P PC W L/ κ

tP  (fi xed CL ) ∝ ( )C V KL DD/ 1/κ

tP  (fi xed fan-out) ∝ ( )C V Kg DD/ 1 2/κ

clock frequency f ∝ 1/ tP κ 2

P (fi xed fan-out) ∝ fC Vg DD
2 κ

packing density D κ 2

power density P D⋅ κ 3
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current in Q2 will drive the base of Q1, so that both devices can continue 
to conduct even after the original current stimulus has been removed. The 
simultaneous conduction of Q1 and Q2, which form a pnpn thyristor, gives 
rise to a destructive short from VDD to ground. The transient current neces-
sary to trigger the parasitic thyristor may fl ow in response to a number of 
conditions, including the power-up transient, noise on the ground and VDD 
lines, or absorption of alpha particles or cosmic rays. 

Latch-up may be prevented by minimizing the resistances Rwell and Rsub, 
thus limiting the base-to-emitter bias voltages on the parasitic transistors, or 
by reducing the current gains of Q1 and Q2, or by some combination thereof. 
The current gains of the parasitic transistors can be reduced by increasing 
the base widths. This in part dictates the minimum spacing between the 
active region of the n-MOS transistor and the n-well of the p-MOS transis-
tor. However, device scaling of CMOS tends to reduce both base widths and 
aggravate the problem. Heavier doping can not only reduce the well and 
substrate resistances but can also reduce the current gains of the parasitic 
transistors.

6.21 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cadence Design Systems). The level 1 MOS transistor 

p-type substrate

 SiO2

VOUT

VIN

VDD

n+ n+ p+ p+

Metal 1

n+
n-MOS p-MOS

Rsub

Rwell

n-well

Q2 Q1

 SiO2

FIGURE 6.62
Physical structure of a CMOS inverter showing the parasitic bipolar transistors.
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model parameters given in Tables 6.6 and 6.7 were used unless otherwise 
noted. The process transconductance parameters were calculated assuming 
an oxide thickness of 9 nm. For n-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (6.115)

VDD

MPO

MNO Rsub

Rwell

Q1

Q2

IN OUT

FIGURE 6.63
CMOS inverter equivalent circuit including parasitic bipolar transistors.

TABLE 6.6

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO 0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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and for p-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / . (6.116)

The overlap capacitances per unit gate width were determined with the 
assumption that L mOV = 0 1. μ : 

 CGSO
F cm cm

=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

 (6.117)

and

 

CGDO
F cm cm

=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . / .

 (6.118)

The body effect coeffi cient was calculated from

 

GAMMA
q N

C

C

Si a

ox

=

=
×( )( ) ×− −

2

2 1 602 10 11 9 8 85 1019 1

ε

. . . 44 16 3

14 7

10

3 9 8 85 10 9 10

F cm cm

F cm c

/

. . / /

( )( )
( ) ×( ) ×

−

− − mm

V≈ 0 15 1 2. ./

TABLE 6.7

p-MOS Level 1 SPICE Parameters

Parameter   Value Units

KP 88u A/V2

VTO –0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm−3

UO 230 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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SPICE Example 6.1 Voltage Transfer Characteristic

The voltage transfer characteristic was determined for the symmetric CMOS 
inverter shown in Figure 6.64 using a DC sweep of VIN with a step size of 0.01 V. 
The resulting characteristic appears in Figure 6.65, with critical voltages VIL = 1.16 
V, VM = 1.25 V, and VIH = 1.34 V. The noise margins are both equal to 1.16 V for 
this symmetric circuit.

SPICE Example 6.2  Voltage Transfer Characteristic 
with VDD as a Parameter

Voltage transfer characteristics were determined for the symmetric inverter of 
Figure 6.66 with supply voltages of 1.0, 1.5, 2.0, and 2.5 V, using a parametric 

VIN

VDD
DC = 2.5
AC = 0
TRAN = 0

V

MN
MBreakn

Width = 1.2u
Length = 0.6u

MP
MBreakp

Width = 3.0u
Length = 0.6u

FIGURE 6.64
Symmetric CMOS inverter for the determination of the voltage transfer characteristic.
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FIGURE 6.65
Voltage transfer characteristic for the symmetric CMOS inverter of Figure 6.64.
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sweep of VDD. The results of Figure 6.67 show that the transfer characteristic 
becomes more abrupt as the supply voltage is decreased, when the threshold 
voltages are held constant. In fact, if V V VDD TN TP≤ + , no crossover current fl ows, 
resulting in an extremely sharp output transition (see the case of VDD = 1.0V).

VIN

VDD

MP
MBreakp

Width = 3.0u
Length = 0.6u

V

MN
MBreakn

Width = 1.2u
Length = 0.6u

FIGURE 6.66
Symmetric CMOS inverter for the determination of the voltage transfer characteristics with 

VDD as a parameter.
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FIGURE 6.67
Voltage transfer characteristic for the symmetric CMOS inverter of Figure 6.66.
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SPICE Example 6.3  Voltage Transfer Characteristics 
for Asymmetric Inverters

Voltage transfer characteristics were determined for the asymmetric inverters as 
shown in Figure 6.68. The width ratio for the MOS transistors WP/WN was set to 
0.5, 2, and 8. The results of Figure 6.69 show that increasing the WP/WN ratio 
moves the characteristic to the right; the switching thresholds are 0.96, 1.21, and 
1.46 V with WP/WN = 0.5, 2, and 8, respectively. 

SPICE Example 6.4 Crossover Current

The crossover current was determined as a function of the input voltage using a 
DC sweep and the symmetric CMOS inverter of Figure 6.70. The results in Figure 
6.71 indicate a peak crossover current of 132 μA occurring at V V VDD TN TP≤ + .

SPICE Example 6.5 Infl uence of λ on the Crossover Current

Here, the crossover current was determined as a function of the input voltage for 
three different values of the channel length modulation parameter: λ = 0, 0.05, and 
0.1. It was assumed that λ λ λN P= = , and the circuit of Figure 6.72 was used. The 
SPICE results shown in Figure 6.73 demonstrate that the channel length modulation 
parameter has a relatively weak effect on the crossover current characteristic. If an 
approximate characteristic is calculated using λ = 0, the maximum error (occurring 
at the current peak) amounts to about 10% for typical CMOS circuits.
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MP
MBreakp

Width = WP
Length = 0.6u

DC = 2.5
AC = 0
TRAN = 0

V

MN
MBreakn

Width = 1.2u
Length = 0.6u

FIGURE 6.68
Asymmetric CMOS inverter for the determination of the voltage transfer characteristics 

with different values of the transistor width ratio WP/WN.
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FIGURE 6.69
Voltage transfer characteristics for asymmetric CMOS inverters with WP/WN width ratios 

of 0.5, 2, and 8. 
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FIGURE 6.70
Symmetric CMOS inverter for the determination of the crossover current. 
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FIGURE 6.71
Crossover current IDD as a function of input voltage for the symmetric CMOS inverter of 

Figure 6.70. 
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FIGURE 6.72
Symmetric CMOS circuit used for the determination of the crossover current as a function 

of the input voltage, with λ as a parameter.

SPICE Example 6.6 Propagation Delays

A transient simulation was used to determine the propagation delays for the sym-
metric CMOS inverter of Figure 6.74 with a 1 pF load. The pulse source was set 
up with V1 = 0, V2 = 2.5 V, TD = 0, TR = 0, TF = 0, PW = 10 ns, and PER = 20 ns. 
The results in Figure 6.75 show that the symmetric inverter has equal propagation 
delays t t nsPLH PHL= = 1 36. . 
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FIGURE 6.73
Crossover current as a function of input voltage with channel length modulation constant as 

a parameter, for the symmetric CMOS inverter of Figure 6.72.
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FIGURE 6.74
Symmetric CMOS circuit with a 1 pF load for the determination of the transient response. 
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FIGURE 6.75
Transient response for the symmetric CMOS inverter of Figure 6.74.
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SPICE Example 6.7 Propagation Delays in an Asymmetric Inverter

For the asymmetric CMOS inverter of Figure 6.76, a series of transient simula-
tions was performed using load capacitances of 50, 100, 200, 300, 400, and 
500 fF. In each case, both propagation delays were determined, and the result-
ing characteristics are plotted in Figure 6.77. It can be seen that the propagation 
delays are unequal for the asymmetric inverter having equal transistor widths, 
and t tPLH PHL≈ 2 5.  for the case of the long-channel devices considered here. The 
slopes of the characteristics are ∂ ∂ =t CPLH L/ 3300Ω  and ∂ ∂ =t CPHL L/ 1300Ω .

SPICE Example 6.8 CMOS Ring Oscillator

The transient response was determined for a three-stage CMOS ring oscillator 
with a 500 fF load at each stage as shown in Figure 6.78. The individual gates are 
the same as the circuit used in SPICE Example 6.7, and the expected propagation 

VDD
2.5V

+
–

MP
MBreakp

Width = 1.2u
Length = 0.6u

MN
MBreakn

Width = 1.2u
Length = 0.6u

V

VIN
VPULSE

V

CL

FIGURE 6.76
Asymmetric CMOS inverter for the determination of the propagation delays for various val-

ues of load capacitance.
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FIGURE 6.77
Propagation delays versus the load capacitance, for the asymmetric CMOS inverter of 

Figure 6.76.
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288 Digital Integrated Circuits

delays are t nsPLH ≈ 1 68.  and t nsPHL ≈ 0 67. . The expected frequency of oscillation 
is therefore 1 3 1 68 0 67 140/ . .ns ns MHz+( )⎡⎣ ⎤⎦ ≈ . As seen in the transient simula-
tion results of Figure 6.79, oscillations built up after ~80 ns and exhibited a period 
of 13 ns, corresponding to a frequency of 77 MHz. This difference is attributable 
to the fact that the inverters in the ring oscillator all experience long rise and fall 
times at their inputs, whereas the propagation delays in SPICE Example 6.7 were 
determined with abrupt input transitions.

6.22 Summary

CMOS digital circuits, constructed using complementary pairs of p-MOS 
and n-MOS transistors, exhibit near-ideal voltage transfer characteristics, 
minimal DC dissipation, high packing density, and high speed. The voltage 
transfer characteristic for a CMOS inverter may be calculated by equating the 
drain currents in the n-MOS and p-MOS devices; this reveals fi ve regimes 
based on the modes of operation for the two devices. For a CMOS inverter 
with abrupt input voltage transitions and a lumped load capacitance, the 
low-to-high propagation delay is proportional to the load capacitance and 
inversely proportional to the p-MOS device transconductance parameter. 
The high-to-low propagation delay is proportional to the load capacitance 
and inversely proportional to the n-MOS device transconductance param-
eter. The power dissipation is usually dominated by the capacitance switch-
ing power and is proportional to the load capacitance and the square of the 
supply voltage.

In the case of CMOS implemented with short-channel MOS transistors 
(L m< 0 5. μ  with typical supply voltages), it is necessary to account for car-
rier velocity saturation. Approximate equations for the propagation delays 
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MP3
MBreakp

Width = 1.2u
Length = 0.6u

MN1
MBreakn

Width = 1.2u
Length = 0.6u

MN2
MBreakn

Width = 1.2u
Length = 0.6u

MN3
MBreakn

Width = 1.2u
Length = 0.6u

FIGURE 6.78
Three-stage CMOS ring oscillator for the determination of the transient response. 
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have been presented for the case of short-channel CMOS. In this case, tPLH 
and tPHL are proportional to the load capacitance as in long-channel CMOS, 
but these delays are inversely proportional to the device widths rather than 
their aspect ratios.

Logic design in CMOS requires the implementation of a pull-down logic 
network in n-MOS transistors and a pull-up dual logic network in p-MOS 
transistors. In a NAND gate, the n-MOS transistors are put in series, whereas 
the p-MOS transistors are placed in parallel. Complex logic functions 
may be implemented with combinations of parallel- and series-connected 
transistors. 

6.23 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

6.24 Exercises

E6.1.   For the CMOS inverter of Figure 6.80, determine the mode of opera-
tion for each transistor, the supply current, and the output voltage.

0.0
0 50 100 150 200

t (ns)

0.5

1.0

1.5

2.0

2.5

V O
U

T(
V

)

13 ns 

FIGURE 6.79
Transient response for the three-stage CMOS ring oscillator of Figure 6.78. 
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290 Digital Integrated Circuits

E6.2.  For the CMOS inverter of Figure 6.81, fi nd the mode of operation 
for each transistor, the supply current, and the output voltage.

VDD = 2V

1.1V +
–

MPO
3/0.6

MNO
1.2/0.6

OUT

VTN = |VTP| = 0.5V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.80
CMOS inverter for static analysis (see Exercise E6.1).

VDD = 2V

MPO
3/0.6

MNO
1.2/0.6

OUT

0.7V +
–

VTN = |VTP| = 0.5V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.81
CMOS inverter for static analysis (see Exercise E6.2).

E6.3.  For the asymmetric circuit of Figure 6.82, perform a load curve 
analysis, that is, produce a graph showing IDN and IDP as functions 
of VOUT and fi nd the solution at the intersection of the curves.

VDD = 2V

MPO
1.8/0.6

MNO
1.2/0.60.95V +

–

OUT

VTN = |VTP| = 0.5V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.82
Inverter circuit for static analysis (see Exercise E6.3).
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E6.4.  For the circuit of Figure 6.83, perform a load curve analysis with 

λ λN P= = 0 1. , that is, produce a graph showing IDN and IDP as 
functions of VOUT and indicate the solution on this graph.

VDD = 2V

MPO
3/0.6

MNO
1.2/0.6

OUT

1.0V +
–

VTN = |VTP| = 0.5V
tOX = 6 nm

λN = λP = 0.10

All gate dimensions in μm

FIGURE 6.83
Inverter circuit for load curve analysis (see Exercise E6.4).

E6.5.  Determine and plot the voltage transfer characteristic for the cir-
cuit of Figure 6.84. Give the input voltage range for each of the 
fi ve regimes of this characteristic.

VDD = 2V

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.5V
tOX = 4 nm

All gate dimensions in μm

FIGURE 6.84
Inverter for determination of the voltage transfer characteristic (see Exercise E6.5).

E6.6.  Determine and plot the voltage transfer characteristics for the 
circuit of Figure 6.85 with VDD = 2.5, 2.0, and 1.5 V.

VDD

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.4V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.85
Inverter for determination of the transfer characteristic (see Exercise E6.6).
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E6.7.  Find the critical voltages V IL, VM, and VIH for the inverter of 
Figure 6.86.

VDD = 2.0V

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.4V
tOX = 8 nm

All gate dimensions in μm

FIGURE 6.86
CMOS inverter for determination of the critical voltages (see Exercise E6.7).

E6.8.  Perform a load surface analysis for the circuit in Figure 6.87, that 
is, produce a surface plot showing IDN and IDP as functions of V IN 
and VOUT.

VDD = 2.0V

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.4V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.87
Inverter circuit for load surface analysis (see Exercise E6.8).

E6.9.  Determine and plot the crossover current as a function of VIN for 
the circuit in Figure 6.88, and fi nd the voltage ranges for each of 
the four regimes of crossover current.

VDD = 2.0V

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.5V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.88
CMOS circuit for determination of the crossover current (see Exercise E6.9).

TAF-6987X_AYERS-09-0307-C006.ind292   292TAF-6987X_AYERS-09-0307-C006.ind292   292 8/22/09   7:26:43 PM8/22/09   7:26:43 PM



Static CMOS 293

E6.10.  Plot the crossover current characteristic with VDD as a parameter 
for VDD = 2.5, 2, and 1.5 V, for the circuit of Figure 6.89. How does 
the peak crossover current depend on the supply voltage?

VDD

MPO
3/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.3V
tOX = 7 nm

All gate dimensions in μm

FIGURE 6.89
Inverter for determination of the crossover current with the supply voltage as a parameter (E6.10).

E6.11.  For the asymmetric circuit of Figure 6.90, fi nd and plot the 
crossover current as a function of VIN. Find the range of VIN for 
each regime of crossover current.

VDD = 1.8V

MPO
1.2/0.6

MNO
1.2/0.6

OUTIN

VTN = |VTP| = 0.4V
tOX = 6 nm

All gate dimensions in μm

FIGURE 6.90
Asymmetric inverter for determination of the crossover current (see Exercise E6.11).

E6.12.  Estimate the propagation delays, the rise time, and the fall time 
for the circuit in Figure 6.91 assuming the input makes abrupt 
voltage transitions.

VDD = 2.0V

CL = 200 fF

MPO
3/0.6

MNO
1.2/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.4V

tOX = 7 nm

FIGURE 6.91
Loaded inverter for analysis of the delay times (see Exercise E6.12).
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E6.13.  Estimate the propagation delays for the inverter in Figure 6.92 
assuming that the rise time and fall time for the input voltage 
are both 1 ns.

VDD = 2.0V

CL = 500 fF

MPO
3/0.6

MNO
1.2/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.5V

tOX = 7 nm

FIGURE 6.92
Loaded inverter for determination of the delay times.

E6.14.  Choose the widths of the MOS transistors in Figure 6.93 so that 

t pPLH ≤ 100  and t psPHL ≤ 100  with C fFL ≤ 250 .

VDD = 2.0V

CL 

MPO
WP/0.6

MNO
WN/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.4V

tOX = 6 nm

FIGURE 6.93
Inverter circuit with transistor widths to be designed (see Exercise E6.14).

E6.15.  Find the input capacitance and estimate the propagation delays 
for the circuit in Figure 6.94 for the case of three (similar) 
fan-out gates.

VDD = 1.8V

MPO
3/0.6

MNO
1.2/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 7 nm
LOV = 0.1 μm

FIGURE 6.94
CMOS inverter for determination of the input capacitance and delay times (see Exercise E6.15).
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E6.16.  Find the input capacitance and estimate the propagation delays 
for the asymmetric circuit in Figure 6.95 for the case of three 
(similar) fan-out gates. Assume that the input voltage makes 
abrupt transitions.

VDD = 1.8V

MPO
1.2/0.6

MNO
1.2/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 7 nm
LOV = 0.1 μm

FIGURE 6.95
Asymmetric inverter for determination of the input capacitance and delay times.

E6.17.  Using the short-channel MOSFET equations, estimate the prop-
agation delays for the inverter of Figure 6.96 assuming that the 
input voltage makes abrupt transitions.

VDD = 1V

CL = 60 fF

MPO
0.2/0.1

MNO
0.2/0.1

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm

FIGURE 6.96
Short-channel inverter for determination of the delay times (see Exercise E6.17).

E6.18.  Find the propagation delays for the circuit of Figure 6.97 assum-
ing that the fan-out is fi ve. Use the short-channel relationships 
and assume that the input makes abrupt transitions.

VDD = 1V

MPO
0.2/0.1

MNO
0.2/0.1

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 40 nm

FIGURE 6.97
Short-channel inverter for determination of the delay times (see Exercise E6.18).
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E6.19.  Find the propagation delays for the circuit of Figure 6.98 assum-
ing that the fan-out is fi ve. Use the short-channel relationships 
and assume that the input makes abrupt transitions.

VDD = 1V

MPO
0.5/0.1

MNO
0.2/0.1

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 40 nm

FIGURE 6.98
Short-channel inverter for determination of the delay times (see Exercise E6.19).

E6.20.  Three identical inverters are used to make a ring oscillator as 
shown in Figure 6.99. (1) Find the input capacitance per gate. 
(2) Estimate the rise and fall times for each of the inverters, 
assuming a load equal to C IN and abrupt transitions at the input 
and output. (3) Assuming that each gate experiences input rise 
and fall times equal to the values determined in the previous 
part, estimate the propagation delays and the frequency of 
oscillation for the ring oscillator. (4) Will this frequency be an 
overestimate or underestimate? Why? 

VDD = 1.8V VDD = 1.8V VDD = 1.8V

MP1
3/0.6

MP2
3/0.6

MP3
3/0.6

MN1
1.2/0.6

MN2
1.2/0.6

MN3
1.2/0.6

OUT

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 6 nm
LOV = 0.1 μm

FIGURE 6.99
CMOS ring oscillator (see Exercise E6.20).

E6.21.  Find the input capacitance for each gate in the ring oscillator of 
Figure 6.100. Using an iterative approach, fi nd a consistent set 
of values for the propagation delays, rise times, and fall times 
and use this solution to estimate the frequency of oscillation 
and the capacitance switching dissipation per gate. Use the 
short-channel MOSFET relationships.
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VDD = 1.0V VDD = 1.0V VDD = 1.0V

MP1
0.2/0.1

MP2
0.2/0.1

MP3
0.2/0.1

MN1
0.2/0.1

MN2
0.2/0.1

MN3
0.2/0.1

OUT

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 40 nm

FIGURE 6.100
Three-stage ring oscillator (see Exercise E6.21).

E6.22.  A periodic signal is applied to an inverter as shown in Figure 
6.101. Estimate the capacitance switching power, the short-cir-
cuit power, and the total dynamic dissipation.

VDD = 2.0V1 ns

2.0V

4 ns
1 ns

0 CL = 100 fF

MPO
3/0.6

MNO
1.2/0.6

OUTIN

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 6 nm

FIGURE 6.101
Loaded inverter for analysis of the dynamic dissipation (see Exercise E6.22).

E6.23.  Create the layout design for a CMOS inverter so that 

t psPLH ≤ 100  and t psPHL ≤ 100  with C fFL ≤ 250 . V VDD = 2 0. , 

V V VTN TP= = 0 3. , t nmox = 8 , and 2 0 5X m= . μ
E6.24.  Create the layout design for a CMOS NAND3 gate using mini-

mum silicon area with t psPLH ≤ 100 .
E6.25.  Create the circuit diagram for a CMOS circuit which imple-

ments the function Y ABC DE F GH= +( ) +( ).
  For additional exercise problems, see the dynamic website at 

http://www.engr.uconn.edu/ece/books/ayers.
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7
Interconnect

7.1 Introduction

Interconnect refers to the metal wires that make electrical connections 
between the transistors on the die. Aluminum and copper are commonly 
used as interconnect metals, but doped polysilicon is also used in some 
situations. Interconnect has attracted increasing attention over the past few 
years because of its growing infl uence on the overall performance of digi-
tal integrated circuits [1–4]. This has come about by the scaling of device 
dimensions coupled with the trend to larger die sizes. Currently, micropro-
cessors contain about 1 km of interconnect for every square centimeter of 
die area.

Interconnect introduces parasitic capacitances, resistances, and induc-
tances that can degrade the overall performance signifi cantly. The intercon-
nect capacitances present considerable loading to CMOS circuits, increasing 
the propagation delays and the switching dissipation. The trend toward 
larger die sizes has also necessitated the use of longer interconnects on the 
chip. In such long interconnects, the parasitic resistance must be considered 
as well as the capacitance. Then the associated RC delays further degrade the 
overall circuit performance. In some special cases, the interconnects can be 
so long that they must be treated as lossy RLC transmission lines rather than 
RC networks. Then care must be taken to terminate the transmission lines to 
avoid refl ections.

In all of the situations outlined above, the parasitics tend to degrade 
performance. In and of itself, the additional capacitive loading is responsible 
for increased propagation delays and power. In some digital integrated 
circuits, the interconnects can account for one-quarter of the total dissipation. 
On top of this, the parasitic capacitances between interconnects tend to 
introduce interference, called crosstalk. As a consequence, the propagation 
delay for an interconnect becomes a function of the signals on neighboring 
interconnects. This situation is highly undesirable because it makes 
performance predictions diffi cult.
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In this chapter, we will consider the parasitic resistances, capacitances, and 
inductances of interconnect. The lumped, distributed, and transmission line 
models for interconnect will be outlined, and rules will be developed for 
the determination of which model is most appropriate. Special problems in 
interconnect design will be discussed from the point of view of minimizing 
crosstalk and optimizing performance. Then SPICE models for interconnect 
will be described with some examples.

7.2 Capacitance of Interconnect

The capacitance is the most important parasitic introduced by interconnect 
wires. Some of this capacitance appears between the interconnect and 
ground. Another component appears between wires on a single level and 
is called interwire capacitance. There are also capacitances between the 
interconnect and wires on other levels, the interlevel capacitance. Typical VLSI 
circuits use 8–12 levels of interconnect having complex three-dimensional 
geometries. Also, process-induced variations in interconnect geometry 
further complicate modeling. For these reasons, accurate modeling of the 
capacitive effects is rather complex and computationally intense [5–7]. 
Therefore, simple models have been developed for the estimation of 
interconnect capacitances [8].

Consider a single level of interconnect with a rectangular cross section* 
routed over a semiconductor substrate with an intermediate dielectric 
layer as shown in Figure 7.1. There are two components of the capacitance 
between this microstripline and the substrate (ground plane). The fi rst is the 
parallel plate capacitance associated with the parallel fi eld lines directly 
underneath the interconnect. The second is the fringing fi eld capacitance. 
The relative contributions of these two components depend on the aspect 
ratio h/w for the wire. The capacitance per unit length is given by the fol-
lowing [8]:
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, for h w/ ≤ 2 ,  (7.1)

and

* The rectangular cross sections for wires are dictated by the deposition, lithography, and 
etching processes.
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1 47. , for h w/ ≥ 2 , (7.2)

where εDI is permittivity of the dielectric, t is thickness of the dielectric 
between the interconnect and the substrate, w is width of the interconnect, h 
is the height of the interconnect, and l is the length of the interconnect. The 
capacitance per unit length can depart signifi cantly from the value predicted 
for a parallel plate capacitor, c w tDI= ε / , especially for high aspect-ratio wires 
common in VLSI circuits.

Typical relative permittivities for dielectric materials are shown in Table 
7.1. Chemical vapor deposited (CVD) SiO2 fi lms are commonly used as inter-
layer dielectrics. Recently, CVD fl uorosilicate glass has been applied for high-
 performance integrated circuits. Fluorosilicate glass reduces the permittivity, 
and therefore the parasitic capacitances, by about 10%. However, this is not 
adequate for the next few generations of integrated circuits. Instead, other 
low-κ* dielectrics, such as CVD carbon-doped oxide or spin-on polymers, must 
be used [9–15].

Example 7.1 Capacitance of Polysilicon Interconnect

Estimate the capacitance to ground per unit length for a polysilicon interconnect, 
0.25 μm wide and 0.25 μm thick, on a 0.5-μm-thick layer of SiO2 (εr = 3.9).

FIGURE 7.1
Estimation of the interconnect capacitance.

w 

l

h

Substrate

Metal
interconnect Fringing field lines

l

* Sometimes, the relative permittivity is denoted by the Greek letter κ. Therefore, materials 
with low permittivity are often called “low-κ dielectrics.”
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Solution: Here h/w = 1 so we should use Equation 7.1. The capacitance to the 
substrate per unit length is
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This value is representative of a polysilicon wire running over the fi eld oxide in 
0.25 μm CMOS. It is much greater than the parallel plate capacitance for the same 
geometry, which is 0.17 pF/cm. Therefore, the fringing fi eld capacitance is dominant, 
and the capacitance per unit length is a weak function of the polysilicon width.

Example 7.2 Capacitance of Aluminum Interconnect

Estimate the capacitance to ground per unit length for an aluminum interconnect, 
0.25 μm wide and 0.75 μm thick, on a 0.5-μm-thick layer of SiO2 (εr = 3.9). 

Solution: Here h/w = 3, so we should use Equation 7.2. The capacitance to ground 
per unit length is
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.

TABLE 7.1

Relative Permittivities for Dielectric Materials

Dielectric Relative permittivity

SiO2 3.9

Fluorosilicate glass 3.6

Carbon-doped oxide 2.7–2.9

Si-based polymers 2.2–2.6
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These numbers are representative of a level 1 metal interconnect used in a 0.25 
μm CMOS process. As in the previous example, the fringing fi eld capacitance 
is dominant because of the high aspect ratio for the interconnect. It is possible 
to neglect the fringing fi eld capacitance only for very wide interconnects with 
w >> h.

Realistic estimates of the total capacitance per unit length must include 
the interwire and interlevel contributions. As a rough rule of thumb, the total 
capacitance per unit length for the metal one layer is two times the capaci-
tance to ground. The total capacitance per unit length is relatively constant 
from one level to the next, for a given width of interconnect. Therefore, the 
increase in capacitance per unit length for the upper levels of metal is dic-
tated by the increase in metal width. More detailed design rules are available 
for the different CMOS processes, but no attempt will be made to catalog 
them here.

7.3 Resistance of Interconnect

Consider a metal interconnect with a rectangular cross section as shown in 
Figure 7.2.
The low-frequency resistance of this interconnect may be calculated as 

 
R

l
w h

= ρ
, (7.3)

where ρ is the resistivity of the interconnect material, and l, w, and h are the 
length, width, and thickness of the interconnect, respectively. The resistance 
per unit length is

 r
wh

= ρ
. (7.4)

Typical resistivities for interconnect materials are shown in Table 7.2.

FIGURE 7.2
Interconnect structure for the estimation of the resistance.
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Example 7.3 Resistance of Aluminum Interconnect

Estimate the low-frequency resistance per unit length for an aluminum intercon-
nect, 0.5 μm thick and 0.5 μm wide.

Solution: Assuming the interconnect takes on the bulk resistivity of aluminum,

 
r

wh

cm

cm cm
= =

×( )
×( ) ×( )

−

− −

ρ 2 8 10

0 5 10 0 5 10

6

4 4

.

. .

Ω
== 1 12. /k cmΩ .

The magnitude of this value suggests that the interconnect resistance may be 
neglected only for short wires. However, the choice of including or neglecting the 
interconnect resistance is infl uenced by the interconnect capacitance as will be 
shown in Section 7.5.

At high frequencies, the resistance becomes frequency dependent attribut-
able to the skin effect [16]. This is because, at high frequencies, the current fl ow 
becomes concentrated near the outer surfaces of the interconnect. This effect can 
be quantized by the skin depth, which is the depth at which the current density 
falls to 1 0 37/ .e ≈  times the surface value. This skin depth is given by

 
δ ρ

π μ
=

f
, (7.5)

where f is the frequency, and μ is the permeability of the dielectric.
This phenomenon increases the effective resistance of the interconnect and 

can be accounted for approximately by assuming that the cross-sectional area is 
reduced to that within the skin depth as shown in Figure 7.3. Based on this fi gure, 
the effective resistance of the interconnect is approximately

 
R

l
w h

=
+ −( )⎡⎣ ⎤⎦

ρ
δ δ2 2 2

,
 

(7.6)

and the resistance per unit length is

 r
w h

=
+ −( )⎡⎣ ⎤⎦

ρ
δ δ2 2 2

, (7.7)

TABLE 7.2

Resistivities of Interconnect Materials

Interconnect material Resistivity (Ωcm)

p-Type polysilicon 0.02

n-Type polysilicon 0.01

Aluminum 2.8 × 10−6

Copper 1.7 × 10−6
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Example 7.4 Skin Effect in Copper Interconnect

Estimate the skin depth in copper interconnect at a frequency of 100 GHz.

Solution: It is assumed that the copper and the dielectric in which it is embed-
ded both have permeabilities equal to that of a vacuum. At 100 GHz, the skin 
depth is

 δ ρ
π μ π π

Cu
f

cm

Hz H c
( ) = =

×( )
( ) ×

−

−

1 7 10

10 4 10

6

11 9

.

/

Ω

mm
cm m( ) = × =−0 21 10 0 214. . μ .

Therefore, the skin effect would be expected to be important at 100 GHz in cop-
per interconnects having both dimensions greater than twice this value. In prac-
tice, the skin effect has not been very important up to the present time because 
higher-frequency circuits use interconnects with smaller cross sections. 

Example 7.5 Resistances of Aluminum and Copper Interconnect

Consider interconnects 1 μm thick and 1 μm wide. Compare the resistances per 
unit length for aluminum and copper interconnect assuming a frequency of 
10 GHz.

Solution: It is assumed that these metals and the dielectric in which they are 
embedded all have permeabilities equal to that of a vacuum. At 10 GHz, the skin 
depths are

 δ ρ
π μ π π

Cu
f

cm

Hz H c
( ) = =

×( )
( ) ×

−

−

1 7 10

10 4 10

6

10 9

.

/

Ω

mm
cm m( ) = × =−0 66 10 0 664. . μ  

FIGURE 7.3
Skin effect in interconnect.
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and

 δ ρ
π μ π π

Al
f

cm

Hz H c
( ) = =

×( )
( ) ×

−

−

2 8 10

10 4 10

6

10 9

.

/

Ω

mm
cm m( ) = × =−0 85 10 0 854. . μ .

Therefore, the skin effect is unimportant here. On a per unit length basis, the 
approximate interconnect resistances are

 r Cu
cm

cm cm
( ) =

×( )
×( ) ×( )

−

− −

1 7 10

1 0 10 1 0 10

6

4 4

.

. .

Ω
== 170Ω / cm

and

 r Al
cm

cm cm
( ) =

×( )
×( ) ×( )

−

− −

2 8 10

1 0 10 1 0 10

6

4 4

.

. .

Ω
== 280Ω / cm .

The 37% lower bulk resistivity of copper translates directly to lower para-
sitic resistances, as long as the bulk resistivity can be achieved in copper thin 
fi lms.

The preceding analysis is very approximate, because it assumes a sinusoidal cur-
rent waveform and the abrupt confi nement of the current within the skin depth. 
However, we can conclude that the skin effect can usually be neglected when 
modeling interconnect for VLSI circuits.

7.4 Inductance of Interconnect

The inductance per unit length for an interconnect may be estimated most 
easily if the capacitance per unit length is known, using the approximate 
expression

 l
c

DI DI≈ ε μ
, (7.8)

where εDI  and μDI are the permittivity and permeability of the dielectric, 
respectively. 

Example 7.7 Inductance of Copper Interconnect

Estimate the inductance per unit length for a copper interconnect, 0.75 μm wide, 
0.25 μm thick on a 0.5-μm-thick layer of SiO2 (εr = 3.9).
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Solution: From Example 7.2, the capacitance to ground per unit length of 
this interconnect is 1.38 pF/cm. Therefore, the inductance per unit length is 
approximately

 l
c

F cm H cmDI DI= =
( ) ×( ) ×(− −ε μ π3 9 8 85 10 4 1014 9. . / / ))

×
= ×−

−

1 38 10
3 2 1012

9

. /
. /

F cm
H cm .

This inductance is very small and can be neglected under most circumstances. So, 
whereas the parasitic inductances associated with package pins are important, the 
parasitic inductances associated with interconnect are important only for long wires 
and very high-frequency operation. Increasingly, however, designers consider the 
inductance or even invoke transmission line models for interconnect [17–21].

7.5 Modeling Interconnect Delays

In many cases, adequate performance predictions can be made using a lumped 
capacitance model for the interconnects in a circuit. In some cases, such as 
polysilicon interconnect, distributed models must be used. Transmission line 
models may be necessary for extremely long runs of interconnect.

7.5.1 Lumped Capacitance Model

It is reasonable to model short runs of interconnect using a lumped capacitance 
model as shown in Figure 7.4. This approach is valid even for a branching 

FIGURE 7.4
Use of a lumped capacitance model for interconnect.
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interconnect that feeds a number of fan-out gates, as long as the resistance 
can be neglected and the capacitance is calculated based on the total length 
of interconnect. The primary effect of the interconnect is to increase the 
effective load capacitance. This in turn increases the propagation delay and 
the dissipation for the driving gate.

7.5.2 Distributed Models

In longer runs of interconnect, the parasitic resistances becomes important. 
Therefore, distributed RC models should be used in these situations. Consider 
a general branching interconnect modeled by an Nth-order distributed 
network as shown in Figure 7.5.

The Nth-order network exhibits N time constants, and the exact analysis 
is rather complex. However, it is usually suffi cient to consider only the fi rst-
order time constant (the Elmore delay), which greatly simplifi es the analysis 
[21–24]. Based on this approach, the propagation delay from the driving gate 
(at node zero) to the ith node is approximately

FIGURE 7.5
Distributed RC model for branching interconnect.
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 t C RPi k ik

k

N

≈
=

∑ln( )2
1

, (7.9)

where Rik is the shared path resistance for nodes i and k (i.e., the resistance 
common to the path from the driving gate to node i and the path from the 
driving gate to node k), given by

 R R path i path kik j= ∈ →( ) ∩ →( )( )⎡⎣ ⎤⎦∑ 0 0 . (7.10)

A special case is the straight (nonbranching) interconnect shown in Figure 7.6. 
Here, the Elmore approach yields an approximate end-to-end propagation 

delay of

 

t C R C R R C R R RP ≈ + +( ) + + +( ) +⎡⎣ ⎤⎦

=

ln( ) ...

ln(

2 1 1 2 1 2 3 1 2 3

22

1 1

) .C Ri

i

N

j

j

i

= =

∑ ∑  (7.11)

A situation of special interest is the nonbranching interconnect with evenly 
distributed resistance and capacitance, as shown in Figure 7.7.

The propagation delay for the evenly distributed RC network, divided into 
N segments, is

 t
RC
N

RC
N

RC
N

NRC
N

P ≈ + + + +⎡
⎣⎢

⎤
⎦⎥

=ln( ) ... ln2
2 3

2 2 2 2
(( )2

1

2
RC

N
N
+

. (7.12)

If the number of segments is increased arbitrarily, the propagation delay 
asymptotically reaches the limiting value

 t Lim RC
N

N
RC r

P
N

≈ +⎡
⎣⎢

⎤
⎦⎥

= =
→∞

ln( ) ln( ) ln( )2
1

2
2

2
2

ccl2

2
, (7.13)

FIGURE 7.6
Distributed RC model for straight (nonbranching) interconnect.
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where r is the resistance per unit length, c is the capacitance per unit length, 
and l is the length of the interconnect. Therefore, the delay associated with an 
evenly distributed RC interconnect is proportional to the square of its length. 
As a consequence, long signal lines are usually broken up into a series of 
shorter runs, separated by buffer gates called repeaters [25].

The choice of a lumped capacitance model or the distributed RC model for 
the interconnect may be made after comparison of the propagation delay for 
the driving gate and the time constant for the interconnect:

t
rcl

P driver, ln( )> 2
2

2

⇒ lumped C model

t
rcl

P driver, ln( )< 2
2

2

⇒ distributed rc model

In terms of the interconnect length, this rule of thumb may be restated as 
follows: 

l
t

rc
P driver< ,

ln( )/2 2
⇒ lumped C model

l
t

rc
P driver> ,

ln( )/2 2
⇒ distributed RC model

7.5.3 Transmission Line Model

Very long wires must be treated as transmission lines. At the present time, this 
sometimes applies to metal runs on printed circuit boards, but it only rarely 
applies to interconnects on the integrated circuit. This situation may change as 
circuit speeds are increased while die sizes continue to increase, however.

In a transmission line, the signal travels as a wave at the speed of light, 
given by

 

v
c

r r

= 0

ε μ
,

 

(7.14)

FIGURE 7.7
Straight interconnect with evenly distributed parasitics.
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where c0 is speed of light in a vacuum (3.00 × 1010 cm/s), εr is the relative 
permittivity of the transmission line medium, and μr is the relative perme-
ability of the transmission line medium.

Example 7.8 Time of Flight for Interconnect with SiO2 as the Dielectric

Estimate the time of fl ight for a signal crossing a 1 cm integrated circuit by a copper 
transmission line embedded in SiO2.

Solution: For SiO2, the relative permittivity is 3.9 and the relative permeability is 
~1.0. Thus, the speed of propagation is

 v
c cm s

cm
r r

= = ×
( )( )

= ×0
10

103 0 10

3 9 1 0
1 52 10

ε μ
. /

. .
. // s .

The time of fl ight is

t
cm

cm s
s psflight =

×
= × =−1

1 52 10
6 6 10 6610

11

. /
. .

This time of fl ight will be comparable with the clock period in a 15 GHz processor. 
It is clear from this example that clock distribution presents a special problem in 
large digital integrated circuits.

Another important issue relating to the transmission line model is the character-
istic impedance and impedance matching. Consider a general two-wire transmis-
sion line as shown in Figure 7.8. The equations governing the general two-wire 
transmission line are

 
∂
∂

= − +( ) +( )
2

2 2 2
V
x

r j fl g j fc Vπ π , (7.15)

FIGURE 7.8
Two-wire transmission line.
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and

 
∂
∂

= − +( ) +( )
2

2 2 2
I

x
r j fl g j fc Iπ π , (7.16)

where I is the phasor current at the point x, V is the phasor voltage at the point 
x, r is series resistance per unit length, l is series inductance per unit length, g is 
parallel conductance per unit length, c is parallel capacitance per unit length, 
and f is frequency of the propagating wave. In the special case of a lossless two-
wire transmission line ( r = 0 , g = 0 ), the equation governing the propagation of 
a wave down the transmission line is

 
∂
∂

= ∂
∂

= ∂
∂

2

2

2

2 2

2

2

1V
x

lc
V
t v

V
t

. (7.17)

Thus, a step in voltage applied at one end of the lossless transmission line will 
propagate down the line at a velocity v and without attenuation. Also, at any point 
in an infi nite lossless transmission line, 

 
V
I

l
c

Z= = 0 . (7.18)

Thus, the remainder of the line appears to have a real impedance Z0, called the 
characteristic impedance of the transmission line.

Example 7.9 Characteristic Impedance for Aluminum Interconnect

Estimate the characteristic impedance for aluminum interconnect, 0.25 μm wide 
and 0.75 μm thick, on a 0.5-μm-thick layer of SiO2.

Solution: The capacitance per unit length is
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The inductance per unit length is approximately

  l
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The characteristic impedance of the line is therefore

 Z
l
c

H cm
F cm

0

9

12

3 2 10
1 38 10

48= = ×
×

=
−

−
. /

. /
Ω .

Any wave propagating down a transmission line will be refl ected from the end 
unless the transmission line is terminated by a real impedance equal to Z0. If the 
line is terminated by a resistance RL, then the refl ection coeffi cient (the ratio of the 
refl ected to the incident voltage) is given by

 ρ = −
+

R Z
R Z

L

L

0

0

. (7.19)

The refl ected wave will travel back to the driving gate where it will be refl ected 
once again. The presence of refl ected waves will upset the integrity of signals on 
the line unless matched terminations are used.

As a rule of thumb, a transmission line model must be used only if the time of 
fl ight is greater than the propagation delay for the driving gate circuit. In terms of 
the interconnect length l, this rule is as follows:

l
t cP driver

r r

< , 0

ε μ
⇒ distributed RC model

l
t cP driver

r r

> , 0

ε μ
⇒ transmission line model

At the current time, it is seldom necessary to invoke the transmission line model 
for interconnect. However, this conclusion is likely to change with decreasing 
circuit propagation delays and increasing die sizes, and whereas the simply theory 
outlined above applies to lossless transmission lines, real interconnects are lossy, 
causing an attenuation of the signals propagating on them.

Example 7.10 Choice of Interconnect Model

For copper interconnect, 0.5 μm wide and 0.5 μm thick, on a 1.0-μm-thick layer 
of SiO2, determine the ranges of the length for which the lumped capacitance, 
distributed RC, and transmission line models are applicable. Assume the driving 
gate exhibits a propagation delay of 50 ps.

Solution: The resistance per unit length is

 r
wh

cm

cm cm
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×( )
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4 4
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. .

Ω
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The capacitance per unit length is
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The lumped capacitance model applies if
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The transmission line model applies if

 l
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.
μm.

Clearly, the lumped capacitance model will be appropriate in most cases, and it 
will rarely be necessary to invoke a transmission line model. This could change, 
however, with the trend toward fi ner lines and larger die sizes.

7.6 Crosstalk

In a multilevel metallization scheme, the interconnects exhibit parasitic 
capacitances to ground, other interconnects on the same level (interwire 
capacitance), and to other interconnects on other levels (interlevel capacitance). 
The interwire parasitic capacitances result in the coupling of signals from 
the neighboring interconnects to the wire under consideration (the “victim”). 
This crosstalk may compromise the integrity of signals and increase the prop-
agation delays for data and address lines.

The worst manifestation of crosstalk occurs in the case of data lines that 
are run side by side for a long distance, as in a data bus, as shown in Figure 7.9. 
The effective capacitance to ground for the victim wire is a function of the 
signals on the neighboring wires, as a consequence of the Miller effect (which 
was already discussed in the context of MOSFET capacitances in Chapter 4). 
Suppose that the victim interconnect makes a low-to-high transition, with 
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a logic swing equal to VDD. If the adjacent lines are static and the interlevel 
contributions are ignored, then the effective capacitance of the victim line to 
ground is

 C
Q
V

V C V C
V

C Ceff
DD G DD

DD
G= = + = +Δ

Δ
2

20
0 , (7.20)

where CG  is capacitance to ground for the victim line and C0 is the capacitance 
between each pair of neighboring lines.

If, however, the adjacent lines also make low-to-high transitions, no dis-
placement current will fl ow in the interwire capacitances. For this case, the 
effective capacitance of the victim line is

 C Ceff G= . (7.21)

Finally, suppose that both neighboring wires make a high-to-low transition. 
Then the voltage swings in the interwire capacitances are twice the logic 
swing on the lines. As a consequence, the effective capacitance to ground for 
the victim wire is increased to

 C C Ceff G= + 4 0 . (7.22)

The various permutations are elaborated in Table 7.3. Here, the up and down 
arrows indicate low-to-high and high-to-low transitions, respectively. Ceff is 
the effective capacitance of the victim line to ground, CG is the actual capaci-
tance to ground for the victim line, and the interwire capacitances to the 
neighboring wires are each assumed to be C0. 

As a result of crosstalk, the effective capacitance to ground of the victim 
wire can be increased signifi cantly, especially if the neighboring wires run 
parallel for any distance. Worse yet, this capacitance (and therefore the 
propagation delay of the driving gate) becomes a function of the signals on 
the other lines. This in turn makes performance predictions diffi cult. 

FIGURE 7.9
Parallel interconnects for the consideration of crosstalk.

1 V 2

CG
C0C0
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There are several remedies to the cross-talk problem. One common approach 
is to run wires on adjacent levels in orthogonal directions as shown in Figure 
7.10. This causes the interlevel capacitances to split into many small compo-
nents, none of which is signifi cant to cause cross-talk problems. Another is 
to avoid long stretches of parallel lines by creative routing. This approach is 
facilitated by computer routing tools. Another approach is the insertion of 
ground and VDD lines between signal lines as illustrated in Figure 7.11. There 
is no Miller effect with respect to the power rails. Therefore, although the 
total capacitance to ground is increased somewhat, at least it is predictable.

FIGURE 7.10
Orthogonal interconnects on adjacent levels to minimize the crosstalk between levels.

Substrate

Polysilicon

Metal 1

Metal 2

Metal 3

Metal 4

Metal 5

Metal 6

Metal 7

Metal 8

TABLE 7.3

Cross-Talk-Induced Miller Effect in Interconnect

Victim Neighbor 1 Neighbor 2 Ceff

↑ ↑ ↑ CG

↑ ↑ ↓ CG + 2C0

↑ ↓ ↑ CG + 2C0

↑ ↓ ↓ CG + 4C0

↓ ↑ ↑ CG + 4C0

↓ ↑ ↓ CG + 2C0

↓ ↓ ↑ CG + 2C0

↓ ↓ ↓ CG 
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7.7. Polysilicon Interconnect

Polysilicon is highly resistive compared with metal, even when heavily 
doped n-type. Thus, long polysilicon interconnects introduce signifi cant 
delays. However, there are situations in which the use of long polysilicon 
runs increase the layout effi ciency. An example of this is the row lines in a 
digital memory. In such cases, it is necessary to reduce the interconnect RC 
delays by using low-resistivity straps (either metal or silicide) or by using 
repeaters or some combination of both.

Example 7.12 Elmore Delay in Polysilicon Interconnect

Estimate the delay associated with 100 μm of n-doped polysilicon interconnect, 
0.25 μm wide and 0.25 μm thick, on a 0.5-μm-thick layer of SiO2 (εr = 3.9). 

Solution: The capacitance to the substrate per unit length is

 

c
w

h

t t
h

t
h

t
h

DI=
−⎛

⎝⎜
⎞
⎠⎟

+

+ + +⎛
⎝⎜

⎞
⎠⎟

⎛

⎝

ε π2 2

1
2 2 2
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.

The resistance per unit length is

 r
wh

cm

cm cm
= =

( )
×( ) ×( ) =

− −

ρ 0 01

0 25 10 0 25 10
1

4 4

.

. .

Ω
66M cmΩ / .

FIGURE 7.11
Power rails inserted between signal lines to reduce the effects of crosstalk.

1 VDD 2GND GND
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The delay associated with 100 μm of this polysilicon interconnect is 

 t
rcl cm F

P ≈ =
×( ) × −

ln( ) ln( )
/ . /

2
2

2
16 10 1 03 102 6 12Ω ccm cm

ps
( )( )

=
−10

2
570

2 2

.

This is many times the on-chip propagation delay for a modern CMOS logic 
circuit.

The long RC delays associated with polysilicon interconnect can be dealt with 
by strapping or the use of repeaters. Strapping involves the implementation of a 
parallel interconnect with lower resistance per unit length. One approach is the 
creation of a silicide layer on top of the polysilicon; this approach reduces the 
sheet resistivity by a factor of 1/100. Another approach is to run a conventional 
metal interconnect parallel to the polysilicon and make metal-polysilicon contacts 
at regular intervals along the path. The use of repeaters involves the insertion of 
buffers at periodic intervals as shown in Figure 7.12.

Example 7.12 Repeaters for Polysilicon Interconnect

Estimate the reduction in the interconnect delay associated with 100 μm of n-doped 
polysilicon interconnect, 0.25 μm wide and 0.25 μm thick, on a 0.5- μm-thick layer 
of SiO2 (εr = 3.9), by the use of nine repeaters. 

Solution: The capacitance to the substrate per unit length is

 c pF cm= 1 03. / .

The resistance per unit length is

 r M cm= 16 Ω / .

Equal spacing of the nine repeaters (10 μm apart) will provide the maximum ben-
efi t. Assuming equal spacing, each 10 μm segment will contribute a delay equal 
to

t
cm F cm cm

P each segment( )≈
×( ) ×( )( )− −

ln( )
/ . /

2
16 10 1 03 10 106 12 3Ω

22

2
5 7= . .ps

FIGURE 7.12
The use of repeaters to reduce interconnect delays.

Driving
gate

Interconnect Interconnect Interconnect

Repeater Repeater Receiving
gate
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If the repeater propagation delays can be neglected, the total delay is

 t t psP P≈ ( ) =10 57each segment ,

which is a reduction to 1/10 of the delay for the case without repeaters. Even if 
each repeater introduces a delay equal to the interconnect segments, there is a 1/5 
reduction in the overall delay, a signifi cant improvement.

7.8 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cadence Design Systems). The level 1 MOS transis-
tor model parameters given in Tables 7.4 and 7.5 were used unless otherwise 
noted. The process transconductance parameters were calculated assuming 
an oxide thickness of 9 nm. For n-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (7.23)

and for p-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / , (7.24)

TABLE 7.4

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO  0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX 9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m
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The overlap capacitances per unit gate width were determined with the 
assumption that L mOV = 0 1. μ : 

 
CGSO

F cm cm
=

( ) ×( ) ×( )
×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

 (7.25)

and

 
CGDO

F cm cm

cm
=

( ) ×( ) ×( )
×

=

− −

−

3 9 8 85 10 0 1 10

9 10

14 4

7

. . / .

33 8 0 38. / . / .pF cm nF m=

 (7.26)

The body effect coeffi cient was calculated from

GAMMA
q N

C

C

Si a

ox

=

=
×( )( ) ×− −

2

2 1 602 10 11 9 8 85 1019 1

ε

. . . 44 16 3

14 7

10

3 9 8 85 10 9 10

F cm cm

F cm c

/

. . / /

( )( )
( ) ×( ) ×

−

− − mm

V≈ 0 15 1 2. ./

SPICE Example 7.1 Distributed RC Lines

A distributed RC line may be broken up into a convenient number of pieces for 
approximate SPICE analysis. Consider, for example, a polysilicon interconnect with

c pF cm= 1 03. /  

TABLE 7.5

p-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 88u A/V2

VTO  0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX 9n m

NSUB 1E16 cm−3

UO 230 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m
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and

 r M cm= 16 Ω / .

For a 100 μm length of this interconnect, the expected propagation delay is

t
rcl cm F

P ≈ =
×( ) × −

ln( ) ln( )
/ . /

2
2

2
16 10 1 03 102 6 12Ω ccm cm

ps
( )( )

=
−10

2
570

2 2

.

The 100 μm interconnect may be modeled in SPICE using fi ve RC sections as 
shown in Figure 7.13.

As can be seen in Figure 7.14, the simulated propagation delay for 100 μm of 
polysilicon is 730 ps, less than 30% more than the calculated delay. Therefore, the 
use of a fi nite number of sections provides fair accuracy.

SPICE Example 7.2 Branched RC Lines

Consider branching interconnect as modeled in Figure 7.15. The propagation 
delays for nodes 1 and 5 with respect to the driving node may be estimated as 

 

t C R

C R C R C R C R

P k k

k

N

1 1

1

1 1 2 1 3 1 4

2

2

≈

= + + +

=
∑ln( )

ln( ) 11 5 1

1 2 3 4 5 12

2

+[ ]
= + + + +( )⎡⎣ ⎤⎦

=

C R

C C C C C Rln( )

ln( ) 5540 10 3 7fF ps( )( )⎡⎣ ⎤⎦ =Ω . ,

 (7.27)

and

 

t C R

C R C R C R R

P k k

k

N

5 1
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2
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= + + +(
=
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ln( ) )) + +( ) + + +( )⎡⎣ ⎤⎦
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f

4 5 1 3 4 5 3 5 5

2 540ln( ) FF fF fF( )( ) + ( )( ) + ( )( )⎡⎣ ⎤⎦ =10 360 24 120 40 13Ω Ω Ω .11ps.

 (7.28)

The delays may be determined in PSpice using a transient simulation and the 
circuit of Figure 7.16. The pulse source was set up with the following parameters: 
V1 = 0, V2 = 5 V, TR = 0, TF = 0, PW = 100 ps, and PER = 200 ps.

The results of the simulation appear in Figure 7.17. For node 5, the simulated 
propagation delay is 14.4 ps, or 10% more than the value predicted by the Elmore 
approximation. For node 1, however, the Elmore approximation overestimates the 
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delay by more than a factor of four (3.7 versus 0.8 ps). Therefore, caution must be 
used in applying the Elmore approximation to nodes near the driving node.

SPICE Example 7.3 Transmission Line with 1 kΩ Termination

SPICE simulators provide models for both ideal and lossy transmission lines. Here 
a lossy transmission line element was used, with model parameters C, L, and G, 
which are the capacitance, inductance, and conductance per unit length, and 
LEN, which is the length. The lossy transmission line was connected to a pulse 
source and a terminating resistance of 1 kΩ as shown in Figure 7.18. To model 
1 cm of copper interconnect, the transmission model parameters were set up as 
follows: C = 1.38E-12 F/m, L = 3.2E-9 H/m, G = 0, and LEN = 0.01 m. The pulse 

FIGURE 7.13
Circuit for SPICE simulation of a 100 μm polysilicon interconnect with r M cm= 16 Ω /  and 

c pF cm= 1 03. / , broken up into fi ve identical RC sections.

2 fFVIN
vpulse

Out

2 fF 2 fF 2 fF 2 fF

VV 32kΩ 32kΩ 32kΩ 32kΩ 32kΩ

FIGURE 7.14
Transient simulation for a 100 μm polysilicon interconnect modeled by fi ve identical RC 

sections.
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source was set up with the following parameters: V1 = 0, V2 = 5 V, TR = 0, TF = 0, 
PW = 20 ps, and PER = 2000 ps. A source impedance of 10 Ω was included, 
and, for this confi guration, the refl ection coeffi cients are 0.90 at the load and 
− 0.67 at the source. 

The results in Figure 7.19 illustrate the importance of refl ections in a transmis-
sion line that is not terminated with an impedance-matched load. (In this case, the 
matched termination would be ~50 Ω.) After 66 ps (the time of fl ight), a pulse is 
observed at the load. The amplitude of this pulse is the sum of the incident and 
refl ected waves. After one more time of fl ight delay, the refl ected wave is itself 
refl ected from the source. Therefore, another pulse is observed after three times 
the time of fl ight, or 198 ps. Additional pulses are observed at a time interval equal 
to twice the time of fl ight, or the time for “out and back” travel down the transmis-
sion line, and each successive pulse is of opposite sign because of the negative 
refl ection coeffi cient at the source.

SPICE Example 7.4 Transmission Line with 50 Ω Termination

If the transmission line from the previous example is terminated with a matched 
50 Ω load as in Figure 7.20, very different behavior is observed. As shown in 
Figure 7.21, the result is a single pulse at the load, observed one time of fl ight 
delay after the pulse is launched from the source. The refl ection coeffi cient at 

FIGURE 7.15
Branching interconnect modeled by a branching RC network.
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FIGURE 7.16
Circuit model used for the SPICE simulation of the transient response for branching 

interconnect.
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the matched load is zero so that refl ected pulses do not travel back and forth 
in the line, although the source impedance is unmatched to the transmission 
line. Together, these two examples show that signal  refl ections may be problem-
atic in interconnects or circuit board traces that act as transmission lines unless 
 impedance-matched terminations are used. 

SPICE Example 7.5 Interconnect and Gate Delay Interactions

Consider a situation in which a CMOS inverter drives a similar CMOS inverter 
through a 100 μm section of polysilicon interconnect as shown in Figure 7.22. 
The parasitics of the polysilicon interconnect are assumed to be c pF cm= 1 03. /  
and r M cm= 16 Ω / , and the interconnect is therefore approximated by fi ve 
RC sections, each with C fF= 2 and r k= 32 Ω. The pulse source driving this 
arrangement has been set up with V1 = 0, V2 = 2.5 V, TR = 0, TF = 0, PW = 10 
ns, and PER = 20 ns, and for the symmetric CMOS inverters V VDD = 2 5. . The 
overall delay from the pulse source input to the output of the second inverter is 
2.0 ns, and most of this delay is attributable to the interconnect. The intercon-
nect delay in this circuit is considerably more than what it would be for the 

TAF-6987X_AYERS-09-0307_C007.ind324   324TAF-6987X_AYERS-09-0307_C007.ind324   324 8/22/09   3:28:32 PM8/22/09   3:28:32 PM



Interconnect 325

interconnect alone (570 ps) attributable to the capacitive loading of the second 
inverter (Figure 7.23).

SPICE Example 7.6 CMOS Inverters Connected by Transmission Line

Now consider that the inverters from the previous example are connected by a 1 
cm length of copper interconnect modeled as a transmission line as shown in Figure 
7.24: C = 1.38E-12 F/m, L = 3.2E-9 H/m, G = 0, and LEN = 0.01 m. The pulse source 
was set up with the following parameters: V1 = 0, V2 = 5 V, TR = 0, TF = 0, PW = 
5 ns, and PER = 10 ns. The simulation results in Figure 7.25 are qualitatively similar 

FIGURE 7.17
Simulated transient response for the branching interconnect.
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FIGURE 7.18
SPICE circuit for transient simulation of a transmission line with a 1 kΩ termination.
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FIGURE 7.20
SPICE circuit for transient simulation of a transmission line with a matched 50 Ω termination.
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FIGURE 7.19
SPICE transient simulation for a 50 Ω transmission line with a 1 kΩ termination.
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to those obtained in the previous example. However, because neither the sending 
gate nor the receiving gate is impedance matched to the transmission line, refl ected 
signals appear as a series of glitches separated by twice the time of fl ight for the 
transmission line. (The time of fl ight is 66 ps; the glitches are separated by 132 ps.)

7.9 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.
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7.10 Summary

VLSI digital integrated circuits use up to several kilometers of interconnec-
tions made from copper, aluminum, and polysilicon. These interconnects 
exhibit parasitic capacitances and resistances that increase circuit delay times 
as well as the overall power dissipation, making interconnect an important 
design consideration for integrated circuits. 

Simple equations have been presented for the calculation of the parasitic 
resistances, capacitances, and inductances on a per unit length basis. The 
capacitance to ground per unit length includes parallel plate capacitance 
and fringing fi eld components, but typically the fringing fi eld capacitance 

FIGURE 7.21
SPICE transient simulation for a transmission line with a matched 50 Ω termination.
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FIGURE 7.22
Symmetric CMOS inverters connected through a 100 μm section of polysilicon interconnect. 

The interconnect is modeled using fi ve identical RC sections.
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is dominant. Capacitances between wires are also signifi cant in a multilevel 
metallization scheme. The inductance per unit length may be estimated from 
the approximate value of capacitance per unit length if the permeabilities and 
permittivities of the insulator are known. However, the inductance is signifi cant 
only in very long interconnects or those providing power distribution.

Short lengths of interconnect may be modeled using simple lumped capaci-
tors, but longer interconnects should be modeled as distributed RC networks. 
Very long interconnects may behave as transmission lines, so that  impedance-
matched terminations will be necessary to avoid refl ected signals.

FIGURE 7.23
Transient simulation results for symmetric CMOS inverters connected through a 100 μm length 

of polysilicon interconnect, modeled as fi ve RC sections.
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FIGURE 7.24
Symmetric CMOS inverters connected through 1 cm length of copper interconnect modeled as 

a transmission line with C = 1.38E-12 F/m, L = 3.2E-9 H/m, G = 0, and LEN = 0.01 m.
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There is a complex interplay between the delays introduced by CMOS 
gates and interconnect wires, so that SPICE modeling is necessary to predict 
the overall performance.

7.11 Exercises

E7.1.  Estimate the low-frequency resistance per unit length for 
interconnects 0.25 μm wide and 1.0 μm in height, made from (1) 
copper, (2) aluminum, (3) and n-type polysilicon.

E7.2.  Estimate the skin depth at 20 GHz for each of the following 
interconnect materials: (1) copper, (2) aluminum, and (3) n-type 
polysilicon.

E7.3.  Estimate the capacitance to ground per unit length for a copper 
interconnect 1.0 μm in height and with widths of 0.5, 1.0, and 2.0 
μm. The dielectric is SiO2, 1.5 μm thick.

E7.4.  Estimate the inductance per unit length for the interconnects of 
Exercise E7.2.

E7.5.  Estimate the propagation delay for 100 μm of p-type polysilicon, 
0.25 μm wide and 1.0 μm in height.

E7.6.  Consider 200 μm of n-type polysilicon, 0.25 μm wide and 1.0 μm 
in height. What is the optimum number of repeaters that will 

FIGURE 7.25
Transient simulation results for two CMOS inverters connected by a 1 cm transmission line as 

shown in Figure 7.24. V1 is the input to the sending inverter, V2 is the voltage at the input of the 

receiving gate, and V3 is the voltage at the output of the receiving gate. 
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result in the minimum total delay? Assume the repeaters are 

CMOS inverters with K K mA VN P= = 0 2 2. / , V VDD = 1 0. , 

and V V VTN TP= = 0 3. .
E7.7.  For the branching interconnect, modeled by a branching RC tree 

as depicted in Figure 7.26, estimate propagation delays from the 
source node to nodes 1–5.

E7.8.  Consider aluminum level 1 interconnect, 0.5 μm wide and 1.0 
μm high, on 1.5 μm of carbon-doped SiO2. Estimate the ranges 
of length for which the following models are appropriate: (1) the 
lumped capacitance model, (2) the distributed RC model, and 
(3) the transmission line model. For the CMOS driving gate, 

t C ps fFP L= ( )1 / .
E7.9.  Consider the branching interconnect, modeled by a branching 

RC tree as shown in Figure 7.27. Suppose the driving gate is a 
CMOS inverter with K K mA VN P= = 0 2 2. / , V VDD = 1 0. , and 

V V VTN TP= = 0 3. . Can the resistances be neglected for the 
determination of the propagation delays from the input of the 
inverter to the nodes 1–4?

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers. 

FIGURE 7.26
Branching interconnect for the determination of the delay times (see Exercise E7.6).

1

3

5

4

2

C1

90 fF

0

R1
12 Ω

R2
30 Ω

R4
22 Ω

C5
120 fF

R5
33 Ω

R3
24 Ω

C1
70 fF

C4
100 fF

C2
110 fF

TAF-6987X_AYERS-09-0307_C007.ind330   330TAF-6987X_AYERS-09-0307_C007.ind330   330 8/22/09   3:28:35 PM8/22/09   3:28:35 PM



Interconnect 331

References 

 1. Meindl, J.D., Beyond Moore’s Law: The interconnect era. Computing Sci. Engr., 
5, 20, 2003.

 2. Goel, A.K., Nanotechnology circuit design: The “interconnect problem.” Proc. 
1st IEEE Conf. Nanotechnol., 123, 2001.

 3. Davis, J.A., Venkatesan, R., Kaloyeros, A., Beylansky, M., Souri, S.J., Banerjee, 
K., Saraswat, K.C., Rahman, A., Reif, R., and Meindl, J.D., Interconnect limits on 
gigascale integration (GSI) in the 21st century. Proc. IEEE, 89, 305, 2001.

 4. Mangaser, R., and Rose, K., Estimating interconnect performance for a new 
National Technology Roadmap for Semiconductors. Proc. 1998 IEEE Interconnect 
Technol. Conf., 253, 1998.

 5. Toulouse, A., Bernard, D., Landrault, C., and Nouet, P., Effi cient 3D modeling 
for extraction of interconnect capacitances in deep submicron dense layouts. 
Proc. 1999 Design Automat. Test. Eur. Conf., 576, 1999. 

 6. Chang, K.-J., Oh, S.-Y., and Lee, K., HIVE: an express and accurate intercon-
nect capacitance extractor for submicron multilevel conductor systems. Proc. 8th 
VLSI Multilevel Interconnection Conf., 359, 1991.

 7. Choudhury, U., and Sangiovanni-Vincentelli, A., An analytical-model generator 
for interconnect capacitances. Proc. 1991 IEEE Custom IC Conf., 8.6/1, 1991.

 8. Yuan, J., and Trick, T. N., A simple formula for the estimation of capacitance of 
two-dimensional interconnects in VLSI circuits. IEEE Electron Dev. Lett., EDL-3, 
391–393, 1982.

 9. Wang, S.-Q., Spin-on dielectric fi lms—A general overview. Proc. 5th Int. Solid-
State IC Technol. Conf., 961, 1998. 

FIGURE 7.27
CMOS inverter driving an RC tree (see Exercise E7.8).

1

3

4

2

C2
140 fF

C4
150 fF

C1
95 fF

C1
90 fF

R2
35 Ω

R3
40 Ω R4

27 Ω
R1

22 Ω

TAF-6987X_AYERS-09-0307_C007.ind331   331TAF-6987X_AYERS-09-0307_C007.ind331   331 8/22/09   3:28:35 PM8/22/09   3:28:35 PM



332 Digital Integrated Circuits

 10. Taylor, K.J., Jeng, S.-P., Eissa, M., Gaynor, J., and Nguyen, H., Polymers for high 
performance interconnects, Abstract Booklet 1997, European Workshop. Mater. 
Adv. Metall., 59, 1997.

 11. Ruelke, H., Streck, C., Hohage, J., Weiher-Telford, S., and Chretrien, O., 
Manufacturing implementation of low-κ dielectrics for copper damascene tech-
nology. Proc. 2002 IEEE Conf. Adv. Semiconductor Manufact., 356, 2002.

 12. Lee, P.W., Chi-I Lang; Sugiarto, D., Li-Qun Xia, Gotuaco, M., and Yieh, E., Multi-
generation CVD low κ fi lms for 0.13 μm and beyond. Proc. 6th Int. Conf. Solid-
State IC Technol., 358, 2001.

 13. Mosig, K., Jacobs, T., Kofron, P., Daniels, M., Brennan, K., Gonzales, A., Augur, 
R., Wetzel, J., Havemann, R., Shiota, A., Single and dual damascene integration 
of a spin-on porous ultra low-κ material. Proc. 2001 IEEE Interconnect Technol. 
Conf., 292, 2001.

 14. Kawakami, N., Fukumoto, Y., Kinoshita, T., Suzuki, K., and Inoue, K.-I., A super 
low-κ (κ = 1.1) silica aerogel fi lm using supercritical drying technique. Proc. 
IEEE Interconnect Technol. Conf., 143, 2000. 

 15. Naik, M., Parikh, S., Li, P., Educato, J., Cheung, D., Hashim, I., Hey, P., Jenq, 
S., Pan, T., Redeker, F., Rana, V., Tang, B., and Yost, D., Process integration of 
double level copper-low κ (κ = 2.8) interconnect. 1999 IEEE Int. Conf. Interconnect 
Technol., 181, 1999. 

 16. Lin-Hendel, C.G., Accurate interconnect modeling for high frequency LSI/VLSI 
circuits and systems. Proc. 1990 IEEE Int. Conf. Computer Design: VLSI Computers 
Processors, 434, 1990.

 17. Ismail, Y.I., Friedman, E.G., and Neves, J.L., Equivalent Elmore delay for RLC 
trees. IEEE Trans. Computer-Aided Design Integrated Circuits Syst., 19, 83, 2000.

 18. Davis, J.A., and Meindl, J.D., Compact distributed RLC models for multilevel 
interconnect networks, Digest of Technical Papers 1999. Symp. VLSI Technol., 
165, 1999.

 19. Davis, J.A., and Meindl, J.D., Compact distributed RLC interconnect models. 
Part II. Coupled line transient expressions and peak crosstalk in multilevel net-
works. IEEE Trans. Electron Dev., 47, 2078, 2000.

 20. Venkatesan, R., Davis, J.A., and Meindl, J.D., Compact distributed RLC 
interconnect models. Part III. Transients in single and coupled lines with capaci-
tive load termination. IEEE Trans. Electron Dev., 50, 1081, 2003.

 21. Venkatesan, R., Davis, J.A., and Meindl. J.D., Compact distributed RLC inter-
connect models. Part IV. Unifi ed models for time delay, crosstalk, and repeater 
insertion. IEEE Trans. Electron Dev., 50, 1094, 2003.

 22. Elmore, E., The transient response of damped linear networks with particular 
regard to wideband amplifi ers. J. Appl. Physiol., 55, 1948.

 23. Yamakoshi, K., and Ino, M., Generalised Elmore delay expression for distrib-
uted RC tree networks. Electronics Lett., 29, 617, 1993.

 24. Abou-Seido, A.I., Nowak, B., and Chu, C., Fitted Elmore delay: a simple and accu-
rate interconnect delay model. Proc. 2002 IEEE Int. Conf. Computer Design: VLSI 
Computers Processors, 422, 2002.

 25. Adler, V., and Friedman, E., Uniform repeater insertion in RC trees. IEEE Trans. 
Circ. Sys. I Fund. Theory App., 47, 1, 2000.

TAF-6987X_AYERS-09-0307_C007.ind332   332TAF-6987X_AYERS-09-0307_C007.ind332   332 8/22/09   3:28:35 PM8/22/09   3:28:35 PM



8
Dynamic CMOS

8.1 Introduction

Dynamic, or clocked, CMOS gates achieve greater speed and allow higher 
packing densities than the static CMOS circuits discussed so far [1]. The 
improved packing density comes from the fact that most logic functions can 
be implemented using fewer transistors in a dynamic logic circuit. Reduced 
dissipation is associated with lower input capacitances, because each input 
is connected to a single n-MOS transistor. The basic principles underlying 
the operation of dynamic CMOS can be appreciated by examination of the 
dynamic CMOS inverter shown in Figure 8.1. This circuit has a periodic 
clock signal CLK as well as a logic input IN. 

During the precharge phase, the clock signal goes low; this causes the 
precharge transistor MPPRE to turn on and bring the output node to VDD. 
The time required for this output node to charge depends on the capaci-
tance loading the output node, CY, as well as the on current of the precharge 
transistor. Once charged, the capacitance CY will retain a voltage close to 

VDD

OUT

CLK MNEVAL

MPPRE

MNOIN

CY

CE

FIGURE 8.1
Dynamic CMOS inverter circuit.
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334 Digital Integrated Circuits

VDD  even after the precharge transistor is switched off. (The time this charge 
will be retained depends on the off currents in the n-MOS devices MNO and 
MNEVAL.)

During the evaluation phase, the clock signal goes high, turning on MNEVAL. 
This allows the output node to discharge if but only if the transistor MNO is 
also on. Therefore, the output voltage read at the end of the evaluation phase 
will be the inversion of the input signal. The time required for the output to 
discharge depends on the output node capacitance CY and the widths of the 
two n-MOS transistors.

The basic operation of the dynamic CMOS inverter is illustrated in the 
timing diagram of Figure 8.2. Here the rise and fall times for the output 
signal are roughly equal. When this is not true, the worst case of tR , tF limits 
the maximum clock frequency. There is a small glitch in the output volt-
age when the input transitions from low to high, and this is attributable to 
charge sharing between the output node capacitance and the capacitance 
loading the node where MNO and MNEVAL are joined.

In the dynamic CMOS inverter of Figure 8.1, the output node is referred to 
as a soft node. This is because a high output voltage exists only by virtue of the 
charge stored on CY, and is not accompanied by the active drive of a p-MOS 
pull-up network. The voltage on such a soft node may be easily disturbed by 
a single event upset caused by cosmic radiation or an alpha particle [2].

Whereas each input to a static CMOS gate is connected to one n-MOS 
transistor and one p-MOS transistor, the input to the dynamic CMOS gate 
is applied to a single transistor. Therefore, the driving gate in the previous 
stage will experience a greatly reduced load capacitance and higher speed 
operation is possible. This is a key advantage of dynamic CMOS and, along 
with the higher packing density, is the motivation for using dynamic CMOS 
in high-performance VLSI circuits.

The main disadvantage of dynamic CMOS is the need for a clock signal 
with a minimum frequency for correct operation. The leakage currents in the 
off transistors cause the voltages on the soft nodes to gradually  deteriorate. 

CLK

VIN

VOUT

t

PrechargePrecharge
EvaluateEvaluate

FIGURE 8.2
Timing diagram for dynamic CMOS inverter circuit.
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Therefore, periodic refreshing is necessary even when the inputs are not 
changing. This contrasts with static CMOS, which can be slowed arbitrarily 
or even stopped. The requirement of routing the clock signal to each gate cir-
cuit is a disadvantage in itself, because the clock represents a complex routing 
problem in a large-area VLSI circuit attributable to clock skew (point-to-point 
phase differences in the clock resulting from unequal propagation delays) [3].

There are several issues that impact the power dissipation of dynamic 
CMOS. The total switched capacitance may be reduced because of the lower 
input capacitance. However, this benefi t may be offset by the increased 
switching capacitance associated with the clock signal and also the need to 
switch all circuits at a minimum frequency. Moreover, correct operation of 
dynamic CMOS circuits at a particular frequency requires a minimum ratio 
of ION/IOFF for the transistors. This may dictate a higher supply voltage VDD 
than would be used in static CMOS gates using similar transistors, and the 
switching dissipation increases with the square of VDD. In the balance, the 
dissipation for dynamic circuits may actually be higher than that for static 
CMOS gates. 

In the following sections, some of the key considerations for dynamic 
CMOS circuits will be examined in more detail.

8.2 Rise Time

A basic speed limitation for a dynamic CMOS inverter is the rise time for 
the soft output node. To estimate this, we will assume the clock signal has 
zero fall time, that the initial voltage at the soft output node is zero, and 
that this node is loaded with a lumped capacitance CY as shown in Figure 
8.3. If the CLK signal falls abruptly, the evaluation device MNEVAL will turn 
off abruptly, and we do not need to consider the conduction of MNO for a 
fi rst-order calculation, even if the input signal is high. The charge-up time 
is the sum of two components t t tR R R= +1 2 , where tR1 and tR2  represent the 
time intervals for saturated and linear operation of the p-MOS precharge 
transistor, respectively. If the output voltage is initially zero and CLK makes 
an abrupt transition, the precharge transistor will be saturated until VOUT 
increases to –VTP. During this time, interval a constant current charges the 
soft node capacitance so that

  t
C dV

K V V

V C

K V
R

Y OUT

P DD TP

V
TP Y

P

TP

1 2
0 2

2
=

+( )
= −

−−

∫ / DDD TPV+( )2
. (8.1)

After VOUT reaches –VTP, the p-MOS device operates in the linear mode until 
the end of the charge-up time. Using the usual defi nition for the rise time, 
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which corresponds to VOUT = 0.9VDD (the 90% point), this time interval is 
given by 
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K V V V V V V
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+( ) −( ) − −( )22
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 (8.2)

The rise time is the sum tR1 + tR2, so that

 
t

C
K V V

V
V V

V V
R

Y

P DD TP

TP

DD TP

DD T=
+( )

−
+( ) + +2 19 20

ln PP

DDV
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ . (8.3)

This is the same as the rise time for a static CMOS inverter with a load capac-
itance CY. 

8.3 Fall Time

The fall time tF for a dynamic CMOS inverter may be estimated for the situ-
ation depicted in Figure 8.4 with the assumptions that (1) the CLK signal 
makes an abrupt low-to-high transition, (2) the initial output voltage is VDD, 

FIGURE 8.3
Dynamic CMOS inverter for the consideration of the output rise time.
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(3) the soft output node is loaded by a capacitance CY, and (4) the capacitance 
loading the drain of the evaluation transistor may be neglected.

If the input voltage is tied to VDD, the output node will make a high-to-low 
transition after the CLK goes high. The fall time is the sum of two compo-
nents t t tF F F= +1 2 , where tF1  and tF2  represent the time intervals for saturated 
and linear operation of the n-MOS transistor, respectively. The  n-MOS transis-
tor operates in the saturation region until VOUT drops to VDD – VTN, and the 
length of this time interval is 

 t
V C

K V V
F

TN Y

N DD TN
1 2

2=
−( )

. (8.4)

After VOUT drops below VDD – VTN, the n-MOS operates in the linear mode 
until the end of the fall time, which corresponds to VOUT = VDD/10 (the 10% 
point). The length of this time interval is
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FIGURE 8.4
Dynamic CMOS inverter for the consideration of the output charge-down time.

VDD

OUT

CLK MNEVAL

MPPRE

MNO

CY

t = 0

VCLK = 0

VCLK = VDD

TAF-6987X_AYERS-09-0307-C008.ind337   337TAF-6987X_AYERS-09-0307-C008.ind337   337 8/22/09   3:29:17 PM8/22/09   3:29:17 PM



338 Digital Integrated Circuits

The fall time is given by the sum tF1 + tF2, so that

 t
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⎦
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This is the same as the fall time for a static CMOS inverter with a load capaci-
tance CY.

Example 8.1 Rise and Fall Times for a Dynamic CMOS Inverter

Estimate tR and tF for the dynamic CMOS inverter depicted in Figure 8.5 with VDD 
= 2.5 V, VTN = |VTP| = 0.5 V, and tOX = 9 nm, assuming that the CLK signal makes 
abrupt transitions.

Solution: The device transconductance parameters are
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FIGURE 8.5
Example dynamic inverter for the calculation of the rise and fall times.
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The rise time is
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and the fall time is
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= 110ps.

The clock frequency must be chosen so that one-half of the period is longer than 
the worst case of these two delays.

8.4 Charge Sharing

The output voltage of a dynamic CMOS circuit can be affected by changes 
in the input voltage(s) even during the precharge phase (CLK low). This is a 
consequence of charge sharing [4] and may be understood with the benefi t of 
Figure 8.6. Here the CLK signal is low so MPPRE is linear but MNEVAL is cutoff. 
If C Y has already been charged to VDD but the input voltage makes a low-to-
high transition, MNO will turn on and connect the capacitance CE to the out-
put node. This will cause a momentary drop in the output voltage because 
charge from CY will be shared with the smaller capacitance CE. If the voltage 
on the capacitor CE is initially zero, the current fl owing in MNO will greatly 
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exceed that in MPPRE. Therefore, we can estimate the maximum excursion of 
the output voltage by neglecting the drain current in the precharge transis-
tor. Hence, the minimum value of VOUT will be

 
V

V C
C C

OUT
DD Y

E Y
,min =

+
. (8.7)

For example, if CE is 10% of CY, then the output voltage will drop by about 
10% before being pulled back up to VDD.

Charge sharing is a critical consideration for dynamic CMOS circuit design 
because, for low fan-out situations, the capacitances of internal soft nodes 
become comparable with the output node capacitance. On the other hand, 
charge sharing is of no consequence in static CMOS circuits because the out-
put is actively pulled up or down at every point in time.

8.5 Charge Retention

The output voltage of a dynamic CMOS gate deteriorates slowly with 
time because of the low leakage currents associated with CMOS circuitry. 
Eventually the signal must be refreshed, and this necessitates that the clock 
run at some minimum frequency to maintain signal integrity. This is a dis-
advantage compared with static CMOS, which can be slowed down arbi-
trarily or even stopped.

FIGURE 8.6
Charge sharing in a dynamic CMOS inverter.
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The loss of charge from a soft node in a dynamic circuit is governed 
by subthreshold leakage currents in the MOSFETs and sometimes the 
reverse leakage currents of their p-n junctions. Consider the dynamic 
CMOS inverter of Figure 8.7. The soft output node discharges when 
CLK is high and the precharge transistor is cutoff. If the input voltage 
is low, MNO is cutoff as well. There will be p-n junction reverse cur-
rents I pnPRE,  associated with the drain junction of MPPRE, and IpnO, associ-
ated with the drain junction of MNO, as well as the subthreshold current 
IsubO  fl owing in MNO. Therefore, the leakage current discharging the 
capacitor is

 I I I Ileak subO pnO pnPRE= + − . (8.8)

If the drain p-n junction leakage currents of MNO and MPPRE are roughly 

equal, I IpnO pnPRE≈ , the subthreshold current is dominant: 

 
I K m

kT
q

qV
mkT

Cleak N
TN

Y≈ −( )⎛
⎝⎜

⎞
⎠⎟

−⎛
⎝⎜

⎞
⎠⎟

=1

2

exp
ddV
dt

Y . (8.9)

The retention time is the time after which the soft node voltage will have 
degraded to the midpoint or switching threshold, which can be estimated as 
50% of VDD. Thus,

 
t

C V

K m kT q qV mkT
ret

Y DD

N TN

≈
−( )( ) −( )2 1

2
/ exp /

. (8.10)

FIGURE 8.7
Dynamic CMOS inverter for the consideration of the retention time.
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This simple model can be extended to other circuits and situations as well. 
Generally, the subthreshold currents will be dominant in circuits with sub-
micron transistors.

Example 8.2 Charge Retention in a Dynamic CMOS Circuit

Estimate the charge retention time tret for the dynamic CMOS inverter of Figure 
8.8, assuming that m = 1.6 for subthreshold operation of the MOSFETs.

Solution: The device transconductance parameter for MNO is

K
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L t
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The retention time is
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The retention time is usually on the order of milliseconds in most dynamic circuits, 
including dynamic memory cells considered in Chapter 11.

FIGURE 8.8
Example dynamic inverter for the calculation of the retention time.
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8.6 Logic Design

Other logic functions can be realized in dynamic CMOS using a single pre-
charge transistor and a single evaluation transistor. The general structure 
of a dynamic CMOS gate with an n-MOS pull-down network is shown in 
Figure 8.9. Here X is an input vector comprising N scalar inputs. The circuit 
design and scaling rules are the same as for the design of the pull-down 
network in a static CMOS gate. Therefore, with N inputs the dynamic CMOS 
gate requires N + 2 transistors compared with 2N transistors for a static 
CMOS gate. This difference, along with the scaling requirements imposed 
on the p-MOSFETs in static CMOS, account for the higher packing densities 
in dynamic CMOS logic.

Figure 8.10 shows a three-input dynamic CMOS NOR gate, and Figure 8.11 
shows a two-input dynamic CMOS NAND gate. The precharge and evalu-
ate transistors may be designed with the same dimensions in either case. 
This is true for more complicated logic functions as well. In the NOR3 gate, 
the transistors in the pull-down network act in parallel so they need not be 
scaled up from the case of the inverter. In the NAND2 gate, the electrical 
pull-down path from the output to the evaluate transistor involves two series 
n-MOSFETs so that it is desirable to scale the widths of these devices by a 
factor of two compared with the reference inverter. More complicated logic 
functions may be realized also, as long as the transistors in the pull-down 
network are scaled appropriately.

Although one approach to sizing transistors in CMOS transistors has been 
described here, other schemes exist as well. For example, the widths of the 
series-connected n-MOS transistors in the NAND gate may be tapered, with 

FIGURE 8.9
General dynamic CMOS logic circuit with an n-MOS pull-down network.
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the bottom-most transistor having the greatest width. In a dynamic CMOS 
NAND gate with fan-in M, the topmost transistor is connected in a series 
stack of M + 1 transistors. Increasing the width of this device will have a small 
effect on the propagation delay, which will be dominated by the remaining 
transistors in the stack. On the other hand, increasing the width of this device 
will directly scale the input capacitance for this input. The balance of these 
 competing requirements shifts as we move toward the bottom of the stack, 
and, for the lower transistors, the need for higher current capability out-
weighs the need for low input capacitance. Therefore, based on this qualitative 

FIGURE 8.10
Dynamic CMOS NOR3 circuit.
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FIGURE 8.11
Dynamic CMOS NAND2 circuit.
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argument, we might taper the widths of the transistors linearly from the top 
(least width) to the bottom of the stack (greatest width).

8.7 Alternative Form Using a p-MOS Pull-Up Network

An alternative form of dynamic CMOS using a dual p-MOS pull-up network 
can be realized as shown in Figure 8.12. For either the pull-down or pull-up 
realization of dynamic CMOS, the total number of transistors is M + 2 for a 
fan-in of M. Compared with static CMOS, either the pull-up or pull-down 
network may be eliminated with a total reduction of M − 2 transistors. All 
other things being equal, the pull-down realization is preferred because n-MOS 
transistors have greater current drive per unit gate width.

In the alternative form with a p-MOS pull-up network shown in Figure 
8.12, the output is precharged to zero by an n-MOS device, whereas the 
evaluation is by a p-MOS transistor. Therefore, an inverted clock is used. 

(Precharging occurs when CLK = 1  but evaluation occurs when CLK = 0.) 
Figure 8.13 illustrates a two-way dynamic CMOS NAND circuit constructed 
in the alternative form using a p-MOS pull-up network to realize the logic 
function. The p-MOS pull-up network is the dual of the network used for the 
n-MOS pull-down realization. Thus, whereas a NAND2 gate would require 
a pull-down network with two series-connected n-MOSFETs, the dual pull-up 
network has two parallel-connected p-MOSFETS. In the NAND2 gate, input 
signals A and B are applied to p-MOS transistors connected in parallel. When 

CLK = 1, the output is “precharged” (discharged) to zero. Then, during the

FIGURE 8.12
Alternative form of dynamic CMOS using a dual p-MOS logic network.
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evaluation phase, CLK = 0  and the output will go high if either MPA or MPB 

turns on, that is, if either input is zero. 

8.8 Cascading of Dynamic Logic Circuits

A serious limitation of the dynamic CMOS circuits described in the preced-
ing sections is that they cannot be cascaded. For the sake of illustration, con-
sider two cascaded dynamic CMOS inverters as shown in Figure 8.14. Both 
stages use the pull-down design and the circuits share a single clock signal. 

Consider the behavior of this circuit with the input voltage waveform shown 
in Figure 8.15. At the beginning of the fi rst precharge phase P1, the input goes 
low. Both nodes B and OUT precharge to VDD during this precharge phase P1. 
During the fi rst evaluation phase E1, node B remains at VDD because A = 0. 
This in turn causes OUT to go to zero, and correct operation is achieved here 
because the voltage at node B was steady while the second stage was evaluat-
ing. However, very different results are obtained if B is not steady during the 
evaluation of the second stage. During the second precharge phase P2, both 
the B and OUT nodes precharge to VDD and the input also makes a low-to-high 
transition. Once the second evaluation phase E2 starts, the output B begins 
to drop toward zero based on the logic one input to the fi rst stage. However, 
the second stage begins to evaluate while the voltage is slewing at node B. 
Therefore, the voltage at OUT will drop considerably before the input to the 
second stage reaches its fi nal value of zero, and there will be a spurious voltage 
output somewhere between zero and VDD.

FIGURE 8.13
Dynamic CMOS NAND2 circuit using a dual p-MOS logic network.
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This problem only comes about when the input voltage to a pull-down 
dynamic CMOS circuit is making a high-to-low transition during the evalu-
ation phase. However, because all output nodes are precharged to VDD, they 
will all either stay at VDD or make a high-to-low transition. Therefore, if we 
insert a static inverter after each dynamic logic circuit, the inverted outputs 
will never make high-to-low transitions during an evaluation phase, and the 
problem described above may be avoided entirely.

FIGURE 8.14
Cascaded dynamic CMOS inverter circuits.
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FIGURE 8.15
Example timing diagram for the cascaded dynamic CMOS inverters of Figure 8.14.
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8.9 Domino Logic

In the previous section, we showed that pull-down dynamic CMOS logic 
circuits cannot be cascaded using a single clock signal. This is because all of 
the stages attempt to evaluate simultaneously, when the global clock signal 
goes high. During the evaluation phase, one or more of the output nodes of 
the dynamic circuits may make a high-to-low transition. If this signal is then 
fed to another dynamic CMOS circuit that is evaluating, this other gate will 
produce a spurious output voltage.

The problem described above may be avoided if a static CMOS inverter is 
placed after each dynamic CMOS gate. Then the inverted outputs will either 
stay constant or make low-to-high transitions during an evaluation phase. 
To use these inverted output signals, we can replace the logic blocks with 
their duals (replace parallel-connected transistors with series-connected 
devices and vice versa). These design changes result in a type of circuitry 
known as domino logic [5], which retains the speed and density advantages 
of dynamic CMOS, allows unlimited cascading of logic stages, and still uses 
a simple clocking scheme. The propagation of signals from one stage to the 
next is similar to the action of falling dominos and gives rise to the name of 
this circuit family. It takes N clock cycles for signals to propagate through N 
cascaded stages of domino logic.

Figure 8.16 illustrates a generalized domino logic gate in which X  is the 
input vector. With a fan-in of M inputs, the dual n-MOS logic block requires 
M n-MOSFETs so the total number of transistors is M + 4, including the two 
transistors in the static CMOS inverter. Therefore, a domino logic circuit 

FIGURE 8.16
General domino logic circuit.
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FIGURE 8.17
Domino two-way OR circuit.
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requires fewer transistors than a static CMOS gate if there are more than 
four inputs.

In the two-input OR gate of Figure 8.17, the dual n-MOS logic network uses 
series-connected n-MOSFETs and inverted inputs. This realization stems 

from use of DeMorgan’s theorem: A B A B A B+ = + = ⋅ . Figure 8.18 depicts 
another domino logic gate that realizes the function Y A BC= + .

One disadvantage of standard domino logic circuits is that they are all 
non-inverting. If inverting functions are needed, they can be implemented 
using static CMOS gates but with some loss of the speed and packing density 
advantages provided by domino logic.

8.10 Multiple-Output Domino Logic

In domino logic circuits (or other dynamic gate circuits), it is possible to 
avoid problems of charge sharing by precharging all intermediate soft nodes 
to VDD using multiple precharge transistors. Doing so also makes it possible 
to use these intermediate soft nodes to create additional logic functions. For 
example, Figure 8.19 shows a two-way domino logic OR gate in which the 
intermediate soft node at the drain of MNB is precharged by MPPRE2 and forms 
the basis for the output Y2. In the example shown, the circuit implements the 
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FIGURE 8.19
Domino logic circuit with two outputs. Y A B1 = +  and Y B2 = .
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FIGURE 8.18
Domino circuit to perform the logic function Y A BC= + .
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two functions Y A B1 = +  and Y B2 = . Although each output node requires 
a precharge transistor, only a single evaluation transistor is needed.

Another example of a domino logic circuit with multiple outputs is the 
Manchester carry chain (MCC) shown in Figure 8.20 [6]. The functions imple-
mented by the MCC circuit are

 C G P C1 1 1 0= + ⋅ , (8.11)

 C G P G P P C2 2 2 1 2 1 0= + ⋅ + ⋅ ⋅ , (8.12)

 C G P G P P G P P P C3 3 3 2 3 2 1 3 2 1 0= + ⋅ + ⋅ ⋅ + ⋅ ⋅ ⋅ , (8.13)

and

 C G P G P P G P P P G P P P C3 4 4 3 4 3 2 4 3 2 1 3 2 1= + ⋅ + ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ 00 . (8.14)

This practical circuit generates the carry bits C1, C2, C3, and C4 in a four-
stage carry-look-ahead adder, where G A Bi i i= ⋅  and P A Bi i i= ⊕  and Ai and 
Bi are the bits of the words being added.

8.11 Zipper Logic

In dynamic CMOS circuits using n-MOS pull-down networks and a single 
clock, logic circuits cannot be cascaded because a high-to-low transition 
at the output of one gate will produce a spurious voltage at the output of a 
fan-out gate that evaluates at the same time. On the other hand, dynamic 
CMOS circuits using dual p-MOS logic networks will only produce spuri-
ous voltage outputs if their inputs make low-to-high transitions during 
the evaluation phase. Hence, during an evaluation phase, we should avoid 
a high-to-low input transition to a dynamic CMOS gate with an n-MOS 
logic network but a low-to-high input transition to a dynamic CMOS gate 
with a p-MOS logic network. Whereas domino logic uses all n-MOS logic 
stages with inverters to solve this problem, another solution is to alternate 
n-MOS logic stages with p-MOS logic stages. This approach, called zip-
per logic [7], is successful because the output of a n-MOS stage will either 
stay the same or make a high-to-low transition, but the output of a p-MOS 
stage will either stay low or make a low-to-high transition during evalu-
ation. Figure 8.21 shows four cascaded stages of zipper logic to illustrate 
the design principle. 
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8.12 Dynamic Pass Transistor Circuits

In Chapter 5, we considered the use of pass transistors to create static pass 
transistor logic circuits. We can also use pass transistors in dynamic circuits 
to control the transmission of signals from one stage of logic to another. As 
an example, consider the three-stage shift register shown in Figure 8.22. This 
circuit uses a two-phase clocking scheme in which the two clock pulses ϕ1 and 
ϕ2 are nonoverlapping. Each stage comprises a static inverter circuit with an 
n-MOS pass transistor connected to its input. When ϕ1 goes high, the fi rst 
pass transistor M1 turns on, transferring the input voltage to inverter 1. The 
output of inverter 1 settles based on this input voltage, which is also stored 
in the input capacitance Cin1. When ϕ2 goes high, the voltage on Cout1 is trans-
ferred to the input of gate 2 (which evaluates accordingly) and also stored in 
its input capacitance. Next the phase ϕ1 goes high again, so that the output 

FIGURE 8.22
Dynamic one-bit shift register with three stages.
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voltage from inverter 2 is transferred to the input of inverter 3. At the same 
time, another bit may be pipelined into the shift register at its input.

The previous example represents the simplest type of dynamic pass tran-
sistor circuit, in which only a single bit is passed from one stage to the next. 
In general, an arbitrary number of digital signals may be transferred from 
one stage to the next, but each must have its own pass transistor. Figure 8.23 
shows an example of a three-stage dynamic pass transistor circuit involving 
complex logic functions of fi ve input signals. When ϕ1 goes high, inputs A, B, 
and C are transferred to the stage 1 logic. When ϕ2 goes high, the  outputs of 
stage 1 as well as inputs D and E are transferred to the stage 2 logic. During 
the next ϕ1 pulse, the output of stage 2 and input F are transferred to the stage 
3 logic. The node capacitances, although omitted from the fi gure for simplic-
ity, are necessary for the correct operation of the circuit. The two clock pulses 
are made non-overlapping so that a particular stage will never be settling 
while being read by the next stage. This ensures an orderly transfer of data 
from one stage to the next in this sequential circuit.

8.12.1 Logic “1” Transfer Delay t1

When an n-MOS pass transistor is used to transfer logic 1 to the soft node 
of a dynamic circuit, it will take a fi nite time (the charge-up time t1) for the 
soft node voltage to settle, and this places a lower limit on the clock pulse 
width. Consider the simplifi ed circuit of Figure 8.24, in which logic “1” is 
transferred from the input node to a soft node with an equivalent lumped 
capacitance of CX. To simplify the analysis, it will be assumed that the clock 
ϕ makes an abrupt low-to-high transition at t = 0 and that the body effect 
may be neglected for the pass transistor M1. We will further assume that the 
initial voltage on the soft node is zero.

During the charge-up process, the pass transistor will operate in satura-
tion because V VGS DS=  with VDD applied at its gate. Therefore,

 C
dV
dt

K
V V VX

X N
DD X TN= − −( )

2

2
 (8.15)

where KN and VTN are the device transconductance parameter and thresh-
old voltage for the pass transistor, respectively. Rearranging and integrating 
both sides, we obtain

 d
C

K
dV

V V V

t
X

N DD TN

VX

τ
0

2
0

2∫ ∫=
− −( )

 (8.16)

so that

 t
C

K V V V V V
X

N DD X TN DD TN
=

− −
⎛
⎝⎜

⎞
⎠⎟

−
−

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤2 1 1

⎦⎦
⎥ . (8.17)
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The solution for VX is

 V t
V V

C
K V V t

X
DD TN

X

N DD TN

( ) = −

+
−( )

⎛
⎝⎜

⎞
⎠⎟

1
2

. (8.18)

If we defi ne the charge-up time (the time for logic “1” transfer t1) to be the time 

it takes for VX to reach 90% of its fi nal value, V t V VX DD TN1 0 9( ) ≡ −( ). , then

 t
C

K V V
X

N DD TN
1

18≈
−( ) . (8.19)

In this analysis, we neglected the body effect in the pass transistor. However, 
the source of M1 is not grounded but at a positive voltage VX; as a conse-
quence, the threshold voltage will be reduced and Equation 8.19 therefore 
overestimates t1 somewhat.

8.12.2 Logic “0” Transfer Delay t0

When an n-MOS pass transistor is turned on to transfer logic “0” to the soft 
node of a dynamic circuit, there is a charge-down delay time t0. To analyze 
this delay, we will use the simplifi ed circuit of Figure 8.25 with the assump-
tions that the clock ϕ makes an abrupt low-to-high transition at t = 0 and the 
soft node voltage is initially VDD. There is no body effect in this case because 
the source of the pass transistor is grounded.*

* For the symmetric n-MOS pass transistor, the source and drain regions can exchange roles based 
on the biasing and the direction of current fl ow. For the logic “1” transfer, the conventional current 
fl ow was left to right, so the right-hand contact played the role of source. For logic “0” transfer, the 
conventional current fl ow is from right to left, so the left-hand contact region acts as the source.

VDD

CX

M1

VX

φ

FIGURE 8.24
Logic “1” transfer in a pass transistor circuit.
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The pass transistor will operate in saturation until VX drops to V VDD TN−  
at t t= 01 . During this time interval,

 C
dV
dt

K
V VX

X N
DD TN= −( )

2

2
 (8.20)

so the time delay associated with saturated operation of the pass transistor is 

 t
C
K

V

V V
X

N

TN

DD TN
01 2

2=
−( )

. (8.21)

After the soft node voltage drops below V VDD TN− , the pass transistor will be 
linear. We will defi ne the logic “0” transfer delay to be the time required for 
the soft node voltage to reach 10% of its limiting value. Then the time delay 
for linear operation of the pass transistor is

 

t C dV

K V V V V
X

X

N DD TN X X
V V

V

DD TN

DD

02
2

10

2
= −

−( ) −⎡⎣ ⎤⎦−
∫

/

/

== −
−( ) − −( )

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎡

⎣
⎢
⎢

C
K V V

V
V V V

X

N DD TN

X

X DD TN
VD

ln
2

DD TN

DD

V

V

X

N DD TN

DD TN

DD

C
K V V

V V
V

−

=
−( )

−⎛
⎝
⎜

⎞
⎠

/

ln

10

19 20
⎟⎟ .

 

(8.22)

CX

M1

VX

φ

FIGURE 8.25
Logic “0” transfer in a pass transistor circuit.
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The logic “0” transfer time is given by the sum t t t0 01 02= +  so

 

t
C

K V V
V

V V
V VL

N DD TN

TN

DD TN

DD TN
0

2 19 20=
−( ) −( ) + −

ln
VVDD

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ . (8.23)

Example 8.3 Pass Transistor Transfer Delays t0 and t1

Estimate the logic “0” and logic “1” transfer times for a pass transistor con-
nected to a CMOS inverter as shown in the circuit diagram of Figure 8.26. The 
physical layout of the circuit is shown in Figure 8.27. Assume that V VDD = 2 5. , 
V V VTN TP= = 0 5. , tOX = 9 nm, xj = 0.1 μm, and LOV = 0.1 μm. Assume abrupt 
source and drain junctions with Nd = 1019 cm−3. The substrate doping concen-
tration is Na = 1016 cm−3, whereas the sidewall (channel stopper) doping is Na = 
1017 cm−3.

Solution: For the pass transistor,

 
′ = =

( )( ) × −

k
t

cm Vs F cm
N

n OX

OX

μ ε 580 3 9 8 85 102 14/ . . /(( )
×

=−9 10
2207

2

cm
A Vμ /

and

 
K k

W
L

A V A VN N
N

N
= ′

⎛
⎝⎜

⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟ =220

4
2

4402 2μ μ/ / .

FIGURE 8.26
Pass transistor driving a CMOS inverter. CX represents the soft node capacitance that is associ-

ated primarily with the oxide capacitances of MNO and MPO.

VDD

MPO

MNO

CX

IN

φ
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TAF-6987X_AYERS-09-0307-C008.ind359   359TAF-6987X_AYERS-09-0307-C008.ind359   359 8/22/09   3:29:24 PM8/22/09   3:29:24 PM
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FIGURE 8.27
Physical layout for a pass transistor M1 driving a CMOS inverter comprising the transistors 

MNO and MPO. All dimensions are given in terms of X, where 2 0 6X m= . μ . 
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(2X = 0.6 μm) 
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5
φ

4

4

5
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1

1

5
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2

4

14

22

The oxide capacitance per unit area is

  C t F mox ox ox= = × −ε μ/ . /3 83 10 15 2
 

and the input capacitance to the CMOS inverter is
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C C C C W L W L C W L W Lin gN gP ox N N N OV ox P P P OV= + = +( ) + +( )
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2 2

3.. / . . . .

  .

83 10 1 2 0 6 2 1 2 0 1

3 83

15 2× ( )( ) + ( )( )⎡⎣ ⎤⎦
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= +

−10 1 2 0 6 2 1 2 0 1
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/ . . . .

. .

μ

77 7 4fF fF= . .

For the p-n junction of the pass transistor (the S/D junction connected to the soft 
node, on the right hand side of the device) we should consider the bottom and 
sidewall capacitances. Considering worst-case zero-bias values, for the bottom 
junction we have 

 

V
kT
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N N
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V
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bi
a d
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..
.

.

602 10 10
0 34 10

0 34

19 16 3
4

×( )( ) = ×

=

− −
−

C cm
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mμ

,

and the zero-bias depletion capacitance per unit area is

 
C

F cm

cm
bot0

14

4

11 9 8 85 10

0 34 10
0 3=

( ) ×( )
×

=
−

−

. . /

.
. 11 10 15 2× − F m/ μ .

For the p-n junctions at the sidewalls,

 

V
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q

N N
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V
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bi
a d
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, 

and with zero bias,

C
F cm

cm
sw0

14

4

11 9 8 85 10

0 111 10
0 9=

( ) ×( )
×

=
−

−

. . /

.
. 55 10 15 2× − F m/ μ .
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The total junction capacitance of the pass transistor connected to the soft node is

 

C WL C x L W C

m m fF m

D D bot j D sw≈ + +( )
= ( ) ( ) (

2

1 2 5 0 31 2. . /μ μ μ ))
+( ) +( ) ( )

= +

   . . . . /

. .

0 1 3 0 1 2 0 95

1 9 0 4

2μ μ μ μm m m fF m

fF ffF fF= 2 3. .

The soft node capacitance is the sum of the junction capacitance of the pass tran-
sistor and the input capacitance for the CMOS inverter:

 C fF fF fFX = + =7 4 2 3 9 7. . . .

The logic “0” transfer delay time is

 

t
C

K V V
V

V V
V V

V
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N DD TN
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6 2
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2 5

.
. .

ln
. .

.
V

V V
V V

V
( )

−( ) +
( ) − ( )⎛

⎝⎜
⎞
⎠⎟⎟

⎡

⎣
⎢
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⎤
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⎥
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and the logic “1” transfer delay time is

 
t

C
K V V

F

A
X

N DD TN
1

15

6

18 18 9 7 10

440 10
≈

−( ) =
×( )

×

−

−

.

/ VV V V
ps2 2 5 0 5

200
. .−( ) = .

The logic “1” transfer delay time is substantially longer than the logic “0” transfer 
delay time.

8.13 CMOS Transmission Gate Circuits

In the dynamic pass transistor circuits described in the previous section, 
the n-MOS pass transistors act essentially as transmission gates. However, 
the maximum voltage that can be transferred by an n-MOS pass transistor 
is VDD – VTN; that is, a logic one voltage is degraded by the threshold voltage 
of the pass transistor. This problem may be avoided by replacing the n-MOS 
pass transistors with CMOS transmission gates, as shown in Figure 8.28 for 
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the case of a three-stage CMOS transmission gate shift register. If a true two-
phase clocking scheme is adopted, it is necessary to distribute four separate 
clock signals. This is because the transmission gates require complemen-

tary clock signals. The fi rst transmission gate T1 is driven by φ1  and φ1 . 

However, φ1  and φ1  do not constitute a non-overlapping two-phase clock 

scheme because (1) these signals have fi nite rise and fall times and (2) φ1  

is produced by inverting φ1  so it exhibits a time delay introduced by the 
inverting circuit. 

As with the pass transistor circuits, CMOS transmission gate logic may be 
extended to more complex logic functions. The logic blocks are implemented 
as static logic circuits, implemented in CMOS or any other type of static logic 
circuitry.

IN OUT

φ1 φ2 φ1

1

t

t

φ2

φ2

φ1

φ1

φ1

φ2

φ1

T1 T2 T3

2 3

FIGURE 8.28
Dynamic CMOS transmission gate shift register.
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8.14 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cadence Design Systems). The level 1 MOS transis-
tor model parameters given in Tables 8.1 and 8.2 were used unless otherwise 
noted. The process transconductance parameters were calculated assuming 
an oxide thickness of 9 nm. For n-MOSFETS,

 
KP

F cm cm V s
=

( ) ×( )( )
×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (8.24)

and for p-MOSFETS,
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F cm cm V s
=

( ) ×( )( )
×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / , (8.25)

The overlap capacitances per unit gate width were determined with the 
assumption that L mOV = 0 1. μ : 

 

CGSO
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=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38
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 (8.26)

and
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 (8.27)

The body effect coeffi cient was calculated from

GAMMA
q N

C

C

Si a

ox
=

=
×( )( ) ×− −

2

2 1 602 10 11 9 8 85 1019 1

ε

. . . 44 16 3

14 7

10

3 9 8 85 10 9 10

F cm cm

F cm c

/

. . / /

( )( )
( ) ×( ) ×

−

− − mm

V≈ 0 15 1 2. ./

 (8.28)
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TABLE 8.1

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO 0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm3

UO 580 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m

SPICE Example 8.1 Dynamic CMOS Inverter

A transient simulation was performed for the dynamic CMOS inverter of Figure 
8.29 to show its basic operation. The clock pulse source was set up with V1 = 2.5 
V, V2 = 0, TD = 0, TR = 0.1 ns, TF = 0.1 ns, PW = 0.8 ns, and PER = 2 ns. The input 
voltage was set up with V1 = 2.5 V, V2 = 0, TD = 0, TR = 0.1 ns, TF = 0.1 ns, PW 
= 2.5 ns, and PER = 20 ns. The transient results are shown in Figure 8.30. On the 
fi rst high-to-low transition of the clock, the output node precharges to VDD and 
remains at this level while the input voltage is low. When the input voltage makes 
the low-to-high transition at t = 2.6 ns, the output voltage drops slightly attribut-
able to charge sharing. During the next low-to-high transition of the clock at t = 3 
ns, the output evaluates to 0 with a fall time of ~ 0.7 ns. 

TABLE 8.2

p-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 88u A/V2

VTO – 0.5 V

GAMMA 0.15 V1/2

PHI 0.7 V

LAMBDA 0.05

TOX 9n m

NSUB 1E16 cm-3

UO 230 cm2/Vs

CGSO 0.38n F/m

CGDO 0.38n F/m
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SPICE Example 8.2 Cascaded Dynamic CMOS Gates

To demonstrate the problem of cascading dynamic CMOS gates, the transient 
response was obtained for two cascaded dynamic CMOS inverters as shown in 
Figure 8.31. The clock pulse source was set up with V1 = 2.5 V, V2 = 0, TD = 0, 
TR = 0.1 ns, TF = 0.1 ns, PW = 0.8 ns, and PER = 2 ns. The input voltage was set up 
with V1 = 2.5 V, V2 = 0, TD = 0, TR = 0.1 ns, TF = 0.1 ns, PW = 2.5 ns, and PER = 

FIGURE 8.29
Dynamic CMOS inverter for determination of the transient response.
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FIGURE 8.30
Transient response for the dynamic CMOS inverter of Figure 8.29.
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20 ns. During the fi rst precharge phase P1, both OUT1 and OUT2 precharge to 
VDD. During the fi rst evaluation phase E1, OUT2 evaluates to 0. The input volt-
age makes a low-to high transition during the second precharge phase P2, so that 
OUT1 evaluates to zero during the second evaluation phase P2. However, the 
second inverter is evaluating while OUT1 is changing, so it ends up with a non-
valid output voltage of approximately 1.5 V. Therefore, for a dynamic logic gate 
with an n-MOS logic network, it must be ensured that the input to a dynamic 
logic gate does not make a high-to-low transition while the gate is evaluating 
(Figure 8.32).

8.15 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers. 

8.16 Summary

Dynamic logic circuits take advantage of the capacitances at circuit nodes to 
store charge; this allows the implementation of logic functions with fewer 

0
t (ns)

CLK

VIN

VOUT1

2.5VVOUT2

P1

E1

P2

E2

1 2 3 4

FIGURE 8.32
Transient response for the cascaded dynamic CMOS inverters of Figure 8.31. 
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transistors, increasing the packing density and decreasing the dissipation. 
In dynamic CMOS circuits, a soft output node is precharged to either zero 
or VDD during the precharge phase of the clock and then evaluated based on 
the inputs to an n-MOS logic network or a dual p-MOS logic network dur-
ing the evaluation phase of the clock. Dynamic gates of this type may not 
be cascaded directly because, if a dynamic gate tries to evaluate while its 
input is changing (in other words, while the previous stage is evaluating), 
the result may be an incorrect output voltage. Special dynamic logic styles 
have been designed to avoid this problem, including domino logic and zip-
per logic. 

Dynamic circuits may also be implemented using pass transistors or trans-
mission gates, including latches and shift registers.

8.17 Exercises

E8.1. Calculate the rise and fall times for the dynamic CMOS inverter 
of Figure 8.33, assuming that the clock makes abrupt high-to-low 
and low-to-high transitions.

VDD = 2.5V

OUT

CLK MNEVAL
1.5/0.5

MPPRE
1.5/0.5

MNO
1.5/0.5IN

CY
50 fF

CE
15 fF

VTN = |VTP| = 0.5V
tOX = 8 nm

Gate dimensions in μm 

FIGURE 8.33
Dynamic CMOS inverter for determination of the rise and fall times (see Exercise E8.1).

E8.2. Estimate the charge retention time for the output node of the 
dynamic inverter in Figure 8.34, assuming that the subthreshold 
swing is 75 mV for all MOS transistors. 
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VDD = 2.5V

OUT

CLK MNEVAL
1.5/0.5

MPPRE
1.5/0.5

MNO
1.5/0.5IN

CY
35 fF

CE
5 fF

VTN = |VTP| = 0.5V
tOX = 8 nm

Gate dimensions in μm 

FIGURE 8.34
Dynamic circuit for the estimation of the charge retention time (see Exercise E8.2).

FIGURE 8.35
Pass transistor circuit for the determination of the logic “1” and logic “0” transfer times.

VDD = 2.5V

OUT

CLK

MNPASS
1.5/0.5

MPO
1.5/0.5

MNO
1.5/0.5

VTN = |VTP| = 0.5V
tOX = 6 nm

LOV = 0.1 μm 

Gate dimensions in μm 

IN

E8.3.  Estimate the logic “1” transfer delay t1 and the logic “0” trans-
fer delay t0 for the pass transistor circuit shown in Figure 8.35, 
assuming that the input capacitance of the CMOS inverter is the 
dominant component of the soft node capacitance.

  For additional exercise problems, see the dynamic website 
at http://www.engr.uconn.edu/ece/books/ayers. 
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9
Low-Power CMOS

9.1 Introduction

Low-power CMOS [1] has become increasingly important because of the 
proliferation of portable and hand-held electronic products. In these applica-
tions, battery lifetime is of critical importance. Over the past two decades, 
the battery energy density (in joules per kilogram) has roughly doubled, 
whereas microprocessor dissipation has increased by 50 times. Moreover, 
removal of heat from high-power integrated circuits present diffi cult challenges 
in packaging and heat sinking, adding cost, size, and weight to the products 
in which they are used. 

The most effective way to reduce the power in CMOS circuitry is to scale 
down the supply voltage, but this involves a tradeoff with speed. Sometimes 
multiple supply voltages are used so that critical path circuitry can use 
higher supply voltages to optimize speed [2]. However, fi xed supply voltages 
must be chosen for worst-case throughput conditions. Another approach 
is dynamic voltage scaling (DVS), in which the supply voltage is adjusted 
dynamically to just provide the required throughput and therefore minimum 
dissipation [3–8].

In low-voltage circuits, it is necessary to scale down the threshold voltages 
to maintain reasonable dynamic performance. However, this is accompanied 
by higher subthreshold conduction. As a practical rule of thumb, acceptable 
subthreshold leakage dictates that the threshold voltages should be at least 
three times the subthreshold swing [9]. However, this restriction can be lifted 
by the use of variable threshold CMOS (active body biasing) [10–14] or multiple 
threshold CMOS [15, 16]. Another solution to this problem is the use of SOI 
[17–44]. SOI devices have superior subthreshold swings, allowing the opera-
tion of SOI CMOS with VT = 0.1V and VDD = 0.4 V at room temperature. 

Other approaches to power reduction in CMOS involve reduction of the 
switching activity or the load capacitances, or charge recycling. The switch-
ing activity can be reduced by clock gating or sleep control techniques. 
Reduction of the load capacitances can be achieved by scaling of the devices. 
In addition, a higher level of integration can minimize the need for driving 
off-chip load capacitances. As a rule of thumb, combining the functionality of 
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374 Digital Integrated Circuits 

four chips into one will halve the overall power dissipation. Charge recycling 
(reuse of electrical charges for more than one logic operation) is achieved in 
adiabatic logic circuits [45–47], but these require a different circuit topology 
than that used in conventional CMOS or domino logic.

In this chapter, circuit approaches to low-power CMOS design will 
be described, with an emphasis on the principles involved. System-level 
approaches to low power design are also increasingly important, although 
they are beyond the scope of the present book.

9.2 Low-Voltage CMOS 

As described in Chapter 6, the dissipation in a CMOS gate is given by 

 
P P P P Psubthreshold leakage

P

sc switc

DC

= + + + hh

PAC

, (9.1)

where Psubthreshold is power associated with MOSFET subthreshold conduc-
tion, Pleakage is power associated with p-n junction leakage in the MOSFETs, 
PSC is short-circuit dissipation, and Pswitch is capacitance switching dissipa-
tion. In high-voltage CMOS circuits, the capacitance switching power is 
nearly always dominant so that

 P P f C Vswitch CLK L DD≈ = α 2
, (9.2)

where VDD is the supply voltage, CL is the load capacitance, fCLK  is the clock 
frequency, and α is the switching activity factor. Aggressive scaling of the 
physical dimensions of the MOSFETs has lead to signifi cant reductions in the 
load capacitances and the dissipation per gate. Beyond that, the most effec-
tive way to reduce power is to decrease the supply voltage.

However, reduction of the supply voltage increases the propagation delays, 
which for symmetric circuits are
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where K is the device transconductance parameter for the MOSFETs, and VT 
is the absolute value of the threshold voltages in the MOSFETs. This equation 
shows that scaling of the supply voltage should be accompanied by reduc-
tion of the threshold voltages to maintain reasonable dynamic performance. 

Figure 9.1 shows the propagation delay versus the supply voltage with the 
threshold voltage as a parameter, for a symmetric CMOS gate (K = 100 μA/V2) 
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Low-Power CMOS 375

loaded by 100 fF. This fi gure shows that reduction of the threshold voltage is 
an effective way to maintain the dynamic performance while reducing the 
supply voltage (and therefore dissipation).

On the other hand, reduction of the threshold voltages increases the subthresh-
old currents and the associated dissipation. The subthreshold dissipation is

 
P V K m

kT
q

V
mkT

subthreshold DD
T≈ −( )⎛

⎝⎜
⎞
⎠⎟

−
1

2

exp
/ qq

⎛
⎝⎜

⎞
⎠⎟

, (9.4)

where k is the Boltzmann constant, T is the absolute temperature, q is the 
electronic charge, and the subthreshold parameter m ranges between 1.1 
and 2.0 for conventional MOSFETs operated at room temperature. This cor-
responds to a subthreshold swing between 65 and 120 mV. In fi xed-threshold 
CMOS circuits, the absolute value of the threshold voltages must be at least 
three times the subthreshold swing to obtain acceptable subthreshold con-
duction [1]. With a typical subthreshold swing of 100 mV, CMOS circuitry 
operating at 300 K can be designed with VDD = 1.0 V and VT = 0.3 V.

9.3 Multiple Voltage CMOS 

A problem that arises in low-voltage CMOS is the degradation of the switching 
speed for the output buffer drivers. If acceptable off-chip data rates are to main-
tained using a single, low supply voltage, the output drivers must be made very 
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FIGURE 9.1
Propagation delay versus supply voltage with threshold voltage as a parameter, for a symmetric 

CMOS inverter with K = 500 μA/V2 and loaded by 30 fF.
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wide and take up considerable chip area. This problem can be alleviated by 
using multiple supply voltages. Then circuits with more critical speed require-
ments can operate at higher voltages, whereas other circuitry can operate at 
lower voltages to minimize power. An added benefi t of this approach is that the 
off-chip signals have increased voltage swing and hence noise margins.

If many different supply voltages are available, then all circuits can oper-
ate with just suffi cient throughput to avoid wasting power. However, this 
increases the complexity of the power supply circuitry and its distribution 
network, so there is a tradeoff between power performance and complexity. 
Therefore, it is common to use two supply voltages: a high-voltage for output 
drivers and a low supply voltage for the internal circuitry.

Example 9.1 Sizing of CMOS Transistors Using Scaled VDD

Suppose that a CMOS integrated circuit must drive 10 pF off-chip loads with 
a maximum propagation delay of 1 ns. Assuming 0.25 μm technology with 
tOX = 8 nm, determine the minimum widths of the output driver transistors assum-
ing V V VTN TP= = 0 3.  and V VDD = 3 3. . Repeat for the case of V VDD = 1 0. .

Solution: First consider output drivers operating at 3.3 V. The delay factors are 
equal because of the symmetry in the threshold voltages:
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For both the p-MOS and n-MOS output drivers, the minimum device transcon-
ductance parameter is 
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Therefore, the required device widths are
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Using a 25% margin of safety, we could use device widths of W mP = 12 4. μ  and 
W mN = 4 9. μ .

For output drivers operating at 1.0 V, the delay factor is
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The minimum device transconductance parameter is 
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Therefore, the required device widths are
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If we adopt a 25% safety margin, W mP = 65μ  and W mN = 26μ ; therefore, the 1.0 
V output drivers take up about fi ve times as much silicon area as the 3.3 V output 
drivers having the same delay times.

In dual-voltage CMOS, the internal (low-voltage) circuitry can be optimized for 
low power, whereas the (high-voltage) output drivers can operate at higher voltage 
to conserve die area. All circuits are designed to just meet the speed requirements, 
to avoid wasting power or die area. Because the input/output circuits operate at a 
higher voltage than the internal circuitry, it is necessary to introduce voltage level 
shifters as shown in Figure 9.2.
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9.4 Dynamic Voltage Scaling

The choice of supply voltage always involves a tradeoff between speed and 
power, regardless of the choice of threshold voltage(s). In CMOS circuits 
operating with a single supply voltage, it is necessary to choose the supply 
voltage to meet the speed requirements in the most critical circuitry, often 
the input/output circuits. This results in wasted power in other parts of the 
integrated circuit.

The use of two or more supply voltages alleviates this problem to a great 
extent. This is because the output drivers can operate at a high supply volt-
age, for high speed, whereas the core of the integrated circuit can operate 
at a lower supply voltage for reduced dissipation. Nevertheless, the speed 
requirements vary signifi cantly within the core of the circuitry, both from 
circuit to circuit and over time. Therefore, the choice of any single supply 
voltage for the core of the circuitry will result in wasted power. DVS allows 
the supply voltage to be adjusted dynamically for each block of circuitry to 
minimize the dissipation.

There are two basic approaches to DVS. The fi rst uses a fi nite number of 
discrete supply voltages (discrete VDD scaling), and the second uses a continuous 
variation of the supply voltage (arbitrary VDD scaling). In either case, the supply 
voltage is produced by a switching power supply, which is driven by a 
feedback control system.

Typically, DVS is used in conjunction with a variable clock frequency. Thus, 
the clock frequency and the supply voltage can both be adjusted as appropri-
ate for the necessary throughput to optimize the dissipation. Such a realiza-
tion is shown in Figure 9.3. Here, the continuously adjustable VDD is provided 
by the switching power supply. This power supply feeds both the CMOS 
processor and a ring oscillator that mimics the critical path in the CMOS 
processor. The workload processor determines the minimum required clock 
frequency based on the throughput requirement, as estimated by sampling 
the input. The feedback control of the switching power supply adjusts the 

High-
voltage

I/O
circuits

Voltage 
level 

translators
Low-voltage CMOS

FIGURE 9.2
Dual-voltage CMOS.
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Low-Power CMOS 379

VDD until it is just suffi cient so the ring oscillator operates at a frequency 
determined by the workload processor. Then the CMOS processor operates 
at the minimum necessary values of VDD and fCLK to provide the required 
throughput, therefore minimizing the capacitance switching dissipation.

The control circuitry associated with DVS is relatively complex. As such, 
DVS is only practical if used with large blocks of circuitry.

9.5 Active Body Biasing

In low-voltage CMOS, choice of the threshold voltage involves a tradeoff between 
the speed and the subthreshold conduction. The active biasing scheme avoids 
this tradeoff because the threshold voltages of the transistors are adjusted 
dynamically. Therefore, circuits designed in this way are often called vari-
able-threshold CMOS. To achieve threshold voltage  adjustment,  substrate bias 
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Σ
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FIGURE 9.3
DVS system.
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 control circuits drive the bodies of the n-MOSFETs and p-MOSFETs. Although 
the active biasing scheme consumes extra silicon area, to support the bias con-
trol circuitry, it is commonly used in modern microprocessors. 

The basis for active biasing is the body effect. If there is a non-zero-bias VBS 
applied between the source and the body of an n-MOSFET, then the thresh-
old voltage is modifi ed to

 
V V VT TO BS F F= + + −( )γ φ φ2 2 , (9.5)

where VTO is zero-bias threshold, 2ϕF is voltage across the semiconductor 
necessary to create a conducting channel (inversion layer), and γ is body 
effect coeffi cient. In an n-MOSFET, the threshold voltage can be made more 
positive by applying a negative bias to the body with respect to the source. 
In a p-MOSFET, the threshold voltage can be made more negative by the 
application of a positive bias on the body.

A general active biasing scheme takes the form shown in Figure 9.4. 
Separate bias control networks drive the n-MOSFETs and p-MOSFETs.

When the circuitry is actively switching, the source-to-body voltages are 
made zero. In other words, the bodies of the n-MOSFETs are biased at 0 V, 
whereas the bodies of the p-MOSFETs are biased at VDD. This results in 
 normal operation of the circuitry, with the nominal threshold voltages as 
determined by the fabrication process. During standby operation, a negative 
bias is applied to the body of the n-MOSFET, and a positive bias is applied 

to the body of the p-MOSFET. This increases both VTN  and VTP , thereby 
reducing the subthreshold conduction.

The use of active biasing relaxes the tradeoff between speed and subthresh-
old conduction. Therefore, the nominal threshold voltages can be much lower 
than those used in fi xed-threshold circuits, and this allows a reduction of the 
supply voltage for low-power operation.

VDD

IN OUT

p-MOSFET
bias control 

n-MOSFET
bias control 

FIGURE 9.4
CMOS inverter with active body biasing.
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An added benefi t of active biasing is that it can be used to correct for process 
induced threshold voltage variations. In fi xed threshold CMOS circuits, the 
minimum practical threshold voltage is determined in part by process toler-
ances. Correction for these process variations allows additional reduction in 
the nominal threshold voltages without adverse consequences.

Example 9.2 Body Effect in Variable Threshold CMOS Circuits

Consider variable threshold CMOS with tOX = 9 nm. Both the n-channel and 
p-channel MOSFETs have channel doping equal to1016 3cm− . Calculate the body 
biases necessary to change the threshold voltages from ±0.1 to ±0.3 V.

Solution: The body effect coeffi cient for the n-channel MOSFETs is
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For the p-channel MOSFETs,
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The necessary body bias is
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This example shows that relatively large body bias voltages may be required.

Example 9.3 Standby Power in Variable Threshold CMOS Circuits

Consider variable threshold CMOS with K A V= 500 2μ /  and V VDD = 1 0. . Calculate 
the standby power as a function of VT, assuming that the subthreshold conduction 
is dominant. T K= 300  and m = 1 6. .

Solution: The standby power is given by
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The results are plotted in Figure 9.5.

9.6 Multiple-Threshold CMOS

Multiple-threshold CMOS circuits can also be used to overcome the tradeoff 
between speed and subthreshold conduction inherent in single-threshold 
CMOS. Two or more distinct threshold voltages have been used in com-
mercial microprocessors, but the simplest multiple threshold scheme is 
dual-threshold CMOS, in which the logic circuits are disconnected from the 
supply rails during standby operation. Therefore, these logic circuits can use 
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low-threshold voltages for optimum speed. High-threshold MOSFETs are 
used to disconnect the logic circuits from the supply rails. These devices 
have low subthreshold leakage so that the standby power can be greatly 
reduced by this approach.

Figure 9.6 illustrates the dual-threshold concept. When the enable signal 
is high, the power switching MOSFETs MPS and MNS are on, connecting the 
virtual VDD line and virtual ground (GND) line to the power rails. In the 
standby state, the enable signal is brought low. Both power switching tran-
sistors are cutoff in the standby state.

In dual-threshold CMOS, the low-threshold logic circuits are optimized 
for speed. The power switching transistors are scaled up suffi ciently so that 
they introduce less than a 10% increase in the propagation delays. However, 
the standby dissipation is determined by the high-threshold power switch-
ing transistors. These transistors are designed with large threshold voltages 
to reduce subthreshold conduction.

The application of dual-threshold CMOS circuits reduces the standby dis-
sipation (compared with the case of low-threshold CMOS) by a factor
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V V STH TL= − −( )10 / , (9.6)

where S is subthreshold swing, n is the number of low-threshold logic 
gates served by one pair of power switching transistors, KH is device 
 transconductance parameter for high-threshold MOSFETs, KL is device 
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FIGURE 9.5
Standby dissipation versus the threshold voltage for variable voltage CMOS with VDD = 1.0V 

and 500 × 10–6 A/V2.
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transconductance for low-threshold MOSFETs, VTH is threshold voltage for 
high-threshold MOSFETS, and VTL is threshold voltage for low-threshold 
MOSFET. An issue with dual-threshold CMOS is that the circuits lose data 
when they are disconnected from the supply rails. To address this, latches 
(called balloon circuits) are used to retain data in the “sleep” state.

Example 9.4 Standby Power in Dual-Threshold CMOS Circuits

Estimate the reduction in the standby power associated with the use of dual-
threshold CMOS with V VTH = 0 3. and V VTL = 0 1. .

Solution: It is assumed that the power switching transistors are scaled suffi ciently 
so that they only increase the propagation delays of the low-threshold circuits by 
about 10%. Then 

K
nK

H

L
≈ 10.

If it is assumed that the subthreshold swing is 100 mV, the reduction in the standby 
dissipation compared with the use of low-threshold CMOS is approximately

P
P

K
nK

DTCMOS

LTCMOS

H

L

V V STH TL= = ( )− −( ) −10 10 10 0/ .. . / . .3 0 1 0 1 0 1V V V−( ) = ,

corresponding to a 90% saving in standby dissipation.
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OUTLow-threshold 
CMOS
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FIGURE 9.6
Dual-threshold CMOS.
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9.7 Adiabatic Logic

Adiabatic logic circuits [45–47] conserve power by recycling electrical charge, 
whereas a conventional CMOS circuit uses each electrical charge only once. To 
see why this is so, consider the conventional CMOS circuit as shown in Figures 
9.7 and 9.8. Here, the load capacitance is charged through the p-MOSFET and 
discharges through the n-MOSFET. During the low-to-high transition shown in 
Figure 9.7, the load capacitance charges to VDD and the energy CLVDD

2/2 is stored 
in the capacitor. An equal amount of energy is dissipated in the p- MOSFET. 
During the high-to-low transition illustrated in Figure 9.8, the energy stored in 
the capacitor is dissipated in the n-MOSFET, and the stored charge is conducted 
to ground. Therefore, in conventional CMOS, the energy CLVDD

2 is dissipated 
for each complete switching cycle, and each electrical charge is used only once. 
The idea behind adiabatic logic is that charge may be reused to perform logic 
functions, thereby  reducing the average current draw from the power supply. 
Ideally, each charge would be recycled an infi nite number of times. Although 
this ideal cannot be achieved, it is possible to reduce the dissipation signifi -
cantly by recycling charge in real adiabatic circuits.

The concept of adiabatic switching can be understood with the aid of 
Figures 9.9 and 9.10. In Figure 9.9, the load capacitance is charged through 
a p-MOSFET using a constant current source rather than a constant voltage 
source. During the charge-up of the load, the p-MOSFET is assumed to oper-
ate in the linear region of operation and is modeled using a resistance RDP. 

If the initial voltage on the load capacitance is zero, then during the charge-
up process, the voltage on the capacitor is given by

 
V t

I
C

tC
SOURCE

L
( ) = . (9.7)

FIGURE 9.7
Charging of the load capacitance in conventional CMOS.

VDD
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IN OUT

CL

MPO

MNO
Energy retrieved from CL= CLVDD2/2

0

VDD

Energy dissipated in MNO = CLVDD2/2

VDD

FIGURE 9.8
Discharge of the load capacitance in conventional CMOS.

CL

RDP

0

VDD

t = 0

ISOURCE

FIGURE 9.9
The charge-up of a load capacitance using a current source.

The time required to charge the load up to VDD is therefore

 
t

V C
I

R
DD L

SOURCE
= . (9.8)

During the charge-up process, the dissipation in the p-MOSFET is constant:

 P R IR DP SOURCE= 2 . (9.9)

Therefore, the energy dissipated in the p-MOSFET during the entire process 
of charging the capacitor from zero to VDD is

 
J V C R IR DD L DP SOURCE= .

 
(9.10)

Therefore, the energy wasted in the p-MOSFET may be made arbitrarily 
small if the rise time is made arbitrarily long.

The use of a current source to discharge the load capacitance provides a 
similar benefi t, as can be shown with the aid of Figure 9.10. If the initial 
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voltage on the load capacitance is VDD, then during the discharge process, the 
voltage on the capacitor is given by

 
V t V

I
C

tC DD
SOURCE

L
( ) = − .

 

(9.11)

The time required to discharge the load fully is therefore

 
t

V C
I

F
DD L

SOURCE
= .

 
(9.12)

During the discharge process, the dissipation in the n-MOSFET is constant:

 P R IF DN SOURCE= 2
. (9.13)

Therefore, the energy dissipated in the n-MOSFET during the entire process 
of discharging the load capacitor from VDD to zero is

 
J V C R IF DD L DN SOURCE= .

 
(9.14)

Therefore, most of the energy initially stored in the capacitor can be returned 
to the supply for recycling, as long as the fall time is made long.

If we compare the total energy wasted per switching cycle in the adiabatic 
circuit with that in the conventional CMOS case, assuming symmetric cir-

cuits with equal fall and rise times t tF R= =( )τ , then

 

J
J

V C R I
V C

Adiabatic

Conventional

DD L D SOURCE

DD L
= =2 2

2

RR CD L

τ
.

 

(9.15)

In the adiabatic limit, this ratio will be zero. In real circuits, which dissipate 
a fi nite amount of power, there is a tradeoff between the dissipation and the 
speed.

CL

RDN

0

VDD

t = 0

ISOURCE

FIGURE 9.10
The discharge of the load capacitance using a current source.
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In practical adiabatic circuits*, the current sources are implemented 
approximately using linear voltage ramps. Such a circuit is shown in Figure 
9.11, which is an adiabatic inverter/buffer. With a logic zero input, the top 
transmission gate turns on but the bottom transmission gate stays off. During 
the ramp up of VRAMP, the load capacitance CLN at the non-inverting output 
charges with an approximately constant current, drawing energy from the 
ramp supply. The inverting output stays at zero. Both of the complementary 
outputs may be evaluated at the end of the ramp up. During the ramp-down 
process, the load capacitance at the non-inverting output discharges with an 
almost constant current. Unlike in conventional CMOS, the load capacitance 
discharges to the ramp supply rather than ground. During the ramp down, 
therefore, most of the energy that had been stored in the load capacitance is 
returned to the ramp supply for use by other logic circuits.

In practice, the linear ramps in the supply voltage are approximated by a 
series of steps. This can be done by sequentially switching a number of fi xed 
supply voltages through a number of n-MOSFETs. The use of N such voltage 
steps reduces the capacitance switching power by a factor of 1/N. Hence, 
adiabatic logic confi gured with 10 or fewer voltage steps can provide consid-
erable savings in the switching dissipation.

More complex logic functions can be realized using adiabatic logic gates as 
well. The two-input AND/NAND gate is shown in Figure 9.12. It should be 
noted that each CMOS transmission gate requires two MOSFETs. Therefore, 
an adiabatic logic gate requires four MOSFETs per input, or double the num-
ber required by conventional static CMOS circuits. This is because comple-
mentary signals must be provided to drive the fan-out gates. Therefore, 
as with many of the other low-power CMOS strategies, there is a tradeoff 
between dissipation and circuit area.

9.8 Silicon-on-Insulator 

SOI refers to any technology capable of producing silicon devices on an insulating 
substrate. It was originally conceived as a way to reduce device parasitics and 
improve the radiation hardness of silicon circuitry. However, it is now 
recognized as an important technology for low-power CMOS because of 
the improved subthreshold characteristics of SOI transistors compared with 
bulk silicon MOSFETs.

Over the years, a number of SOI fabrication technologies have emerged. 
For example, silicon-on-sapphire has been explored extensively for power 

* These circuits are not adiabatic in the true sense of the word. They draw a reduced but nonzero 
amount of energy from the power supply.
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devices. At the present time, the mainstream SOI technologies rely on silicon 
starting wafers, which are readily available with large area, high quality, and 
low cost. These technologies have made possible the implementation of com-
mercial microprocessors and digital memories using SOI.

In the following sections, we will review two SOI fabrication technolo-
gies: separation by implantation of oxygen (SIMOX) and wafer bonding 
(WB). Then we will delineate the features of fully depleted (FD) and partially 
depleted (PD) SOI transistors. Finally, we will consider the application of SOI 
to low-power CMOS. 

9.8.1 SOI Technologies: SIMOX and Wafer Bonding 

At the present time, there are two basic fabrication technologies for SOI: 
SIMOX [32, 33] and WB [34–37]. In the SIMOX process, oxygen is implanted 
into a bulk silicon wafer, thus creating a buried oxide (BOX) layer. The devices 
are then fabricated in the thin silicon layer above the BOX. The WB process 
involves the bonding of an oxidized device wafer (DW) to a handle wafer 
(HW), followed by removal of all but a thin layer from the DW. Two impor-
tant variations of the WB process are the epitaxial layer transfer (ELTRAN) 

VRAMP

IN

IN

CLN

OUT

CLI

OUT

IN

IN

FIGURE 9.11
Adiabatic CMOS inverter/buffer.
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process and the UNIBONDTM process. Both SIMOX and WB approaches 
enjoy the advantage of being based on the same silicon wafers used for the 
fabrication of bulk CMOS devices.

The SIMOX process is illustrated in Figures 9.13 through 9.15 . First, a low 

dose 4 1017 2×( )−cm  of oxygen ions is implanted at an energy of about 200 
keV (Figure 9.13). Next, the wafer is treated at a high temperature (>1300˚C) 
to anneal out the defects created by the ion implantation process (Figure 
9.14). Finally, the wafer is subjected to an internal thermal oxidation (ITOX) 
process, which increases the thickness of the BOX layer to a usable value 
(Figure 9.15).

Typically, the resulting SOI layer is 50–100 nm thick, whereas the BOX layer 
is approximately 100 nm thick. Sometimes wafers produced by this method 
are called ITOX-SIMOX wafers.

The ELTRAN process is illustrated in Figures 9.16 through 9.21. In contrast 
to the SIMOX process, WB processes such as ELTRAN require two wafers. 
These are called the DW and the HW. First, the DW is treated by anodization 

VRAMP

A

A

B

B

A

A

B

B

CLN

CLI

OUT

OUT

FIGURE 9.12
Adiabatic CMOS AND2/NAND2 gate.
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Silicon substrate

O+ implantation

FIGURE 9.13
SIMOX process sequence A. The wafer is implanted with a low dose (4 × 1017 cm−2) of oxygen at 

an energy of approximately 200 keV.

Silicon substrate
Buried oxide layer

FIGURE 9.14
SIMOX process sequence B. Ion implantation damage is annealed out at >1300oC.

Silicon substrate
Buried oxide layer

Thermal oxide

SOI layer

FIGURE 9.15
SIMOX process sequence C. ITOX at >1300oC is used to increase the thickness of the BOX layer.

Device wafer
Porous silicon
layer one 

Porous silicon
layer two 

FIGURE 9.16
ELTRAN process sequence A. The DW is anodized in a two-step process to result in two layers 

of porous silicon having distinctly different porosity.
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Device wafer

Epitaxial silicon

Porous silicon
layer one 

Porous silicon
layer two 

FIGURE 9.17
ELTRAN process sequence B. An epitaxial layer of device-quality silicon is grown on the 

porous silicon by vapor phase epitaxy.

Device wafer

Epitaxial silicon

SiO2

Porous silicon
layer one 

Porous silicon
layer two 

FIGURE 9.18
ELTRAN process sequence C. Thermal oxidation results in an oxide layer on top of the epitaxial 

layer of silicon.

to create a layer of porous silicon on its surface (Figure 9.16). The anodization 
process is designed to result in two distinct layers with different porosity. 
Second, a high-quality epitaxial layer of silicon is grown on top of the porous 
silicon by vapor phase epitaxy (Figure 9.17). Third, thermal oxidation is used 
to create the oxide layer on top of the epitaxial device layer (Figure 9.18). 
Fourth, an HW is bonded to the processed DW (Figure 9.19). Fifth, a water jet 
is used to separate the structure between the two distinct layers of porous 

Device wafer

Epitaxial silicon

SiO2

Porous silicon
layer one 

Porous silicon
layer two 

Silicon substrate (handle wafer)

FIGURE 9.19
ELTRAN process sequence D. The HW is bonded to the processed DW.
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Device wafer

Handle wafer

Epitaxial silicon

SiO2

Separation by water jet

Porous silicon
layer one 

Porous silicon
layer two 

FIGURE 9.20
ELTRAN process sequence E. The HWs and DWs are separated between the distinct porous 

silicon layers by a water jet.

Handle wafer

SOI

SiO2

FIGURE 9.21
ELTRAN process sequence F. Chemical etching is used to remove the remaining porous silicon 

from the SOI layer.

silicon (Figure 9.20). Finally, a chemical etch is used to remove the remaining 
porous silicon (Figure 9.21).

Another WB approach is the UNIBONDTM process, illustrated in Figures 
9.22 through 9.24. First, the DW is thermally oxidized. Then hydrogen ions 
are implanted through this oxide layer with a dose of about 1016 cm−2 (Figure 
9.22). Next, the HW is bonded to the DW (Figure 9.23). Then, an annealing 
process at 400–600°C serves to split the wafers apart, and the resulting SOI 
wafer is chemically polished (Figure 9.24).

Many other variations on the basic SIMOX and WB processes can be 
envisioned. However, the important point is that these basic technologies 
can provide large-area, high-quality, and low-cost SOI wafers. These charac-
teristics have made SOI commercially important for digital integrated cir-
cuits at the present time.

9.8.2 SOI MOSFETs: Fully Depleted or Partially Depleted

Depending on the thickness of the SOI layer, the bodies of the resulting 
MOSFETs may be PD [38–40] or FD [41–44]. FD and PD SOI n-MOSFETs are 
depicted in Figure 9.25. Typically, FD MOSFETs are fabricated with an SOI 
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Device wafer SiO2

H+ implantation

FIGURE 9.22
UNIBONDTM process sequence A. The DW is thermally oxidized and then implanted with 

hydrogen ions through the oxide.

Device wafer

Handle wafer
SiO2

FIGURE 9.23
UNIBONDTM process sequence B. The DW is bonded to the HW.

SOI

Handle wafer
SiO2

FIGURE 9.24
UNIBONDTM process sequence C. An annealing process at 400–600oC splits the wafers apart, 

and the SOI wafer is chemically polished.

Silicon substrate

(a)
n+ n+

n+ poly

SiO2 Silicon substrate

n+ n+

SiO2

p

p-type body

n+ poly
(b)

FIGURE 9.25
(a) FD SOI n-MOSFET and (b) PD SOI n-MOSFET.
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layer approximately 50 nm thick. Therefore, with zero bias, the p-type silicon 
region under the channel becomes FD by the built-in potentials at the S/D 
junctions and the oxide interface. PD MOSFETs are fabricated using a thicker 
SOI layer, approximately 100 nm thick. Therefore, an undepleted p-type body 
region exists under the channel of the PD SOI MOSFET at zero bias. Both PD 
and FD SOI MOSFETs have particular advantages, and as such both device 
types have been applied in commercial microprocessors since 1999.

PD transistors are easier to manufacture because of the thicker layers and 
the less stringent process tolerances. This means that higher yields can be 
achieved using PD transistors. Nonetheless, FD MOSFETs have recently 
entered the mainstream of the microprocessor industry. 

Active body biasing can be used with PD SOI MOSFETs, to either reduce 
subthreshold conduction or compensate for processing variations in the 
threshold voltages. This is not possible with FD devices, because of the 
absence of a p-type body region. On the other hand, FD transistors exhibit 
near-ideal (~65 mV at room temperature) values for the subthreshold slope; 
as a consequence, active body biasing is less important for these devices. In 
addition, the use of body contacts for the PD transistors consumes silicon 
area and reduces the packing density.

PD devices can be made with fl oating bodies (without body contacts). 
These devices exhibit a fl oating body effect, whereby holes created by impact 
ionization near the drain accumulate in the body region. This creates a 
self body bias that lowers the threshold voltage for the device. This can be 
advantageous in some logic circuits, in which it increases the speed. In pass 
transistor applications such as DRAMs, however, the fl oating body effect is 
problematic because the reduction in the threshold voltage increases the off-
state leakage.

9.8.3 SOI for Low-Power CMOS

SOI is an important technology for low-power CMOS because SOI MOSFETs 
have superior subthreshold characteristics compared with bulk silicon 
MOSFETs. In FD SOI MOSFETs, the subthreshold swing is near the ideal 
value of 60 mV at room temperature. This combined with reduced process-
induced variations in the threshold voltage allow the implementation of SOI 
CMOS scaled down to V VDD = 0 4. and V VT = 0 1. . This reduction in the sup-
ply voltage decreases the capacitance switching power to one-sixth of the 
value for bulk CMOS designed with V VDD = 1 0. and V VT = 0 3. . Additional 
benefi t derives from the reduction of the parasitic drain capacitances in SOI 
CMOS, which decreases the load capacitances (and therefore the switching 
dissipation) by about 20%. 

The subthreshold swing for a MOSFET is given by

 

S
mkT

q
= 2 3. , (9.16)
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where k is the Boltzmann constant, T is the absolute temperature, q is the 
electronic charge, and

 
m

C
C

dm

ox
= +1 ,

 
(9.17)

where Cdm is the depletion layer capacitance in the body of the MOSFET 
under inversion and COX is the gate oxide capacitance.

In FD SOI MOSFETS such as those shown in Figure 9.26, the bodies of the 
devices deplete all the way through to the underlying oxide layer. Although 
the n-MOSFET is fabricated in a p-type well, there is no neutral p-type sili-
con region under the channel. Similarly, there is no neutral n-type region 
under the channel of the p-MOSFET, although it is fabricated in an n-type 
well. Therefore,

 Cdm → 0, (9.18)

and

 m → 1 . (9.19)

This results in near-ideal values of the subthreshold swing. Of course, the 
semiconductor depletion capacitance can never be identically zero, so the 
subthreshold swing parameter m will be greater than one and the subthresh-
old current will always be fi nite. At room temperature, the ideal subthresh-
old swing is

 
S

kT
q

mV≈ =2 3 60. .

 
(9.20)

Experimentally measured values of the subthreshold swing in FD SOI 
MOSFETs are typically 65 mV, corresponding to m ≈ 1 1. .

p-type substrate

n+ n+ p+p+

Oxide spacer
Silicide

Buried oxide layer

STO STO STO
n+ poly p+ poly

FIGURE 9.26
SOI CMOS transistors fabricated by the ITOX-SIMOX process.
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Example 9.6 Standby Dissipation in SOI CMOS

Compare the standby dissipation for SOI CMOS S mV=( )65  with that for 
bulk CMOS S mV=( )100  at room temperature (300 K). Assume VDD = 1V, 
V V VTN TP= = 0 1. , and K A V= 500 2μ /  for both types of circuitry. 

Solution: For the bulk CMOS, the subthreshold swing of 100 mV corresponds to 
m = 1.6. The standby dissipation per gate is

 

P V K m
kT
q

V
mkT

subthreshold DD
T≈ −( ) ⎛
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−
1

2
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/ qq
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For the FD SOI CMOS with S = 65 mV, the corresponding subthreshold parameter 
is m = 1 09. , and the standby dissipation per gate is

 

P V K m
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Therefore, the FD SOI CMOS reduces the standby power to a value roughly half 
of that for bulk CMOS, with all other things being equal.

9.9 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

9.10 Summary

Low-power CMOS integrated circuits are important for portable, battery-
operated systems. In these circuits, the capacitance switching power is often 
dominant so the dissipation per gate is proportional to the load capacitance 
times the square of the supply voltage. Aggressive scaling of the physical 
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dimensions of the MOSFETs has lead to signifi cant reductions in the load 
capacitances and the dissipation per gate, but the most effective way to reduce 
power is by scaling the supply voltage. However, this must be accompanied 
by threshold voltage reduction to maintain acceptable propagation delays. 
There is a limit to the scaling of threshold voltage imposed by the standby 
dissipation, however.

The choice of supply voltage always involves a tradeoff between speed and 
power, regardless of the choice of threshold voltage(s). In CMOS circuits oper-
ating with a single supply voltage, it is necessary to choose the supply voltage 
to meet the speed requirements in the most critical circuitry, often the input/
output circuits. This results in wasted power in other parts of the integrated 
circuit. 

The use of two or more supply voltages in multiple-voltage CMOS allevi-
ates this problem to a great extent, because the output drivers can operate 
at a higher supply voltage, for high speed, whereas the core of the integrated 
circuit can operate at a lower supply voltage for reduced dissipation. 
Nevertheless, the speed requirements vary signifi cantly within the core of 
the circuitry, both from circuit to circuit and over time. Therefore, the choice 
of any single supply voltage for the core of the circuitry will result in wasted 
power. DVS allows the supply voltage to be adjusted dynamically for each 
block of circuitry. By making the supply voltage just adequate for the required 
throughput (speed), the power can be minimized. 

Active body biasing avoids the tradeoff between the standby power and 
speed performance, by allowing active adjustment of the threshold voltages 
in the circuit. This is done using the body bias effect, whereby a bias voltage 
between the body and the source of the MOSFET adjusts its threshold voltage. 
Active circuits are biased to have small threshold voltages for improved speed, 
whereas inactive circuits are biased to have increased threshold voltages 
reduced subthreshold conduction.

Multiple-threshold CMOS circuits can also be used to overcome the 
tradeoff between speed and subthreshold conduction inherent in single-
threshold CMOS. Two or more distinct threshold voltages have been used 
in commercial microprocessors. The simplest multiple threshold scheme is 
dual-threshold CMOS, in which the logic circuits are disconnected from the 
supply rails during standby operation. Therefore, these logic circuits can use 
low-threshold voltages for optimum speed. High-threshold MOSFETs are 
used to disconnect the logic circuits from the supply rails. These devices have 
low subthreshold leakage so that the standby power can be greatly reduced 
by this approach. 

SOI is an important technology for low-power CMOS because SOI MOSFETs 
have superior subthreshold characteristics compared with bulk silicon 
MOSFETs. At the present time, SOI wafers are produced by the SIMOX and 
WB approaches. Both methods use the same wafers as bulk CMOS circuits, 
which are available in large diameter, with high quality, and at low cost. SOI 
MOSFETs may be PD or FD. In FD SOI MOSFETs, the subthreshold slope is near 
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the ideal value of 60 mV at room temperature. This combined with reduced 
process-induced variations in the threshold voltage allow the implementation 
of SOI CMOS scaled down to V VDD = 0 4. and V VT = 0 1. . This reduction in the 
supply voltage decreases the capacitance switching power to one-sixth of the 
value for bulk CMOS designed with V VDD = 1 0. and V VT = 0 3. . Additional 
benefi t derives from the reduction of the parasitic drain capacitances in SOI 
CMOS, which decreases the load capacitances (and therefore the switching 
dissipation) by about 20%. 

Adiabatic logic circuits have been proposed to conserve power by recycling 
electrical charge, in contrast with conventional CMOS gates that use each 
electrical charges only once. In principle, this can be done by charging and 
discharging the load capacitance using current sources rather than VDD and 
ground. During the discharge process, much of the energy that had been 
stored on the load capacitor can be returned to the supply for use by other 
logic circuits. Therefore, it is possible to reduce the switching dissipation to 
less than CLVDD

2/2. In practical adiabatic circuits, the load capacitance can 
be charged and discharged stepwise, using several discrete supply voltages, 
and the switching dissipation can be reduced to  

1
–
10 

 that of conventional 
CMOS.

9.11 Exercises

E9.1.  Suppose that 1.0 V CMOS is fabricated using 0.25 μm technol-

ogy and t nmox = 6 . Consider inverters with V V VTN TP T= = ,
L L mN P= = 0 25. μ , W mN = 1 0. μ , W mP = 2 5. μ , and L mOV = 0 05. μ . 
(1) Calculate and plot the propagation delay (assuming fi ve on-chip 
loads) versus the threshold voltage ( 0 1 0 6. .V V VT≤ ≤ ). (2) Calculate 
and plot the standby dissipation versus the subthreshold voltage 
(0.1 V < VT < 0.6V). Assume the subthreshold conduction is domi-
nant and the subthreshold swing is 95 mV.

E9.2.  Consider 0.25 μm CMOS technology with t nmox = 6 . Dual 

supply voltages are to be used. V V VTN TP= = 0 3.  for all devices. 
(1) Choose VDDL such that symmetric inverters with fi ve on-chip 
loads can switch with t psP ≤ 250 . (2) Choose VDDH such that 

output drivers with W W mN P+( ) ≤ 50μ  can drive 5 pF loads with 
t nsP ≤ 1 . 

E9.3.  Consider DVS implemented in 0.25 μm CMOS technology with 
t nmox = 6  and L mOV = 0 05. μ . A ring oscillator is designed to mimic 
the critical path in the system using 13 stages of minimum size 
inverters with load capacitances at each stage equivalent to six on-
chip loads. (1) Calculate and plot the ring oscillator frequency as 

a function of the supply voltage assuming V V VTN TP= = 0 3.  for 
all devices. 1 5V V VDD≤ ≤ . (2) Calculate and plot the switching 
power versus the supply voltage for a symmetric inverter in the 
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system. Assume the system clock frequency is derived from the 
ring oscillator, the switching activity is 0.2, and the on-chip fan-
out is 15.

E9.4.  Consider variable threshold CMOS fabricated with 0.25 μm 
technology. The n-MOSFETs and the p-MOSFETs both have 
2 × 1016 cm−3 channel doping. +3.3 V is available for active body 
biasing of the MOSFETs. The standby threshold voltages (with 
body bias) are to be +0.3 V. What is the minimum value for the 
absolute value of the nominal threshold voltages (as fabricated, 
without body bias)? 

E9.5.  Suppose dual-threshold CMOS is implemented with thresholds of 
0.1 and 0.3 V and VDD = 2.5 V. Consider symmetric inverters with 

t nmox = 6 , L L mN P= = 0 25. μ , W mN = 1 0. μ , W mP = 2 5. μ , and 

L mOV = 0 05. μ . Assume the inverters are loaded with three 
fan-out gates and that each pair of switch transistors will be 
shared by 10 inverters. (1) Calculate the propagation delay for 
a low-threshold inverter without power-switching transistors. 
(2) Determine the required widths for the power switching 
transistors such that their addition increases the propagation 
delays by 10%.

E9.6.  Show that, for an adiabatic logic gate that charges the load 
capacitance stepwise with n voltage steps, the capacitance 
switching dissipation is

P
f V C

n
switch

CLK DD L=
α 2

.

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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10
Bistable Circuits

10.1 Introduction

Bistable circuits exhibit two stable states that can represent logic 1 and 
logic 0. These include latches and fl ip-fl ops, which are useful in a number of 
applications that require the temporary retention of one or more bits. Some 
examples are counters, shift registers, and memories. Bistable circuits can 
also perform signal shaping functions. An example is the Schmitt trigger, 
which exhibits hysteresis and is useful in this regard.

There are two requirements for the realization of bistable operation. These 
are amplifi cation (gain greater than unity) and positive feedback. A circuit 
meeting these requirements can be built using two cross-coupled inverters 
as shown in Figure 10.1. There are two stable states for this circuit. State 1 is 

VDD

MPO

MNO MN1

MP1

Q Q

FIGURE 10.1
Cross-coupled CMOS inverters forming a bistable latch.
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406 Digital Integrated Circuits

characterized by Q = 1  ( Q = 0 ), whereas state 0 is characterized by Q = 0  
( Q = 1 ). These two stable states are indicated in Figure 10.2 and represent 
two of the points of intersection on the butterfl y curve showing the char-
acteristics for the individual inverters. The third point of intersection at 

V V VQ Q DD= = /2 is not a stable state, so the circuit is bistable.

The circuit of Figure 10.1 has limited usefulness because it has no input 
connections and there is no way to actively set the circuit to state 0 or state 
1. Instead, the state is set randomly during power up. In contrast, practical 
bistable circuits provide inputs so the state can be written as well as read.

In the following sections, we will consider latches, fl ip-fl ops, and Schmitt 
triggers [1–3]. Latches are simple bistable circuits that have input connections 
to set their logic states. Flip-fl ops are similar but are clocked. Schmitt triggers 
exhibit hysteresis, that is, the VIL and VIH are dependent on the output state. 
They are therefore useful for signal-shaping applications. Digital memories 
are such an important class of bistable circuits that they will be covered 
separately in Chapter 11.

Example 10.1 Asymmetric CMOS Latch

Determine the stable states for the CMOS latch made of mismatched inverters as 
shown in Figure 10.3.

VQ (V)

State 1
VQ = VDD

State 0
VQ = 0

V Q
 (V

)

Not a stable
state

VDD

MP1

Q

MPO

Q

MNO MN1

FIGURE 10.2
Cross-coupled CMOS inverters with their voltage transfer characteristics.
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Solution: For the inverter comprising MPO and MNO, K KNO PO/ = 1 and

V

V V V

V V V V V V

Q

IN

Q Q Q

=

≤

+ + −( ) − −( )
2 5 0 5

0 5 2 0 0 5
2 2

. ; .

. . . ;

(regime 1;  )

((regime 2; )

(regime 3; )

0 5 1 25

1 25 1 25

0

. .

. ; .

V V V

V V V

V

IN

IN

Q

≤ ≤

≈

− .. . . ; . .

;

5 0 5 2 0 1 25 2 0

0

2 2
V V V V V V V VQ Q IN− −( ) − −( ) ≤ ≤(regime 4; )

(reggime 5; )V VIN ≥

⎧

⎨

⎪
⎪
⎪⎪

⎩

⎪
⎪
⎪
⎪ 2 0.

For the inverter on the right-hand side (comprising MP1 and MN1), K KN P1 1 3/ =  
and V VM = 0 87. . Therefore,

V

V V V

V V V V

Q

IN

Q Q

     

. ; .

. .

=

≤

+ + −(
2 0 0 5

0 5 1 5

(regime 1; )

)) − −( ) ≤ ≤
2 2

3 0 5 0 5 0 87

1 00

V V V V V

V

Q IN. ; . .

.

(regime 2; )

;; .

. . /

(regime 3; )V V

V V V V

IN

Q Q

≈

− − −( ) − ( )
0 87

0 5 0 5 1 3
2

VV V V V VQ IN−( ) ≤ ≤1 5 0 87 1 5

0

2
. ; . .

;

(regime 4; )

(regime 5; )V VIN ≥

⎧

⎨

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪ 1 5.

QQ

VDD1 = 2.0V

VTN = |VTP| = 0.5V

All gate dimensions in μm

MPO
3.0/0.6

MNO
1.2/0.6

VDDO = 2.5V

MP1
1.2/0.6

MN1
1.2/0.6

FIGURE 10.3
Example asymmetric CMOS latch.
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The two characteristics are plotted in Figure 10.4, and their intersections at 

V V VQ Q, . ,( ) = ( )2 5 0  and V V VQ Q
, , .( ) = ( )0 2 0  represent the stable states.

10.2 Set-Reset Latch

A latch made from cross-coupled inverters does not allow active setting of 
the logic state, but this can be addressed by adding four input transistors as 
shown in Figure 10.5. If the input R is brought high, MNR will be linear and 
MPR will be cutoff. Therefore, the next state of Q will be “0” (Q → 0 ), and 
R is therefore called the reset input. If the input S is brought high, MNS will 

be linear, whereas MPS will be cutoff. Therefore, Q → 1  , Q → 0 , and S is 
referred to as the set input.

The CMOS set-reset (SR) latch illustrated in Figure 10.5 actually com-
prises two cross-coupled NOR gates and is sometimes called an NOR latch. 
The logic representation and truth table for the NOR SR latch are shown in 

Figure 10.6.
An RS latch may also be constructed using two cross-coupled NAND 

gates, as shown in Figure 10.7. This circuit differs from the NOR RS latch in 
that the set and reset inputs are active low, so that (0,0) is the input condition 
that must be avoided.

Usually, RS latches are not represented at the gate level but instead use 
their own logic symbols as shown in Figures 10.8 and 10.9.

State 1

State 0

Q

MPO
3.0/0.6
Q

0 0.5 1 1.5 2 2.5

0.5

1

1.5

2

2.5

V Q
 (V

)
VQ (V)

VDDO = 2.5V VDD1 = 2.0V

MP1
1.2/0.6

MNO
1.2/0.6

MN1
1.2/0.6

VTN = |VTP| = 0.5V
All gate dimensions in μm

FIGURE 10.4
Asymmetric CMOS latch and butterfl y curve.
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Q

Q

R

S

R S QN+1

0 0 QN

0 1 1
1 0 0
1 1 Not used

FIGURE 10.6
NOR SR latch and truth table.

VDD

Q

MPO

Q

MNO

MP1

MN1R SMNR

MPR

MNS

MPS

FIGURE 10.5
CMOS SR latch.

Q

Q

S

R

R S QN+1

0 0 Not used
0 1 1
1 0 0
1 1 QN

FIGURE 10.7
NAND SR latch and truth table.
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10.3 SR Flip-Flop

With RS latches, there is always an ambiguous input condition (both S and 
R active) that must be avoided. This situation can be alleviated somewhat 
by clocking the circuit as shown in Figure 10.10. In the clocked circuit, the S 
and R inputs are inactive unless the clock signal is high. As long as S and R 
are established before the rising edge of the clock pulse and removed after 
the falling edge of the clock pulse, their exact timing is unimportant. By 
synchronizing the system with a clock in this way, it is possible to avoid 
inadvertent application of the forbidden input condition as a result of timing 
issues. As a matter of nomenclature, a clocked bistable circuit is called a fl ip-
fl op, whereas unclocked bistable circuits are called latches.

10.4 JK Flip-Flops

The ambiguous input condition of the SR latches and fl ip-fl op can be avoided 
altogether by the use of feedback as shown in Figure 10.11. The resulting 
device is called a JK fl ip-fl op, with the logic symbol and truth table as shown 
in Figure 10.12.

Q

QS

R

R S QN+1

0 0 QN

0 1 1
1 0 0
1 1 Not used

FIGURE 10.8
NOR SR latch symbol and truth table.

Q

QS

R

R S QN+1

0 0 Not used
0 1 1
1 0 0
1 1 QN

FIGURE 10.9
NAND SR latch symbol and truth table. 
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Q

Q

R

S

CLK
Q

QS

R

FIGURE 10.10
Clocked SR fl ip-fl op.

Q

Q

J

K

CLK

J feedback

K feedback

FIGURE 10.11
JK fl ip-fl op.

Q

QJ

K

J K QN+1

0 0 QN

0 1 1
1 0 0
1 1 QN

FIGURE 10.12
JK fl ip-fl op symbol and truth table.

TAF-6987X_AYERS-09-0307-C010.ind411   411TAF-6987X_AYERS-09-0307-C010.ind411   411 8/22/09   3:30:48 PM8/22/09   3:30:48 PM



412 Digital Integrated Circuits

In the JK fl ip-fl op, the J input is active only when ( , ) ( , )CLK Q = 1 1 , but the 
K input is active only when ( , ) ( , )CLK Q = 1 1 . Therefore, the two inputs will 

not be active simultaneously under static conditions. Thus, if ( , ) ( , )J K = 1 1 , the 
output will “toggle” with each clock pulse. If the present output state of the 

fl ip-fl op is QN , then the next state will be Q QN N+ =1  . However, the duration 
of the clock signal must be restricted to avoid the possibility of ambiguous 
operation. This can be seen in the timing diagram of Figure 10.13. The premise 
for this fi gure is that logic 1 is applied to both J and K, and a clock pulse of 

long duration is applied at t = 0. After two propagation delays, Q  goes high, 
and this begins the regeneration process. Therefore, the clock duration must 
be at least two propagation delays. However, if the clock pulse persists for four 
propagation delays, both outputs will retoggle. This is undesirable because the 
fi nal output state will depend on the clock duration. For these reasons, reliable 
operation of the JK fl ip-fl op requires a clock pulse with a duration greater than 
two propagation delays but less than two propagation delays:

 2
2

4t
T

tP P< < . (10.1)

Fortunately, the restriction on the duration of the clock pulse can be removed 
by either the use of a master-slave design or edge triggering.

CLK

Q

t/tP

Retoggling
begins

Regeneration
begins

0 1 2 3 4 5

S

R

Q

FIGURE 10.13
Timing diagram for a JK fl ip-fl op.
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The master-slave design involves the use of two cascaded JK fl ip-fl ops as 
shown in Figure 10.14. Here, the left-hand (“master”) fl ip-fl op is only active 
while the clock signal is high. The right-hand (“slave”) fl ip-fl op uses an 
inverted version of this same clock and is therefore only active when the 
external clock is low. The operation therefore proceeds as follows. When 
the clock goes high, the master switches based on the values of J, K, and 
the output of the slave. When the clock goes high, the slave switches based 
only on the output of the master. As a result of this and because the feed-
back connections are made from the output of the slave to the input of the 
master, output oscillations are not possible even with long-duration clock 
pulses. Figure 10.15 shows the circuit diagram for a CMOS master-slave JK 
fl ip-fl op. It contains 38 MOS transistors: eight each for two SR latches, six 
each for two NAND3 gates, four each for two NAND2 gates, and two for 
the inverter.

The edge-triggered fl ip-fl op exploits the differences in propagation 
delays for different paths within the circuits. One such design is shown in 
Figure 10.16. During the high-to-low transition of the clock, the signal CLK′ 
will go high after the propagation delay for gate 3. However, S′ and R′ will 
remain active for two propagation delays (the sum of the propagation delays 
for gates 1 and 2). Therefore, the three signals S′, R′, and CLK′ are simultane-
ously active for a time interval equal to

 t t t tactive P P P= + −1 2 3 . (10.2)

Moreover, because the fl ip-fl op becomes active only for a short time after 
the high-to-low transition of the clock, this device is said to be “trailing 
edge- triggered.” It is also quite possible to construct leading edge-triggered 
fl ip-fl ops, which become active for a short duration after the low-to-high 
transition of the clock.

J

K

CLK
Q

QQ

QS

RQ

QS

R
SlaveMaster

FIGURE 10.14
Master-slave JK fl ip-fl op.
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Although the master-slave and edge-triggering concepts were explained 
separately for clarity, it is possible to incorporate both features in a single 
fl ip-fl op. This is nearly always done in practice.

10.5 Other Flip-Flops

Several special purpose fl ip-fl ops complement the JK type devices. Some of 
these can be realized by specially connecting the JK fl ip-fl ops. Two examples 
are the T (“toggle”) fl ip-fl op and the D (“data”) fl ip-fl op.

The T fl ip-fl op may be realized by connecting together the J and K inputs 
of a JK fl ip-fl op as shown in Figure 10.17. The application of logic one to the T 
input causes the output to toggle (change state) during each clock period. On 
the other hand, the application of logic zero to the T input causes the fl ip-fl op 
to retain its current state indefi nitely (as long as the power is maintained).

The D fl ip-fl op may be realized by the confi guration of a JK fl ip-fl op as 
shown in Figure 10.18. Here the D signal is applied directly to the J input, but 
the inverted version of D is applied to the K input. The application of logic 1 
to the D input is characterized by J = 1 and K = 0. This causes the next state of 
the output to be 1. However, the application of logic 0 to the D input is char-
acterized by J = 0 and K = 1. This causes the next state of the output to be 0. 
Therefore, the output of the D fl ip-fl op always follows the bit of data applied 
at the input, and the device therefore acts like a single bit memory cell. 

Q

Q

J

K

CLK

S'

R'

CLK'

1

1

2

3

2

FIGURE 10.16
Edge-triggered JK fl ip-fl op.
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416 Digital Integrated Circuits

As with JK fl ip-fl ops, T and D fl ip-fl ops may use the master-slave and 
edge-triggered concepts.

10.6 Schmitt Triggers

Schmitt triggers are specially constructed bistable circuits that exhibit hys-
teresis; therefore, VIL and VIH depend on the output state of the device. This 
property is useful in signal shaping applications. In addition, Schmitt trig-
gers display exceptional noise rejection capability because the sum of the 
noise margins may actually exceed the supply voltage.

In a Schmitt trigger, positive feedback and greater-than-unity loop gain 
are required, as with any bistable circuits. The achievement of hysteresis also 
requires that there be a switching element that introduces a state-dependent 
voltage between the input and ground.

The hysteresis characteristic of a general Schmitt trigger inverter is shown 
in Figure 10.19. With the input at 0 V, the output voltage is VOH. If the input 
voltage is increased, the output state will switch at the upper trip voltage VU. In 
the output low state, the output voltage is VOL. Once the gate has switched to 
the output low state, an offset is introduced in the voltage transfer character-
istic. If the input voltage is then swept from high-to-low, the output state will 
switch at the lower trip voltage VL. The difference between the trip voltages is 
called the hysteresis voltage VH, or sometimes just the hysteresis:

 V V VH U L= − . (10.3)

J

Q

Q

K

T J

Q

Q

K

T T

0 QN

1 QN

QN+1

FIGURE 10.17
T fl ip-fl op.

D

0 0
1 1

QN+1J

Q

Q

K

D D

Q

Q

FIGURE 10.18
D fl ip-fl op.
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Schmitt triggers are distinguished from other logic gates by a hysteresis 
diagram imprinted within their symbols. An example is shown for the 
Schmitt trigger inverter in Figure 10.19.

In a static logic gate exhibiting no hysteresis, the noise margins are given 
by

 V V VNMH OH IH= −  (10.4)

and

 V V VNML IL OL= − . (10.5)

It is always true that V VIL IH≤ , V VOH DD≤  , and VIL ≥ 0 . Therefore, for a non-
hysteresis gate, the sum of the noise margins can be no greater than the supply 
voltage:

 V V VNML NMH DD+ ≤ . (10.6)

For a Schmitt trigger, this restriction on the sum of the noise margins is 
lifted. The modifi ed noise margins for a Schmitt trigger are

 V V VNMH OH L= −  (10.7)

VIN

VOUT

VOH

VOL

VL VU

FIGURE 10.19
Schmitt trigger voltage transfer characteristic.

TAF-6987X_AYERS-09-0307-C010.ind417   417TAF-6987X_AYERS-09-0307-C010.ind417   417 8/22/09   3:30:50 PM8/22/09   3:30:50 PM



418 Digital Integrated Circuits

and

 V V VNML U OL= − . (10.8)

Therefore, the sum of the noise margins for the Schmitt trigger is 

 V V V V V VNML NMH OH OL U L+ = −( ) + −( ) . (10.9)

For a Schmitt trigger exhibiting rail-to-rail logic swing,

 V V V VNML NMH DD H+ = +  (Schmitt trigger), (10.10)

and because the hysteresis voltage can be as high as VDD,

 V V VNML NMH DD+ ≤ 2  (Schmitt trigger). (10.11)

The noise rejection afforded by hysteresis is especially important if a signal 
is to be applied to a count-up or count-down circuit. This can be understood 
by considering what happens when a noisy, slowly varying signal is applied 
to both a conventional inverter and a Schmitt trigger inverter as shown in 
Figure 10.20. The Schmitt trigger correctly interprets the waveform as a single 

t

VIN

VU

VL

VOUT
VOH

VOL

t

t

VIN

VIH
VIL

VOUT
VOH

VOL

t

Schmitt
trigger

FIGURE 10.20
A noisy, slowly varying signal is applied to a Schmitt trigger (top) and a conventional inverter 

(bottom).
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Bistable Circuits 419

high-to-low transition, whereas the non-hysteresis inverter misinterprets the 
input waveform. Clearly, this difference is important if the result is to be 
used by a counter.

In addition to their ability to reject noise, Schmitt triggers are valued for 
their ability to sharpen slowly varying waveforms in the absence of noise. 
This is especially true in the case of CMOS, for which slowly varying wave-
forms give rise to increased short-circuit conduction and the associated 

dissipation.

10.6.1 CMOS Schmitt Trigger

Many different hysteresis circuits have been developed, but the most common 
CMOS realization is the six-transistor circuit shown in Figure 10.21.

To determine the voltage transfer characteristic for the CMOS Schmitt 
trigger, we will assume that all n-MOS transistors have a (positive) threshold 
voltage of VTN and all p-MOS transistors have a (negative) threshold voltage 
of VTP. The device transconductance value for MNI is KNI; for MNF, it is KNF, 

VDD

MPO

MNO

MPI

MNI

MPF

MNF
VDD

OUTIN

FIGURE 10.21
CMOS Schmitt trigger.
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420 Digital Integrated Circuits

and so on. With VIN = 0 , MNO, MNI and the feedback transistors MPF and MNF 

are cutoff, whereas MPO and MPI are linear. Therefore,

 V VOH DD= . (10.12)

If VIN is increased above VTN, MNI and MNF will both be saturated. Together, 
these devices act like an NMOS inverter with a saturated enhancement type 
pull-up transistor. As long as the transistor MNO does not conduct, we can 
equate the drain currents of MNI and MNF:

 
K

V V
K

V VNI
IN TN

NF
GSNF TN

2 2

2 2−( ) = −( ) . (10.13)

Solving, the gate to source voltage for the n-channel feedback transistor is

 V
K
K

V V VGSNF
NI

NF
IN TN TN= −( ) + . (10.14)

The drain-to-source voltage for MNI is therefore 

 V V V V
K
K

V V VDSNI DD GSNF DD
NI

NF
IN TN TN= − = − −( ) − . (10.15)

The upper trip voltage is the value of the input voltage that causes MNO to 

turn on. In other words, at the trip voltage,

 V V V VGSNO IN DSNI TN= − = . (10.16)

Solving, we fi nd the upper trip voltage to be

 V
V V

K
K

K
K

U

DD TN
NI

NF

NI

NF

=
+

+1

. (10.17)

For the determination of the lower trip voltage, suppose that the input volt-

age is decreased starting from VDD. With V VIN DD= , MPO, MPI and the feed-
back transistors MPF and MNF are cutoff, whereas MNO and MNI are linear. 

Therefore,
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 VOL = 0 . (10.18)

If VIN is decreased below VDD − VT, MPI and MPF will both operate in sat-
uration. Together, these devices act like a PMOS inverter* with a saturated 
enhancement type pull-up transistor. As long as the transistor MPO does not 

conduct, we can equate the drain currents of MPI and MPF:

 
K

V V V
K

V VPI
DD IN TP

PF
GSPF TP

2 2

2 2− +( ) = −( ) . (10.19)

Solving, the gate-to-source voltage for the p-channel feedback transistor is 

given by

 − = − +( ) −V
K
K

V V V VGSPF
PI

PF
DD IN TP TP . (10.20)

Therefore, the voltage at the source of MPO with respect to ground is also

 V
K
K

V V V VSPO
PI

PF
DD IN TP TP= − +( ) − . (10.21)

The lower trip voltage is the value of the input voltage that causes MPO to 

turn on. In other words, at the lower trip voltage,

 V V V VGSPO IN SPO TP= − = . (10.22)

Solving, we fi nd the lower trip voltage to be

 V
V V

K
K

K
K

L

DD TP
PI

PF

PI

PF

=
+( )

+1

. (10.23)

* PMOS is a logic family that preceded NMOS. The circuits are built using only p-MOS transis-
tors. The inverter uses one p-MOS pull-down transistor and one p-MOS pull-up transistor, 
and the operation is qualitatively similar to that of NMOS. PMOS was commercially impor-
tant in the early days of MOS technology, because at that time ionic contaminants made 
it impossible to fabricate normally off n-MOS transistors, and even PMOS microprocessors 
appeared on the market. However, as soon as the technology permitted, PMOS was dis-
placed by superior NMOS circuitry. 
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Example 10.2 CMOS Schmitt Trigger

Determine the voltage transfer characteristic for the CMOS Schmitt trigger of 
Figure 10.22.

Solution: With the gate dimensions given, the device transconductance param-
eters are related as follows:

 K K K KPI PO NO NI= = = ,

 K KPF PI= 3 ,

and

 K KNF NI= 3 .

(The absolute values need not be known for the determination of the voltage 
transfer characteristic)

VDD = 2.5V

MPI
3/0.6

VDD = 2.5V

VTN = |VTP| = 0.5V
tox = 9 nm

MNF
3.6/0.6

MPF
9/0.6

OUTIN

MPO
3/0.6

MNO
1.2/0.6

MNI
1.2/0.6

All gate dimensions are in μm.

FIGURE 10.22
Example CMOS Schmitt trigger.
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The output voltage levels are

 VOL = 0  

and

 V VOH = 2 5. .

The trip voltages are

 V
V V

K
K

K
K

V V
U

DD TN
NI

NF

NI

NF

=
+

+
= +

+
=

1

2 5 0 5 1 3
1 1 3

. . /
/

11 77. V  

and

 V
V V

K
K

K
K

V V
L

DD TP
PI

PF

PI

PF

=
+( )

+
=

−( )
+

1

2 5 0 5 1 3

1

. . /

11 3
0 73

/
.= V .

Therefore, the circuit exhibits hysteresis of 1.04 V. The noise margins are 
V V VNML = − =1 77 0 1 77. . , and V V V VwNMH = − =2 5 0 73 1 77. . . , so VNML + VNMH 
= 3.54V; this is about 42% greater than VDD. The voltage transfer characteristic is 
shown in Figure 10.23.

Example 10.3.  Sizing of the Feedback Transistors 
in a CMOS Schmitt Trigger

For the CMOS Schmitt trigger of Figure 10.24, determine the upper trip voltage 
as a function of the WPF/WPI ratio and the lower trip voltage as a function of 
WNF/WNI .

Solution: The trip voltages are

 V
V V

K
K

K
K

V
W
W

V

W
W

U

DD TN
NI

NF

NI

NF

DD
NF

NI
TN

NF

N

=
+

+
=

+

1
II

NF

NI

NF

NI

V
W
W

V

W
W

+
=

+

+1

2 5 0 5

1

. .
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VIN (V)
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)

VDD = 2.5V

MPI
3/0.6

VDD

VTN = |VTP| = 0.5V
tox = 10 nm

MNF
3.6/0.6

MPF
9/0.6

OUTIN

MPO
3/0.6

MNO
1.2/0.6

MNI
1.2/0.6

All gate dimensions are in μm.

FIGURE 10.23
Example CMOS Schmitt trigger and voltage transfer characteristic.
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and

 V
V V

K
K

K
K

V V
W
W

L

DD TP
PI

PF

PI

PF

DD TP

PF

PI

=
+( )

+
= +

+
=

1 1

22 0

1

. V
W
W

PF

PI
+

.

The results plotted in Figure 10.25 show that the feedback transistors must be made 
wider than the other devices in the circuit to obtain a useful Schmitt trigger.

10.7 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cad ence Design Systems). The level 1 MOS tran-
sistor model parameters given in Tables 10.1 and 10.2 were used unless oth-
erwise noted. The process transconductance parameters were calculated 
assuming an oxide thickness of 9 nm. For n-MOSFETS,

VDD = 2.5V

MPI
WPI/L

VDD = 2.5V

VTN = |VTP| = 0.5V
tox = 9 nm

MNF
3.6/0.6

MPF
WPF/L

OUTIN

MPO
WPO/L

MNO
WNO/L

MNI
WNI/L

FIGURE 10.24
Example CMOS Schmitt trigger.
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 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (10.24)

and for p-MOSFETS,

0
0 1 2 3 4 5

0.5

1

1.5

2

2.5

WNF/WNI, WPF/WPI

Tr
ip

 v
ol

ta
ge

s (
V

) VU

VL

VDD = 2.5V

MPI
WPI/L

VDD = 2.5V

VTN = |VTP| = 0.5V
tox = 9 nm

MNF
3.6/0.6

MPF
WPF/L

OUTIN

MPO
WPO/L

MNO
WNO/L

MNI
WNI/L

FIGURE 10.25
Calculated trip voltages for a CMOS Schmitt trigger as functions of WNF/WNI¬ and WPF/WPI.
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 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / . (10.25)

The overlap capacitances per unit gate width were determined with the 

assumption that L mOV = 0 1. μ :

 
CGSO

F cm cm
=

( ) ×( ) ×( )
×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

 (10.26)

TABLE 10.1

n-MOS Level 1 SPICE Parameters 

Parameter Value Units 

KP 222u A/V2

VTO  0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX  9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m

TABLE 10.2

p-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 88u A/V2

VTO  −0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX  9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m
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and

 
CGDO

F cm cm

cm
=

( ) ×( ) ×( )
×

=

− −

−

3 9 8 85 10 0 1 10

9 10

14 4

7

. . / .

33 8 0 38. / . / .pF cm nF m=

 (10.27)

The body effect coeffi cient was calculated from

 

GAMMA
q N

C

C

Si a

ox
=

=
×( )( ) ×− −

2

2 1 602 10 11 9 8 85 1019 1

ε

. . . 44 16 3

14 7

10

3 9 8 85 10 9 10

F cm cm

F cm c

/

. . / /

( )( )
( ) ×( ) ×

−

− − mm

V≈ 0 15 1 2. ./

 (10.28)

SPICE Example 10.1 CMOS Schmitt Trigger

Two DC sweeps, one positive going and one negative going, were used to deter-
mine the voltage transfer characteristics for the CMOS Schmitt trigger shown in 
Figure 10.26. In this circuit, the feedback transistors are three times as wide as the 
other transistors in the circuit. The composite characteristic of Figure 10.27 shows 
trip voltages of 0.7 and 1.8 V.

SPICE Example 10.2 CMOS Schmitt Triggers: Effect of VDD

DC sweeps were used to determine the characteristics for CMOS Schmitt triggers 
of the design shown in Figure 10.28 using different supply voltages (1.5, 2.0, and 
2.5 V). Figure 10.29 shows the trip voltages obtained from this analysis; both trip 
voltages depend on the supply voltage, but the upper trip voltage has a stronger 
dependence.

SPICE Example 10.3 CMOS Schmitt Triggers: 
Effect of Feedback Transistor Widths

DC sweeps were used to determine the characteristics for CMOS Schmitt triggers 
of the design shown in Figure 10.30 using three different values of the width ratio 
K (where K W W W WPF PI NF NI= =/ / ). Increasing the width ratio increases the hys-
teresis V VU L−  as shown in Figure 10.31.
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VIN (V)
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T 
(V

)

FIGURE 10.27
Composite voltage transfer characteristic for the CMOS Schmitt trigger of Figure 10.26, con-

structed by combining the results of two DC sweeps.

VIN
VDD
2.5V

MNI
MBreakn

Width = 1.2u
Length = 0.6u

MPI
MBreakp

Width = 3.0u
Length = 0.6u

V

MPF
MBreakn

Width = 9.0u
Length = 0.6u

MNO
MBreakn

Width = 1.2u
Length = 0.6u

MPO
MBreakp

Width = 3.0u
Length = 0.6u

MNF
MBreakn

Width = 3.6u
Length = 0.6u

FIGURE 10.26
CMOS Schmitt trigger for the determination of the voltage transfer characteristics.
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FIGURE 10.29
Trip voltages as functions of the supply voltage for CMOS Schmitt triggers with the design 

shown in Figure 10.28.
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FIGURE 10.28
CMOS Schmitt trigger for the determination of the trip voltages for different values of the 

supply voltage.
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FIGURE 10.30
CMOS Schmitt trigger for the determination of the trip voltages with different values of the 

transistor width ratio K (where). 
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FIGURE 10.31
Trip voltages as functions of the transistor width ratio K (where ) for CMOS Schmitt triggers of 

the design shown in Figure 10.30.
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10.8 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

10.9 Summary

Bistable circuits exhibit two stable output states and are therefore capable of 
retaining single bits of data. Applications of bistable circuits include coun-
ters, shift registers, and wave shaping. The three broad classes of bistable 
circuits are latches, fl ip-fl ops, and Schmitt triggers. Latches are unclocked 
bistable circuits, whereas fl ip-fl ops are clocked. Schmitt triggers are spe-
cially constructed bistable circuits that exhibit hysteresis, and they are useful 
in signal-shaping applications.

10.10 Exercises

E10.1.  Determine the trip voltage for the CMOS Schmitt trigger of 
Figure 10.32.

E10.2.  Determine and plot the voltage transfer characteristics for the 
circuit of Figure 10.33, with VDD = 1.5, 2, and 2.5 V.

E10.3.  Choose widths for the MOS transistors in the circuit of Figure 
10.34 so that the trip voltages are V VU = 1 85.  and V VL = 0 9. . 
L m= 0 6. μ

   For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers. 
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FIGURE 10.32
CMOS Schmitt trigger for the determination of the trip voltages (see Exercise E10.1).
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FIGURE 10.33
Schmitt trigger with varied supply voltage (see Exercise E10.2).
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FIGURE 10.34
Schmitt trigger for the design of the transistor widths (see Exercise E10.3).
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11
Digital Memories 

11.1 Introduction

Digital memories store bits of information for later use by processors, displays, 
and input/output devices and are therefore crucial elements in most digital 
systems. Broadly speaking, digital memories can be classifi ed as volatile or 
nonvolatile. Nonvolatile memories retain their data when the system power is 
turned off and are necessary for storing documents, images, and video fi les. 
Nonvolatile memory is also used to store the startup system for a processor. 
Computers and servers make extensive use of volatile memory that is loaded 
with programs and fi les while software is running. When not in use, these 
programs and fi les reside on mass media, such as fi xed or removable disks, 
which have greater capacity than the volatile memory but are considerably 
slower.

In a large digital system, the data storage is organized according to 
capacity and speed. A limited amount of high-performance memory is 
located on the processor chip itself, whereas highest capacity media such 
as magnetic and optical drives (which are also the slowest) are farthest 
from the processor. Intermediate types of storage include volatile and non-
volatile memory circuits that are considered in this chapter.

All digital memory circuits use the organization shown in Figure 11.1, with 
memory cells arranged in a rectangular array with 2N rows and 2M columns. 
Such a scheme requires N + M address bits and provides 2N + M cells. Each cell 
may contain one or more bits. If each cell contains L bits, then the memory 
chip will have L data lines. The data in any individual cell may be accessed 
by selecting the jth row and the kth column. The row is selected by applying 
an N-bit row address, which is decoded by the row decoder. The column is 
selected by applying an M-bit address, which is interpreted by the column 
decoder; in addition, the column decoding circuitry is responsible for trans-
ferring data in and out of the memory. For this reason, column lines are 
also known as bit lines. Row lines, on the other hand, select entire rows (or 
words) of data so these are called word lines. The core of the memory may be 
split into a number of blocks, to keep the lengths of the word and bit lines 
manageable. This is important because the access time for a memory is often 
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limited by the delays associated with the long interconnects serving as bit 
and word lines.

Digital memories are the integrated circuits with the highest level of inte-
gration. This is a consequence of two important factors. First, the core of a 
fl ash memory or DRAM contains many simple and identical cells, usually 
with one transistor per bit. It is therefore common to design in some degree 
of redundancy, which minimizes the impact of defects on the circuit yield. 
Other types of circuits such as microprocessors do not enjoy this advantage. 
Second, customer demands for computer memory have made the memory 
business (along with the microprocessor and application-specifi c integrated 
circuit industries) a technology driver for the entire silicon integrated circuit 
industry. Additional increases in memory density will come about by a com-
bination of device scaling, increased die size, and the ability to store multiple 
bits with a single transistor.

Memory chips are classifi ed as ROM or random access memory (RAM). 
The latter type should really be called “read write memory,” because it is the 
capability to write data that distinguishes it from ROM. On the other hand, 
the name “RAM” is somewhat misleading because both ROM and RAM pro-
vide random access: the cells can be accessed in any random order. 

RAMs can be further classifi ed as static RAM (SRAM) and DRAM. SRAMs 
store information in latches. Therefore, these chips retain their data as 
long as the system power is on, without the need for clocking or refresh-
ing. DRAMs store information using charges on capacitors. Because these 
capacitors exhibit some level of charge leakage, the voltages must be sensed 
and refreshed every few milliseconds to prevent the loss of data. RAMs are 
inherently volatile in nature.

Cell array
(memory core)

1
2

2N

.

.

.

1 2 2M

Ro
w

 d
ec

od
er

Column decoder

1
2

N

1 2 M

. . .

. . .

.

.

.

Column address

Ro
w

 ad
dr

es
s

Data in

Data out

FIGURE 11.1
General design of a digital memory.
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ROMs can be further classifi ed according to their capabilities for 
programming and erasing. Those circuits called simply “ROM” are factory 
programmed and may not be erased or reprogrammed after fabrication. 
Programmable read-only memory (PROM) may be programmed by the 
customer one time only; no provision is made for erasure or reprogramming. 
Erasable programmable read-only memory (EPROM) may be programmed, 
erased, and reprogrammed many times. However, erasure requires removal 
of the chip from the system for fl ood exposure by ultraviolet radiation. 
Electrically erasable programmable read-only memory (EEPROM, or 
E2PROM) is considerably more convenient because the erase and program 
operations may be done with the chip in place. “Flash memory” is a special 
type of EEPROM that allows fast erasing of large blocks of data. All ROMs 
are nonvolatile.

Today there is an almost limitless selection of memory circuits in the mar-
ketplace. No attempt will be made to catalog them here. Instead, we will 
focus on the general principles underlying memory circuits.

11.2 Static Random Access Memory 

SRAMs use bistable latch circuits to store bits of data. A basic SRAM cell to 
store one bit comprises two cross-coupled inverters in a latch arrangement 
and two access devices as shown in Figure 11.2. Here R  is the row (word) 
line and C , C  are complementary column (bit) lines. Writing a bit involves 
bringing the word line high, thus turning on the two access devices, and 
then driving the bit lines to force the cross-coupled latch to one of its two 

C C

Access
device

Access
device 

Latch

Bit lines

Word line R

FIGURE 11.2
Basic SRAM cell comprising two cross-coupled inverters and two access devices.
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stable states. To write a “1,” C  is forced to VDD, whereas C  is forced to 0. To 

write a “0,” C → 0 but C VDD→ . Once the writing operation has completed, 
the latch will remain in the forced state after the word line has gone low 
and the access devices have been turned off. Reading a bit involves bringing 
the word line high, to turn on the access devices, and then sensing either or 
both voltages on the bit lines. The adoption of two complementary bit lines 
enables use of a differential amplifi er for this purpose.

11.2.1 CMOS SRAM Cell

In CMOS circuitry, SRAM cells are usually realized with cross-coupled CMOS 
inverters and n-MOS pass transistors as shown in Figure 11.3. This results in a 
cell with six transistors, which is referred to as a 6T SRAM cell [1–3]. To write 
a “1,” the word line is brought high, C is forced to VDD, and C is forced to 0. 
This puts the latch in state 1, with MPO1 and MNO2 linear but MNO1 and MPO2 
cutoff. When the word line is brought high in a subsequent read operation, 
the voltages sensed on the bit lines will be C VDD≈  and C ≈ 0 . In fact, any 
small positive excursion of the voltage difference V VC C−  can be interpreted 
as a “1” so that a high-gain amplifi er can read the bit in a fraction of the bit line 
rise time. To write a “0,” the word line is brought high, C  is forced to 0, and 

R

C C

VDD

MPO2MPO1

MNO1

MNT2MNT1

MNO2

FIGURE 11.3
CMOS 6T SRAM cell.

TAF-6987X_AYERS-09-0307-C011.ind438   438TAF-6987X_AYERS-09-0307-C011.ind438   438 8/22/09   3:31:28 PM8/22/09   3:31:28 PM



Digital Memories 439

C is forced to VDD. This puts the latch in state 0, for which MPO1 and MNO2 are 
cutoff but MNO1 and MPO2 are linear. In a subsequent read operation, V VC C−  

will make a negative excursion when the word line is brought high.

The CMOS 6T SRAM cell uses cross-coupled inverters instead of a NAND- 
or NOR-type latch for the sake of a more compact layout. A NAND or NOR 
latch by itself would require eight transistors, resulting in a 10T cell that 
would require more area. A drawback of the simpler four-transistor latch 
is the need for increased bit line current drive whenever a write operation 
changes the latch’s state. For example, suppose the latch is in state 0 (MPO1 
and MNO2 are cutoff but MNO1 and MPO2 are linear). To write a “1,” it is nec-
essary to drive suffi cient drain current in MNO1 so that its drain-to-source 

voltage reaches the threshold voltage for MNO2. At the same time, the C  line 
must sink enough current so that the drain-to-source voltage drop across 
MPO2 will be suffi cient to that the gate voltage on MNO1 will drop below its 
threshold voltage.

The access devices in the CMOS 6T SRAM cell could be p-MOS pass tran-
sistors, with an active low word line, or CMOS transmission gates, driven 
by complementary word lines. However, these alternatives do not offer speci-
fi c advantages in Si technology so more compact n-MOS pass transistors 
are used.

11.2.2 NMOS SRAM Cell

A 6T SRAM cell can also be realized using all n-MOS transistors as shown in 
Figure 11.4. The read/write operations for this memory cell are similar to those 
for the CMOS cell. A signifi cant disadvantage of this cell is the static power 
dissipation because, regardless of the logic state, the cell draws a static supply 
current equal to K VL TL

2 2/ . The static dissipation in the CMOS cell is mostly 
attributable to subthreshold currents, which are orders of magnitude less.

11.2.3 SRAM Sense Amplifiers

The sense amplifi ers used in CMOS SRAMs differ in design but typically 
CMOS differential amplifi ers are used [4]. An important advantage of dif-
ferential operation is the rejection of common-mode noise and interference, 
such as that caused by signal crosstalk or Ldi/dt induced voltages on the 
power connections. The ability of a differential amplifi er to read a small volt-
age difference in the presence of noise means that the voltage can be read 
after a small fraction of the bit line rise time. Therefore, a high-gain sense 
amplifi er allows shorter read times. 

An example of a CMOS sense amplifi er is shown in Figure 11.5. When 

the clock signal is low, MNCLK is cutoff and so OUT  and OUT  precharge to 

V VDD TP− . A read operation is initiated when the clock goes high, turning 

on MNCLK. Then if the voltage on the column line C is greater than that on C , 
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MND1 will turn on, MND2 will turn off, and OUT  will go high. If instead the 

voltage on C is less than that on C , MND1 will turn off, MND2 will turn on, 

and OUT  will go low.
Because the read time is determined in great part by the voltage gain of 

the differential amplifi er, it may be desirable to cascade two or more stages 
amplifi cation. The availability of complementary outputs OUT  and OUT  
facilitates this approach.

11.3 Dynamic Random Access Memory 

DRAMs [5–7] achieve higher density than SRAMs because they are con-
structed with three or fewer transistors per bit. The so-called “1T1C” DRAM 
cell comprises one n-channel MOSFET and a storage capacitor as shown in 
Figure 11.6. The bit stored in this cell is represented by the voltage on the 
storage capacitor CS. (The right-hand capacitor in the fi gure is the column 
capacitance and is not associated with any one cell.) If the voltage on the 
storage capacitor is VDD, a “1” is stored. On the other hand, logic “0” is rep-
resented by 0 V. At the present time, dedicated DRAM chips use 1T1C cells 

R

C C

VDD

MNO1

MNT2MNT1

MNO2

MNL2MNL1

FIGURE 11.4
NMOS 6T SRAM cell.
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exclusively because of their high density. However, DRAMs that are embed-
ded in systems on a chip often use two-transistor cells. These cells are less 
dense but provide improved signal-to-noise ratios and therefore greater reli-
ability in the presence of crosstalk.

The operation of the 1T1C cell of Figure 11.6 is illustrated with the wave-
forms of Figure 11.7. During a write operation, the word line is bought high 
to turn on the access transistor and the column line is forced to either VDD (for 
logic “1”) or 0 (for logic “0”) to set the voltage on the storage capacitor. During 

C C

VDD

MP2MP1

MND2MND1

MNCLKCLK

OUTOUT

FIGURE 11.5
CMOS SRAM sense amplifi er.

R
Word line

C
Bit line

CS

CC
MN1

FIGURE 11.6
1T1C DRAM cell.
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a read operation, the access transistor is turned on and the column voltage 
is sensed. If the column voltage rises above VDD/2, then a “1” is inferred. If 
the column voltage drops below VDD/2, then a “0” is read. Typically, the col-
umn capacitance is much larger than the cell storage capacitance so that only 
small voltage excursions are obtained on the column line. High-gain sense 
amplifi ers contained in the column circuitry are used to read these weak 
signals. Once the sense amplifi er makes a decision regarding the value being 
read, it forces the column line to VDD or 0 to refresh the signal on the storage 
capacitor. After this signal is refreshed, the access transistor may be turned 
off and the read operation is complete. 

The data stored in 1T1C DRAM cells must be refreshed periodically. This is 
attributable to the small leakage currents in the storage capacitors and access 
transistors. Typically, the leakage is of such a magnitude that the data must 
be refreshed every few milliseconds. Therefore, the column circuitry must 
perform read and refresh operations at a minimum frequency (~100 Hz) even 
when the stored data are not being fetched by the processor. 

There are numerous designs for 1T1C DRAM read/refresh circuits. 
Generally, they all use differential amplifi ers for the rejection of common 
mode signals as well as power supply glitches. However, because the 1T1C 
DRAM cell has a single-ended output, a special technique involving dummy 
cells is used [8–11].

Figure 11.8 illustrates this concept for the case of an NMOS differen-
tial amplifi er, although any other differential amplifi er could be used in 
much the same way. The column is split into two half-columns C and C, 
and a reference cell (dummy cell) is associated with each half-column. Each 
half-column has an associated half-column capacitance (CC and CC).

The read/refresh procedure is as follows. First, PRE goes high, precharging 
the half-column capacitances to VDD and discharging the dummy cell capaci-
tances to zero. Next, the row is selected (for the cell to be read/refreshed). The 
decoding circuitry is designed such that the dummy cell on the opposite side 

of the circuit is selected by bringing DS  or DS high. (For example, if the row 

FIGURE 11.7
DRAM write and read waveforms.
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selected is in half-column C , then DS is brought high.) Finally, the column 
is selected by bringing CS  high. Then, a small voltage difference between 
the two half-columns will be amplifi ed by the high loop gain of the latch. If 
a cell in half-column C  is read and that cell stored “1,” then the voltage on 
half-column C  will be greater than the dummy cell voltage on half-column 

C . The latch will force C  to VDD and C  to ground (GND). If a cell in half-
column C  is read and that cell stored “0,” then the voltage on half-column 

C  will be less than the dummy cell voltage on half-column C . The latch will 

force C  to GND and C  to VDD.
There are many different designs for 1T1C DRAM cells. Their differences 

relate to the physical design of the storage capacitors and access transistors. 
Numerous fascinating schemes have been devised to shrink the footprint 
of the capacitor and therefore increase the density of the resulting DRAM. 
Many of these involve folding the capacitor in vertical structures such as 
trenches. Some involve the use of multiple arms or cylinders. Remarkably, 
it has proven possible to fabricate such structures with excellent levels of 
circuit yield.

Relentless device scaling will continue to increase the densities of DRAM 
chips for some time to come. Additional increases will also come about 
with steady increases in die sizes, made possible by the reduction in pro-
cess defects. There is also considerable interest in eliminating the capacitor, 
resulting in a true 1T cell [12, 13]. Such a cell requires the storage of charge in 
the MOSFET structure itself and imposes considerable challenges. However, 
the 1T cell offers the potential for additional increases in the capacity of 
DRAM chips.

FIGURE 11. 8
DRAM read/refresh circuit.
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11.4 Read-Only Memory 

ROM [14] is programmed at the factory and cannot be written to or 
reprogrammed once installed. Hence, circuits of this type are entirely 
customized to the needs for a single product made by a single manufacturer. 
ROMs are usually fabricated with a single n-MOS transistor per bit, 
resulting in high density and low-power operation. Typically, the pattern 
of ones and zeros is programmed in a single masking step, to reduce cost 
and lead time. The basic confi gurations for ROMs can be classifi ed as NOR 
or NAND designs.

11.4.1 NOR Read-Only Memory

Figure 11.9 illustrates a 4 4×  NMOS NOR ROM. Each bit line (column) has a 
depletion-type n-MOS pull-up transistor. Enhancement type n-MOS pull-down 
transistors are connected at cross points to store logic “0.” If row R0 is selected 
(brought high), the voltages at columns C0 and C1 will stay at VDD because of 
the absence of pull-down transistors at the R0C0 and R0C1 cross points. Only 
columns C2 and C3 will go low (provided that only one row is selected at a 
time). The name of this type of circuit comes from the fact that each column 
acts as a NOR gate. In the example 4 4×  memory shown in Figure 11.9,

 

C R R

C R R

C R R

C R R R

0 2 3

1 1 3

2 0 2

3 0 1 3

= +

= +

= +

= + + .

 (11.1)

In a practical ROM, transistors are designed and fabricated at each cross 
point. The unwanted transistors are disabled in a single mask step that min-
imizes the extent of customization and therefore cost. For example, drain 
contacts from the metal wires forming the bit (column) lines may be omitted 
at the n-MOS transistors that are to be disabled. Because this step comes late 
in the fabrication process, wafers may be partially fabricated in anticipation 
of customer orders, with a reduction in the lead time. Figure 11.10 shows the 
layout for the NMOS NOR ROM of Figure 11.9. The polysilicon word lines 
form the gates of the cell transistors. The metal bit lines are connected to the 
drains of transistors only where zeros are to be stored. The ion-implanted 
ground regions may be shared by two adjacent rows. The pull-up transistors 
at the top have their gates connected to their sources.

A CMOS NOR ROM can be made using p-MOS pull-up devices as shown 
in Figure 11.11.
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11.4.2 NAND Read-Only Memory

The NAND ROM also requires one MOS device per bit, but the transistors 
within a column are arranged in series rather than parallel so that each col-
umn behaves as a NAND gate. Figure 11.12 illustrates a 4 4×  NMOS NAND 
ROM. In contrast to the NOR design, the placement of a transistor represents 
logic “1,” the word (row) lines are active low, and the column output voltages 
must be taken from the sources of the pull-up transistors.

The basic operation of the NMOS NAND ROM is as follows. The row volt-

ages are normally 0. To select row one, R1 is brought low (0 V). This will 
turn off the transistors at the R1C1 and R1C2 cross points, so the voltages on 

VDD

R0

R1

R2

R3

C0 C1 C2 C3

1 1 0 0

1 0 1 0

0 1 0 1

0 0 1 0

R0

R1

R2

R3

C0 C1 C2 C3

FIGURE 11.9
4 × 4 NMOS NOR ROM.
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columns C1 and C2 will go high (VDD). All other column voltages will remain 
low (~0 V). 

Here, too, transistors are designed and fabricated at each cross point. The 
transistors to be “eliminated” from the operation of the circuit may either be 
shorted by a metal column line or made into depletion-type devices by an 
ion implantation step. The latter approach renders the transistor so that it is 
on (linear) even when the word line is selected (brought to ~0 V). Therefore, 
the presence of such a depletion-mode transistor has little effect on the cir-
cuit operation.

Figure 11.13 shows a layout design for a NMOS NAND ROM in which the 
unneeded transistors have been rendered “always on” by an extra n-type 
ion implantation step. The word (row) lines are formed by polysilicon wires 
that serve as the gates of the cell transistors. Bit (column) lines are formed by 
the nselect implantation and so metal contacts are not necessary along their 
length. This important difference makes the NAND ROM layout more dense 
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FIGURE 11.10
Layout design for a 4 × 4 NMOS NOR ROM.
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than the NOR ROM. However, the NAND ROM design is slower because 
of the series connected MOSFETs as well as the series resistance in the ion-
implanted bit line. 

A NAND ROM may be also be implemented using p-MOS pull up devices, 
and the operation of the circuit is essentially the same. Figure 11.14 illustrates 
such a CMOS NAND ROM. 

11.5 Programmable Read-Only Memory 

PROM was developed for the purposes of fi eld-customized memories 
and prototyping. These circuits, using one transistor per bit, incorporated 
microfuses that could be blown selectively by the controlled application 
of electrical current. A drawback of PROM is that it could be programmed 
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FIGURE 11.11
4 × 4 CMOS NOR ROM.
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only once. These memories have now been rendered obsolete by the avail-
ability of EPROMs and fl ash memories, which are denser, faster, and more 
fl exible than PROM.

11.6 Erasable Programmable Read-Only Memory 

An EPROM allows multiple erase/program cycles, making it far more fl ex-
ible than PROM. The basis for the EPROM is a specially designed MOSFET 
called a fl oating gate avalanche injection MOS transistor, or “FAMOS,” 
which is shown in Figure 11.15 [15]. As the name suggests, this device has 
a second gate that is fl oating (not electrically connected to the rest of the 
circuit). The placement of electrical charge on the fl oating gate shifts the 
threshold voltage of the transistor. Negative charge placed on the fl oating 
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FIGURE 11.12
4 × 4 NMOS NAND ROM.
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FIGURE 11.13
Layout design for a 4 × 4 NMOS NAND ROM.
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FIGURE 11.14
4 × 4 CMOS NAND ROM.
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450 Digital Integrated Circuits

gate repels electrons in the channel, making the threshold voltage more 
positive, whereas positive charge on the fl oating gate attracts electrons 
to the channel and makes the threshold voltage more negative. It is this 
property of the FAMOS that is exploited in EPROMs.

The circuit design for an EPROM is shown in Figure 11.16 and is essentially 
an NMOS NOR ROM constructed using fl oating gate MOSFETs. Logic “1” 
is programmed by making the threshold voltage of the appropriate FAMOS 
greater than VDD. This ensures that the transistor will never turn on, and a 
FAMOS programmed in this way behaves as if it has been removed from 
the circuit. Logic “0” is programmed by removing all charge from the fl oat-
ing gate; the devices are designed so that this results in a threshold voltage 
greater than 0 and less than VDD. 

Blanket erasure of the EPROM is achieved by fl ooding the integrated 
circuit with ultraviolet radiation while grounding the sources of the FAMOS 
devices. The ultraviolet radiation renders the gate oxide slightly conductive, 
allowing all electrical charge to leak away from the fl oating gates. The 
FAMOS devices are designed so that their threshold voltages are positive 
but much less than VDD with zero charge on the fl oating gate. Therefore, this 
blanket erasure resets each bit to logic “0.” The erasure operation is done 
by shining the ultraviolet radiation through a special plastic window in the 
top of the chip package, giving the EPROM an unmistakable appearance. 
Typically, this process takes several minutes to complete. Programming is 
done by the selective adjustment of the threshold voltages for the FAMOS 
devices. Negative charge is placed on the fl oating gate of each FAMOS in 
which logic “1” must be stored. This is achieved by grounding the column 
line and placing large positive voltages on both the row line and the VDD 
supply line. This causes the selected FAMOS to operate in the avalanche 
breakdown mode. In this mode of operation, electrons drifting from the 
source to the drain become suffi ciently energetic* that they can be injected 
through the gate insulator to the fl oating gate. This is a self-limiting process, 

* These high energy electrons are called “hot electrons” because they are not in thermal equi-
librium with the semiconductor lattice. (Their average energy corresponds to that for elec-
trons in equilibrium with a lattice at a temperature of 1000–10,000 K.)
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n+n+

GateSiO2
Floating gate

DrainSource

FIGURE 11.15
FAMOS.
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so the amount of negative charge placed on the fl oating gate is determined 
by the voltages placed on the column and VDD lines. The process is designed 
so that the end result is a threshold voltage greater than VDD. This effectively 
disables the associated FAMOS to result in logic “1” at the selected location.

There are two drawbacks associated with EPROMs. The fi rst is the incon-
venience of erasure, which requires removal of the chip from the system to 
an ultraviolet fl ood chamber. The second is the inevitable oxide degradation 
that occurs with repeated erase/program cycles. This degradation, induced 
by the injection of hot electrons, gradually renders the oxide leaky and limits 
the total number of erase/program cycles to hundreds.

11.7 Electrically Erasable Programmable Read-Only Memory

The inconvenience of erasing EPROMs has led to the development of the 
EEPROMs (or E2PROMs) [16]. The EEPROM is based on the fl oating gate  tunnel 
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FIGURE 11.16
4 × 4 EPROM.
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452 Digital Integrated Circuits

oxide (FLOTOX) transistor illustrated in Figure 11.17. This is a specially fabri-
cated fl oating gate MOSFET that can be erased and programmed electrically, 
by quantum mechanical tunneling.

Quantum mechanical tunneling allows electrons to cross a thin barrier 
such as an insulator. If the electron wave function takes on a fi nite value on 
the opposite side of the barrier, there is a fi nite probability that the electron 
will spontaneously appear there. However, the wave function of an electron 
decays rapidly with distance and so tunneling is only possible with barriers 
less than about 10 nm thick. The FLOTOX transistor is specially designed 
to have a region of thin “tunneling oxide” over the drain that allows the 
transport of electrons to and from the fl oating gate. During erasing/pro-
gramming, electrons tunnel through this oxide in a number of intermediate 
jumps involving defect states in the oxide. Therefore, the specifi c process 
involved is called “Fowler–Nordheim tunneling.” 

The EEPROM circuit requires two transistors per bit as shown in Figure 
11.18. Each cell contains one conventional MOSFET as well as a FLOTOX 
device. To program logic “1,” suffi cient negative charge is placed on the 
fl oating gate so that the threshold voltage ends up being greater than VDD. 
This ensures that the FLOTOX device will never turn on. Then, during a 
read operation, bringing the row line high will turn on the access transis-
tor (the conventional MOSFET) but the voltage on the column line will 
remain at VDD if the FLOTOX device is cutoff. In practice, logic “1” is pro-
grammed by placing a positive voltage on the row (gate) and a negative 
voltage on the column (drain), causing electrons to tunnel from the drain 
to the fl oating gate.

To program logic “0,” the opposite biasing is used. A positive voltage is 
applied to the row (gate) and a negative voltage is applied to the column 
(drain), causing electrons to tunnel from the drain to the fl oating gate. 
This renders the threshold voltage of the FLOTOX device less than VDD. 
When so programmed, the FLOTOX device operates in the linear mode 
with VDD applied at its gate. Therefore, when the row line is brought high 
for a read operation, both the access transistor and the FLOTOX device are 
linear, bringing the column line to ground. 

p-type substrate

n+n+

Gate

Tunnel oxide

SiO2
Floating gate

DrainSource

FIGURE 11.17
FLOTOX transistor.

TAF-6987X_AYERS-09-0307-C011.ind452   452TAF-6987X_AYERS-09-0307-C011.ind452   452 8/22/09   3:31:34 PM8/22/09   3:31:34 PM



Digital Memories 453

The EEPROM needs two transistors per bit because it is not possible to 
tightly control the programmed threshold voltage of the FLOTOX transis-
tor. After programming logic “0,” the threshold voltage of the FLOTOX 
transistor may become negative, transforming it into a depletion-type device. 
As a result, placing the FLOTOX device on the node by itself would pull the 
column line down to ground even when the row was not selected. 

11.8 Flash Memory

Flash memory [17–25] combines the fl exibility of EEPROM with the high 
density of EPROM. This type of memory uses erase through oxide (ETOX) 
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FIGURE 11.18
4 × 4 EEPROM.
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454 Digital Integrated Circuits

devices, which are similar to FAMOS transistors except that they have a thin 
tunneling oxide under the fl oating gate. A 4 × 4 NOR fl ash memory circuit 
is illustrated in Figure 11.19. The source line S is grounded for a read/write 
operation (see Figure 11.20), which effectively renders the circuitry in the 
same confi guration as an NOR ROM.

For the NOR topology, programming is typically achieved by the ava-
lanche injection of electrons, but NAND fl ash may use Fowler-Nordheim 
tunneling. Erasure is accomplished with Fowler-Nordheim tunneling in 
both NOR and NAND fl ash memories by applying a positive voltage on 
the source line S. This is similar to the case of the FLOTOX transistor, but 
an important difference is that erasure is done in mass (by large blocks of 
memory), which allows end-of-process monitoring to ensure that the thresh-
old voltages do not end up negative. This is why fl ash memory can use a 
single transistor per bit, yielding roughly twice the density of EEPROM. 
Flash memory is used extensively in “smart cards” and personal multimedia 
products. 

Signifi cant innovations in fl ash memory include the replacement of the 
polysilicon fl oating gate with silicon nitride and the incorporation of dual 
gates. Both approaches have made it possible to store two bits per cell in 
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FIGURE 11.19
4 × 4 NOR fl ash memory.

TAF-6987X_AYERS-09-0307-C011.ind454   454TAF-6987X_AYERS-09-0307-C011.ind454   454 8/22/09   3:31:34 PM8/22/09   3:31:34 PM



Digital Memories 455

VDD

R0

R1

R2

R3

C0 C1 C2 C3

FIGURE 11.20
4 × 4 NOR fl ash memory with the S line grounded for a read operation.

commercial fl ash memory chips at the present time. Some high-density 
designs can store four (or more) bits per transistor, but the reduced voltage 
swings give rise to longer read times. 

Figure 11.21 illustrates the NAND fl ash topology. The NAND fl ash 
requires fewer contacts, resulting in higher density than a NOR circuit and 
is therefore preferred for USB (universal serial bus) drives and digital camera 
cards. On the other hand, NAND fl ash tends to be slower because of the 
series-connected transistors.

11.9 Other Nonvolatile Memories

Flash memories are well suited to applications such as digital cameras, 
media players, and wireless phones, in which nonvolatile memory is 
necessary and the write frequency is on the order of once per day. However, 
the maximum number of erase-write cycles for fl ash memory at the present 
time is ~106. This precludes the use of fl ash memory as core memory in 

TAF-6987X_AYERS-09-0307-C011.ind455   455TAF-6987X_AYERS-09-0307-C011.ind455   455 8/22/09   3:31:34 PM8/22/09   3:31:34 PM



456 Digital Integrated Circuits

digital computers, which would exceed this number of cycles in a short 
time. Instead, DRAM is used, but the drawback of DRAM is that the data 
are lost during power down. There is therefore a need for nonvolatile 
memory that can withstand unlimited erase/write cycles. Recently, new 
types of memories have emerged that satisfy these requirements. These 
are ferroelectric random access memory (FRAM) [26–34], magnetoresistive 
random access memory (MRAM) [35–37], and phase change memory (PCM) 
[38–41]. These technologies represent a major departure from today’s digital 
memory devices because they use the properties of non-silicon materials.

In an FRAM, each bit is stored in a ferroelectric capacitor that is connected 
to an access transistor as shown in Figure 11.22. The capacitor is made using 
a ferroelectric material such as lead zirconium titanate. In the ferroelectric 
material, there is a built-in electric fi eld that is determined by the polarity of 
electric domains in it. These domains can be fl ipped in polarity by the appli-
cation of the appropriate bias voltage. Therefore, the two possible polarities 
of the domains can be used to represent “logic 1” and “logic 0.” 

To store a bit in the FRAM cell of Figure 11.23, the word line R is brought 
high to turn on the access transistor, and the bit line C is brought low or 
high, to store a “0” or “1,” respectively. The drive line R′ is driven in comple-
mentary manner to the bit line to provide the required bias polarity for the 
capacitor. This orients the domains in the ferroelectric capacitor such that a 
negative or positive voltage is stored in this capacitor to represent “0” or “1,” 
respectively. 

To read a bit from the FRAM cell, the word line R and the column line 
R are both brought high. A positive voltage pulse is applied to the drive 
line R′, and the size of the resulting current pulse is used to determine the 
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FIGURE 11.21
4 × 4 NAND fl ash memory.
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initial polarity of the voltage across the ferroelectric capacitor. Reading 
the bit erases the data in the cell, so refreshing is necessary after each read 
operation. 

In principle, FRAM cells should be able to endure up to 1016 erase/write 
cycles. At the present time, FRAM products are capable of >1012 cycles, a mil-
lion-fold advantage over fl ash memory.

Because the FRAM uses a cell similar to that for the DRAM, very high 
densities should be possible as the technology matures. The compatibility 
of the fabrication with conventional DRAM or CMOS processes is also an 
important advantage. 

In the MRAM, each bit is stored in a small magnet made of a ferromag-
netic material. The ferromagnetic material is made up of magnetic domains 
that tend to line up with an externally applied magnetic fi eld. Therefore, 
the direction in which the magnetic domains are aligned may be used to 
store a “1” or a “0.” Readout of the bit can be accomplished using a tunnel 
junction.

Each cell of the MRAM contains a single access transistor and a magnetic 
tunneling junction (MJT). Figure 11.23 shows such an MJT with its circuit 
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FIGURE 11.22
FRAM cell containing one transistor and one ferroelectric capacitor (1T1C cell).
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FIGURE 11.23
MTJ and circuit symbol.
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symbol. The tunneling junction comprises a thin (~2 nm) insulator such as 
aluminum oxide sandwiched between two layers of ferromagnetic material. 
In one of the ferromagnetic layers, the alignment of the ferromagnetic 
domains is fi xed. In practice, this can be achieved using an antiferromagnetic 
pinning layer such as iron-manganese or iridium-manganese with an 
intermediate layer of ruthenium. This combination creates a synthetic 
antiferromagnet. In the top ferromagnetic layer (the free layer), the domain 
alignment can be fl ipped by the application of simultaneous currents in 
the bit line and the digit line. The resistance of the MTJ is low if the two 
ferromagnetic layers have parallel domains but much higher if the domains 
are antiparallel.

The basic MRAM cell is shown in Figure 11.24. Two row lines are nec-
essary to allow programming. The simultaneous application of currents in 
the bit line and the digit line fi xes the magnetic fi eld of the free layer in the 
MJT parallel to that in the fi xed layer. The application of the currents with 
opposite polarities fi xes the magnetic fi eld of the free layer in the antiparallel 
direction. Neither current alone is suffi cient to program the free layer. Hence, 
only one cell will be programmed, at the cross point for the bit line and the 
digit line. It should be noted that the digit line is not electrically connected 
to the MTJ. Therefore, its only interaction with the MTJ is through magnetic 
coupling.

Readout of the stored bit is achieved by bringing the word line high to 
turn on the access transistor MNA. Then the resistance is measured between 
the bit line and ground. A large difference between the resistances in the 
two states (~50%) makes the readout reliable and fast. Also, readout does not 
affect the state of the free ferromagnetic layer so the stored bit is retained 
after a read operation.

Bit line

Word line R

C

MJT

R'Digit line

MNA

FIGURE 11.24
MRAM cell with one transistor and one magnetic tunneling junction (1T1MTJ cell).
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High density should be possible in the case of MRAM because of the 
simple cell design. Each bit requires only one transistor and one magnetic 
tunnel junction (1T1MTJ cell). This is similar to the cases for DRAM and 
FRAM (both requiring 1T1C cells). MRAM access times should be similar to 
those for the DRAM or FRAM, but the MRAM does not require refreshing 
after reading. This could result in a speed advantage for MRAM. 

PCM, sometimes called ovonic unifi ed memory, uses a chalcogenide 
alloy such as germanium-antimony-tellurium, the same type of material 
used in DVD R/W technology. The chalcogenide material can exist indefi -
nitely in one of two phases: crystalline and amorphous. The amorphous 
phase is characterized by high resistivity, whereas the crystalline phase 
exhibits low resistivity. It is therefore possible to use one phase to rep-
resent logic “1” and the other phase to represent logic “0”.* The ratio of 
the two resistivities is 100, making read operations reliable and fast. The 
chalcogenide alloy can be made amorphous by heating it above its melting 
temperature and then allowing it to cool rapidly. The crystalline phase 
can be realized by heating the material to slightly below its melting tem-
perature, allowing it to crystallize by a process of solid-phase epitaxy. To 
achieve this operation, each cell of the PCM comprises a programmable 
chalcogenide resistor, a resistance heater, and an isolation diode as shown 
in Figure 11.25.

Some of the properties of these nonvolatile memory technologies are 
summarized in Table 11.1. Although none of these memories can match the 
capacity of DRAM or fl ash memory, FRAM has entered the commercial 
marketplace and MRAM will follow soon. It is likely that these technologies 
will coexist in the marketplace with DRAM and fl ash memory for some 
time, unless signifi cant advances give one particular technology a decisive 
advantage.

11.10 Access Times in Digital Memories 

The speed of a memory circuit is usually specifi ed in terms of the access time. 
The read access time is the delay from the time an address is presented at 
the address lines to the time data appear at the outputs of the integrated 
circuit. The write access time is the time required for a bit to be stored once 
the address is presented. In general, the read and write access times may be 
different. 

* CD R/W and DVD R/W technology uses the dramatic difference in optical refl ectivity for 
the two phases of the chalcogenide.
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Another important timing parameter is the cycle time. This is the recipro-
cal of the frequency at which addresses are presented to the memory circuit 
for read (or write) operations. Obviously, reliable operation requires that the 
cycle time be greater than the access time. 

Usually, the access time in a digital memory is limited by the delay times 
for the interconnects forming the row and column lines, especially if these 
are formed by polysilicon or ion implanted regions of semiconductor. These 
materials have signifi cantly higher specifi c resistivity than metal intercon-
nect, and their associated delays can greatly exceed the propagation delays 
for the circuits in the row and column decoders.

Consider a read operation. After the output of the row driver rises, the 
signal must propagate along the row line to the column to be selected. In 
the worst case, the column at the other end is to be selected so we must 
consider the delay associated with the entire length of the row line. Once 

R

C

Bit line

Word line

Chalcogenide alloy

Resistance heater

FIGURE 11.25
PCM cell.

TABLE 11.1

Comparison of Nonvolatile Memories

Parameter Flash FRAM MRAM PCM

Maximum capacity (Mb) 256 64  1  4

Cell size*  1  2  1.5  0.7

Erase/write cycles  106 1016 1014 1012

Read/write voltages (V) 2/12  1.5/1.5  3.3/3.3  0.4/1

Read/write speed (ns) 20/1000 40/40 50/50 50/50

* Normalized to the cell size for fl ash memory
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the row line has settled, the selected memory cell will swing the column 
line voltage in the positive or negative direction. Then, even if the rise/fall 
time is negligible at the selected cell, we have to consider the delay associ-
ated with the column interconnect. In the worst case, the selected cell is at 
the opposite end of the column from the decoder circuitry, so the entire 
length of the column line must be considered. In MOS cells, there is an 
additional delay associated with the cell driving the column capacitance. 
Bipolar memories are less susceptible to column loading because of their 
inherently better current driving capability. (As a rule of thumb, bipolar 
transistors provide four times greater current drive than MOSFETs for the 
same transistor area.) However, the interconnect delay is usually still dom-
inant. Therefore, it is adequate to consider only the interconnect delays in 
fi rst-order calculations.

Suppose that a digital memory is organized with 2N rows and 2M columns. 
Suppose the row (word) line has a resistance per cell of Rw and a capacitance 
per cell of Cw. Suppose the column (bit) line parasitics are Rb and Cb. Then 
the access time can be estimated by summing the worst-case Elmore delays 
for the word and bit lines:
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 (11.2)

This analysis assumes that no repeaters have been used. However, repeaters 
are often used in the row lines of memories to reduce tword. 

The write time also involves the interconnect delays and can sometimes 
be estimated in the same manner as the read time. More often, however, the 
write time involves other important contributions related to the physics of 
erasing or storing data in the cell. In fl ash memory, for example, the write 
operation typically takes 50 times as long as the read operation. In some 
cases, the process of reading destroys the data. Then every read operation 
must be followed by a write operation, and this will increase the read time 
signifi cantly. Such is the case for FRAM.

11.11 Row and Column Decoder Design

Any digital memory, arranged in 2N rows × 2M columns, must have decoders 
to select the correct word line and bit line based on N + M address bits.

The row decoder need only implement the necessary combinational logic 
to select the appropriate row line, by either driving it to VDD (NOR array) or 
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0 (NAND array). Such a decoder circuit can be conveniently designed in the 
same style (NOR/NAND) as the memory array. For example, in a 4 4×  NOR 
ROM, the row decoder must implement four functions of two address bits 
as shown in Table 11.2. (Active high word lines are assumed.) The desired 
logic functions can be implemented in a NOR array of transistors as shown in 
Figure 11.26. 

To decode four word lines with a NAND array, assuming active low word 
lines, the four required logic functions are given in Table 11.3 and the NAND 
decoder realization is shown in Figure 11.27.

The column (bit line) decoder is not simply a combinational logic circuit 
but must transfer data (voltage levels) to and from the bit lines of the memory 
array. This function can be achieved using a binary tree of n-MOS pass tran-
sistors, and Figure 11.28 illustrates this for the case of four bit lines addressed 
by two column address bits B0 and B1.

11.12 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers. 

11.13 Summary

Digital memories store bits of information for later use by processors, displays, 
and input/output devices and are therefore crucial elements in most digital 
systems. All digital memory circuits use simple memory cells arranged in a 
rectangular array with 2N rows and 2M columns. Such a scheme requires N + M 
address bits and provides 2N + M cells, each of which may store one or more bits. 

TABLE 11.2

Row Decoder Logic for a Memory with Four Word Lines 
(rows) and Two Row Address Lines A0 and A1*

A0 A1 R0 R1 R2 R3

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 1 0

1 1 0 0 0 1

* The word lines are active high.
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VDD

R0

R1

R2

R3

A0 A1

VDD VDD

A0 A1A0 A1

FIGURE 11.26
NMOS NOR row decoder with two row address lines and four word lines. (The word lines are 

active high. A0 is the most signifi cant bit.)

TABLE 11.3

Row Decoder Logic for a Memory with Four Word Lines 
(rows) and Two Row Address Lines A0 and A1*

A0 A1 R00 R1 R2 R3

0 0 0 1 1 1

0 1 1 0 1 1

1 0 1 1 0 1

1 1 1 1 1 0

*The word lines are active low.
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The data in any individual cell may be accessed by selecting the jth row and 
the kth column. The row is selected by applying an N-bit row address, which 
is decoded by the row decoder. The column is selected by applying an M-bit 
address, which is interpreted by the column decoder; in addition, the column 
decoding circuitry is responsible for transferring data in and out of the mem-
ory. For this reason, column lines are also known as bit lines. Row lines, how-
ever, select entire rows (or words) of data so these are called word lines. 

Broadly speaking, memories may be classifi ed as volatile or nonvola-
tile; volatile memories only retain their data while the system power is on. 
Volatile memories include SRAM and DRAM. Nonvolatile memories include 
ROM, PROM, EPROM, and EEPROM. Other nonvolatile memories that may 

R0

R1

R2

R3

A0 A0

VDD VDD

A0 A1A0 A1

VDD

VDD

VDD

VDD

FIGURE 11.27
NMOS NAND row decoder with two row address lines and four word lines. (The word lines 

are active low. A0 is the most signifi cant bit.)
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C0 C1 C2 C3

B1

VDD

VDD

B0

Data in/out

FIGURE 11.28
Binary tree column decoder for two column address bits B0 and B1 that address four bit lines 

C0, C1, C2, and C3. (B0 is the most signifi cant address bit.)

be erased and programmed electrically include fl ash memory, FRAM, 
MRAM, and PCM. 

11.14 Exercises

E11.1.  Suppose you are designing a memory chip which will be orga-
nized with 2N rows, 2M columns, and L bits per address. (1) 
What is the required number of address and data pins in terms 
of N, M, and L? (2) How many pins are required for a 100 Gb 
memory chip if each address holds 16 bits?

E11.2.  What is the minimum number of pins required for a 1 Gb 
memory chip? (Include VDD, GND, and CLK pins.) 

TAF-6987X_AYERS-09-0307-C011.ind465   465TAF-6987X_AYERS-09-0307-C011.ind465   465 8/22/09   3:31:38 PM8/22/09   3:31:38 PM



466 Digital Integrated Circuits

E11.3.  Consider a 1 Mb SRAM with a square layout (1024 × 1024). The 
word line parasitics are 40 Ω/bit and 10 fF/bit. The column line 
parasitics are 1 Ω/bit and 8 fF/bit. Estimate the access time for 
the memory, assuming repeaters have not been used.

E11.4.  Consider a 16 Mb DRAM with a square layout (4096 × 4096). 
The word line parasitics are 60 Ω/bit and 15 fF/bit. The column 
line parasitics are 1 Ω/bit and 12 fF/bit. Determine the mini-
mum number of repeaters that must be inserted into the row 
lines such that the overall access time will be reduced to less 
than 0.2 ns.

E11.5.  Consider a DRAM with 2X bits. Rw = 65 Ω/bit and Cw = 20 fF/
bit. Rb = 0.5 Ω/bit and Cb = 10 fF/bit. Determine the optimum 
layout (the numbers of rows and columns) such that the access 
time is minimized. 

For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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12
Input/Output and Interface Circuits

12.1 Introduction

Thus far, the emphasis of this book has been the design and analysis of gates, 
latches, fl ip-fl ops, and memory elements. However, digital integrated circuits 
require the implementation of special input, output, and interface circuits as 
well. Inputs must have protection circuitry to prevent ESD damage during 
handling as well as transmission gates for enable/disable operation. Output 
pins generally require high-current output drivers and tri-state operation 
to allow compatibility with busses. Interface circuits are needed for voltage 
level shifting between circuits operating with different voltages.

12.2 Input Electrostatic Discharge Protection

Input pins to an integrated circuit may be subjected to electrostatic discharge 
from people, other components, or equipment carrying thousands of volts. 
These ESD events may occur during integrated circuit manufacture, han-
dling, or product assembly. Personnel develop electrostatic charges of up to 
~1 μC by casual contact with carpets, seats, and desks; subsequent handling 
of an integrated circuit can give rise to an ESD event that may resemble the 
discharge of a ~100 pF capacitor, charged to ~1.5 kV, through a ~1.5 kΩ resis-
tance. Such a discharge to an unprotected CMOS circuit can give rise to a 
number of device failure mechanisms, including destructive oxide break-
down, polysilicon melting and fi lamentation, and metal contact spiking or 
fi lamentation [1]. It is therefore necessary to include an ESD protection net-
work in line with each integrated circuit input pin. 

A simple ESD protection network is illustrated in Figure 12.1. The silicon 
p-n diodes D1 and D2 clamp the input voltage such that

 − ≤ ′ ≤ +( )V V V VD IN DD D , (12.1)
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472 Digital Integrated Circuits

where VD  is the diode turn-on voltage (approximately 0.7 V for silicon p-n 
junctions). The series resistance Rs appearing in the diffused silicon regions 
assumes the difference V VIN IN− ′  and is therefore a necessary part of the 
protection network. The capacitances C1 and C2 are associated with the p-n 
junction diodes and, together with Rs, form an integrator (low-pass fi lter) that 
reduces the amplitude of the input voltage apart from the clamping action 
of the diodes. However, this low-pass fi lter also limits the rise time for the 
input signal.

There are many variations on the ESD protection network shown in 
Figure 12.1 [1–3]. For example, the diodes may be replaced with thyristors 
or diode-connected bipolar transistors. All of these bipolar devices are rela-
tively large, and this has led to the development of ESD protection networks 
that can be fabricated underneath the bonding pads to conserve die area. 

12.3 Input Enable Circuits

It is often desirable to be able to isolate an input from a bus when data are not 
being read, and this can be achieved by the insertion of a transmission gate 
as shown in Figure 12.2.

A CMOS transmission gate may be constructed using complementary 
n-MOS and p-MOS pass transistors as illustrated in Figure 12.3 [4]. Because 

this simple circuit requires complementary ENABLE  and ENABLE signals, 
it is common to include an inverter as shown in Figure 12.4.

VDD

D1

RS

IN’
to CMOS
circuitry

D2

C1

C2

Bonding pad

IN

FIGURE 12.1
Simple ESD protection network.
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The CMOS transmission gates shown in Figures 12.3 and 12.4 are bidirec-
tional. That is, because the MOS transistors are symmetric, current can fl ow 
from IN to OUT or vice versa in the enabled gate with no change in the “on” 
resistance. However, the “on” resistance is a function of the input voltage.

12.3.1 CMOS Transmission Gate

Consider the operation of the four-transistor circuit shown in Figure 12.4. 
If VENABLE = 0, then the voltage at the gate of the p-MOS transistor will be 
VDD. For the n-MOS transistor, V VGSN IN= −  so this device will be cutoff for 

VDD

D1

RS

IN’
to CMOS
circuitry

D2

C1

C2

Bonding pad

IN

ENABLE

ENABLE

Transmission gateESD Protection

FIGURE 12.2
Input circuitry including an ESD protection network and a transmission gate.

MPO

MNO

OUTIN

ENABLE

ENABLE

FIGURE 12.3
CMOS transmission gate with complementary enable inputs.
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any input voltage in the range 0 ≤ ≤V VIN DD . The p-MOS transistor will also 
be cutoff for any input in this range because V V VGSN DD IN= − . Therefore, 
with VENABLE = 0  the transmission gate is in the “off” state, isolating the input 
and output nodes from one another.

On the other hand, if V VENABLE DD= , the transmission gate is enabled and 
passes the voltage at the input to the output node. To analyze this situa-
tion, we will assume quasi-static conditions with a suffi ciently small cur-
rent so that V VOUT IN≈ , that is, V VDSN DSP≈ − ≈ 0 . For the n-MOS transistor, 
V V VGSN DD IN= −  so this device will be linear if V V VIN DD TN≤ −  but cutoff if 
V V VIN DD TN≥ − . For the p-MOS transistor, V VGSP IN= −  so this device will be 
linear if V VIN TP≥ −  but cutoff if V VIN TP≤ − . This results in three regimes for 
the operation of the transmission gate as shown in Table 12.1. 

VDD

MPI

MNI

MPO

MNO

ENABLE

OUTIN

FIGURE 12.4
CMOS transmission gate.

TABLE 12.1

Regimes of Operation for the Enabled CMOS Transmission Gate

Regime Voltage conditions n-MOS mode p-MOS mode

1 V VIN TP≤ − Linear Cutoff

2 − ≤ ≤ −( )V V V VTP IN DD TN Linear Linear

3 V V VDD TN IN−( ) ≤ Cutoff Linear
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12.3.1.1 Regime One: n-MOS Linear and p-MOS Cutoff

In operation regime one, the n-MOS is linear, whereas the p-MOS is cutoff. 
For the linear n-MOS transistor,

 I K V V V V VD N DD IN TN DS DS= − −( ) −⎡⎣ ⎤⎦
2 2/ . (12.2)

The “on” resistance for the n-MOS transistor is 

 R
I

V K V V V
ONN

D

DS V N DD IN TNDS

= ∂
∂

⎛

⎝
⎜

⎞

⎠
⎟ =

− −( )=

−

0

1

1
. (12.3)

Although the p-MOS device is cutoff, the overall “on” resistance for the 
transmission gate is equal to that for the n-MOS transistor alone:

 R
K V V V

ON
N DD IN TN

=
− −( )
1

. (12.4)

12.3.1.2 Regime Two: n-MOS Linear and p-MOS Linear

In operation regime two, both transistors are linear. Following the same line 
of reasoning as above, the individual “on” resistances are

 R
K V V V

ONN
N DD IN TN

=
− −( )
1

 (12.5)

and

 R
K V V

ONP
P IN TP

=
+( )

1
. (12.6)

These drain resistances act in parallel so the overall “on” resistance for the 
transmission gate is

 R
R R

K V V V K VON
ONN ONP

N DD IN TN P= +⎛
⎝⎜

⎞
⎠⎟

= − −( ) +
−

1 1
1

IIN TPV+( )⎡⎣ ⎤⎦
−1

. (12.7)

12.3.1.3 Regime Three: n-MOS Cutoff and p-MOS Linear

In operation regime three, only the p-MOS transistor is conducting so 

 R
K V V

ON
P IN TP

=
+( )

1
. (12.8)
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12.3.1.4 Overall Characteristic of CMOS Transmission Gate

The overall “on” resistance characteristic, with V VENABLE DD= , is

R

K V V V V V

K V VON

N DD IN TN IN TN

N DD I=

− −( )⎡⎣ ⎤⎦ ≤ ≤

−

−1
0;

NN TN P IN TP TN IN DD TPV K V V V V V V−( ) + +( )⎡⎣ ⎤⎦ ≤ ≤ −(−1
; ))

+( )⎡⎣ ⎤⎦ +( ) ≤ ≤

⎧

⎨
⎪⎪

⎩
⎪
⎪

−
K V V V V V VP IN TP DD TP IN DD

1

. (12.9)

In the special case of a symmetric transmission gate, for which K KN P=  and

V VTN TP= , the “on” resistance is constant throughout regime two.

Example 12.1 Asymmetric CMOS Transmission Gate

Calculate the “on” resistance for the CMOS transmission gate of Figure 12.5 as a 
function of VIN  and with V VENABLE = 2 5. .

Solution: The “on” resistance is given by

R

A V V V V

ON

IN IN

=

−( )⎡⎣ ⎤⎦ ≤ ≤
−

400 2 0 02 1
μ / . ; ( )regime one 00 5

400 2 0 300 0 52 2

.

/ . / .

V

A V V V A V V VIN INμ μ−( ) + −( )⎡⎣ ⎤⎦
−11

2

0 5 2 0

300 0 5

; ( ) . .

/ .

regime two V V V

A V V V

IN

IN

≤ ≤

−( )⎡ μ⎣⎣ ⎤⎦ ≤ ≤

⎧

⎨

⎪
⎪

⎩

⎪
⎪ −1

2 0 2 5( ) . .regime three V V VIN

VDD = 2.5V

ENABLE

OUTIN

MNO
KNO = 400 μA/V2

VTO = 0.5V

MPO
KPO = 300 μA/V2

VTO = –0.5V

MNI
KNO = 250 μA/V2

VTO = 0.5V

MPI
KPO = 100 μA/V2

VTO = –0.5V

FIGURE 12.5
Example CMOS transmission gate.
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This characteristic is plotted in Figure 12.6. The maximum “on” resistance is 
obtained with V V VIN DD TP= +( )  because the p-MOS transistor is weaker in this 
asymmetric circuit.

Example 12.2 Symmetric CMOS Transmission Gate

Calculate the “on” resistance characteristic for the transmission gate of Figure 
12.7 with V VENABLE = 2 5. . (In a symmetric CMOS transmission gate such as this, 

VDD = 2.5V

ENABLE

OUTIN
MNO

KNO = 400 μA/V2

VTC = 0.5V

MPC
KPC = 300 μA/V2

VTC = –0.5V

MNI
KNO = 250 μA/V2

VTC = 0.5V

MPI
KPC = 100 μA/V2

VTC = –0.5V

0

0.5

1

1.5

Regime
one

Regime
two

2

2.5

0
VIN(V)

R O
N

 (k
Ω

)

0.5 1 1.5 2 2.5

Regime
three

FIGURE 12.6
Calculated “on” resistance characteristic for an asymmetric CMOS transmission gate with 

KPO = 300 μA/V2, VTP = −0.5 V, KNO = 400 μA/V2, VTN = 0.5 V, and VDD = 2.5 V. 
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K KNO PO=  and V VTN TP= , but it is not necessary for the inverter to have matched 
transistors.)

Solution: The “on” resistance is given by

 

R

mA V V V V

ON

IN I

=

−( )⎡⎣ ⎤⎦ ≤
−

1 2 0 02 1
/ . ; ( )regime one NN

IN

V

V V V

mA V

≤

≤ ≤

0 5

667 0 5 2 0

1 2

.

; ( ) . .

/

Ω regime two

VV V V VIN IN−( )⎡⎣ ⎤⎦ ≤ ≤
−

0 5 2 0 2 5
1

. ( ) . .regime three VV

⎧

⎨
⎪⎪

⎩
⎪
⎪

.

The “on” resistance is constant in regime two, as shown in Figure 12.8.

12.4 CMOS Output Buffers

A modern VLSI CMOS chip contains 1 million or more gates but only ~103 
external connections. Therefore, most of the gates experience only on-chip 
loads (~10 fF) and are capable of propagation delays in picoseconds with-
out the need for buffering. On the other hand, gates driving output pins 

VDD = 2.5V

ENABLE

OUTIN
MNO

KNO = 1000 μA/V2

VTO = 0.5V

MPO
KPO = 1000 μA/V2

VTO = –0.5V

MNI
KNO = 440 μA/V2

VTO = 0.5V

MPI
KPO = 176 μA/V2

VTO = –0.5V

FIGURE 12.7
Example symmetric CMOS transmission gate.
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 experience signifi cantly greater load capacitances (~10 pF) so buffering is 
necessary to achieve acceptable off-chip data rates [5]. 

Figure 12.9 illustrates a CMOS inverter with N stages of inverting buffers 
placed between it and a load capacitance CL. The device widths are scaled 
progressively by a factor of k at each stage. To analyze the overall behavior 
of this buffer arrangement, we will assume that all of the inverter stages are 

VDD = 2.5V

ENABLE

OUTIN
MNO

KNO = 1000 μA/V2

VTO = 0.5V

MPO
KPO = 1000 μA/V2

VTO = –0.5V

MNI
KNO = 440 μA/V2

VTO = 0.5V

MPI
KPO = 176 μA/V2

VTO = –0.5V

Regime
two
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0
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700

800

900

1000

0
VIN(V)

R O
N

 (Ω
)

0.5 1 1.5 2 2.5

Regime
three

FIGURE 12.8
Calculated “on” resistance characteristic for a symmetric CMOS transmission gate with KPO = 

KNO = 1 mA/V2.
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symmetric, i.e. for all stages V V VTN TP T= =  and Γ Γ ΓN P= = , and for the 

individual stages, K K KN P0 0 0= = , K K KN P1 1 1= = , …, K K KNN PN N= = .
The overall propagation delay is the sum of the individual propagations 

delays for the cascaded stages:

 t tP Pj

j

N

=
=
∑

0

. (12.10)

For stages 0 through N − 1, we will assume that the load capacitance is equal 
to the input capacitance of the next stage. Thus,

 
t
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k C
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kC W L
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j

j
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ox n p N N= = =
+( )

−Γ Γ0

1
0

01 μ μ/ 00 0

0 0
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+[ ]
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= +( )

W L

W L C

k L

N OV

N N n ox

n p N

/

/

μ

μ μ

Γ

22
02 0 1+⎡⎣ ⎤⎦ ≤ ≤ −( )L L j NOV N nΓ / ; ,μ

 (12.11)

and each of these stages exhibits the same propagation delay. For the fi nal 
stage,

 t
C
K

C
k K

PN
L

N

L
N= =Γ

0

, (12.12)

The overall propagation delay is therefore

 t Nk L L L
C

k K
P n p N OV N n

L
N= +( ) +⎡⎣ ⎤⎦ +1 20

2
0

0

μ μ μ/ /Γ Γ . (12.13)

The fi rst term, as a result of stages 0 through N − 1, increases with k but the 
second term, as a result of the fi nal stage, decreases with increasing k. There 
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MP1
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MP2
k2WP/LP

MNN
kNWN/LN

MPN
kNWP/LP
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VDD

...

Stage 0 ...Stage 1 Stage 2 Stage N

FIGURE 12.9
A CMOS inverter driving a load capacitance using N scaled buffer stages.
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is thus an optimum scale factor k k eOPT = ≈( )2 7.  that minimizes the overall 
propagation delay for a given load capacitance. However, this value of k is 
not optimum in terms of the silicon area consumed, and so larger scale factors 
may be used in practical output buffers.

Example 12.3 Unbuffered CMOS Propagation Delay

Estimate the propagation delay for a single CMOS stage driving a 10 pF off-chip 
load as shown in Figure 12.10.

Solution: The process transconductance parameters for this technology are

 k
t

cm Vs F cm
P

p ox

ox

'
/ . . /

= =
( )( ) × −μ ε 230 3 9 8 85 102 14(( )

×
=−9 10
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A Vμ /
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n ox
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'
/ . . /

= =
( )( ) × −μ ε 580 3 9 8 85 102 14(( )

×

=

−9 10

220
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A Vμ / .

The device K values are 
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.

.
/88
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1 2
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IN OUT

MN0
1.2/0.6

MP0
3/0.6
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All gate dimensions in μm 

VTN = |VTP| = 0.5V
tox = 9 nm

FIGURE 12.10
Unbuffered CMOS inverter stage driving an off-chip load of 10 pF.
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The propagation delay parameter is

 

Γ =
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Therefore, the propagation delay is 

 t
F

A V
V nsP ≈ × =

−
−10 10

440
0 69 15 7

12

2
1

μ /
. . .

Example 12.4 Propagation Delay with Two Buffer Stages

Estimate the propagation delay the CMOS inverter with two buffer stages driving a 10 
pF load as depicted in Figure 12.11. (The scale factor for the buffers is fi ve as shown.)

Solution: As in the previous example, Γ = −0 69 1. V  and K K A VP N0 0
2440= = μ / . 

The oxide capacitance per unit area is C t F mox ox ox= = × −ε μ/ . /3 83 10 15 2, and 
the load capacitance experienced by the fi rst stage is 

 

C C F mL IN0 1
15 23 83 10 15 0 6 2 15 0 1= = × ( )( ) + ( )(−. / . .μ ))⎡⎣ ⎤⎦

+ × ( )( ) + ( )( )⎡⎣ ⎤−3 83 10 6 0 6 2 6 0 115 2. / . .F mμ ⎦⎦

= 64fF

The propagation delay for the zeroeth stage is

 t
F

A V
V psP0

15

2
164 10

440
0 69 100≈ × =

−
−

μ /
. .

For the fi rst buffer stage, both transistors have been scaled up in width by a factor 
of fi ve, so the device transconductance parameter is fi ve times larger:

 K K A V1 0
25 2200= = μ / .

The load capacitance is equal to the input capacitance for stage two, and this is 
also increased fi vefold:

 C C C fFL IN IN1 2 15 320= = = .

Therefore, the propagation delay for the fi rst buffer stage is the same as for the 
zeroeth stage:

 
t F

A V
V psP1

15

2
1320 10

2200
0 69 100≈ × =

−
−

μ /
. .
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For the second buffer stage, the device transconductance parameters are

 K K mA V2 1
25 11= = / ,

whereas the load capacitance is 10 pF (the external load). The propagation delay 
for this stage is

 t F
mA V

V psP 2

12

2
110 10

11
0 69 630≈ × =

−
−

/
. .

The overall delay is

 t t t t ps ps ps psP P P P= + + = + + =0 1 2 100 100 630 830 .

Example 12.5 Propagation Delay with Four Buffer Stages

Estimate the propagation delay the CMOS inverter with four buffer stages driving 
a 10 pF load as illustrated in Figure 12.12.

Solution: Here, N = 4  and k = 5 . Γ = −0 69 1. V  and K A V0
2440= μ / . The over-

all propagation delay for the fi ve cascaded inverters is 
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1.2/0.6
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3/0.6

MN1
6/0.6

MP1
15/0.6

MN2
30/0.6

MP2
75/0.6

CL
10 pF

All gate dimensions in μm 

VTN = |VTP| = 0.5V
tox = 9 nm

LOV = 0.1 μm

FIGURE 12.11
Unbuffered CMOS inverter stage driving an off-chip load of 10 pF.
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Although the overall propagation delay has been reduced signifi cantly com-
pared with the unbuffered example, considerable chip area is taken up by 
the buffer stages. The last stage alone consumes ~54 times the silicon area 
of the zeroeth stage. In fact, this design is not optimized with respect to 
either the silicon area or the overall delay. Generally, in an optimum design, 
all stages have roughly equal delays. Therefore, too many stages have been 
used in the present example. 

12.5 Tri-State Outputs

Many digital systems route signals on data busses, address busses, and con-
trol busses. In such a system, multiple driving devices share the common 
copper lines of a bus and to avoid potential confl icts only one of the devices 
should attempt to drive the bus at a particular time. This is achieved by tri-
state outputs, in which the third state is the high impedance or “high Z” 
state. In the high Z state, the output is effectively disabled so that this electrical 
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MP0
3/0.6
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6/0.6

MP1
15/0.6
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75/0.6

MN3
150/0.6

MN4
750/0.6

MP3
375/0.6

MP4
1875/0.6

CL
10 pF

All gate dimensions in μm 

VTN = |VTP| = 0.5V
tox = 9 nm

LOV = 0.1 μm

FIGURE 12.12
Unbuffered CMOS inverter stage driving an off-chip load of 10 pF.
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node may fl oat to whatever voltage is set by another (enabled) device. Tri-
state operation can be implemented by placing a transmission gate after a 
two-state device or by making internal modifi cations to the two-state gate; 
however, the latter approach is far more common. 

Tri-state function can be provided in any CMOS gate by the addition of 
four MOSFETs, as shown in Figure 12.13 for the case of the inverter. Here, 
MNE and MPE make it possible to disconnect the core gate (comprising MNO 
and MPO) from the rails. Thus, if the enable is low, both MNE and MPE are cut-
off, providing high Z operation. If the enable is high, both MNE and MPE are 
linear, allowing normal operation of the core gate.

The same basic design can be used for other CMOS gates, such as the 
NAND2 circuit shown in Figure 12.14. Here too, only four extra MOSFETs 
are required to provide the tri-state function. This concept can be extended 
to CMOS gates with any level of complexity. However, due consideration 
must be given to scaling of the MOSFETs. The same design rules discussed 
in Chapter 6 apply here as well. 

In CMOS buffers/output drivers, the MOSFETs are so wide that the addi-
tion of two power switching transistors consumes considerable silicon 
area. For this reason, tri-state CMOS buffers are usually realized as shown 
in Figure 12.15. This design requires a total of 12 MOS transistors but only 
two output driver transistors. Although the tri-state inverter of Figure 12.13 
requires fewer transistors overall (six), it contains four output driver devices 
that will consume considerable silicon area. 

ENABLE

VDD

MPO

MNO

MPE

MNE

MPI

MNI

OUTIN

FIGURE 12.13
Tri-state CMOS inverter.
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12.6 Interface Circuits

Digital systems usually combine different varieties of circuits operating 
at different voltage levels, and this requires the inclusion of interface cir-
cuits that translate, or shift, the voltage levels. At the present time, voltage 

ENABLE

VDD

MPE

MNE

MPI

MNI

B

MPB

MNB

MNA

MPA

A

OUT

FIGURE 12.14
Tri-state CMOS NAND2 gate.

VDD

IN OUT

MNO

MPO

ENABLE

FIGURE 12.15
Tri-state CMOS driver.
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translation circuits are most commonly used between CMOS circuits operat-
ing with different values of VDD, and these will be described in more detail. 
Occasionally, however, it is even necessary to translate between CMOS and 
bipolar circuits or between gallium arsenide and silicon circuits. 

12.6.1 High-Voltage CMOS to Low-Voltage CMOS

Many CMOS VLSI circuits operate with two or more supply voltages; this 
way output drivers can use a large VDD for higher data rates and wider 
noise margins, whereas the core circuitry operates at a lower VDD to reduce 
dissipation. 

The translation from high-voltage CMOS (HV CMOS) to low-voltage CMOS 
(LV CMOS) can be accomplished using an asymmetric CMOS inverter as 
shown in Figure 12.16. The level translator circuit comprising MPT and MNT 
is connected to the lower supply voltage (VDDL) but is designed to have a 
midpoint voltage (switching threshold) equal to one-half of the larger supply 
voltage (V DDH). Thus,

 V
V V V K K

K K
V

M
TN DDL TP P N

P N

DDH=
+ +( )

+
=

/

/1 2
. (12.14)

Rearranging, we fi nd that the required ratio of device transconductance 
parameters is

 K
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V V V
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DDL DDH T
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= = − −
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LV CMOS

VDDH = 3.3V
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FIGURE 12.16
HV CMOS to LV CMOS level translator.

TAF-6987X_AYERS-09-0307-C012.ind487   487TAF-6987X_AYERS-09-0307-C012.ind487   487 8/22/09   3:32:14 PM8/22/09   3:32:14 PM



488 Digital Integrated Circuits

Of course it is not possible to match the switching threshold exactly to VDDH/2 
with one stage if V V VDDH DDL T/ 2 > − . 

Example 12.6. 3.3 to 2.5 V CMOS Level Translator

Design a CMOS level shifter to interface from 3.3 V circuits to 2.5 V circuits and 
plot the transfer characteristic for the circuit. Assume that VTN = |VTP| = 0.5 V for 
all circuits.

Solution: To interface from 3.3 V circuits to 2.5 V circuits, we can use an asym-
metric CMOS inverter with
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Therefore, the ratio of the transistor widths will be
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The voltage transfer characteristic can be calculated piecewise as follows:
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⎪
⎪
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The translator circuit and its voltage transfer characteristic are displayed in Figure 
12.17.

A disadvantage of using an asymmetric inverter for HV CMOS to LV CMOS 
translation is that the ratio of the device widths may be quite distant from unity, 
requiring a very large p-MOS transistor. Another approach, which avoids this 
diffi culty, is to use a Schmitt trigger circuit as shown in Figure 12.18.

12.6.2 Low-Voltage CMOS to High-Voltage CMOS

Voltage translation from LV CMOS to HV CMOS may be accomplished using 
a voltage amplifi er of the type illustrated in Figure 12.19. With VIN = 0 , MPO 
and MNI are linear, whereas MNO and MPI are cutoff, so V VOUT DDH= . With 
a logic “1” input, MNO and MPI are linear but MPO and MNI are cutoff so 
VOUT = 0 . Therefore, this translator is inverting like the circuits of the previ-
ous section. 
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12.7 SPICE Demonstrations

For the purpose of illustration, simulations were performed using Cadence 
Capture CIS 10.1.0 PSpice (Cadence Design Systems). The level 1 MOS tran-
sistor model parameters given in Tables 12.2 and 12.3 were used unless oth-
erwise noted. The process transconductance parameters were calculated 
assuming an oxide thickness of 9 nm. For n-MOSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 580

9 10

14 2 1 1. . /
77

2222
cm

A V= μ / , (12.16)

MNT
1.2/0.6

MPT
32/0.6

HV CMOS

VDDL = 2.5V

LV CMOS

VDDH = 3.3V

IN

0

0.5

1

1.5

2

2.5

0
VIN (V)

V O
U

T 
(V

)

All gate dimensions in μm 

1 2 3

OUT

FIGURE 12.17
Example 3.3 to 2.5 V CMOS level translator.
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VDDL

MPO

MNO

MPI

MNI

MPF

MNF
VDDL

HV CMOS LV CMOS

VDDH

TUONI

FIGURE 12.18
Schmitt trigger circuit used to connect between HV CMOS and LV CMOS with improved noise 

performance.

VDDH

MPO

MNO

LV CMOS HV CMOS

VDDL

IN

OUT

MPI

MNI

FIGURE 12.19
LV CMOS to HV CMOS level translator circuit. 

TAF-6987X_AYERS-09-0307-C012.ind490   490TAF-6987X_AYERS-09-0307-C012.ind490   490 8/22/09   3:32:15 PM8/22/09   3:32:15 PM



Input/Output and Interface Circuits 491

and for p-M-OSFETS,

 KP
F cm cm V s

=
( ) ×( )( )

×

− − −

−

3 9 8 85 10 230

9 10

14 2 1 1. . /
77

288
cm

A V= μ / , (12.17)

The overlap capacitances per unit gate width were determined with the 

assumption that L mOV = 0 1. μ : 

 CGSO
F cm cm

=
( ) ×( ) ×( )

×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4. . / .
77

3 8 0 38

cm

pF cm nF m= =. / . /

 (12.18)

TABLE 12.3

p-MOS Level 1 SPICE Parameters

Parameter Value Units

KP  88u A/V2

VTO  −0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX  9n m

NSUB 1E16 cm−3

UO 230 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m

TABLE 12.2

n-MOS Level 1 SPICE Parameters

Parameter Value Units

KP 222u A/V2

VTO  0.5 V

GAMMA  0.15 V1/2

PHI  0.7 V

LAMBDA  0.05

TOX  9n m

NSUB 1E16 cm−3

UO 580 cm2/Vs

CGSO  0.38n F/m

CGDO  0.38n F/m
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and

 CGDO
F cm cm

cm
=

( ) ×( ) ×( )
×

− −

−

3 9 8 85 10 0 1 10

9 10

14 4

7

. . / .
.

== =3 8 0 38. / . /pF cm nF m

 
(12.19)

The body effect coeffi cient was calculated from

 

GAMMA
q N

C

C

Si a

ox

=

=
×( )( ) ×− −

2

2 1 602 10 11 9 8 85 1019 1

ε

. . . 44 16 3

14 7

10

3 9 8 85 10 9 10

F cm cm

F cm c

/

. . / /

( )( )
( ) ×( ) ×

−

− − mm

V

.

. /≈ 0 15 1 2

 
(12.20)

SPICE Example 12.1 CMOS Transmission Gate

The CMOS transmission gate of Figure 12.20 was investigated using a DC sweep 
of the current source IIN. With the enable voltage VENABLE set to 2.5 V, the input 
voltage is proportional to the input current as shown in Figure 12.21, and the “on” 
resistance of the transmission gate is 1.08 kΩ.

SPICE Example 12.2 Buffered CMOS

Transient simulations were performed to determine the overall propagation delay 
for three cases: an unbuffered CMOS inverter driving a 1 pF load as in Figure 12.22, 
a CMOS inverter with two buffer stages driving a 1 pF load as in Figure 12.23, and 
a CMOS inverter with four buffer stages driving a 1 pF load as in Figure 12.24. For 
the buffered cases, the transistor widths were sized up by a factor of three at each 
successive stage. The same abrupt input waveform was used in all three cases, with 
V1 = 0, V2 = 2.5 V, TD = 0, TR = 0, TF = 0, PW = 10 ns, and PER = 20 ns. The 
transient simulation results of Figure 12.25 show that the overall propagation delay is 
decreased signifi cantly by the use of two scaled buffer stages. However, appending 
two more buffer stages gives little additional benefi t in terms of the overall propaga-
tion delay with this load.

SPICE Example 12.3 Tri-State CMOS

The circuit of Figure 12.26 was used to study the behavior of a tri-state CMOS 
inverter. Pulse sources were used for the input and the enable voltages, and the 
input was set to twice times the frequency of the enable signal. The results of 
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Figure 12.27 show that normal inverter action is obtained when the enable signal 
is high; otherwise, the inverter goes into the high impedance state and the output 
voltage is fi xed at VDD/2 by the resistor divider network.

12.8 Summary

Digital integrated circuits require the implementation of special input, out-
put, and interface circuits as well as combinational logic gates, sequential 
logic gates, and memories. Inputs must have protection circuitry to prevent 
ESD damage during handling as well as transmission gates for enable/ 

VDD
2.5V

MPI
MBreakp

Width = 3.0u
Length = 0.6u

MNI
MBreakn

Width = 1.2u
Length = 0.6u

IIN

V

VENABLE

MPO
MBreakp

Width = 3.0u
Length = 0.6u

MNO
MBreakn

Width = 1.2u
Length = 0.6u

FIGURE 12.20
CMOS transmission gate for determination of the “on” resistance.
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–100

–50

0

50

100

–100 –50 0 50 100
IIN (μV)

V I
N

 (m
V)

FIGURE 12.21
Input voltage as a function of input current for the enabled transmission gate of Figure 12.20.

VDD
2.5V

+
–

MPA
MBreakp

Width = 3.0u
Length = 0.6u

MNA
MBreakn

Width = 1.2u
Length = 0.6u

V

VIN
VPULSE

V

CL
1pF

FIGURE 12.22
Unbuffered CMOS inverter driving a 1 pF load.

V

CL
1pFVIN

VPULSE

V

MPB1
MBreakp

Width = 3u
Length = 0.6u

MPB2
MBreakp

Width = 9u
Length = 0.6u

MPB3
MBreakp

Width = 27u
Length = 0.6u

MNB1
MBreakp

Width = 1.2u
Length = 0.6u

MNB2
MBreakp

Width = 3.6u
Length = 0.6u

MNB3
MBreakp

Width = 10.8u
Length = 0.6u

FIGURE 12.23
CMOS inverter driving a 1 pF load through two buffer stages.
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Width = 32.4u
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MNC5
MBreakn
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MNC3
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FIGURE 12.24
CMOS inverting driving a 1 pF load through four buffer stages.
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0.5

1.0

1.5

2.0

2.5
Input

0 2 4 6 8 10 12 14 16 18 20
t (ns)

(V
)

Unbuffered
Two buffers

Four buffers

FIGURE 12.25
Transient simulation results for three cases: an unbuffered CMOS inverter driving a 1 pF load, 

a CMOS inverter with two buffer stages driving a 1 pF load, and a CMOS inverter with four 

buffer stages driving a 1 pF load.
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disable operation. Output pins generally require high-current output drivers 
and tri-state operation to allow compatibility with busses. Interface circuits 
are needed for voltage level shifting between circuits operating with differ-
ent voltages.

V
VDD
2.5V

+
–

VIN
VPULSE

V

MPI
MBreakp

Width = 3u
Length = 0.6u

MNI
MBreakp

Width = 1.2u
Length = 0.6u

MPE
MBreakp

Width = 3u
Length = 0.6u

MPO
MBreakp

Width = 3u
Length = 0.6u

MNO
MBreakp

Width = 1.2u
Length = 0.6u

MNE
MBreakp

Width = 1.2u
Length = 0.6u

V

VENABLE
VPULSE

100 kΩ

100 kΩ

FIGURE 12.26
Tri-state CMOS inverter.

0 10 20 30 40
t (ns)

VIN

VENABLE

VOUT 2.5V

FIGURE 12.27
Transient response for the tri-state CMOS inverter of Figure 12.26.
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12.9 Practical Perspective

For practical perspective articles, see the dynamic website at http://www.
engr.uconn.edu/ece/books/ayers.

12.10 Exercises

E12.1.  Determine the “on” resistance as a function of VIN  for the 
symmetric CMOS transmission gate of Figure 12.28 with 
V VENABLE = 2 5. .

VDD = 2.5V

MPO
10/0.6

MNO
4/0.6

MPI
1.2/0.6

MNI
1.2/0.6

ENABLE

IN OUT

tOX = 8 nm
VTN = |VTP| = 0.5V

All gate dimensions in μm

FIGURE 12.28
CMOS transmission gate for analysis of the “on” resistance (see Exercise E12.1).
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E12.2.  Determine the “on” resistance as a function of VIN  for the 
asymmetric CMOS transmission gate of Figure 12.29 with 
V VENABLE = 2 5. .

VDD = 2.5V

MPO
2.4/0.6

MNO
2.4/0.6

MPI
1.2/0.6

MNI
1.2/0.6

ENABLE

IN OUT

tOX = 8 nm
VTN = |VTP| = 0.5V

All gate dimensions in μm

FIGURE 12.29
CMOS transmission gate (see Exercise E12.2).

VDD = 1.5V

MPO
WPO/0.6

MNO
WNO/0.6

MPI
1.2/0.6

MNI
1.2/0.6

ENABLE

IN OUT

tOX = 8 nm
VTN = |VTP| = 0.5V

All gate dimensions in μm

FIGURE 12.30
Transmission gate for the design of the transistor widths (see Exercise E12.3).

E12.3.  Choose the widths of the devices MPO and MNO in Figure 12.30 
so the maximum “on” resistance is 1kΩ  with V VENABLE = 1 5. .
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E12.4.  The inverter shown in Figure 12.31 drives a 5 pF load through 
three buffer stages, with a scale factor of four at each stage. The 
input to the inverter on the left makes abrupt voltage transi-
tions. (1) Find the propagation delay for the inverter driving 
the 5 pF load directly, without buffering. (2) Find the input 
capacitances for each of the three buffer stages. (3) Find the four 
propagation delays and the total delay for the inverter with the 
three buffers.

VDD = 1.8V

MPO
3/0.6

MNO
1.2/0.6

CL
5 pF

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 0.1 μm

3 buffer stages
Scale factor = 4

FIGURE 12.31
A inverter with three buffer stages driving a capacitive load (see Exercise E12.4).

E12.5.  The inverter of Figure 12.32 drives an off-chip load through 
three buffers as shown. Using the short-channel MOSFET equa-
tions, fi nd the propagation delays for each of the four inverters 
and the total propagation delay.

VDD = 1.0V

MPO
0.5/0.1

MNO
0.2/0.1

CL
5 pF

IN OUT

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 40 nm

3 buffer stages
Scale factor = 3

FIGURE 12.32
Buffer stages driving a 5 pF load (see Exercise E12.5).

E12.6.  An inverter drives a 1 pF load through buffer stages hav-
ing a uniform scale factor of fi ve as shown in Figure 12.33. 
How many buffer stages are needed so that t psPLH ≤ 600 and 
t psPHL ≤ 600 ?
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VDD = 1.8V

MPO
3/0.6

MNO
1.2/0.6

CL
1 pF

IN OUT. . .

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 0.1 μm

N buffer stages

FIGURE 12.33
Inverter with N buffer stages to drive a 1 pF load (see Exercise E12.6).

VDD = 1.8V

MPO
3/0.6

MNO
1.2/0.6

CL
5 pF

IN OUT. . .

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 0.1 μm

N buffer stages

FIGURE 12.34
CMOS inverter with N buffer stages to drive a load capacitance (see Exercise E12.7).

E12.7.  For the arrangement shown in Figure 12.34, determine and 
plot the total propagation delay as a function of the number 
of buffer stages. The buffer stages use a uniform scale factor of 
fi ve. What is the ideal number of buffers in terms of delay? 

E12.8.  For the buffered confi guration of Figure 12.35, (1) determine 
and plot the total propagation delay as a function of the num-
ber of buffer stages, assuming a uniform scale factor of fi ve, 
and (2) determine and plot the product of the circuit area and 
the total propagation delay as a function of the number of 
buffer stages. Use the short-channel MOSFET equations.
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VDD = 1.0V

MPO
0.2/0.1

MNO
0.2/0.1

CL
5 pF

IN OUT. . .

All gate dimensions in μm
VTN = |VTP| = 0.3V

tOX = 4 nm
LOV = 40 μm

N buffer stages

FIGURE 12.35
Inverter with buffers (see Exercise E12.8).

E12.9.  Design a level translation circuit to go from 3.3 V CMOS to 1.0 
V CMOS, using one or more asymmetric inverters. Calculate 
and plot the overall voltage transfer characteristic for your level 

translator. V V VTN TP= = 0 3.  and L m= 0 5. μ  for all devices. You 
may use any or all of the following supply voltages: 1.0, 1.2, 1.5, 
1.8, 2.5, and 3.3 V.

  For additional exercise problems, see the dynamic website at 
http://www.engr.uconn.edu/ece/books/ayers.
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Symbol Description Units

α Switching activity factor

αn Switching activity factor for the nth node

ΔL Reduction in channel length cm

ε Permittivity F/cm

ε0 Permittivity of free space F/cm

εDI Permittivity of the dielectric F/cm

εox Permittivity of SiO2 F/cm

εs Permittivity of semiconductor F/cm

εSi Permittivity of silicon F/cm

ϕMS Metal-semiconductor work function difference V

γ Body effect coeffi cient V1/2

ΓN n-MOS delay parameter V−1

ΓNeff Short-channel n-MOS effective delay parameter V−1

ΓP p-MOS delay parameter V−1

ΓPeff Short-channel p-MOS effective delay parameter V−1

κ Dielectric constant

κ MOS transistor scale factor

λ Optical wavelength cm

λ channel length modulation parameter V−1

λN n-MOS channel length modulation parameter V−1

λP p-MOS channel length modulation parameter V−1

μ Mobility (electron or hole) cm2/Vs

μDI Permeability of the dielectric H/cm

μn Electron mobility cm2/Vs

μp Hole mobility cm2/Vs

ρ Resistivity Ω

ρ Space charge density C/cm2

σ Conductivity A/V

τF Effective forward lifetime

τn Electron lifetime s

τp Hole lifetime s

τSC Space charge lifetime s

(continued)
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Symbol Description Units

ϕms Metal-semiconductor work function difference V

ψi Electric potential V

a Lattice constant cm

A Chip area cm2

A Junction area cm2

c Capacitance per unit length F/cm

C Capacitance F

C Control input

Cbot Source, drain junction capacitance per unit area on bottom F/cm2

Cbot0 Source, drain zero-bias bottom depletion capacitance

CD Capacitance between drain and ground F

Cdm Maximum depletion layer capacitance per unit area F/cm2

CG Capacitance between gate and ground F

Cgb Gate-body capacitance F

Cgd Gate-drain capacitance F

Cgs Gate-source capacitance F

Cin Input capacitance F

Cinterconnect Interconnect capacitance F

CJ0 Zero-bias depletion capacitance F

CL Load capacitance F

CL,max Maximum load capacitance F

CMi Miller input capacitance F

CMo Miller output capacitance F

Cout Output capacitance C

Cox Oxide capacitance per unit area F/cm2

Csw Source, drain depletion capacitance per unit area on sidewall F/cm2

Csw0 Source, drain zero bias sidewall depletion capacitance F/cm2

CT Depletion layer capacitance (transition capacitance) F

CY Soft node capacitance C

d Depth of focus cm

D0 Areal density of defects cm−2

Dn Electron diffusivity cm2/Vs

Dp Hole diffusivity cm2/Vs

E Electric fi eld intensity V/cm

Ea Activation energy eV

Ec Edge of the conduction band eV

Ef Fermi level eV

Eg Energy gap eV

Ei Intrinsic Fermi level eV

Ev Edge of the valence band eV

f Frequency, switching frequency s−1

(continued)

(continued)
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Symbol Description Units

fCLK Clock frequency s−1

fM Ring oscillator frequency with M inverters s−1

G Generation rate for electron-hole pairs cm−3s−1

in Electron current A

ID Drain current A

IDD Drain supply current A

IDDH Drain supply current with the output high A

IDDL Drain supply current with the output low A

IDN n-MOS drain current A

IDP p-MOS drain current A

IDSATn n-MOS saturated drain current A

IDSATp p-MOS saturated drain current A

IF Forward current A

Igen Generation current A

Ileak Leakage current A

IPN p-n junction leakage current A

IOH Output high current A

IOL Output low current A

Ipn p-n junction leakage current A

IS Reverse saturation current A

ISubthreshold Subthreshold current A

J Current density A/cm2

J Energy J

Jn Electron current density A/cm2

Jp Hole current density A/cm2

Jswitch Switching energy J

k Boltzmann constant J/K

k ' Process transconductance parameter A/V2

kN ' n-MOS process transconductance parameter A/V2

kP ' p-MOS process transconductance parameter A/V2

K Device transconductance parameter A/V2

KN n-MOS device transconductance parameter A/V2

KP p-MOS device transconductance parameter A/V2

KR Ratio of device transconductance parameters

l Inductance per unit length H/cm

L Gate length cm

L’ Reduced channel length cm

L Inductance H

LD Length of drain cm

Ln Electron diffusion length cm

LN n-MOS gate length cm

LOV Overlap of gate with source, drain cm

(continued)
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Symbol Description Units

Lp Hole diffusion length cm

LP p-MOS gate length cm

LS Length of source cm

LS Logic swing V

m Subthreshold parameter (capacitance ratio parameter)

m Grading coeffi cient

M Fan-in

M Number of inverters in a ring oscillator

n Electron concentration cm−3

n Empirical velocity saturation coeffi cient (electrons or holes)

n Equilibrium electron concentration cm−3

n’ Excess electron concentration cm−3

np Electron concentration in p-type material cm−3

np’ Excess electron concentration in p-type material cm−3

ni Intrinsic carrier concentration cm−3

N Fan-out

N Emission coeffi cient (p-n junction)

N Number of die on the wafer

Na Acceptor concentration cm−3

Nd Donor concentration cm−3

NC Effective density of states at the edge of the conduction band cm−3

ND Number of defects on the wafer

NG Number of good die on the wafer

NMAX Maximum fan-out

NS Number of logic stages

NV Effective density of states at the edge of the valence band cm−3

NA Numerical aperture

p Hole concentration cm−3

p Equilibrium hole concentration cm−3

p’ Excess hole concentration cm−3

PAC Dynamic dissipation W

PDC Static dissipation W

PL Output low-power dissipation W

PH Output high-power dissipation W

Ppn p-n junction leakage power W

Psc Short-circuit power W

Pswitch Capacitance switching power W

Psubthreshold Subthreshold power W

PDP Power-delay product J

q Electronic charge C

qχ Semiconductor electron affi nity eV

(continued)

(continued)
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Symbol Description Units

qϕF Bulk difference between intrinsic and actual Fermi level eV

qϕm Metal work function eV

qϕs Semiconductor work function eV

qΨs Band bending at the surface eV

QB Semiconductor depletion charge per unit area C/cm2

QB Stored charge in the base C

Qi Inversion layer charge C/cm2

QII Ion-implanted charge Ccm−2

Qox Oxide charge C/cm2

r Resistance per unit length Ω/cm

R Resistance Ω
R Recombination rate for minority carriers cm−3s−1

RON “on” resistance Ω
RONN n-MOS drain “on” resistance Ω
RONP p-MOS drain “on” resistance Ω
RL Load resistance Ω
S Subthreshold swing V

s Scaling factor

t Time s

T Temperature K

T Period of ring oscillator s

t0 Logic “0” transfer time s

t1 Logic “1” transfer time s

tF Fall time s

tF’ Extrinsic fall time s

tF1 Component of fall time with n-MOS saturated s

tF2 Component of fall time with n-MOS linear s

tFI Fall time of input signal s

tox Oxide thickness cm

tP Average propagation delay s

tP,max Maximum propagation delay s

tPHL High-to-low propagation delay s

t’PHL Extrinsic high-to-low propagation delay s

tPHL1 Component of tPHL with n-MOS saturated s

tPHL2 Component of tPHL with n-MOS linear s

tPHL,int Intrinsic high-to-low propagation delay s

tPLH Low-to-high propagation delay s

t’PLH Extrinsic low-to-high propagation delay s

tPLH1 Component of tPLH with p-MOS saturated s

tPLH2 Component of tPLH with p-MOS linear s

tPLH,int Intrinsic low-to-high propagation delay s

tR Rise time s

tR’ Extrinsic rise time s

(continued)

TAF-6987X_AYERS-09-0307-A00A.ind507   507TAF-6987X_AYERS-09-0307-A00A.ind507   507 8/22/09   3:39:29 PM8/22/09   3:39:29 PM



508 Appendix A

Symbol Description Units

tR1 Component of rise time with p-MOS saturated s

tR2 Component of rise time with p-MOS linear s

tret Retention time s

tRI Rise time of input signal s

ts Storage delay time s

tt Transit time s

v Carrier velocity (electron or hole) cm/s

V Electric potential V

Vbi Built-in voltage V

VB Breakdown voltage V

VBS Body-to-source bias voltage V

VD Diode turn-on voltage V

VDD Drain supply voltage V

VDS Drain-to-source voltage V

VDSAT Saturation drain-to-source voltage V

VF Forward voltage V

VGS Gate-to-source voltage V

VIH Input high voltage V

VIL Input low voltage V

VIN Input voltage V

VL Lower trip voltage V

VM Midpoint voltage or switching threshold V

VNMH High noise margin V

VNML Low noise margin V

VOH Output high voltage V

VOL Output low voltage V

VOUT Output voltage V

VR Reverse voltage V

vsat Saturation velocity cm/s

vsatn Electron saturation velocity cm/s

vsatp Hole saturation velocity cm/s

Vss Steady-state voltage V

VSS Source supply V

VT Threshold voltage V

VTH VT for high threshold devices V

VTL Threshold voltage for pull-up device V

VTL VT for low-threshold devices V

VTN n-MOS threshold voltage V

VTO Zero-bias threshold voltage V

VTO Threshold voltage for pull-down device V

VTP p-MOS threshold voltage V

VU Upper trip voltage V

(continued)

(continued)
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Symbol Description Units

W Depletion width cm

W Gate width cm

WB Base width cm

WD Drain depletion width cm

Wdm Depletion width in silicon under inversion cm

WN n-MOS gate width cm

WP p-MOS gate width cm

WS Source depletion width cm

X One-half the minimum feature size 2X μm

xj Junction depth cm

xn Depletion width in the n-type side of a p-n junction cm

xp Depletion width on the p-type side of a p-n junction cm

Y Yield

Ya Assembly yield

Ybi Burn-in yield

Yp Process yield

Yw Wafer yield
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International System of Units

Quantity Units Symbol Equivalent units

Length Meter M

Mass Kilogram Kg

Time Second s

Temperature Kelvin K

Charge Coulomb C

Current Ampere A C/s

Potential Volt V J/C

Power Watt W J/s

Energy* Joule J Nm

Conductance Siemen S A/V

Resistance Ohm Ω V/A

Capacitance Farad F C/V

Magnetic fl ux Weber Wb Vs

Flux density Tesla T Wb/m2

Inductance Henry H Wb/A

Frequency Hertz Hz 1/s

Force Newton N kgm/s2

Pressure Pascal Pa N/m2

*  In work with semiconductors and devices, it is common to use electron-volt (eV) units for 

energy. 1 1 602 10 19eV J= × −. .
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Unit Prefi xes

Multiplier Prefi x Symbol

1018 Exa E

1015 Peta P

1012 Tera T

109 Giga G

106 Mega M

103 Kilo k

102 Hecto h

101 Deka da

10−1 Deci d

10−2 Centi c

10−3 Milli m

10−6 Micro μ

10−9 Nano n

10−12 Pico p

10−15 Femto f

10−18 Atto A
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Greek Alphabet

Letter Lowercase Uppercase

Alpha α Α
Beta β Β
Gamma γ Γ
Delta δ Δ
Epsilon ε Ε
Zeta ζ Ζ
Eta η Η
Theta θ Θ
Iota ι Ι
Kappa κ Κ
Lambda λ Λ
Mu μ Μ
Nu ν Ν
Xi ξ Ξ
Omicron ο Ο
Pi π Π
Rho ρ Ρ
Sigma σ Σ
Tau τ Τ
Upsilon υ Υ
Phi ϕ Φ
Chi χ Χ
Psi ψ Ψ
Omega ω Ω
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Physical Constants

Quantity Symbol Value

Avogadro constant NA 6 022 1023 1. × −mol

Bohr radius aB 5 292 10 11. × − m
Boltzmann constant* k 1 381 10 23. /× − J K
Electron rest mass m0 9 110 10 31. × − kg

Electron charge q 1 602 10 19. × − C
Gas constant R 1 987. /cal molK
Permeability of free space μ0 4 10 9π × − H cm/

Permittivity of free space ε0 8 85 10 14. /× − F cm

Planck constant h 6 626 10 34. × − Js

Reduced Planck constant η 1 0546 10 34. × − Js

Speed of light in free space c 3 00 1010. /× cm s

* In work with semiconductors, the value k eV K= × −8 62 10 5. /  is often used.
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Properties of Si and Ge at 300 K

Property Si Ge

Atomic density (cm−3) 5 0 1022. × 4 42 1022. ×
Density (g/cm3) 2.329 5.327

Dielectric constant, εs 11.9 16.0

Effective density of states in the conduction 

band, NC (cm−3)
2 8 1019. × 1 04 1019. ×

Effective density of states in the valence band, 

NV (cm−3)
1 04 1019. × 6 0 1018. ×

Electron affi nity χ (V) 4.05 4.00

Energy gap, Eg (eV) 1.12 0.66

Index of refraction, n 3.42 4.0

Intrinsic carrier concentration, ni (cm−3) 1.45 × 1010 2 4 1013. ×
Lattice constant, a (nm) 0.543108 0.564613

Mobility, bulk (cm2V−1s−1) μn = 1500

μp = 450

μn = 3900

μp = 1900

Mobility, MOSFET (cm2V−1s−1) μn = 580

μp = 230

Specifi c heat (J/goC) 0.713 0.31

Thermal conductivity (Wcm−1/oC) 1.56 0.6
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Properties of SiO2 at 300 K

Property SiO2

Density (g/cm3) 2.27

Dielectric constant, εr 3.9

Dielectric strength (V/cm) 107

Electron affi nity χ (V) 0.9

Energy gap, Eg (eV) 9

Index of refraction, n 1.46

Specifi c heat (J/goC) 1.0

Thermal conductivity (W/cmoC) 1.4×10 −2
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Important Equations

n-MOS Transistor

 V
Q
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Q
C

Q
C

TO MS F
B

ox

ox

ox

II

ox
= − − − −φ φ2  (H.1)

 V V VT TO BS F F= + + −( )γ φ φ2 2  (H.2)

 K k
W
L t

W
L

N N
N

N

n ox

ox

N

N
= ′ = μ ε

 (H.3)
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mkT
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⎝⎜
⎞
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−( )⎛
⎝⎜

⎞
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1

2

exp (subthreshold) (H.6)

Short-Channel n-MOS Transistor

 I
C W L V V V V

V
D

n ox GS TN DS DS

n DS
=

( ) −( ) −⎡⎣ ⎤⎦
+

μ
μ

/ /2 2

1 // v Lsatn( )
 (linear) (H.7)
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524 Appendix H

 V
V V
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CMOS
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 P f C Vswitch CLK L DD= α 2  (H.13)

Short-Channel CMOS

 t
C V

C W v V V

V V
PHL

L DD

ox N satn DD TN

n DD TN≈
−( )

+ −(
2

1 2μ )) ( ) +

+ −( ) ( ) −

/

/

v L

V V v L

satn N

n DD TN satn N

1

1 2 1μ
 (H.14)

 t
C V

C W v V V

V V
PLH

L DD

ox P satp DD TP

p DD TP
≈

+( )
+ −(

2

1 2μ )) ( ) +

+ −( ) ( ) −

/

/

v L

V V v L

satp P

p DD TP satp P

1

1 2 1μ
 (H.15)
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Design Rules

The physical design of transistors, wires, and other integrated circuit compo-
nents is governed by a set of design rules. These design rules, which dictate 
the dimensions, physical size, and device capacitances, are of three types: 
minimum dimensions, minimum spacings, and minimum surrounds. These 
minimum values are inextricably tied to the fabrication process as well as 
the lithographic process used for pattern transfer.

Design rules may be scalable or absolute. Scalable rules are stated in terms 
of X (where the minimum feature size is 2X)*, whereas absolute design rules 
are stated in units of length (nanometers). Scalable rules have the advantage 
that they can be applied to different process lines having different values of 
X, but they may not be simultaneously optimized for different values of X. 
Some design rules do not scale with X, so worst-case values must be used 
to produce a scalable rule set. In practice, both scalable and absolute design 
rules are in use today. Examples of scalable design rules sets are those used 
by the VLSI prototyping service MOSIS [1].

Generally speaking, there are three classes of design rules: (1) minimum 
widths, (2) minimum spacings, and (3) minimum surrounds. Table I.1 lists 
the most important design rules of these types, along with a particular set 
of values adapted from the MOSIS rule set and used for the examples and 
exercises in this book. Advanced design work will always be based on simi-
lar rules, possibly with the inclusion of additional rules, but the numerical 
values (either scalable, in terms of X, or absolute, in terms of nanometers) will 
tend to be different.

These design rules are illustrated in the following series of fi gures with 
an orientation to the basic n-well CMOS process described previously. The 
basic layers and layout legends for such a scalable n-well CMOS process are 
summarized in Table I.2.

Note that the active layer defi nes the placement of silicon nitride, which 
in turn is used to pattern shallow trench oxide; the shallow trench oxide is 
grown wherever the nitride is absent. Therefore, channel regions are defi ned 
by the overlap of the active and polysilicon layers.

* Often, the minimum feature size is denoted 2λ. Here, the notation 2X has been used to avoid 
confusion with the optical wavelength used for photolithography. 
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526 Appendix I

A single mask is used to pattern the polysilicon wires, although these 
wires exist with both p-type doping and n-type doping because poly-
silicon is doped simultaneously with the source and drain regions of 
the MOSFETs, as required by the self-aligned process. However, metal or 
silicide straps are generally placed over the polysilicon to alleviate prob-
lems associated with the transition from p-type polysilicon to n-type 
polysilicon.

Often simplifi ed layouts will be used for the purpose of illustration, and 
these use the simplifi ed legend of Table I.3.

The minimum line width 2X is the smallest dimension permitted for any 
feature in the layout. 2X is also called the minimum feature size. At the time 
of this writing, a minimum feature size of 45 nm is used in production, 
and we say that we are at the 45 nm technology node. Technologically, the 
minimum feature size corresponds to the minimum width for a polysilicon 
line. For example, with 0.1 μm technology, the minimum polysilicon line 

TABLE I.1

Layout Design Rules along with Values Adopted for This Book

Rule Description Value

Minimum dimensions

L1 Gate length/polysilicon width 2X

L2 Extension of polysilicon gate beyond active region 1X

L3 Width of contact window 2X

L4 Width of active region 3X

L5 Width of implanted region 3X

L6 Width of metal 1 3X

L7 Width of metal 2 3X

Minimum separations
D1 S pacing between polysilicon gates/ wires 2X

D2 Spacing between polysilicon gate and S/D contact window 2X

D3 Spacing between contacts 2X

D4 Spacing between active regions 3X

D5 Spacing between implanted regions of same type 3X

D6 Spacing between metal 1 wires 3X

D7 Spacing between metal 2 wires 4X

D8 Spacing between implanted regions of opposite type 5X

Minimum surrounds
S1 Active region surrounding contact window 1X

S2 Metal 1 surrounding contact window 1X

S3 Metal 2 surrounding contact window 1X

S4 Polysilicon surrounding contact window 1X

S4 nselect or pselect surrounding contact window 1X

S6 nselect or pselect surrounding active region 1X

S7 n-Well surrounding p-MOS active region 5X
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TABLE I.2

Detailed Layout Legend

Physical layer

n-well

Silicon nitride

Polysilicon

p+ implant

Name

n-well

Active

Poly 1

p select

Layout symbol

n+ implant n select

Contact cut

Metal 1

Metal 2

Contact

Metal 1

Metal 2

TABLE I.3

Simplifi ed Layout Legend

Physical layer

n-well

Silicon nitride

Polysilicon

p+ implant

Name

n-well

Active

Poly 1

p select

Layout symbol

n+ implant n select

Contact cut

Metal 1

Metal 2

Contact

Metal 1

Metal 2

width is 0.1 μm and the value of X is 0.05 μm. The minimum line widths 
and spacings are determined primarily by the process technology and 
equipment used and especially the lithographic process. However, they are 
also determined in part by lateral doping and depletion effects. Implanted 
regions spread laterally during the annealing process, resulting in lateral 
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528 Appendix I

doping. The diffusion of impurities also results in lateral doping effects. In 
addition, there are depletion regions surrounding implantations or dif-
fusions made in a semiconductor of opposite conductivity type. Both the 
lateral doping and the depletion regions affect the minimum spacings of 
doped regions.

Violation of the minimum line width or spacing rules may result in a 
nonfunctioning circuit because of broken lines (if the minimum line width 
is violated) or a short circuit (if the minimum spacing between lines is 
violated).

Figures I.1 through I.5 illustrate the minimum widths and separations for 
polysilicon, implanted regions, and metal. The minimum width for poly-
silicon is 2X (rule L1) and the minimum polysilicon-polysilicon separation is 
also 2X (rule D1). The minimum width for implanted regions (3X, rule L5) is 
greater than for polysilicon to allow for depletion effects at the edges of the 

Polysilicon

Polysilicon

(L1) 2X 

(D1) 2X 

FIGURE I.1
Polysilicon design rules.

n-type or p-type
implantation 

Implantation of
the same type 

(L5) 3X 

(D5) 3X 

FIGURE I.2
Design rules for implantations of the same type.

n-type
implantation

p-type
implantation 

(D8) 5X 

(L5) 3X 

FIGURE I.3
Design rules for implantations of opposite type.
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Metal 1

Metal 1

(D6) 3X 

(L6) 3X 

FIGURE I.4
Metal 1 design rules.

Metal 2

Metal 2

(D7) 4X 

(L7) 3X 

FIGURE I.5
Metal 2 design rules.

doped region. The minimum spacing design rule for implanted regions of 
opposite conductivity has been made large (5X, rule D8) to reduce the current 
gain of parasitic bipolar transistors and thereby avoid the latch-up problem. 
The minimum width for metal 1 is 3X (rule L6) and the minimum spacing 
for metal 1 is also 3X (rule D6). The widths and separations for higher levels 
of metal are generally greater, to allow for the loss of planarity on the surface 
as well as registration errors between mask levels.

Contacts are made to n+, p+, or polysilicon device regions by opening win-
dows in the overlying oxide before metallization (see Figure I.6). In the scal-
able rule set adopted here, the minimum dimension for a metal contact is 
2X (rule L3). In practice, all contact cuts are made this size. Therefore, an 
increase in contact area is achieved using multiple contact cuts, rather than a 
single, large area cut. The contact windows must be spaced by 2X (rule D3). 
The minimum surround for a contact window is 1X for metal 1 (rule S2), 
metal 2 (rule S3), polysilicon (rule S4), or an nselect or pselect region (rule 
S5). Therefore, the contacting layer as well as the layer being contacted must 
extend 1X (one-half the minimum feature size) in all directions, allowing 
for the tolerance in registration between the two mask levels. A special type 
of contact made between levels of metal is usually referred to as a via. An 
example is the case of a contact made between metal 1 and metal 2.

The basic design rules for a MOSFET are illustrated in Figure I.7 for the 
case of an n-MOS transistor. The channel is formed in the area in which the 
polysilicon wire overlaps the active region. The minimum width for this 
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Via - metal 2 to metal 1 Contact - metal 1 to
polysilicon 

Contact - metal 1 to 
implanted region

(L3) 2X

(L3) 2X

2X
(L3)

3X
(S3)

2X
(L3)

2X
(L3)

1X (S2)

1X (S2, S3)

(S3)
1X

(L1)
2X

(S2, S3)
1X

(S3)
1X

(S2, S3)
1X

1X (S2, S4)

1X (S2, S4)

FIGURE I.6
Design rules for contacts and vias.

1X
(L2)

(L1)
2X

(L3)
2X

(L3) 2X
1X (S2)

1X (S3)

(D2)
2X

1X
(S2)

1X
(S2)

FIGURE I.7
n-MOS transistor design rules.

TAF-6987X_AYERS-09-0307-A00I.ind530   530TAF-6987X_AYERS-09-0307-A00I.ind530   530 8/22/09   7:28:05 PM8/22/09   7:28:05 PM



Appendix I 531

polysilicon wire, and therefore the “printed gate length L,” is 2X (rule L1), 
and the polysilicon wire must extend beyond the active region by at least 1X 
on either side (rule L2). The nselect implant (not shown in these simplifi ed 
layout drawings) must extend 1X (rule S6) beyond the edges of the active 
region. The contact windows are always 2X square (rule L3), but multiple 
contact openings are used if additional contact area is needed. The metal 
placed over a contact opening must extend beyond the window edges by 
1X in all directions (rule S2), and this metal must be spaced by at least 1X 
from the channel region. The total area of the transistor scales with X2, so 
that halving the minimum feature size will reduce the transistor area by a 
factor of one-quarter.

In the case of a p-MOS transistor, an n-well surrounds the device as shown 
in Figure I.8. The n-well must extend at least 5X out from the active region in 
all directions (rule S7).

These scalable design rules apply for an n-well process, in which the n-
MOS transistor is fabricated directly in the p-type substrate. In the case of a 
twin well process, a p-type well is created for the n-MOS device, so there are 
additional rules associated with the p-well dimensions. If absolute (rather 
than scalable) rules are used, they will apply to the same dimensions, sepa-
rations, and extensions described above, but they will be in units of length 
rather than multiples of X.

Often it is necessary to connect two or more MOSFETs in series as shown 
in Figure I.9 for the case of two n-MOS transistors. In such a situation, it is 
not necessary to form source and drain contact regions between the series 
connected transistors; instead, the common nselect region between the two 
channels forms the drain of one transistor and the source of the other. The 
minimum separation between the two polysilicon gates is 2X (rule D1).

(L3) 2X

1X
(L2)

1X
(S2)

(L1)
2X

(L3)
2X

1X
(S2)

1X
(S2)

(D2)
2X

1X
(S2)

(S7)
5X

(S7)
5X

FIGURE I.8
p-MOS transistor design rules.
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In many situations, it is also necessary to place two MOS transistors in 
parallel, to create the desired logic function or perhaps just to increase the 
overall current drive capability, as shown in Figure I.10. These two transis-
tors share a single source region. Multiple contacts have been used for both 
drains as well as the common source. These contact areas are 2X in width 
(rule L3) and are spaced by 2X (rule D3).

(L3) 2X

1X
(L2)

1X (S2)

1X (S2)

(L1)
2X

(L1)
2X

(L3)
2X

1X
(S2)

1X
(S2)

(D2)
2X

2X
(D1)

FIGURE I.9
Design rules for series-connected n-MOS transistors.

(L3) 2X

1X
(L2)

(L1)
2X

(L1)
2X

(S2)
1X

(S2)
1X(D2)

2X

(D3) 2X

FIGURE I.10
Design rules for parallel-connected n-MOS transistors.
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p-n Junction Switching Transients

J.1 Introduction

For MOS VLSI circuits, the p-n junctions are normally reverse biased. 
Nonetheless, the large signal switching characteristics are important in 
 several situations, including electrostatic discharge and latch-up. In this 
section, we will briefl y consider the turn-on and turn-off transients for p-n 
junctions, revealing that the turn-on response is very rapid but that the 
turn-off response may be sluggish because of minority carrier charge storage 
effects.

J.2 Charge Control Model

The charge control equation for a one-sided n+-p junction can be developed 
by consideration of the continuity equation for minority carriers in the p-

type base. If we neglect generation and drift, this continuity equation is

 ∂ ′
∂

= −
′

−
∂

∂
n

t

n

qA
i t

x
p p

n

n

τ
1 ( ) . (J.1)

Multiplying both sides of the equation by –q and integrating over the width 
of the base region, we obtain

 −
∂
∂

′ =
′

+
∂

∂∫∫ ∫t
qn dx

qn
dx

A
i t

x
dp

p

n

WW W

n
BB B

τ
00 0

1 ( )
xx . (J.2)

Multiplying by the junction area yields

 dQ t
dt

Q t
i W t i tB B

n
n B n

( ) ( )
, ,+ − ( ) = − ( )

τ
0 , (J.3)
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536  Appendix J

where QB is the excess minority carrier charge stored in the base, in coulombs. 
The minority carrier current at the edge of the depletion region includes con-
tributions attributable to transit and recombination, so that

 − ( ) = + =i t
Q Q

t
Q

n
B

n

B

tB

B

F

0,
τ τ

, (J.4)

where τn is the minority carrier lifetime in the base, ttB is the base tran-
sit time for minority carriers, and τF is called the “effective forward 
lifetime.”

The charge control equation is thus

 − ( ) = +i t
dQ
dt

Q
n

B B

F

0,
τ

. (J.5)

If we include the displacement current in the transition layer capacitance, the 
complete charge control equation is 

 − ( ) = + −i t
dQ
dt

Q
C

dv
dt

n
B B

F
T0,

τ
. (J.6)

J.3 Turn-Off Transient

p-n junction junctions require a fi nite time to turn off attributable to two 
effects: the storage of excess minority carrier charge and the transition layer 
capacitance. Suppose a reverse voltage is applied after a junction has been 
forward biased for a long time as shown in Figure J.1. Before the bias is 
switched,

 i t I
V
R

tF
F

( ) ; ( )= ≈ < 0 . (J.7)

After the bias is switched, a large reverse current fl ows during the “delay 
time,” and excess minority carriers are removed from the junction:

 i t I
V
R

t tR
R

s( ) ; ( )= − ≈ − ≤ ≤0 . (J.8)

Application of the charge control equation yields

 I
dQ
dt

Q
R

B B

F

≈ +
τ

. (J.9)
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The solution is

 Q t I I I tB R F R F F F( ) exp /≈ − +( ) −( )τ τ τ . (J.10)

At the end of the storage delay time, the stored minority carrier charge is 
approximately −IR Rτ . Here τR  is the effective reverse lifetime; it is analogous 
to τ F  and includes both transit and recombination effects. Solving, the stor-
age delay time is

 t
I
I

s F
F

R

R

F

= +
⎛
⎝⎜

⎞
⎠⎟

− +
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥τ τ

τ
ln ln1 1 . (J.11)

From this analysis, we can conclude that the actual switching speed of the 
junction depends on not only the device design (through τ F  andτR ) but also 

on the circuit design (through IF and IR).

J.4 Turn-On Transient

Unlike the turn-off transient, the turn-on response is relatively fast and usu-
ally does not limit circuit performance. Suppose a p-n junction is suddenly 
forward biased as shown in Figure J.2. If the junction has been in a state of 
zero bias for a long time, the junction voltage cannot change abruptly attrib-
utable to the junction capacitance. Hence, the current rises rather abruptly to 

I V RF F≈ /  when the switch is thrown at t = 0.
After the switch has been closed, the approximate charge control equation 

may be written as

 − ≈ +I
dQ
dt

Q
F

B B

Fτ
. (J.12)

VF
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R

+–

+ –

t = 0

i(t)

n+ p

FIGURE J.1
p-n junction turn-off transient.
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The initial and fi nal conditions are

 Q tB =( ) =0 0 ,  (J.13)

and

 Q t IB F F= ∞( ) = − τ , (J.14)

The solution is

 Q t I tB F F F( ) exp /= − − −( )⎡⎣ ⎤⎦τ τ1 . (J.15)

We can determine the junction voltage as a function of time if we assume 
that QB(t) is proportional to the excess minority carrier concentration at the 

edge of the depletion region. Then, by the law of the junction,

 Q t n
qv t
kT

B p( ) exp
( )

∝ ⎛
⎝⎜

⎞
⎠⎟

,  (J.16)

or

 v t V
kT
q t

ss
F

( ) ln
exp /

= −
+ −( )

⎛

⎝⎜
⎞

⎠⎟
1

1 τ
, (J.17)

where Vss is the steady-state voltage. This result shows that both the current 
and voltage increase very rapidly when the junction is switched on.

VF
R

+–
t = 0

i(t)

n+ p

FIGURE J.2
p-n junction turn-on transient.
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Bipolar and BiCMOS Circuits

K.1 Introduction

Bipolar junction transistors have been used extensively in digital circuits 
because they exhibit higher current drive capability than MOSFETs having 
the same device area, making them well suited for driving large load 
capacitances. However, bipolar junction transistors are current-controlled 
devices, so bipolar circuits exhibit signifi cant static dissipation, and this limits 
their packing density. Although bipolar transistor circuits remain important 
for linear and mixed-signal integrated circuits, CMOS is the dominant 
technology for digital circuits and is therefore emphasized in this book. The 
purpose of this appendix is to provide a concise reference on bipolar junction 
transistors and some digital circuits that use them, including TTL, Schottky 
TTL, ECL, and BiCMOS circuits.

K.2 Bipolar Junction Transistors

A BJT is a three-terminal device comprising two p-n junctions. Both n-p-n 
and p-n-p bipolar transistors may be fabricated, but n-p-n transistors are 
preferred because of their superior characteristics. Figure K.1 illustrates 
an n-p-n bipolar transistor with its circuit symbol. The p-region is the 
base (B) and forms p-n junctions with the emitter (E) and collector (C). In 
the forward active mode of operation, the forward-biased emitter-base 
junction injects minority carriers (electrons) that diffuse across the base 
and are collected by the reverse-biased collector-base junction. Therefore, 
in this mode of operation, the bipolar transistor acts as a current-con-
trolled current source, with the base current I B controlling the collector 
current IC.

There are four modes of operation for the BJT: cutoff, forward active, reverse 
active, and saturation. In a typical digital circuit, the bipolar transistor is 
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540 Appendix K

used as a switch that operates in the cutoff (“off”) or saturation (“on”) mode. 
However, all four modes of operation are used in digital bipolar circuits, and 
a switch transistor passes through forward active operation when switching 
between the cutoff and saturation modes.

Figure K.2 shows typical characteristics for an n-p-n bipolar junction 
transistor. Figure K.2a shows the collector current versus the base-emitter 
voltage with the collector-emitter voltage as a parameter. These characteristics 
show that the base-emitter junction turns on at a voltage of VBEA (typically 
0.7 V). In Figure K.2b, the collector current is plotted as a function of the 
collector-emitter voltage, with the base current as a parameter. This results 
in a family of curves, one curve for each value of base current. Forward 
active operation corresponds to the approximately fl at portions of the 
curves. Saturation corresponds to the sloping parts of the curves for which 

p

n

n

C

B

E

B

C

E

IE

IC

IB

FIGURE K.1
n-p-n bipolar transistor and circuit symbol.

VCE

IB1

IB2

IB3

IB4

VCES

IC IC

VBEVBEA

VCE3

VCE2
VCE1

(a) (b)

FIGURE K.2
Typical characteristics for an n-p-n bipolar junction transistor.
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VCE < VCES. The cutoff condition occurs with IC = 0 and coincides with the VCE 
axis. Reverse active operation, not shown, would occur in the third quadrant 
with IC < 0 and VCE < 0.

K.2.1 Cutoff Operation

In the cutoff mode of operation, both junctions are reverse biased (both VBE 
and VBC are negative). Therefore, negligibly small leakage currents fl ow. For 
hand calculations, it is assumed that

 I I IC E B≈ ≈ ≈ 0  (cutoff operation). (K.1)

K.2.2 Forward Active Operation

In the forward active mode of operation, the base-emitter junction is forward 
biased, but the base-collector junction is reverse biased (VBE > 0 but VBC < 0). 
In this mode, the transistor acts like a current-controlled current source, in 
which the current in the base-emitter diode controls the collector current. 
There is a linear profi le for the excess minority carrier concentration in the 
base as shown in Figure K.3. This is analogous to the situation in a short-base 
diode, and such a transistor is called a short-base transistor.

With a forward bias VBE applied between the base and emitter, the excess 
minority concentration at the emitter end of the base may be determined 
using the law of the junction. It is

 n n n eB B B
qV kTBE0 1( ) − ≈ −( )/ , (K.2)

where nB is electron concentration in the base, and nB  is equilibrium electron 
concentration in the base. This results in an approximately linear profi le for 
the excess minority carrier concentration in the base (see Figure K.3) given by 

 n n n e
W x

W
B B B

qV kT B

B

BE− ≈ −( ) −⎛
⎝⎜

⎞
⎠⎟

/ 1 , (K.3)

where x is the distance from the emitter, and WB is the base width. The result-
ing current attributable to the diffusing minority carriers is

 I qAD
dn
dx

qAD n
W N

eC nB
B nB i

B aB

qV kTBE= ≈ −( )
2

1/ , (K.4)

where q is electronic charge, A is emitter junction area, DnB is diffusiv-
ity of electrons in the base, ni is intrinsic carrier concentration in Si, WB 
is base width, and NaB is acceptor concentration in the base. Therefore, 
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the collector current increases exponentially with the base-emitter bias 
voltage.

The common base current gain αF  of the bipolar transistor is 

 α γ αF E T≈ , (K.5)

where the emitter injection effi ciency γ E  is

 γ E
pE aB B

nB dE pE

D N W

D N L
= +

⎛

⎝⎜
⎞

⎠⎟

−

1

1

, (K.6)

and the base transport factor αT  is given by 

 αT B nB
B

nB

W L
W
L

= ( ){ } ≈ +
⎛
⎝⎜

⎞
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−
−

cosh /
1

2

2

1

1
2

. (K.7)

The common emitter current gain βF  is related to the common base current 
gain by

 β α
αF
F

F

=
−1

. (K.8)
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FIGURE K.3
Excess minority carrier profi le in the base of an n-p-n bipolar transistor operating in the for-

ward active mode.
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For hand calculations, forward active operation is modeled using

 V VBE BEA≈ and I IC F B≈ β . (forward active operation) (K.9)

K.2.3 Reverse Active Operation

In the reverse active mode of operation, the base emitter junction is reverse 
biased, but the base-collector junction is forward biased (VBE < 0 but VBC > 0). 
Here,

 V VBC BCA≈ and I IE R B≈ β , (reverse active operation) (K.10)

where βR is the reverse common-emitter current gain.

K.2.4 Saturation Operation

In the saturation mode of operation, both junctions are forward biased (VBE > 
0 and VBC > 0). Both forward biased junctions inject minority carriers into 
the base. In addition, signifi cant minority carrier charge is injected from the 
base into the collector. As a result, a saturated bipolar transistor has a large 
amount of stored minority carrier charge in the base and collector. For this 
reason, bipolar transistors are very slow to switch to the cutoff mode once 
they are allowed to saturate.

The saturated transistor acts like a closed switch, with a small voltage drop 
from collector to emitter. For hand calculations, saturation operation is mod-
eled using

 V VBE BES≈  and V VCE CES≈  (saturation operation). (K.11)

K.2.5 Bipolar Transistor SPICE Model

In SPICE, the device equations are based on the Gummel-Poon model and 
the circuit diagram shown in Figure K.4.

IBE and ICB are Schockley-type current sources including adjustable emis-
sion coeffi cients. These currents are calculated by

I IS
qV
NFkT

qV
NRkT

CB
BE BC= ⎛
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⎠⎟
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⎠⎟

−1 1
V
VAF

IS
BR

qV
NRkT

BC BC
exp

⎡⎡

⎣
⎢

⎤

⎦
⎥, (K.12)

and
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qV
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qV
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BE
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⎠⎟

− ⎛
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⎢
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⎥, (K.13)
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where VBE is base-emitter voltage, VBC is base-collector voltage, IS is junc-
tion saturation current, NF is forward emission coeffi cient, NR is reverse 
emission coeffi cient, BF is forward beta, BR is reverse beta, VAF is forward 
Early voltage, and ϕT is thermal voltage (26 mV at 300 K). CBE and CBC are 
the base-emitter and base-collector capacitances, respectively, and include 
both the depletion and diffusion contributions. CCS is the collector-substrate 
capacitance, which is a depletion layer capacitance. These capacitances are 
calculated by

 C TF
IS

NF
qV
NFkT

CJE

V
VJE

BE
T

BE

BE

= ⎛
⎝⎜

⎞
⎠⎟

+

−
⎛
⎝

φ
exp

1⎜⎜
⎞
⎠⎟

MJE , (K.14)
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⎠⎟

1

, (K.16)
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FIGURE K.4
SPICE circuit model for the bipolar junction transistor. 
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where VBE is base-emitter voltage, VBC is base-collector voltage, IS is junction 
saturation current, NF is forward emission coeffi cient, NR is reverse emis-
sion coeffi cient, CJE is zero-bias base-emitter capacitance, CJC is zero-bias 
base-collector capacitance, VJE is base-emitter built-in potential, VJC is base-
collector built-in potential, VJS is collector-substrate built-in potential, MJE 
is base-emitter grading coeffi cient, MJC is base-collector grading coeffi cient, 
and MJS is collector-substrate grading coeffi cient. RC, RB, and RE are the 
series resistances in the device.

K.3 Bipolar Transistor Inverter and the Saturation Delay

A dominant time delay component in a TTL-type bipolar logic circuit is the 
output transistor saturation delay. This delay may be most easily understood 
by consideration of the simple bipolar transistor inverter from which TTL 
evolved.

First, consider a bipolar transistor inverter for which the input makes an 
abrupt low-to-high transition as shown in Figure K.5. There are two impor-
tant contributions to the high-to-low propagation delay. These are the delay 
time for cutoff operation and the fall time. The delay time is

 t
V C C

I ave
D

BEA BE BC

B

=
+( )

( )
, (K.17)

where CBE and CBC are the average junction capacitances, and IB(ave) is 
the average base current. The junction depletion capacitances CBE and CBC 
depend on the base-emitter and base-collector bias voltages, respectively, 
and are both time dependent. For the purpose of hand calculations, average 
junction depletion capacitance values are used. Thus, if the junction voltage 
varies from an initial value V1 to a fi nal value of V2, the average junction 
capacitance is

 C
C V
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, (K.18)

where CJO is the zero-bias capacitance, Vbi is the built-in potential for the 
junction, and m is the grading coeffi cient for the junction.

The output fall time is approximately

 t
I V C

I ave
F

CEOS F BC BC

B

=
+τ Δ
( )

. (K.19)
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where ICEOS is the collector current at the edge of saturation, τF is the forward 
transit time for minority carriers in the base, ΔVBC is the change in the base-
collector voltage during the fall time, CBC is the average base-collector deple-
tion capacitance, and I aveB( ) is the average base current. The high-to-low 
propagation delay time is

 t t
t

PHL D
F= +
2

. (K.20)

Now suppose the input voltage has been high for a long time and makes an 
abrupt high-to-low transition as shown in Figure K.6. There are two contri-
butions to the low-to-high propagation delay: the saturation delay and the 
rise time. The saturation delay is

 t
I I

I I
S S

BF BR

CEOS F BR

=
−

−
⎛
⎝⎜

⎞
⎠⎟

τ
β

ln
/

, (K.21)

where τS is the saturation time constant, IBF is the forward base current dur-
ing saturation operation, and IBR is the base current while the transistor is 
being brought out of saturation. The saturation time constant is

 τ
α τ α τ

α αS
F F R R

F R

=
+( )

−1
, (K.22)

where αF and αR are the forward and reverse common base current gain, 
respectively, and τF and τR are the forward and reverse effective lifetimes, 
respectively. The rise time is given by

 t
I V C

I ave
R

CEOS F BC BC

B

=
+τ Δ
( )

, (K.23)
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VIN = VCC
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FIGURE K.5
Bipolar transistor inverter for consideration of tPHL.
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and the low-to-high propagation delay is

 t t
t

PLH S
R= +
2

. (K.24)

Typically, the saturation delay on the order of 10 ns, much longer than the 
other delay terms. Therefore, high-speed bipolar and BiCMOS circuits are 
designed to avoid saturated operation of the bipolar transistors.

K.4 Transistor-Transistor Logic Circuits

TTL circuits are based on the simple bipolar transistor inverter but have addi-
tional components to provide improved voltage swing, fan-out, and tran-
sient response. TTL circuits use active pull-up and active pull-down for fast 
response with a large load capacitance. However, several of the transistors in 
a TTL circuit are allowed to saturate. The saturation delay for the output pull-
down transistor is an important speed limitation for standard TTL circuits. 
Schottky TTL circuits have been developed to avoid this problem. These cir-
cuit families use Schottky clamp diodes on the bipolar transistors to prevent 
saturation and therefore obtain shorter propagation delays than standard 
TTL. Nonetheless, TTL circuits exhibit relatively high static dissipation so 
their power-delay products are inferior to those for modern CMOS gates.

A standard TTL inverter circuit is shown in Figure K.7. With a logic “0” 
input, QI is saturated, resulting in a small voltage at the base of QS. Therefore, 
both QS and QO are cutoff, QP is forward active, and the output goes high. 
The output high voltage is less than VCC because of the base-emitter drop in 
QP and the diode voltage drop in DO; hence

 V V V V VOH CC BEA D≈ − − ≈ 3 4. . (K.25)

RB

RC

VCC

IN QO

t = 0

VIN = 0

VIN = VCC

OUT

FIGURE K.6
Bipolar transistor inverter for consideration of tPLH.
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With a logic “1” input, QI is reverse active and provides base drive to QS. Both 
QS and QO saturate, so that

 V VOL ≈ 0 1. . (K.26)

A standard TTL NAND gate may be constructed by implementing multiple 
emitters in the input transistor, as shown in Figure K.8. In this circuit, the 

VCC= 5V

βF = 70
βR = 0.1
VBEA = 0.7V
VBES = 0.8V
VCES = 0.1V
VD = 0.7V

RC
1.6 kΩ

RD
1 kΩ

RB
4 kΩ

DI

QI QS DO

OUT

QP

QO

RP
130 kΩ

IN

FIGURE K.7
Standard TTL inverter.
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FIGURE K.8
Standard TTL NAND3 gate.
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input transistor saturates if one or more of the inputs goes low, providing the 
NAND function. For the NOR function, multiple input transistors are used, 
as shown in Figure K.9 for the case of two inputs.

Because several of the transistors in the standard TTL circuit are allowed 
to saturate, saturation delays represent an important speed limitation, and 
the low-to high propagation delay tPLH is dominated by the saturation delay 
for QO. This led to the development of TTL circuit families with Schottky-
clamped bipolar transistors as shown in Figure K.10.

In the Schottky-clamped bipolar transistor, a Schottky diode is placed 
between the base and collector. In silicon technology, a typical Schottky 
diode has a turn-on voltage of 0.3 V. Therefore, the Schottky diode will shunt 
excess base drive current to the collector, preventing the base-collector junc-
tion from reaching a forward bias voltage of V VBCA ≈ 0 7. and preventing 
saturation.

RP

VCC

QO

RD

DO

QP

RC

QSBQIB

RBA

DIB

QSAQIA

RBB

DIA

A

OUT
B

FIGURE K.9
Standard TTL NOR2 circuit.

FIGURE K.10
Schottky-clamped transistor (left) and circuit symbol (right). 
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Figure K.11 depicts a Schottky TTL (STTL family) inverter, and Figure K.12 
shows a low-power Schottky (LSTTL family) NAND gate. In the LSTTL circuits, 
the multi-emitter input transistor has been replaced by Schottky diodes.

K.5 Emitter-Coupled Logic Circuits

ECL circuits achieve superior delay characteristics compared with other 
bipolar logic circuits through the use of a small voltage swing, the avoidance 
of saturation in the bipolar transistors, and a low-impedance emitter follower 
to drive the output. On the other hand, ECL circuits suffer from several dis-
advantages compared with CMOS, including high-power dissipation, use of 
a negative voltage supply, and complex circuits with low packing density.

A basic ECL inverter/buffer circuit is illustrated in Figure K.13. This cir-
cuit uses a negative supply voltage of −5.2 V. Two bipolar transistors QI and 
QR are arranged in a differential pair and switch a nearly constant current 
IX between their collector resistors RCI and RCR. QINV and Q NINV are low-
 impedance emitter followers for the complementary outputs. Two ground 

VCC

RB
2.8 kΩ

RC
900 Ω

RCP
50 Ω

REP
3.5 kΩ

RBD
500 Ω

RCD
250 Ω

DIC

DIB

DIA

QI
QS

QP

QP2

QO

QD

OUT
A
B
C

FIGURE K.11
Schottky TTL NAND3 circuit.
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connections are used. VCC1 is the “dirty ground,” which exhibits sizable volt-
age glitches during switching events. The output levels are referenced to 
VCC2, the “clean ground,” which is electrically quiet.

The behavior of the inverting output is as follows. When V VIN REF< , Q I is 
cutoff and QR carries essentially all of the current IX. There is negligible cur-
rent (and voltage drop) in RCI, but the emitter follower is forward active so 
there is a voltage drop of VBEA between its base and the inverting output. 

Thus,

 V VOH BEA≈ − . (K.27)

When V VIN REF> , QI is forward active, whereas QR is cutoff. There is a voltage 
drop equal to IXRCI in the resistor RCI, so that

 V I R V VOL X CI BEA BEA≈ − − ≈ −2 . (K.28)

Therefore, the voltage swing is approximately VBEA. (For a silicon ECL circuit, 
VBEA is usually assumed to be 0.75 V attributable to the high current densities 
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RC
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RCP
120 Ω
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RCD
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1.5 kΩ
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FIGURE K.12
Low-power Schottky TTL NAND2 circuit.
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used in the bipolar transistors.) The behavior of the complementary output is 
qualitatively similar, with approximately the same values of VOH and VOL.

The critical voltages VIL and VIH may be estimated by assuming a 100 mV 

transition region at the input. Thus,

 V V VIL REF≈ − 0 05.  (K.29)

and

 V V VIH REF≈ + 0 05. . (K.30)

An ECL circuit exhibits high static power dissipation attributable to the 
steady DC IX. Neglecting the currents in the output resistors (RO in Figure 
K.13), the static dissipation is approximately

 P I VDC X EE≈ , (K.31)

which is usually 10–100 mW.
Analysis of the transient response for an ECL circuit is quite complex. 

However, the propagation delay may be estimated by considering a fi rst-
order RC circuit comprising RCI and the effective capacitance appearing at the 
node connected to the base of the emitter follower QINV. By this analysis, the 

propagation delays may be estimated for a two-input ECL OR/NOR gate as

 t t t R CPLH PHL P CI BC≈ ≈ ≈ 5 , (K.32)

where CBC is the base-collector capacitance for the bipolar transistors 
(assumed to be constant). Therefore, the delay times can be improved by 

RCI
270 Ω

RO
2 kΩ

RE
1.24 kΩ

RO
2 kΩ

RCR
300 Ω

QI

QINV QNINV

VREF =
–1.175V

VCC1 = GND
VCC2 = GND

–VEE = –5.2 V

INV NINVQR

IX

IN

FIGURE K.13
ECL inverter/buffer circuit.
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scaling down the resistors, but with a corresponding increase in the static 
dissipation.

Figure K.14 illustrates a two-way ECL OR/NOR gate. Here, if either of the 
inputs goes high, the associated input transistor is forward active and carries 
the current IX, causing the inverting (NOR) output to go low.

There are a number of variations on the basic ECL circuits that were dis-
cussed above. Some use a current source for the emitter-coupled transistors 
for better temperature stability, active pull-down for the outputs for improved 
dynamic response, or a scaled supply voltage for reduced dissipation.

K.6 BiCMOS Logic Circuits

CMOS is preferred for most applications because of its low standby power, 
high packing density, and the speed performance improvements that can be 
achieved by device scaling. On the other hand, bipolar transistors exhibit 
greater transconductance than MOSFETs taking up the same silicon area. 
Therefore, bipolar transistor circuits can be confi gured for low output 
impedance to drive large load capacitances, such as those encountered with 
off-chip loads. BiCMOS circuits have been used to combine the low standby 
power of CMOS with the low output impedance of bipolar circuitry, primar-
ily for off-chip or high fan-out loads exhibiting large capacitances (>10 pF).

Figure K.15 illustrates a BiCMOS inverter circuit, in which the MOS tran-
sistors MP1 and MN1 perform the logic function, bipolar transistors QP and QO 
are the output drivers, and the MOS transistors MN3 and MN2 help discharge 
base charge from the bipolar transistors for improved transient response.

The basic operation of the BiCMOS inverter is as follows. With a logic 
“1” input, MP1 is cutoff, but MN1 and M N3 are linear. The voltage at the 

QIB QR

RCI RCR

RE

VREF

–VEE

QNINVQINV

RO RO

QIAA ORBNOR

IX

FIGURE K.14
Two-way ECL OR/NOR gate.
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base of QP goes to zero so QP is cutoff and MN2 is cutoff. Q O will be for-
ward active with a base-emitter voltage drop of VBEA. Neglecting the volt-
age drop across the linear transistor MN1, which carries negligible drain 
current,

 V VOL BEA≈ . (K.33)

With a logic “0” input, MP1 is linear, whereas MN3 and MN1 are cutoff. The 
voltage at the base of QP goes to VDD. Therefore, MN2 is linear, shorting the 
base-emitter junction of QO and causing this transistor to be cutoff. The for-
ward active bipolar transistor QP will therefore act as an emitter follower, 
with an output voltage equal to

 V V VOH DD BEA≈ − . (K.34)

An important disadvantage of BiCMOS is its reduced voltage swing. Whereas 
CMOS exhibits rail-to-rail swing, the logic swing of BiCMOS is

 LS V V V VOH OL DD BEA= − ≈ − 2 . (K.35)

For typical silicon bipolar transistors, V VBEA ≈ 0 7. so the voltage swing is 
about 1.4 V less than the supply voltage. As a consequence, BiCMOS cannot 
be used in low-voltage, low-power applications.

To compare the transient response of CMOS and BiCMOS, consider the 
circuits shown in Figure K.16. Suppose that similar MOSFETs have been 

VDD

QP

QO

MN2

MP1

MN1

MN3

OUT

IN

FIGURE K.15
BiCMOS inverter circuit.
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used in both types of circuits with K K KN P= =  and V V VTN TP T= = . For 

the symmetric CMOS circuit, t t tPLH PHL P= = , and

 t CMOS
C
K

P
L( ) = Γ  (K.36)

where

 Γ =
−( ) −( ) +

−⎛
⎝⎜

⎞
⎠⎟

⎡1 2 3 4

V V
V

V V
V V

VDD T

T

DD T

DD T

DD

ln
⎣⎣
⎢

⎤

⎦
⎥ . (K.37)

The transient behavior of the BiCMOS circuit is quite complex, and the 
(unequal) propagation delays are best determined by SPICE. However, we 
can make a fi rst-order estimate of both propagation delays as the sum of 
the two dominant time delay components. The fi rst is the propagation delay 
for the MP1-MN3 CMOS inverter loaded by the QP emitter follower. The load 
capacitance seen by this CMOS inverter is approximately equal to the base-
collector capacitance of QP. The second time delay component is associated 
with the RC time constant at the output. The output impedance of the emitter 
follower is approximately equal to 1 / gm , where gm  is the transconductance 
for the QP emitter follower ( 1 / gm is of the order of a few Ohms). Adding 
these two components , the propagation delays may be estimated as

 t BiCMOS
C
K

C
g

P
BC L

m
( ) ≈ +Γ ln( )2 . (K.38)
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MN2
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MN1

MN3

VDD

MNO

MPO
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CL

QO

BiCMOS
Inverter

CMOS
Inverter

OUTIN
IN

OUT

FIGURE K.16
CMOS and BiCMOS inverters with lumped capacitive loads.
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In many cases, it may be possible to neglect the second term. For example, 
with 1 10/ gm = Ω  and C pFL = 15 , the second term is 0.1 ns, whereas an 
off-chip propagation delay might be 100 times greater. If the second term 
is negligible, so that the internal propagation delay of the BiCMOS circuit 
dominates, then

 
t CMOS

t BiCMOS
C
C

P

P

L

BC

( )
( ) ≈ . (K.39)

It is therefore benefi cial to use BiCMOS if V VDD BEA/ 2 2> , so that a voltage 
swing of at least VDD/2 is maintained, and CL > CBC, so that improved tran-
sient response can be achieved. These two conditions are met for high-voltage 
off-chip driver circuits.

Logic design in BiCMOS circuits involves replacing MN1 and MN3 

with n-MOS logic networks while replacing MP1 by a dual p-MOS logic 
network. Figure K.17 shows a three-way BiCMOS NAND gate, and
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MP1C

MN1C

MN3A

MN1B

MN3B

MP1B

MN1A

MP1A

MN3C

A

B

C
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FIGURE K.17
BiCMOS NAND3 circuit.
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Figure K.18 displays a two-way BiCMOS NOR gate. More complex logic 
functions can also be implemented, and the device scaling is governed 
by the same principles as in CMOS circuits. In general, a BiCMOS gate
with fan-in M contains 3M + 1 MOS transistors plus two bipolar 
transistors.

VDD

QP

QO

MN2

MP1B

MN1A

MN3A

MN1B

MN3B

MP1AA

B

OUT

FIGURE K.18
BiCMOS NOR2 circuit.
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Integrated Circuit Packages

L.1 Introduction

Once digital integrated circuits have been designed and fabricated, the 
wafer is cut into rectangular die* that are tested and packaged for assembly 
in systems. Packaging requirements for VLSI circuits are rather stringent, 
requiring large numbers of electrical connections, capability of high input 
and output data rates, and the effi cient removal of large quantities of heat. 
Moreover, these packages must be compact, lightweight, inexpensive, and 
reliable. Entire books have been written on this important subject. The intent 
of this appendix is to provide a concise reference on the principles of integrated 
circuit packages.

L.2 Package Types

There are fi ve basic types of integrated circuit packages [1]:

Through-hole packages (THTs) have metal pins that may be inserted 
through holes drilled in the circuit board for soldering. This package 
technology has been around the longest but is ineffi cient in the use 
of printed circuit board area.

Surface mount technology packages use metal leads that can be sol-
dered to a single surface of the printed circuit board. They are much 
smaller and lighter weight than through-hole packages, for a given 
number of electrical connections. In addition, they are more resis-
tant to mechanical shock compared with through-hole parts. Surface 
mount packages are growing in popularity for these reasons. In fact, 
some product applications (such as notebook computers, digital 

* Although the plural of “die” is “dice,” it is standard practice in industry to use “die” as the 
plural.

•

•
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wireless devices, and personal media players) would not have been 
made possible without surface mount components.

Chip-scale packages represent the most compact packaging scheme 
apart from the use of bare die. Typically, the package dimensions 
are only 20% greater than the die dimensions. On the other hand, 
chip-scale packages offer advantages in handling and testability 
compared with bare die. Usually, chip-scale packages are attached 
to circuit boards via an array of metal bumps, providing a high pin 
density and mechanical robustness.

Bare die, or unpackaged parts, offer the minimum size and weight 
and also eliminate the RC time delays associated with the package 
leads. The signifi cant challenges associated with this technology 
include handling, testing, mounting, and reliability.

Module assemblies combine bare die, or occasionally packaged die, 
in a module. They therefore introduce another level of packaging 
between the integrated circuit and the circuit board. Some modules 
use stacked die to achieve the minimum connection lengths and the 
highest effi ciency in circuit board use.

Today there is an almost endless variety of integrated circuit packages. Some 
standards* have been established (for example, by the Joint Electron Device 
Engineering Council). However, manufacturers are introducing new pack-
ages at an ever-increasing rate. Some of these packages are unique to a single 
product or product line. Therefore, no attempt will be made to catalog them 
all. Instead, the basic concepts behind package designs will be presented 
with some important examples. The reader is referred to manufacturers’ 
websites for up-to-date information on package types.

L.2.1 Through-Hole Packages 

Through-hole packages [1–9] have metal pins that may be inserted through 
holes drilled in the circuit board for soldering. Three important types are 
dual in-line packages (DIPs), quad in-line packages (QIPs), and pin grid arrays 
(PGAs). DIPs are rectangular packages with metal pins arranged along two 
sides; an example is illustrated in Figure L.1. QIPs have pins arranged along 
all four sides of the package for higher effi ciency. PGAs use pins arranged 
in a rectangular grid on the bottom of the package and can be designed to 
accommodate a relatively large number of electrical connections. A 68 pin 
PGA is shown in Figure L.2.

DIPs are by far the most popular THT packages and come in a number of 
varieties. Plastic DIPs are the most cost effective, whereas ceramic DIPs are 

* Many integrated circuit package standards are based on the English system of units for his-
torical reasons; therefore, pin spacings are sometimes specifi ed in mils (1000 mil = 1 inch).

•

•

•
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more suitable for high-power, high-temperature applications. Shrink DIPs 
(also known as skinny DIPs or SK-DIPs) use closer lead spacing and are more 
compact. Zig-zag in-line packages achieve even closer lead spacings in two 
zig-zag patterns.

QIPs (also known as QUIPs) use leads on all four sides. This advantage is 
slight compared with shrink dips and is offset by greater diffi culty in han-
dling. PGAs are superior to the other THT packages in terms of pin effi ciency 
and heat removal. Both plastic and ceramic versions are available.

L.2.2 Surface Mount Packages

Surface mount packages [1–5, 10–14] are compact, lightweight, and mechani-
cally robust. Inexpensive applications use molded plastic, which greatly 
simplifi es the manufacturing process. However, the molding process may 
bring plastic in direct contact with the die so that the thermal expansion 
mismatch is an issue. Hermetically sealed ceramic and metal surface mount 
packages are also available and avoid this problem.

Surface mount packages include small outline integrated circuits (SOICs), 
quad fl at packs, J-leaded chip carriers, and ball grid array (BGA) packages. 
SOICs have gull wing leads that are soldered to the top surface of the circuit 
board. Quad fl at packs are similar to SOICs but have leads on all four sides. 
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FIGURE L.1
Plastic dual in-line package with 20 pins.
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J-lead chip carriers have leads that are J-shaped and bend under the 
package. They may be surface mounted or socketed. BGA packages use a 
grid of bottom-mounted solder balls for attachment to the circuit board. Of 
these surface mount technology packages, the most popular are variations 
of the BGA, SOIC, and the leaded chip carrier (such as the plastic J-lead chip 
carrier). Several important types of surface mount pages are depicted in 
Figures L.3 through L.6.

L.2.3 Chip Scale Packages

Chip scale packages [1–5, 15–20] are designed to be only slightly (<20%) larger 
than the die they house. On the other hand, they provide benefi ts in ease of 
handling and testability compared with bare die. Chip scale packaging tech-
nologies include the popular micro ball grid array package styles. Nearly all 
chip scale packages use fl ip chip technology. Thus, the die is mounted top 
down on a ceramic substrate. Before die mounting, the aluminum pads on 
the die are built up with metal bumps. These attach one-to-one to a pattern 
of metal pads (the “land”) on the substrate. In turn, the substrate is attached 
to a circuit board or module using an array of solder bumps.

L.2.4 Bare Die

Unpackaged die [1–5, 21–26] offer minimum size and weight; they also 
eliminate signal delays associated with the package. Chip on board technology 
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FIGURE L.3
SOIC package with 20 pins.
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1.200

All dimensions in cm

0.037

1.000

1.2001.000

0.080

1.27 max

Pin 1

FIGURE L.5
Plastic quad fl at pack package with 44 pins.

involves the bonding of the die directly on the circuit board, face up, followed 
by wire bonding. Bare die may also be mounted directly on the circuit board 
by a fl ip chip approach using solder balls. A third approach involves the use 
of bare die mounted on polyamide fi lm with metal traces on it (tape auto-
mated bonding). An example of this approach is chip on fl ex.

L.2.5 Multichip Modules 

Multichip modules (MCMs) [27–34] may use either THT or surface mount 
technology; the feature that distinguishes them is the placement of more 
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than one die in a single package. Some modules use die arranged in a single 
plane, whereas others stack the chips vertically to signifi cantly reduce the 
package footprint. An example of the latter approach is the memory cube, 
in which DRAMs are stacked vertically. In either case, the board area con-
sumed is signifi cantly less than if the die were all packaged individually.

MCMs have been developed with a number of material technologies, each 
having its own cost-performance tradeoff. MCM-C technology uses ceramic 
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0.419

FIGURE L.6
Plastic J-lead chip carrier with 28 pins.
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based substrates. The ceramic layers are laminated together with many 
levels (~50) of metallization. MCM-D technology uses layers of deposited 
metal and insulator layers to achieve thinner layers and superior lead pitch, 
resulting in highest performance but also highest cost. MCM-L technology 
uses laminated organic layers such as polyamide for reduced cost.

L.2.6 Trends in Package Types

Market demands for higher-density integrated circuits with increased func-
tionality, higher off-chip data rates, and higher power densities have reduced 
the use of THTs such as DIPs and PGAs. On the other hand, the overall 
market for integrated circuits has grown explosively. This has lead to the 
increased use of conventional surface mount technology, BGAs, and bare die 
(chip on board). These trends can be seen in Figure L.7.

L.3 General Considerations

There are several general requirements for any integrated circuit package:

It must provide an adequate number of electrical connections to the 
outside world (usually called pins) without imposing long signal 
delays.
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www.altera.com.)

TAF-6987X_AYERS-09-0307-A00L.ind567   567TAF-6987X_AYERS-09-0307-A00L.ind567   567 8/22/09   7:31:35 PM8/22/09   7:31:35 PM



568 Appendix L

It must be able to conduct heat suffi ciently from the operating 
circuit.

It must be able to withstand elevated temperatures imposed by the 
circuit operation.

It must be able to withstand the thermal cycling associated with 
normal circuit operation, without imposing mechanical failure 
attributable to thermal stresses.

It must be able to protect the integrated circuit from the chemical 
environment, especially moisture and ionic contaminants.

It must be able to protect the circuit from mechanical vibration, 
mechanical shock, and stresses.

It must be capable of easy handling, testing, and assembly into 
systems.

Broadly, these requirements can be categorized as electrical, thermal, chemical, 
and mechanical.

L.3.1 Electrical Considerations 

An integrated circuit package must provide the required electrical con-
nections without imposing undue signal delays attributable to parasitic 
inductances, capacitances, or resistances in the leads.

VLSI circuits often require pin counts in the hundreds, and this require-
ment is increasing steadily. This is illustrated for the case of ASICs in Figure 
L.8 [5]. Therefore, the areal pin density is a commonly used fi gure of merit 
for packages. Packages having leads arranged in straight rows along two 
sides (such as DIPs) have low pin density. On the other hand, packages 
using square grids of pins or metal bumps have much higher pin densities 
(>30 pins/cm2).

When modeling the electrical behavior of package pins, the common 
practice is to choose between a transmission line model and a lumped 
element model. Although these two models represent limiting cases, they 
greatly simplify the analysis while often providing reasonable accuracy. The 
choice between the two models is made based on a comparison between the 
propagation delay of the circuit and the time of fl ight for the electrical signal. 
The time of fl ight is given by

 t
l

c
flight

r r

=
0 / ε μ

, (L.1)

where l  is the electrical path length, c0  is the speed of light in free space, 
εr  is the relative permittivity for the medium, and μr  is the relative perme-
ability for the medium. If the circuit propagation delay is less than the time 
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of fl ight, then the transmission model should be used. Otherwise, a lumped 
element model is applicable. (For example, the time of fl ight for an electrical 
signal traveling along a circuit trace on a board made of FR-4 is 17 ps/cm.) 
In practice, the lumped element model can often be used for traces on cir-
cuit boards, whereas the transmission line model must be used for network 
connections.

Figure L.9 illustrates the use of a lumped element model for the case in 
which a packaged circuit is driving the input to another packaged circuit. 
Table L.1 provides some typical values of the parasitics associated with 
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FIGURE L.9
Lumped element model for a packaged circuit driving another packaged circuit.
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package leads [1]. These numbers, although specifi c to two particular 
packaging approaches, demonstrate the importance of minimizing the 
package parasitics for high-performance applications.

For insulating materials used in packages, it is desirable to have low values 
of both the dielectric constant and the loss tangent. The power dissipation, 
and development of heat, in the insulator is directly proportional to the loss 
tangent (also referred to as the dissipation factor). To reduce the parasitic 
capacitances associated with the integrated circuit package, it is desirable to 
use materials with lower dielectric constants. Quartz is superior to the other 
ceramics in this regard. Epoxy resin, used in plastic packages, also has a 
similar dielectric constant but is relatively lossy. These properties of packag-
ing insulators are summarized in Table L.2.

For conducting materials, smaller values of the electrical resistivity are 
desirable because they give rise to smaller parasitic resistances. As can be 
seen in Table L.3, copper is superior in this regard and fi nds use in substrate 
conductors. Aluminum is used almost exclusively for bonding pads, whereas 
both gold and aluminum have been used for wire bonds.

TABLE L.1

Typical Parasitics and Signal Delays Associated with 
Two Different Package Approaches

W/B w/ PGA F/C w/ BGA

Inductance 10 nH 1.5 nH

Capacitance 12 pF 4 pF

Resistance 20 Ω 2 Ω
Lead signal delay 700 ps 100 ps

W/B, Wafer bonded; F/C, fl ip chip.

Source: Based on Blackwell, G. R., The Electronic Packaging 
Handbook. CRC Press (in cooperation with IEEE Press), 

Boca Raton, FL, 2000.

TABLE L.2

Relative Permittivities (dielectric constants) and Loss Tangents of 
Insulating Materials Used in Digital Integrated Circuit Packages

Material

Dielectric constant

εr MHz@ 1

Loss tangent

( )@ ,×10 25 14 C MHz

Polyamide 3.4–4.0 0.0025–0.01

Epoxy resin 3.5–4.0 300

Quartz 3.5–4.0 2

Si3N4 6–10

Beryllia 6.7–8.9 4–7

AlN 8.5–10 5–10

Source: Based on M. G. Pecht et al. Electronic Packaging Materials and Their 
Their Properties, CRC Press, Boca Raton, FL, 1999.
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L.3.2 Thermal Considerations

The important thermal considerations are heat dissipation [36–38] and 
thermal expansion. Effi cient heat removal is necessary to minimize the 
junction temperatures of the operating circuits, to avoid malfunction or 
irreversible failure. Junction leakage currents increase exponentially with 
temperature. Most integrated circuit failure mechanisms are also thermally 
activated, so the circuit lifetimes decrease strongly with operating tempera-
ture. Thermal expansion must be considered because the integrated circuit 
package uses many disparate materials with very different thermal expansion 
coeffi cients. Thermal cycling of the packaged circuit therefore gives rise to 
thermal stresses; in turn, these may result in failure during circuit board 
assembly or normal operation of the circuit.

TABLE L.3

Electrical Resistivities of Conductors Commonly Used in 
Integrated Circuit Packages

Metal ρ μ( )Ωcm

Copper 1.7

Gold 2.2

Aluminum 2.65

TABLE L.4

Thermal Conductivities of Materials Commonly Used in 
Integrated Circuit Packages

Material k  (W/mK)

Semiconductors

Silicon Carbide (SiC) 90–260

Silicon (Si) 150

Gallium Arsenide (GaAs) 50

Substrate materials

Diamond (C) 2000

Beryllia (BeO) 260–300

Aluminum Nitride (AlN) 100–270

Alumina 96% (Al2O3) 30

Metals

Silver (Ag) 428

Copper (Cu) 397

Gold (Au) 317

Aluminum (Al) 230

Nickel (Ni) 88

Source: Based on M. G. Pecht et al. Electronic Packaging Materials and 
Their Properties, CRC Press, Boca Raton, FL 1999.
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Conductive heat fl ow in a solid is governed by the Fourier equation:

 q k T= − ∇ , (L.2)

where q  is the heat fl ow in watts per square centimeter, k  is the thermal 
conductivity of the solid in watts per centimeter per kelvin, and ∇T  is the 
three-dimensional temperature gradient in kelvins per centimeter. In a one-
dimensional case, the heat fl ow can be described by an equation analogous 
to Ohm’s law using the thermal resistance. For a layer of a solid having a 
cross-sectional area of A, a thickness of l , and a thermal conductivity of k, 
the thermal resistance is given by

 θ =
kl
A

. (L.3)

The one-dimensional heat fl ow is given by

 Q
T

=
Δ
θ , (L.4)

where Q  is the heat fl ow in watts (analogous to electrical current), ΔT is 
the temperature difference in kelvins (analogous to potential difference), 
and θ  is the thermal resistance in watts per kelvin (analogous to electrical 
resistance).

For a dissipating integrated circuit, the junction temperatures can be 
calculated from

 T T Pj a d ja= + θ , (L.5)

where Tj  is the junction temperature, Ta  is the ambient temperature, Pd  is 
the power dissipated by the chip, and θ ja  is the junction-to-ambient thermal 
resistance. Often this thermal resistance comprises a number of series 
components. In such a case,

 θ θ θ θja = + + +1 2 3 ...  (L.6)

More complicated situations are also encountered; however, the thermal 
resistances combine in the same manner as electrical resistances.

The thermal conductivities of materials commonly used in integrated 
packages are tabulated in Table L.4. Silicon has three times the thermal con-
ductivity of gallium arsenide (GaAs); therefore, GaAs integrated circuits 
often require mechanical thinning to achieve effi cient heat transfer. Diamond 
exhibits superior thermal conductivity compared with other substrate mate-
rials but is only used in high-power applications because of its expense.
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In silicon circuits, the maximum allowable junction temperature for an 
operating circuit is 125oC. This places a upper limit on the package thermal 
resistance in any given application. However, lower junction temperatures 
enhance the die reliability.

A number of package design strategies have been used to reduce the ther-
mal resistance. For example, the electrical pins provide important pathways 
for heat conduction away from the circuit. Therefore, the arrangement of 
many pins in a grid covering the bottom of the package provides supe-
rior heat removal compared with the use of pins at the package periphery. 
Also, because the circuitry resides in the top 1% of the wafer thickness, it 
is benefi cial to mount the package face down. This approach, called fl ip chip 
technology, places the dissipating transistors in closer contact with the 
substrate. In some VLSI applications, such as microprocessors, the dissipation 
is such that a metal heat sink must be built into the package. Forced convection, 
either air or liquid, may also be used.

L.3.3 Chemical Considerations

An integrated circuit package must protect the circuit from its chemical 
environment, both during storage and operation. Also the many materials 
used in its manufacture must themselves be chemically compatible.

In most applications, water vapor is the most important environmental 
concern. Many packaging materials are hygroscopic; thus, parts stored for 
any duration of time will take up appreciable amounts of water from the 
air. If these parts are not baked out adequately before assembly, the sud-
den temperature rise associated with soldering will cause package failure 
(“popcorning”) [39–43] attributable to the rapid vaporization of the water. 
During operation of assembled systems, the contamination by water and 
ionic contaminants will cause gradual circuit degradation despite the use 
of encapsulants (cover layers) over the circuits. (Examples of encapsulants 
include phosphosilicate glass, polyamide, silicon nitride, deposited during 
fabrication, or silicone, deposited after fabrication.) A costly but effective means 
for eliminating these problems is the use of an hermetically sealed package.

Hermetically sealed packages are constructed using metal, ceramic, or 
metal/ceramic enclosures with glass seals. These enclosures block the 
migration of water and other contaminants into the package and have been 
commonly used for aerospace and military applications.

One popular hermetic package uses Kovar (a metallic alloy of 54% iron, 
29% nickel, and 17% cobalt). Here, the Kovar package and lid are hermetically 
sealed using a glass frit. The thermal expansion coeffi cient of Kovar (5.1–5.9 
ppm/K) closely matches thermal expansion coeffi cients of commonly used 
sealing glasses (5.25–6.96 ppm/K), therefore minimizing thermal stresses 
associated with the seal. However, the thermal conductivity of Kovar is 
relatively poor (15.5–17 W/mK) so that copper alloys are used for high-power 
hermetic packages.
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L.3.4 Mechanical Considerations 

Generally speaking, mechanical failure mechanisms in an integrated circuit 
package may be classifi ed as instantaneous mechanical overload or progressive 
in nature [44]. Instantaneous overloading problems include ductile defor-
mation and brittle fracture. Progressive failure mechanisms include fatigue 
crack growth and creep deformation.

Ductile overload occurs in metals such as aluminum, copper, gold, and 
solder when the critical stress is exceeded. Here, the stress σ  is a simple 
function of the applied force F  and the cross-sectional area A  for the metal 
element:

 σ =
F
A

. (L.7)

If the applied stress exceeds the yield stress σ y  of the metal, permanent 
deformation will occur. This may result in a broken electrical connection. 
In practice, packaging engineers must ensure that the yield stress is never 
exceeded. The yield stresses of metals commonly used in integrated pack-
ages are given in Table L.5. It is noteworthy that eutectic lead-tin solder is 
especially poor in this regard.

Brittle materials such as ceramic substrates may fail by fracture at a point 
at which there is an existing fl aw in the material. The stress associated with 
brittle fracture is given by

 σ =
YK

a
lc

, (L.8)

where Klc  is the fracture toughness of the material, a  is the size of the relevant 
fl aw, and Y  is a constant of proportionality. The values of fracture tough-
ness for materials commonly used in integrated packages are summarized 
in Table L.6. It can be seen that beryllia, alumina, and silicon carbide are 
superior in this regard.

TABLE L.5

Yield Stresses of Metals Commonly Used in Integrated 
Circuit Packages

Metal σ y  (Mpa)

Nickel (Ni) 70

Copper (Cu) 60

Aluminum (Al) 40

Gold (Au) 40

Lead (Pb) 11

63% Lead / 37% Tin solder ~10
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Time-dependent, progressive failure mechanisms include fatigue crack 
growth and creep deformation. Fatigue crack growth occurs by repeated 
stress cycles of the type present during the normal thermal cycling of an 
integrated circuit. Creep occurs under a constant high-stress condition at 
elevated temperature. Here, there is a gradual increase in plastic deformation 
over a long period of time, which gives rise to failure. Of these, fatigue crack 
growth is the more common phenomenon, because the normal power-up, 
power-down cycling of integrated circuits gives rise to cyclic thermal strains. 
In the absence of cracks, the fatigue of such materials may be described by 
Basquin’s law. This empirical relationship states that the lifetime of a material 
subjected to a repeated cycle of stress (below the yield point) is given by

 L Bo
b= ( )−Δσ θ

, (L.9)

where Δσ  is the peak-to-peak amplitude of the time-varying stress. B  and 
θb  are material parameters; typically 8 15< <θb . Usually, the periodic stress 
results from thermal cycles. As a consequence, fatigue lifetimes are often 
stated in terms of the temperature cycling (which can be more directly 
measured) rather than the periodic stress. Fatigue is an important fail-
ure mechanism for solder bumps used in fl ip chip technology and for wire 
bonds in plastic packages.

L.4 Packaging Processes and Materials

The process of packaging an integrated circuit involves many steps and very 
different materials, each with properties to serve its specialized purpose. 
Either wire bonding or the fl ip chip approach may be used. Wire bond-
ing involves mounting the die face up and running wires from the die to 
the pins. The fl ip chip approach places the die face down so that electrical 

TABLE L.6

Fracture Toughnesses of Metals Commonly Used in Integrated 
Circuit Packages

Material Klc (Mpa m1/2)

Silicon carbide (SiC) 3–3.5

Alumina (Al2O3) 3

Silica glass (SiO2) 0.5

Fused quartz (SiO2) 0.5

Beryllia (BeO) 3.7

Conductive epoxy 0.3–0.5
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connections between the die and package are made by solder bumps. The 
materials used in the packaging process include metals, ceramics, glasses, 
and organics. Metals are used for pins, wires, solder bumps, and package 
enclosures. Ceramics are used as substrates and package enclosures. Glasses 
are used to seal hermetic enclosures made of ceramic or metal. Organics are 
used for encapsulants, molded plastic packages and form adhesives.

L.4.1 Wire Bond Process

The wire bonding approach is commonly used in conjunction with both plastic 
and ceramic packages. By this process, electrical connections between the 
die and the pins are made using fi ne gold or aluminum wires. The process 
fl ow for a wire bond process is outlined in Figure L.10.

After wafer fabrication, the individual circuits are subjected to an electrical 
test on the wafer (wafer test) using a wafer probe. Failed circuits are marked 
with a dot of ink so they may be discarded. Next, the die are separated by 
cleaving* or sawing with a diamond saw (wafer separation). Bad die are dis-
carded at the wafer sort step. Thus, only the known good die are packaged, 
resulting in considerable cost savings.

Die bonding involves the attachment of known good die to a ceramic substrate 
or a metal lead frame. Ceramic substrates are commonly alumina-silica 
mixtures (90-99% Al2O3, balance SiO2) or beryllia, but many other materials 
are available. Metal lead frames are made from a copper alloy or Kovar (a 
metallic alloy of 54% iron, 29% nickel, and 17% cobalt). Electrical connections 
are made from the die to the package leads by wire bonding.

There are several variations of the wire bonding process. One method 
in common use is the thermosonic ball-wedge technique [45] illustrated in 
Figure L.11. In this process, a fi ne gold wire is drawn through a tungsten 
carbide capillary. A round ball is produced on the end of the wire by a 
hydrogen microtorch or by capacitive discharge. In either case, the end result 
is localized melting of the gold to form a ball. Next, this ball is welded to the 
aluminum bonding pad using a combination of downward pressure, heat 
(~150oC), and ultrasonic vibration (~50 kHz). The ultrasonic vibration serves 
to break up the tough native oxide layer on the aluminum pad. The combination 
of heat and pressure promotes localized melting and therefore welding of 
the gold to the aluminum. After this, the tool tip is pulled to a position over 
the metal lead, drawing a length of gold wire from the capillary. Then, the 
tool tip is pressed down on the metal lead, with heat and ultrasonic vibra-
tion. When the tool is drawn away at a shallow angle, the wire breaks to form 
a wedge bond. At this point, the tip is ready to make the next wire bond. 

* Cleavage is the separation of the crystal along natural crystal planes, called “cleavage 
planes.” For example, silicon crystals cleave on [110] planes. For the case of a silicon (001) 
wafer, cleavage on these planes results is rectangular die, with edges oriented by 54.7o to the 
top surface.
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This process is repeated until all connections have been made. After the wire 
bonding process, the integrated circuit is enclosed by a transfer molding pro-
cess (plastic packages) or a package seal process (ceramic packages).

The transfer molding process involves placing a measured quantity of the 
molding compound in a metal mold. The thermosetting molding compound 
melts and conforms to the shape of the package mold under the applied 
pressure (~6 Mpa) and heat (~175oC). Molding compounds in common use 
include novolac epoxies, silicone, and epoxy silicone. Usually, these molding 
compounds are loaded (~70% by weight) with a fi ller such as SiO2 or Al2O3, 
resulting in a material with improved thermal characteristics (expansion 
coeffi cient and thermal conductivity). The molding process is particularly 
hard on wire bonds. This is because the molding compound surrounds the 

Wafer separation

Wafer sort

Die bond

Wire bond

Test

Package seal
(ceramic packages)

Mold
(plastic packages)

Wafer test

FIGURE L.10
Process fl ow for a wire bond packaging process.
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Hydrogen flame

Gold wire

Tungsten
carbide

capillary

(a) (b)

FIGURE L.11
Wire bonding using the thermosonic ball-wedge approach. (a) A gold wire, 10–50 μm in diam-

eter, is drawn through a tungsten carbide capillary. (b) A hydrogen microtorch or a capacitive 

discharge is used to form a gold ball on the end of the wire. (c) The gold ball is bonded to an 

aluminum pad on the heated (~150�C) silicon die using a vertically applied force and ultrasonic 

vibration (~50 kHz). (d) The capillary tip is pulled over to metal pad on the heated substrate, 

and (e) bonding is achieved using a vertical force with ultrasonic vibration. (f) The tip is pulled 

away, breaking the gold wire, which is ready for the next wire bond. (Based on Ghandhi, S.K., 

VLSI Fabrication Principles, 2nd Ed., Wiley, New York, 1994.)

Silicon die
Ceramic substrate

Silicon die
Ceramic substrate

(c) (d)

Silicon die
Ceramic substrate

Silicon die
Ceramic substrate

(e) (f)

bond wires before hardening, which is accompanied by the introduction of 
mechanical stress. For this reason, preformed plastic packages are some-
times used.

The package sealing process involves the bonding of a metal or ceramic lid 
on the ceramic substrate using an intermediate glass layer. Glasses used for 
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this purpose are PbO/ZnO/B2O3 mixtures of various compositions. These 
glasses fl ow at 400oC, forming a hermetic seal. However, the relatively high 
temperature involved necessitates the use of aluminum bond wires to avoid 
gold-aluminum reactions.

After the molding or package sealing process, the packaged circuits are 
subjected to electrical tests so that defective devices can be identifi ed and 
discarded. Burn-in and thermal cycle testing are also used, so that short-
lifespan units can be rejected.

L.4.2 Flip Chip Process

The starting die for a fl ip chip process must be fabricated with solder 
bumps to facilitate electrical connection to the package. Typically, these 
solder bumps are made using a lead-tin eutectic or a lead-indium alloy. 
Figure L.12 illustrates the implementation of a lead-tin solder bump over 
an aluminum pad.

The process fl ow for the fl ip chip approach is outlined in Figure L.13. 
Bumped wafers undergo wafer test, wafer separation, and wafer sort as 
described before. Then the bumped die is fl ipped over, face down, on the 
substrate. The solder bumps mate to metal lands on the package. Solder 
refl ow is conducted at an elevated temperature (230oC for lead/tin eutectic) 
that forms an excellent electrical and mechanical connection between the 
fl ip chip and the package. The surface tension of the molten solder ensures 
proper alignment between the fl ip chip and the package. After refl ow, the 
package is sealed. Finally, the packaged circuit is tested.

Pb/Sn
Solder bump

Al/4% Cu

SilicideSi
Barrier layer

Cr/Cu
Cu/Sn

Cr

SiO2

SiO2

FIGURE L.12
A solder bump on a silicon wafer.
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Elimination of the bonding wires in “fl ip chip” packages allows the use of 
bonding pads that cover the entire chip area rather than just the periphery. In 
addition to greater pin density and improved heat removal, this avoids the sig-
nal delays associated with the inductance and resistance of the bonding wires.

A problem encountered in fl ip chip packages is the thermal fatigue of the 
solder bump connections. It is found that the use of epoxy underfi ll with 
the solder bumps greatly enhances the fatigue lifetimes of solder bump con-
nections. This is evident from the results compiled in Table L.7 for common 
solder bump alloys.

L.5 Summary

Once digital integrated circuits have been designed and fabricated on a 
wafer, the wafer is cut into rectangular die that are tested and packaged for 
assembly in systems. Packaging requirements for VLSI circuits are rather 
stringent, requiring large numbers (~103) of electrical connections, capability 
of high input and output data rates (~109 bits/s), and the effi cient removal of 

Wafer separation

Wafer sort

Solder reflow

Package seal

Test

Wafer test

FIGURE L.13
Process fl ow for a fl ip chip packaging process.
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large quantities of heat (~102 W). Moreover, these packages must be compact, 
lightweight, inexpensive, and reliable.

There are fi ve basic types of integrated circuit packages: through-hole 
packages, surface mount packages, chip-scale packages, bare die, and mod-
ule assemblies. THT packages have metal pins that may be inserted through 
holes drilled in the circuit board for soldering. Surface mount technology 
packages use metal leads that can be soldered to a single surface of the printed 
circuit board. They are much smaller and lighter weight than through-hole 
packages, for a given number of electrical connections. In addition, they are 
more resistant to mechanical shock compared with through-hole parts. Chip-
scale packages represent the most compact packaging scheme apart from the 
use of bare die. Typically, the package dimensions are only 20% greater than 
the die dimensions. However, chip-scale packages offer advantages in han-
dling and testability compared with bare die. Usually, chip-scale packages 
are attached to circuit boards via an array of metal bumps. This technology 
provides a high pin density and is mechanically robust. Bare or unpackaged 
parts offer the minimum size and weight and also eliminate the RC time 
delays associated with the package leads. Module assemblies combine bare 
die, or occasionally packaged die, in a module. Some modules use stacked 
die to achieve the minimum connection lengths and the highest effi ciency in 
circuit board use.

The process of packaging an integrated circuit involves either wire bond-
ing or the fl ip chip approach. Wire bonding involves mounting the die face 
up and running wires from the die to the pins. The fl ip chip approach places 
the die face down so that electrical connections between the die and pack-
age are made by solder bumps. The materials used in the packaging process 
include metals, ceramics, glasses, and organics. Metals are used for pins, 
wires, solder bumps, and package enclosures. Ceramics are used as sub-
strates and package enclosures. Glasses are used to seal hermetic enclosures 
made of ceramic or metal. Organics are used for encapsulants, molded plas-
tic packages, and form adhesives.

TABLE L.7

Thermal Fatigue Lifetimes for Solder Bump Alloys (−40 to +125ºC cycles), Normalized 
to the Lifetime for Eutectic Tin-Lead Solder (63% tin/37% lead) with No Underfi ll

Bump alloy T(refl ow) (ºC)

Normalized life

(no underfi ll)

Normalized life

(w/ epoxy underfi ll)

63 Sn/37 Pb 230 1.0  15

50 In/50 Pb 260 2–3 >30

37 In/63 Pb 290 2–3 >30

3.5 Ag/96.5 Sn 260 0.5  11

5 Sb/95 Sn 280 0.3  11

Sn/Pb/Cd/In 230 1.0  13

Sn/Ag/Cu/Sb 260 1.0  13
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0.1 μm technology, 55
5 nm technology, 55
6T SRAM cell, 438–439
74HC series CMOS, 267–272

74HC high-speed CMOS gates, 268, 
269

basic characteristics, 269
74HC series double-buffered 

inverter, 269–271
voltage transfer characteristics, 

271
74HC series NAND2 circuit, 268

A

Abrupt junction, 77
Absolute design rules, 53
Accelerated testing, 63
Acceptors, 72
Access times in digital memories, 

459–461
Active body biasing, 379–382
Active high design, 10
Active pull-down inverter design, 10
Active pull-up inverter design, 10
Adiabatic CMOS AND2/NAND2 gate, 

390
Adiabatic logic, 385–388

advantages, 385
circuits, 388, 389

AND-OR-INVERT circuit, 190
with 6 inputs, 189
with 11 inputs, 190

Annealing process, 393, 394
Anodization process, 390, 392
Arbitrary VDD scaling, 378
Assembly yield, 58
Avalanche breakdown, 88
Average static dissipation, 176

B

Bad die, 59
Ball grid array (BGA) packages, 563

Balloon circuits, 384
Band gap, 70
Bare die, 560, 563–565
Basic logic circuits, 202
Berkeley short-channel insulated gate 

fi eld effect transistor model. 
See BSIM; BSIM1

BiCMOS logic circuits, 551–557
inverter circuit, 554

with lumped capacitive loads, 555
NAND3 circuit, 556
NOR2 circuit, 557

Bidirectional, 473, 474
Bipolar junction transistors (BJTs), 4–8, 

539–541
cutoff mode operation, 541
forward active mode operation, 

541–543
reverse active mode operation, 543
saturation mode operation, 543
SPICE model, 543–545

Bipolar transistor inverter and 
saturation delay, 545–547

Bistable circuits, 32, 405–434
D fl ip-fl op, 416
JK fl ip-fl op, 410–415

edge-triggered JK fl ip-fl op, 413, 
415

master-slave JK fl ip-fl op, 413, 414
Schmitt trigger, 416–425

CMOS Schmitt trigger, 419–425
SPICE demonstrations, 425–431
SR fl ip-fl op, 410, 411

Clocked fl ip-fl op, 411
SR latch, 408–410

CMOS SR latch, 409
NAND SR latch, 409, 410
NOR SR latch, 409, 410

T fl ip-fl op, 416
Bit lines, 435, 446
Boltzmann constant, 70, 73, 79
Boolean algebra, 9
Boule, 40
Branching interconnect, 307

Index
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BSIM, 146
BSIM1

drain current-linear region, 149
drain current-saturation region, 150
drain current-subthreshold region, 

150
hand calculations related to, 150–151
parameters, 147–148
threshold voltage, 148–149

Buffer gates. See Repeaters
Built-in voltage, 79
Buried oxide, 389–390
Burn-in, 63
Burn-in yield, 58

C

Capacitance of interconnect, 
300–303

Capacitance switching dissipation, 22
Capacitance switching power, 374
Carrier concentrations, 69–72

intrinsic silicon, 70
n-type silicon, 70–72
p-type silicon, 72

Carrier continuity equations, 75
Cascaded dynamic CMOS inverter 

circuits, 347
Cascaded zipper logic, 353
Cascading of dynamic logic circuits, 

346, 347
Channel length modulation, 118–119

parameters, 206
Characteristic impedance, 312
Charge-down delay time, 357
Charge recycling, 374
Charge retention, 340–342
Charge sharing, 339, 340
Charge sheet approximation, 108
Charge-up time, 335
Chemical vapor deposition, 42, 301
Chip scale packages, 560, 563
Circuit delays as functions of fan-out, 

250–255
drain-to-body capacitances, 251
effective switching resistances, 250
gate-to-drain capacitances, 251
intrinsic delays, 251
propagation delays

for minimum size CMOS inverter, 
253

for symmetric CMOS inverter, 251
Clocked CMOS, 333–368
Clock frequency, 17, 19
Clock skew, 335
CMOS bistable latch, 32
CMOS fabrication process, 39–44
CMOS gate with an n-MOS pull-down 

network, 343
CMOS inverter, 39–44, 203, 480

design, 255, 256
minimum-size layout, 256
symmetric layout, 257

for estimation of the crossover 
current, 217

fall time, 230–232
input rise and fall time effect on 

output rise and fall time, 
234–236

inverter with input signal having a 
fi nite fall time, 231

with lumped capacitive load, 223, 231
physical structure, 40
regimes of static operation, 204
rise time, 232–234

CMOS NAND circuits, 256–262
dynamic characteristics of the 

CMOS NAND gate, 262
transient characteristics for a 

three-way NAND gate, 263
sizing of transistors in a CMOS 

NAND gate, 256
total “on” resistance, 258

static characteristics of the CMOS 
NAND gate, 260

voltage transfer characteristics 
of three-way CMOS NAND 
circuit, 260

three-way CMOS NAND circuit, 258
two-way CMOS NAND gate, 258

CMOS NOR circuits, 262–264
sizing of transistors in CMOS NOR 

gates, 265
two-way CMOS NOR gate, 264

CMOS output buffers, 478–484
CMOS ring oscillator, 255
CMOS Schmitt trigger, 33
CMOS SRAM cell, 438–439
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CMOS transmission gate, 191, 473–478
characteristics, 476
circuits, 362–368
n-MOS cutoff and p-MOS linear, 475
n-MOS linear and p-MOS cutoff, 475
n-MOS linear and p-MOS linear, 475

Comparison of lumped capacitance over 
distributed RC model, 310

Computer-aided design and 
verifi cation, 25, 26

Conduction band, 68
Contacts, 57
Copper, 45–48
Critical voltages, 167, 174, 212–216

input high voltage, 170–171
input high voltage VIH, 215, 216
input low voltage, 169–170
input low voltage VIL, 212–214
output high voltage, 168
output low voltage, 168–169
switching threshold VM, 212, 

214, 215
switching threshold voltage, 171

Crossover (short-circuit) current, 201, 
216–222

as function of input voltage, 220
n-MOS cutoff, 217
n-MOS saturated, 217
p-MOS cutoff, 217
p-MOS saturated, 217
threshold voltages effect on, 218
unifi ed expression, 218

Crosstalk-induced Miller effect in 
interconnect, 316

Crosstalk minimization, 299, 314–317
orthogonal interconnects, 316
parallel interconnects, 315
power rails inserted between 

signal lines, 317
Crystal structure of silicon, 67, 68
Current transport, 72–74
Cutoff mode of operation, for MOSFET, 

105
Czochralski process, 39

D

DeMorgan’s theorem, 349
Depletion capacitance, 80–82

Depletion condition, 98
Depletion region, 76
Depletion type devices, 96
Depletion width, 79, 80
Design rules, 53–55, 57–59, 525–532

absolute, 53
classes, 53–55
for contacts and vias, 530
for metal 1 type, 58, 529
for metal 2 type, 59, 529
for opposite type implantations, 

58, 528
for polysilicon, 57, 528
for same type implantations, 57, 528
scalable, 53

Device failure mechanisms, 471
Device transconductance parameter, 

110, 355
Device transduction parameter, 108, 109
D fl ip-fl op, 416
Die area, 61
Diffusion current, 40, 72, 77, 85, 87

advantages, 41
Digital integrated circuits, 8, 9

various levels, 8, 9
Digital memories, 435

access times, 459–461
dynamic random access memory, 

440–443
electrically erasable programmable 

read-only memory, 451–453
erasable programmable read-only 

memory, 448–451
fl ash memory, 453–455
nonvolatile memories, 455–459
practical perspective, 462
programmable read-only memory, 

447–448
read-only memory, 444–447

NAND read-only memory, 445–447
NOR read-only memory, 444

row and column decoder design, 
461–462

static random access memory, 
437–440

CMOS SRAM cell, 438–439
NMOS SRAM cell, 439
SRAM sense amplifi ers, 439–440

Discrete VDD scaling, 378
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Dissipation, of MOS inverter, 175–179
Distributed models, 308–310
Distributed RC model

for branching interconnect, 308
for straight (nonbranching) 

interconnect, 309
Domino logic circuits, 348–350

circuit to perform the logic function 
Y=A+BC, 350

circuit with two outputs Y1=A+B and 
Y2=B, 350

two-way OR circuit, 349
Domino logic Manchester carry chain 

(MCC), 351, 352
Domino two-way OR circuit, 349
Donor ions, 71, 77
Dopant, 40
Doping, 70
Drain current equation, 145

for long-channel n-MOS transistor, 
111

for long-channel p-MOS transistor, 
111

Drain-induced barrier lowering (DIBL), 
117–118

Drift, 72
Dry thermal oxidation, 42
Dual damascene process, 45, 47–50
Dual in-line packages (DIPs), 560, 561
Dual-threshold CMOS, 382–384

disadvantages, 384
DW wafer, 389
Dynamic CMOS, 31, 333–368

advantages and disadvantages, 334
alternative form using a p-MOS pull-

up network, 345, 346
cascading of dynamic logic circuits, 

346, 347
charge retention, 340–342
charge sharing, 339, 340
circuit, 333

for charge sharing, 340
with n-MOS pull-down network, 

343
for output charge-down time, 337
for output rise time, 336
for retention time, 341

CMOS transmission gate circuits, 
362–368

domino logic, 348, 349
dynamic pass transistor circuits, 

354–362
logic “0” transfer delay, 357–362
logic “1” transfer delay, 355–357

fall time, 336–339
logic design, 343–345
multiple-output domino logic, 

349–351
NAND2 circuit, 344
NOR3 circuit, 344
rise time, 335, 336
timing diagram, 334
transmission gate shift register, 363
using dual p-MOS logic network, 346
zipper logic, 351–353

Dynamic dissipation, 22, 242
Dynamic logic gates, 13–14
Dynamic one-bit shift register with 

three stages, 354
Dynamic pass transistor circuits, 

354–362
logic “0” transfer delay, 357–362
logic “1” transfer delay, 355–357

Dynamic random access memory, 
440–443

Dynamic voltage scaling, 378, 379

E

E-beam lithography, 51
Electrically erasable programmable 

read-only memory, 437, 
451–453

Electrical properties, of digital 
integrated circuits, 8–25

computer-aided design and 
verifi cation, 25, 26

fan-in and fan-out, 20–21
logic function, 9–14
power delay product, 25
power dissipation, 21–24
static voltage transfer characteristics, 

14–17
transient characteristics, 17–20

Electric fi eld strength, 73
Electron concentration, 70
Electron diffusivity, 73
Electronic charge, 73, 79, 87
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Electron mobility, 73
Electrostatic discharge (ESD), 33, 471
Elmore delay, 308
ELTRAN process, 391–393
Emission coeffi cient, 90
Emitter-coupled logic circuits, 550–553

inverter/buffer circuit, 552
two-way OR/NOR gate, 553

Energy bands, 67–69
of silicon, 68, 69

Energy gap, 68
E2PROM, 437, 451
Equilibrium electron concentration, 71
Erasable programmable read-only 

memory, 437, 448–451
ESD protection network, 471, 472
Etch stop, 46
ETOX devices, 453–454
Evaluate transistors, 343
Evaluation phase, 334, 346
Exclusive OR (XOR) circuits, 187–188

F

Fabrication, 4, 26–27
advanced high-performance CMOS 

fabrication process, 44–50
high-κ gate dielectric, 49, 50
metal gates, 48, 49
using copper metal, 45–50

basic CMOS fabrication process, 
39–44

burn-in and accelerated testing, 63
layout and design rules, 53–57

contacts and vias, 57
minimum line widths and 

spacings, 55–57
lithography and masks, 50–53

lithography process, 50–53
packaging, 61–63
testing and yield, 57–61

Fall time, 231, 336–339
FAMOS, 448, 450
Fan-in, 20–21
fan-out, 20–21, 248, 249

of MOS gates, 182–185
Fermi level, 70
Field-dependent mobility and velocity 

saturation, 119–125

Finite rise time, 228
CMOS inverter with an input 

signal having fi nite rise time, 
229

consequences, 228
Fixed charges, 76
Flash memory, 3–4, 437, 453–455
Flip chip packaging process, 579–580
Flip-fl ops, 410
Floating body effect, 395
FLOTOX transistor, 451–452
Forward bias current, 83–87

long-base n+-p junction, 87
short-base n+-p junction, 85, 86

Fowler–Nordheim tunneling, 452
Fringing fi eld capacitance, 300
Fully active inverter design, 10
Functional tests, 58

G

GAMMA, 145
Gate insulator, 49, 50
Gate-to-body capacitance, 146
Gate-to-drain capacitance, 146
Gate-to-source capacitance, 145
Gauss’s law, 75
General domino logic circuit, 348
Germanium, 28

properties at 300 K, 519
Grading coeffi cient, 82, 91
Gradual channel approximation, 107, 

120

H

High-κ dielectric, 45, 49, 50
High-level injection, 90
High-performance CMOS, advanced 

process for, 44–50
high-κ gate dielectric, 49, 50
metal gates, 48, 49
using copper metal, 45–48

High-to-low propagation delay, 17–19, 223
High-voltage CMOS to low-voltage 

CMOS interface circuits, 487
High Z state, 484
Historical perspective, of digital 

integrated circuits, 1–8
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Hole concentration, 70
Hole diffusivity, 73
Hole mobility, 73
Holes, 69
Hot electrons, 450
HW wafer, 390
Hysteresis, 416

I

Ideality factor, 90
Inductance, of interconnect, 306, 307
Input electrostatic discharge protection, 

471, 472
Input enable circuits, 472–478

CMOS transmission gate, 473–478
characteristics of, 476
n-MOS cutoff and p-MOS linear, 

475
n-MOS linear and p-MOS cutoff, 

475
n-MOS linear and p-MOS linear, 

475
Input high voltage, 15

for MOS inverter, 170–171
static CMOS inverter, 215–216

Input low voltage, 15
for MOS inverter, 169–170
static CMOS inverter, 212–214

Input Miller capacitance, 141
Input/output and interface circuits, 33, 

471–493
CMOS output buffers, 478–484
input electrostatic discharge 

protection, 471, 472
input enable circuits, 472–478

CMOS transmission gate, 473–478
interface circuits, 486–493

high-voltage CMOS to low-voltage 
CMOS, 487, 490

low-voltage CMOS to high-voltage 
CMOS, 488

tri-state outputs, 484–486
tri-state CMOS NAND2 gate, 485, 

486
Integrated circuit, 1–4

fabrication, 4
minimum feature size, 2, 4
worldwide sales, 4, 6

Integrator, 472
Intel 4004 microprocessor, 7
Interconnect, 30–31, 299–327

advantages and disadvantages, 299
capacitance of interconnect, 300–303
crosstalk, 299, 314–317
crosstalk minimization, 315–317
inductance of interconnect, 306, 307
modeling interconnect delays, 

307–314
comparison of lumped 

capacitance over distributed 
RC model, 310

distributed models, 308–310
lumped capacitance model, 307, 308
transmission line model, 310–314

polysilicon interconnect, 317
resistance of interconnect, 303–306

Interface circuit, 33–34, 486–493
high-voltage CMOS to low-voltage 

CMOS, 487
low-voltage CMOS to high-voltage 

CMOS, 488
Interlevel capacitance, 299
International System of Units, 511
International Technology Roadmap for 

Semiconductors (ITRS), 3
Interwire capacitance, 299
Intrinsic silicon, 70
Inversion condition, 99
Inverter, 9, 10
ITOX process, 390
ITOX-SIMOX wafers, 390

J

JK fl ip-fl op, 410–415
edge-triggered JK fl ip-fl op, 413, 415

leading edge-triggered, 413
trailing edge-triggered, 413

master-slave JK fl ip-fl op, 413, 414
J-leaded chip carriers, 563

L

Latches, 410
Latch-up in CMOS, 277–288

physical structure of a CMOS 
inverter, 278
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Lattice constant, 67
Law of the junction, 83
Lifetime killer impurities, 87
Linear mode of operation, for MOSFET, 

106
Linear operation, of MOSFETs, 106–110
Lithography, 41, 46, 50–53
Load curve analysis

for MOS inverter with depletion-
type load, 166

for resistor-loaded MOS inverter, 164
Load surface analysis, 210–212

for MOS inverter with depletion-
type load, 167

for resistor-loaded MOS inverter, 164
Logic “0” transfer delay, 357–362
Logic “1” transfer delay, 355–357
Logic circuit, 30, 31
Logic design

dynamic CMOS, 343–345 
static CMOS, 264–267

Logic function, 9–14
Logic functions, in CMOS, 264–267

CMOS AND-OR-INVERT gate, 266
gate-level representation, 266

CMOS XOR circuit, 267
gate-level representation, 268

transistor sizing in CMOS AND-OR-
INVERT gates, 266

Logic gates, 8–14
Logic zero, 9
Long-base n+-p junction, 87
Long-channel transistors, drain current 

equations for, 111
Lossless two-wire transmission line, 

312
Lower trip voltage, 416
Low-pass fi lter, 472
Low-power CMOS, 31, 32, 373–396

active body biasing, 379–382
adiabatic logic, 385–388

advantages, 385
dynamic voltage scaling, 378, 379
low-voltage CMOS, 374, 375
multiple-threshold CMOS, 382–384
multiple voltage CMOS, 375–378
silicon-on-insulator, 388–396

advantages, 388
for low-power CMOS, 395, 396

MOSFETs, 393–395
SIMOX and wafer bonding, 

389–393
Low-to-high propagation delay, 17–19
Low-to-high voltage CMOS interface 

circuits, 488
Low-voltage CMOS, 374, 375
Lumped capacitance, 335, 336

model for interconnect, 307–308

M

Majority carrier, 71
Masks, 50–53
Maximum depletion layer capacitance, 

246
Memories, 33, 34
Metal gates, 45, 48, 49
Metal interconnect, 299
Metal-semiconductor junctions, 88, 89
Microprocessor, 7
Microstripline, 300
Midgap, 70
Midpoint voltage. See Switching 

threshold
Miller effect, 135, 140–141, 314
Minimum feature size, 55
Minimum line widths, 55
Minority carriers, 71, 84
Mobile charges, 76
Moore’s law, 2, 3
MOS capacitor, 97–100
MOSFET, 4–8, 10, 28, 29, 95, 96. See also 

n-MOSFET; p-MOSFET; SPICE 
MOSFET models

capacitances, 137
capacitors, 133

Miller effect, 140–141
oxide capacitances, 134–135
p–n junction capacitances, 136–140

characteristic curves for, 106
constant-fi eld scaling, 141–142
current–voltage characteristics, 105

linear operation, 106–110
saturation operation, 110
subthreshold operation, 110–114
transit time, 114–115

design, 126–132
short-channel MOSFETs, 115
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channel length modulation, 
118–119

drain-induced barrier lowering, 
117–118

fi eld-dependent mobility and 
velocity saturation, 119–125

narrow-channel effect, 116
short-channel effect, 115–116
transit time in, 125–126

source and drain (S/D) regions, 42
SPICE MOSFET models, 142

MOSFET level, 1 model, 144–146
structure, for drain current 

determination, 107
with velocity saturation, 119

MOS gate circuits, 29, 30, 31
critical voltages, 167

input high-voltage, 170–171
input low-voltage, 169–170
output high-voltage, 168
output low-voltage, 168–169
switching threshold voltage, 171

dissipation, 175–179
exclusive OR (XOR) circuits, 187–188
fan-out, 182–185
general logic design, 188–189
inverter static characteristics, 163–167
logic circuit, 30, 31
NAND circuits, 186–187
NOR circuits, 185–186
pass transistor circuits, 189–191
propagation delays, 179–182
SPICE demonstrations, 191–195

MOS inverter design, 164
MOS NAND gate, 186–187
MOS NOR gate, 185–186
Multichip modules (MCMs), 560, 565–567
Multiple voltage CMOS, 375–378
Multiple-output domino logic, 349–351
Multiple-threshold CMOS, 382–384

N

NAND circuits, 186–187
NAND gate, 11, 12

circuit design, 12
circuit implementation, 12
truth table, 11

NAND read-only memory, 445–447

Narrow-channel effect, 116
National Technology Roadmap, 3
Negative photoresist, 51, 52
Negative resist (cross-linking resists), 

51, 52
Net negative charge, 76
Net positive space charge, 76
n-MOSFET

body bias effect in, 104
subthreshold current in, 113
threshold voltage for, 100, 101–102
transit time in, 115

n-MOS pass transistor, 191
NMOS SRAM cell, 439
n-MOS transistor, 95, 96

characteristics, 123, 154
design rules, 126, 530, 532
with device capacitances, 133
drain current equations for, 121
layout area, 129
oxide capacitances, 134

Noise margin, 16, 17
Nonvolatile memories, 435, 455–460, 

464–465
NOR circuits, 185–186
NOR gate, 11–13

circuit design, 13
circuit implementation, 14
truth table, 13

NOR read-only memory, 444
NOT gate, 9–11

circuit design, 10
circuit implementation, 11
truth table, 9

n-p-n bipolar transistor and circuit 
symbol, 540

nselect mask, 42, 44
n-type silicon, 70–72

O

Ohmic contacts, 89
Optimum scale factor, 481
Orthogonal interconnects to minimize 

crosstalk, 316
Output high voltage, 15

for MOS inverter, 168
Output low voltage, 15

for MOS inverter, 168–169
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Output Miller capacitance, 141
Oxide capacitances, in MOSFET, 

134–135

P

Packages/packaging, 61–63, 559
classifi cation, 62
general considerations, 567–568

chemical considerations, 573
electrical considerations, 568–571
mechanical consideration, 574–575
thermal considerations, 571–573

plastic dual in-line package (PDIP), 
62

processes and materials, 575–576
fl ip chip process, 579–580
wire bond process, 576–579

requirements, 61
types

bare die, 560, 563–565
chip scale packages, 560, 561
multichip modules (MCMs), 560, 

565–567
surface mount packages, 559–560, 

561–563
through-hole packages, 559, 

560–561
trends in, 567

Parallel-connected n-MOS transistors, 
design rules, 129

Parallel interconnects for the 
consideration of crosstalk, 315

Parallel plate capacitance, 300
Parametric tests, 58
Pass transistor circuits, 189–191
Pauli exclusion principle, 68
Peak crossover current, 221
Pentavalent, 71
Photolithography printing, 51–53

step-and-repeat projection, 52, 53
Photomasks, 51
Photosensitive chemical (photoresist), 41
Physical constants, 517
Physical structure of CMOS inverter, 40
Pin grid arrays (PGAs), 560, 561
p-MOSFET

threshold voltage for, 103–104
PMOS inverter, 421

p-MOS transistor, 95, 97
characteristics, 125, 156, 157
design rules, 128, 531
drain current equations for, 122
layout area, 130

p-n junction, 76–88
depletion capacitance, 80–82
forward bias current, 83–87

long-base n+-p junction, 87
short-base n+-p junction, 85, 86

MOSFET, 136–140
reverse bias, 87
reverse breakdown, 88
switching transients, 76–88

charge control model, 535–536
turn-off transient, 536–537
turn-on transient, 537–538

zero bias (thermal equilibrium), 
77–80

built-in voltage, 79
depletion width, 79, 80

Poisson’s equation, 75, 76
Polysilicon interconnect, 317
Positive photoresist, 50, 51
Positive resist (degrading resists), 50, 51
Power delay product, 25
Power dissipation, 21–24, 242–248

capacitance switching dissipation, 
243

leakage current dissipation, 245
short-circuit dissipation, 244

Power rails inserted between signal 
lines to minimize crosstalk, 
317

Practical perspective, 462
Precharge phase, 333, 339
Precharge transistors, 343
Process transconductance parameter, 

109, 145
Process yield, 58
Programmable read-only memory, 437, 

447–448
Propagation delay, 17–19, 222–230

approximate expressions for the 
propagation delays, 226

high-to-low, 17–19, 222, 223
input rise and fall time effect on, 

228
low-to-high, 17–19, 224
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for minimum size CMOS inverter, 
251

of MOS inverter, 179–182, 194
propagation delay

design equations, 225
in symmetric inverter, 225

in short-channel CMOS, 236–242
high-to-low propagation delay 

tPHL, 236
low-to-high propagation delay 

tPLH, 237
propagation delay design 

equations, 239
short- and long-channel delay 

equations, comparison, 238
for symmetric CMOS inverter, 251

pselect mask, 42, 44
Pseudo NMOS circuits, 273, 274

inverter, 274
logic gate, 274
NOR3 gate, 275
XOR gate, 275

p-type silicon, 72

Q

Quad fl at packages, 561
Quad in-line packages (QIPs), 560, 561
Quasi-neutral n-type region, 77
Quasi-neutral p-type region, 77

R

Radiation-sensitive chemicals, 50
Rail-to-rail voltage swing, 17, 209
Read-only memory, 444–447

NAND read-only memory, 445–447
NOR read-only memory, 444

Read-write memory, 436
Reference cell, 442
Relative permittivities for dielectric 

materials, 301, 302
Repeaters (buffer gates), 310
Reset input, 408
Resistance of interconnect, 303–306
Resistor-loaded MOS inverter

load curve analysis for, 164
load surface analysis for, 164
voltage transfer characteristic for, 166

Retention time, 341
Reverse bias, 87
Reverse breakdown, 88
Reverse saturation current, 85, 89, 90
Ring oscillator, 20
Rise time, 335, 336
ROM, 33
Row and column decoder design, 

461–462

S

Saturation operation, of MOSFETs, 106, 
110

Saturation velocity, 237
Scalable design rules, 53
Scaling, of CMOS, 274–277

constant voltage scaling, 276
full scaling, 275

Schmitt trigger, 416–425
CMOS Schmitt trigger, 419–425

Schockley-type current source, 247
Schottky junction, 89
S/D junction capacitances, 146
Self-aligned gate, 42
Semiconductors and p-n junctions, 27, 

67–93
carrier concentrations, 69–72

intrinsic silicon, 70
n-type silicon, 70–72
p-type silicon, 72

carrier continuity equations, 75
crystal structure of silicon, 67
current transport, 72–74
energy bands, 67–69
metal-semiconductor junctions, 88, 89
p-n junction, 76–88

depletion capacitance, 80–82
forward bias current, 83–87
reverse bias, 87
reverse breakdown, 88
zero bias (thermal equilibrium), 

77–80
Poisson’s equation, 75, 76
SPICE models, 90, 91

Series-connected n-MOS transistors, 
design rules, 128

Series resistance, 472
Set input, 408
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Set-reset (SR)
fl ip-fl op, 410, 411

clocked fl ip-fl op, 411
latch, 408–410

CMOS SR latch, 409
NAND SR latch, 409, 410
NOR SR latch, 409, 410

Shallow trench isolation, 42
Shallow trench oxide, 54
Short-base n+-p junction, 85, 86
Short-channel effect (SCE), 115–116
Short-channel MOSFETs, 115

channel length modulation, 118–119
drain-induced barrier lowering, 

117–118
fi eld-dependent mobility and 

velocity saturation, 119–125
narrow-channel effect, 116
short-channel effect, 115–116
transit time in, 125–126

Silicon
crystal structure, 28, 67, 68
energy band structure, 68, 69
properties at 300 K, 519

Silicon dioxide, 41, 42, 43, 51, 301, 311
properties at 300 K, 521

Silicon-on-insulator (SOI), 32, 388–396
for low-power CMOS, 395, 396
MOSFETs, 393–395
SIMOX and wafer bonding, 389–393

Skin depth, 304
Skin effect in interconnect, 305
Small outline integrated circuits (SOICs) 

packages, 561
Soft node, 334
Space lattice, 67, 68
SPICE, 25, 90, 91
SPICE demonstrations, 151–156, 191–195, 

425–431
SPICE MOSFET models, 142

MOSFET level 1 model, 144–146
Spin-on polymers, 301
SRAM sense amplifi ers, 439–440
Static CMOS, 201–288

74HC series CMOS, 267–272
74HC high-speed CMOS gates, 

268, 269
74HC series double-buffered 

inverter, 269–271

74HC series NAND2 circuit, 268
circuit delays as functions of fan-out, 

250–255
drain-to-body capacitances, 251
effective switching resistances, 

250
gate-to-drain capacitances, 251
intrinsic delays, 251
propagation delays, 251, 253

CMOS inverter design, 255, 256
minimum-size layout, 256
symmetric layout, 257

CMOS NAND circuits, 256–262
dynamic characteristics, 262
sizing of transistors, 256–259
static characteristics, 260
three-way gate, 258
two-way gate, 258

CMOS NOR circuits, 262–264
transistor sizing, 265
two-way gate, 264

CMOS ring oscillator, 255
critical voltages, 212–216

input high voltage VIH, 215, 216
input low voltage VIL, 212–214
switching threshold VM, 212, 214, 

215
crossover (short-circuit) current, 

216–222
n-MOS cutoff, 217
n-MOS saturated, 217
p-MOS cutoff, 217
p-MOS saturated, 217
threshold voltages effects on, 218
unifi ed expression for, 218

fan-out, 248, 249
maximum fan-out, 249

inverter rise and fall times, 230–236
fall time, 230–232
input rise and fall time effect on 

output rise and fall time, 234
rise time, 232–234

latch-up in CMOS, 277–288
physical structure of a CMOS 

inverter, 278
load surface analysis, 210–212
logic functions in CMOS, 264–267

CMOS AND-OR-INVERT gate, 
266
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CMOS XOR circuit, 267
transistor sizing in CMOS AND-

OR-INVERT gates, 266
power dissipation, 242–248

capacitance switching dissipation, 
243

leakage current dissipation, 245
short-circuit dissipation, 244

propagation delays, 222–230
approximate expressions for, 226
design equations, 225
effect of input rise and fall time, 228
high-to-low propagation delay 

tPHL, 222, 223
low-to-high propagation delay 

tPLH, 224
in symmetric inverter, 225

propagation delays in short-channel 
CMOS, 236–242

design equations, 238, 239
high-to-low propagation delay 

tPHL, 236
low-to-high propagation delay 

tPLH, 237
pseudo NMOS circuits, 273, 274

inverter, 274
NMOS logic gate, 274
NOR3 gate, 275
XOR gate, 275

scaling of CMOS, 274–277
constant voltage scaling, 276
full scaling, 275

voltage transfer characteristics, 
201–210

MOSFETs saturated, 206, 207
n-MOS cutoff and p-MOS linear, 

204
n-MOS linear, 207–208
n-MOS saturated and p-MOS 

linear, 204
Static combinational logic gates, 29, 30
Static dissipation, 23, 242
Static logic gates, 8–14

NAND gate, 11, 12
circuit design, 12
circuit implementation, 12
truth table, 11

NOR gate, 11–13
circuit design, 13

circuit implementation, 14
truth table, 13

NOT gate, 9–11
circuit design, 10
circuit implementation, 11
truth table, 9

Static output high power, 23, 24
Static output low power, 23, 24
Static random access memory, 

437–440
CMOS SRAM cell, 438–439
NMOS SRAM cell, 439
SRAM sense amplifi ers, 439–440

Static voltage transfer characteristics, 
14–17

Step-and-repeat projection 
photolithographic printing, 
52, 53

Straight interconnect, with evenly 
distributed parasitics, 309, 310

Strong inversion condition, 99
Subthreshold swing, 373, 395

of MOSFETs, 105, 106, 110–114
Switching threshold, 17, 212

as function of transconductance 
ratio, 215

for MOS inverter, 171
Symbols list, 503–509
System on a chip design, 8–9

T

Testing, 58, 59

functional tests, 58

parametric tests, 58

wafer testing, 58

T fl ip-fl op, 416

Thermal oxidation, 392

Thermal voltage, 73, 90

Three-input dynamic CMOS NOR 
gate, 343

Three-stage dynamic pass transistor 
circuit, 356

Threshold current, 145

Threshold voltage, 100, 355

body bias effect, in n-MOSFET, 104

for n-MOSFET, 101–102

for p-MOSFET, 103–104

Through-hole packages, 559, 560–561
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Total dissipation, 242

Transconductance parameters, 425

Transconductance ratio, 215

Transient characteristics, 17–20

Transistor, 21

Transistor-transistor logic circuits, 547–550

low-power Schottky NAND2 circuit, 
551

Schottky-clamped transistor, 549

Schottky NAND3 circuit, 550

standard inverter, 548

standard NAND3 gate, 548

standard NOR2 circuit, 549

Transit time, 91

of MOSFETs, 114–115

in short-channel MOSFETs, 125–126

Transmission gates, 14–15

Transmission line model, 310–314

two-wire transmission line, 311

Trapezoidal input waveform, 234

Tri-state CMOS NAND2 gate, 485, 486

Tri-state outputs, 484–486

Two-input dynamic CMOS NAND 
gate, 344

Two-input NAND gate, 12

Two-input NOR gate, 13, 14

Two-phase clocking scheme, 354

Two-state device, 485
Two-way dynamic CMOS NAND 

circuit, 345, 346
Two-wire transmission line, 311

U

Ultraviolet photolithography printing, 
51–53

UNIBOND process, 394
Unit prefi x, 513
Units, 511
Upper trip voltage, 416

V

Valence band, 68
Vapor phase epitaxy, 392
Variable-threshold CMOS, 379

advantages, 381
Verilog, 26

VHDL, 26
Via, 57
Victim, 314
VLSI CMOS chip, 478
Volatile memory, 435
Voltage conditions for the modes of 

operation, 203
Voltage transfer characteristic (VTC), 

14, 16, 172, 193, 201–210, 417
MOSFETs saturated, 206, 207
for MOS inverter with depletion-

type load, 167
n-MOS cutoff and p-MOS linear, 204
n-MOS linear

linear and p-MOS saturated, 207, 
208

and p-MOS cutoff, 208
n-MOS saturated and p-MOS linear, 

204
for resistor-loaded MOS inverter, 

166

W

Wafers, 40
Wafer scale integration, 8
Wafer testing, 58
Wafer yield, 58
WB process, 389
Wire bond packaging process, 576–579

thermosonic ball-wedge approach, 
578

Word lines, 435, 446

Y

Yield, 58
assembly yield, 58
burn-in yield, 58
process yield, 58
wafer yield, 58

Z

Zener breakdown, 88
Zero bias, 77–80

built-in voltage, 79
depletion width, 79, 80

Zipper logic, 351–353

TAF-6987X_AYERS-09-0307-C013.ind597   597TAF-6987X_AYERS-09-0307-C013.ind597   597 8/22/09   4:23:20 PM8/22/09   4:23:20 PM


	Contents
	Preface
	Introduction
	Historical Perspective and Moore’s Law 
	Electrical Properties of Digital Integrated Circuits
	Computer-Aided Design and Verification
	Fabrication
	Semiconductors and Junctions
	The MOS Transistor
	MOS Gate Circuits
	Interconnect
	Dynamic CMOS
	Low-Power CMOS
	Bistable Circuits
	Memories
	Input/Output and Interface Circuits
	Practical Perspective
	Summary
	Exercises
	References

	Fabrication
	Introduction
	Basic CMOS Fabrication Sequence
	Advanced Processing for High-Performance CMOS
	Lithography and Masks 
	Layout and Design Rules
	Testing and Yield
	Packaging
	Burn-In and Accelerated Testing
	Practical Perspective
	Summary
	Exercises
	References

	Semiconductors & p-n Junctions
	Introduction
	Crystal Structure of Silicon
	Energy Bands
	Carrier Concentrations
	Current Transport
	Carrier Continuity Equations
	Poisson’s Equation
	The p-n Junction
	Metal-Semiconductor Junctions
	SPICE Models
	Practical Perspective
	Summary
	Exercises
	References

	MOS Transistor
	Introduction
	The MOS Capacitor
	Threshold Voltage
	MOSFET Current-Voltage Characteristics
	Short-Channel MOSFETs
	MOSFET Design
	MOSFET Capacitances
	MOSFET Constant-Field Scaling
	SPICE MOSFET Models
	SPICE Demonstrations
	Practical Perspective
	Summary
	Exercises
	References

	MOS Gate Circuits
	Inverter Static Characteristics
	Critical Voltages
	Dissipation
	Propagation Delays
	Fan-Out
	NOR Circuits
	NAND Circuits
	Exclusive OR (XOR) Circuit
	General Logic Design
	Pass Transistor Circuits
	SPICE Demonstrations
	Practical Perspective
	Summary
	Exercises

	Static CMOS
	Introduction
	Voltage Transfer Characteristic
	Load Surface Analysis
	Critical Voltages 
	Crossover (Short-Circuit) Current 
	Propagation Delays
	Inverter Rise and Fall Times
	Propagation Delays in Short-Channel CMOS
	Power Dissipation
	Fan-Out
	Circuit Delays as Functions of Fan-Out 
	CMOS Ring Oscillator
	CMOS Inverter Design
	CMOS NAND Circuits
	CMOS NOR Circuits
	Other Logic Functions in CMOS
	HC Series CMOS
	Pseudo NMOS Circuits
	Scaling of CMOS
	Latch-Up in CMOS
	SPICE Demonstrations
	Summary
	Practical Perspective
	Exercises

	Interconnect
	I nt roduct ion
	Capacitance of Interconnect
	Resistance of Interconnect
	Inductance of Interconnect
	Modeling Interconnect Delays
	Crosstalk
	Polysi licon Interconnect
	SPICE Demonstrations
	Practical Perspective
	Summar y
	Exercises
	References 

	Dynamic CMOS
	Introduction
	Rise Time
	Fall Time
	Charge Sharing
	Charge Retention
	Logic Design
	Alternative Form Using a p-MOS Pull-Up Network
	Cascading of Dynamic Logic Circuits
	Domino Logic
	Multiple-Output Domino Logic
	Zipper Logic
	Dynamic Pass Transistor Circuits
	CMOS Transmission Gate Circuits
	SPICE Demonstrations
	Practical Perspective
	Summary
	Exercises
	References

	Low-Power CMOS
	Introduction
	Low-Voltage CMOS 
	Multiple Voltage CMOS 
	Dynamic Voltage Scaling
	Active Body Biasing
	Multiple-Threshold CMOS
	Adiabatic Logic
	Silicon-on-Insulator 
	Practical Perspective
	Summary
	Exercises
	References

	Bistable Circuits
	Introduction
	Set-Reset Latch
	SR Flip-Flop
	JK Flip-Flops
	Other Flip-Flops
	Schmitt Triggers
	SPICE Demonstrations
	Practical Perspective
	Summary
	Exercises
	References

	Digital Memories 
	Introduction
	Static Random Access Memory 
	Dynamic Random Access Memory 
	Read-Only Memory 
	Programmable Read-Only Memory 
	Erasable Programmable Read-Only Memory 
	Electrically Erasable Programmable Read-Only Memory
	Flash Memory
	Other Nonvolatile Memories
	Access Times in Digital Memories 
	Row and Column Decoder Design
	Practical Perspective
	Summary
	Exercises
	References

	IO & Interface Circuits
	Introduction
	Input Electrostatic Discharge Protection
	Input Enable Circuits
	CMOS Output Buffers
	Tri-State Outputs
	Interface Circuits
	SPICE Demonstrations
	Summary
	Practical Perspective
	Exercises
	References

	Symbols
	SI Units
	Unit Prefixes
	Greek Alphabet
	Physical Constants
	Properties of Si & Ge at 300 K
	Properties of SiO2 at 300 K
	Important Equations
	n-MOS Transistor
	Short-Channel n-MOS Transistor
	CMOS
	Short-Channel CMOS

	Design Rules
	References

	p-n Junction Switching Transients
	J.1 Introduction
	J.2  Charge Control Model
	J.3 Turn-Off Transient
	J.4
	Tur n- On Transient

	Bipolar & BiCMOS Circuits
	K.1 Introduction
	K.2 Bipolar Junction Transistors
	K.3  Bipolar Transistor Inverter and the Saturation Delay
	K.4  Transistor-Transistor Logic Circuits
	K.5  Emitter-Coupled Logic Circuits
	K.6  BiCMOS Logic Circuits

	Integrated Circuit Packages
	L.1 Introduction
	L.2 Package Types
	L.3 General Considerations
	L.4  Packaging Processes and Materials
	L.5 Summary
	References

	Index

