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Preface

There have been many changes in medicinal chemistry and molecular pharmacology
since the second edition of this book was published in 1988. Accordingly, it has
required extensive updating. This process was initiated in the Chemistry Department of
Queen’s University, Kingston, Canada where Dr. Nico van Gelder, an Adjunct Emeritus
Professor, introduced the now retired Thomas Nogrady to Donald Weaver, a medicinal
chemist and clinical neurologist. Together, Weaver and Nogrady undertook the chal-
lenge of updating this book. In this way the third edition of Medicinal Chemistry was
started and the two authors have worked together to ensure a continuity in the style and
content that has made this book popular among students and researchers alike.

The areas of change in this new edition are many and varied. Since molecular modeling
has assumed an increasingly prominent role in drug discovery, we have expanded the
discussion of modeling techniques. Description of other new techniques such as high
throughput screening and applications of genomics in drug design have also been added.
In terms of medicinal chemistry applications, neuropharmacology has enjoyed many
advances in the past decade; much new information from this field has been included. In
concert with these advances, new therapies have been introduced for Alzheimer’s disease,
Parkinson’s disease, multiple sclerosis and epilepsy — these new therapies are explicitly
discussed in the third edition. Emerging disorders like those of protein folding (e.g.
Creutzfeldt-Jakob disease and other prion disorders) are also considered. Chapter 5 on
hormonal therapies has been thoroughly updated and re-organized. An entire new chapter on
the immune system has been added (chapter 6), reflecting the increased interest in thera-
peutic molecular manipulation of immunity. Emerging enzyme targets in drug design (e.g.
kinases, caspases) are discusses in this edition. Recent information on voltage-gated and
ligand-gated ion channels has also been incorporated. The sections on antihypertensive,
antiviral, antibacterial, anti-inflammatory, antiarrhythmic, and anti-cancer agents, as well
as treatments for hyperlipidemia and for peptic ulcer, have been substantially expanded.

Despite these many changes, the overall structure and philosophy of the book remain
unchaged. Therapeutic agents are organized according to their targets — the conceptual
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centerpiece of the first two editions. The nine chapters of the third edition are grouped
in two parts: the basic principles of medicinal chemistry (chapters 1-3), and applica-
tions of medicinal chemistry from a target-centered viewpoint (chapters 4-9). Given
this organizational structure, the book is not a catalogue of drugs. It does not present
medicinal chemistry in a “telephone directory of drugs” way. Rather, it emphasizes the
understanding of mechanisms of drug action, which includes drug and receptor struc-
ture. The book’s target-centered philosophy facilities a clear, mechanistic understand-
ing of how and why drugs work. This should give students a conceptual framework that
will enable them to continue learning about drugs and drug action long after they have
left school.

As with the first and second editions, this text is aimed primarily at students of pharmacy,
pharmacology and chemistry who are interested in drug design and development. It
provides the core of biochemical- and molecular-level thinking about drugs needed for
a basic medicinal chemistry course. Another new feature of this edition is designed to
enhance the book’s appeal to all readers: the multiple sections on the “Clinical-Molecular
Interface.” These sections strengthen the book’s clinical relevance by making it easier
to understand the treatment of human disease at a molecular level.

Many co-workers, colleagues and reviewers have given their time, expertise and
insights to aid the development of this third edition. Dr. Chris Barden (Department of
Chemistry, Dalhousie University) provided detailed remarks on the entire book. Joshua
Tracey checked molecular structures for accuracy, providing extensive assistance with
molecular formulae; Vanessa Stephenson checked references and the suggested reading
citations; and Dawnelda Wight provided clerical assistance with tables. Cheryl Weaver,
Felix Meier, Vanessa Stephenson, Valerie Compagna-Slater, Michael Carter, Buhendwa
Musole, Kathryn Tiedje, and Colin Weaver provided additional assistance with figures
and diagrams. To all of them we offer our thanks.

In addition, one of us (DFW) wishes to express his gratitude to Dr. R. A. Purdy, Head,
Division of Clinical Neurology, Dalhousie University, for his generous “protection of
time” to provide the many hours necessary for the revision of this book. We also thank
the editorial staff of Oxford University Press, Jeffrey House in particular, and Edith
Barry, for working on the second and third edition, and for their never-ending patience.
As with previous editions, we look forward to a continuing dialogue with our readers
so that future editions can be further improved.

T. N.
Kingston, Ontario

D. EW.
Halifax, Nova Scotia

April, 2005
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Introduction to Part |

Designing drug molecules to alleviate human disease and suffering is a daunting yet
exhilarating task. How does one do it? How does a researcher sit down, paper in hand
(or, better yet, a blank computer screen), and start the process of creating a molecule as
a potential drug with which to treat human disease? What are the thought processes?
What are the steps? How does one select a target around which to design a drug mole-
cule? When a researcher does design a molecule, how does she or he know if it has what
it takes to be a drug?

These are important questions. The previous century ended with an explosion of
activity in gene-related studies and stem cell research; the new one is emerging as the
“Century of Biomedical Research.” We have now witnessed the global spectre of SARS
(Severe Acute Respiratory Syndrome) and avian flu, which has emphasized the loom-
ing importance of infectious disease to global health. Concerns about the capacity of
“Mad Cow” disease to infect humans have focused attention on the safety of our food
supply. AIDS and obesity-related disorders have not gone away, but rather are increasing
in incidence and prevalence. Long-recognized diseases, such as stroke and Alzheimer’s
dementia, are becoming more common as a greater proportion of the human population
reaches old age. Not surprisingly, the need for drug discovery to address these important
diseases is increasingly being recognized as a societal priority.

Not only is drug discovery important to the medical health of humankind, it is also
an important component of our economic health. New chemical entities (NCEs) as ther-
apeutics for human disease may become the “oil and gas” of the 21st century. As the
world’s population increases and health problems expand accordingly, the need to dis-
cover new therapeutics will become even more pressing. In this effect, the design of
drug molecules arguably offers some of the greatest hopes for success.

DRUG DESIGN: A CONCEPTUAL APPROACH

Successful drug design is multi-step, multidisciplinary and multi-year. Drug discovery is
not an inevitable consequence of fundamental basic science; drug design is not merely
a technology that generates drugs for humans on the basis of biological advances—if it
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were that simple, more and better drugs would already be available. Medicinal chemistry
is a science unto itself, a central science positioned to provide a molecular bridge between
the basic science of biology and the clinical science of medicine (analogous to chemistry
being the central science between the traditional disciplines of biology and physics).
From a very broad perspective, drug design may be divided into two phases:

1. Basic concepts about drugs, receptors, and drug—receptor interactions (chapters 1-3).
2. Basic concepts about drug-receptor interactions applied to human disease
(chapters 4-9).

The first phase comprises the essential building blocks of drug design and may be
divided into three logical steps:

1. Know what properties turn a molecule into a drug (chapter 1).
2. Know what properties turn a macromolecule into a drug receptor (chapter 2).
3. Know how to design and synthesize a drug to fit into a receptor (chapter 3).

Knowledge of these three steps provides the necessary background required for a
researcher to sit down, paper in hand, and start the process of creating a molecule as a
potential drug for treating human disease.

Step 1 involves knowing what properties turn a molecule into a drug. All drugs may
be molecules, but all molecules are certainly not drugs. Drug molecules are “small”
organic molecules (molecular weight usually below 800 g/mol, often below 500).
Penicillin, acetylsalicyclic acid, and morphine are all small organic molecules. Certain
properties (geometric, conformational, stereochemical, electronic) must be controlled if
a molecule is going to have what it takes even to emerge as a drug-like molecule
(DLM). When designing a molecule to be a drug-like molecule and, hopefully, a drug,
the designer must have the ability to use diverse design tools. Now, computer-aided
molecular design (CAMD) is one of the most important design tools available. CAMD
incorporates various rigorous mathematical techniques, including molecular mechanics
and quantum mechanics. When using CAMD to design a drug, one must remember that
a drug molecule is complex and has sub-unit parts. Some of these parts enable the drug
to interact with its receptor, while other parts permit the body to absorb, distribute,
metabolize, and excrete the drug molecule. Once a drug-like molecule successfully
becomes a candidate for the treatment of a disease, it has graduated to the status of drug
molecule.

Step 2 involves knowing what properties turn a macromolecule into a receptor. All
receptors may be macromolecules, but all macromolecules are certainly not receptors.
Receptor macromolecules are frequently proteins or glycoproteins. Certain properties
must be present if a macromolecule is going to have what it takes to be a druggable
target. The receptor macromolecule must be intimately connected with the disease in
question, but not integral to the normal biochemistry of a wide range of processes.

Step 3 involves designing a specific drug-like molecule to fit into a particular drug-
gable target. During this task many molecules will be considered, but only one (or two)
will emerge as promising starting points around which to further elaborate the design
process. This prototype compound is referred to as the lead compound. There is a variety
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of ways of identifying a potential lead compound, including rational drug design, random
high throughput screening, and focused library screening. Once a lead compound has
been successfully identified, it must be optimized. Optimization may be achieved using
quantitative structure—activity relationship (QSAR) studies. Synthetic organic chem-
istry is a crucial component of this step in drug development. The process of drug
design must be validated by actually making and testing the drug molecule. An ideal
synthesis should be simple, be efficient, and produce the drug in high yield and high
purity.

Once the basics of drug design are in place, the drug designer next focuses upon the
task of connecting a drug—receptor interaction to a human disease—this is the goal of
the second phase. For example, how does one design a drug for the treatment of cancer
or Alzheimer’s disease? This phase of drug design requires an understanding of bio-
chemistry and of the molecular pathology of the disease being treated.

The human body normally moves through time with its various molecular processes
functioning in a balanced, harmonious state, called homeostasis. When disease occurs,
this balance is perturbed by a pathological process. For a drug molecule, the goal is to
rectify this perturbation (via the action of molecular therapeutics) and to return the body
to a state of healthy homeostasis. Logically, there are many approaches to attaining this
therapeutic goal. First, one may ask what are the body’s normal inner (endogenous)
control systems for maintaining homeostasis through day-to-day or minute-to-minute
adjustments? These control systems (for example, neurotransmitters, hormones,
immunomodulators) are the first line of defense against perturbations of homeostasis.
Is it possible for the drug designer to exploit these existing control systems to deal with
some pathological process? If there are no endogenous control systems, how about
identifying other targets on endogenous cellular structures or macromolecules that will
permit control where endogenous control has not previously existed? Alternatively,
instead of pursuing these endogenous approaches, it is sometimes easier simply to
attack the cause of the pathology. If there is a harmful microorganism or toxin in the
environment (exogenous), then it may be possible to directly attack this exogenous
threat to health and inactivate it. Accordingly, this phase of drug development, which
connects the drug-receptor interaction to human disease, may be divided into three
logical approaches:

1. Know how to manipulate the body’s endogenous control systems (chapters 4-6).
2. Know how to manipulate the body’s endogenous macromolecules (chapters 7 and 8).
3. Know how to inactivate a harmful exogenous substance (chapter 9).

A full understanding of the three steps of phase 1 and the three approaches of phase 2
will enable the researcher to design drugs.

DRUG DESIGN: A PRACTICAL APPROACH

This book aims to put forth a strategy to facilitate the insightful design of new chemical
entities as therapies for human disease—a strategy that will foster the ability to sit down
in front of a blank computer screen and draw molecules that may help cure the various
maladies that afflict humankind. This strategy uses a molecular-level understanding of
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human biochemistry and pathology to drive the design of drug-like molecules engineered
to fit precisely into targets of drug action (druggable targets).

A Drug as a Composite of Molecular Fragments

For the practical implementation of this idealistic strategy, drug molecules are concep-
tualized as being assembled from biologically active building blocks (biophores) that
are covalently “snapped together” to form an overall molecule. Thus, a drug molecule
is a multiphore, composed of a fragment that enables it to bind to a receptor (phar-
macophore), a fragment that influences its metabolism in the body (metabophore), and
one or more fragments that may contribute to toxicity (foxicophores). The drug
designer should have the ability to optimize the pharmacophore while minimizing the
number of toxicophores. To achieve this design strategy, these fragments or building
blocks may be replaced or interchanged to modify the drug structure. Certain building
blocks (called bioisosteres), which are biologically equivalent but not necessarily
chemically equivalent, may be used to promote the optimization of the drug’s biological
properties.

DRUG DESIGN: THE HUMANITARIAN APPROACH

In traditional medicine there are two major therapeutic approaches to the treatment of
human disease: surgical and medical. Surgical procedures are labour intensive and time
demanding; they help a limited number of individuals, one at a time, mostly in rich or
developed nations. Medical therapy, on the other hand, is based on drug molecules and
thus has the capacity to positively influence the lives of more people, often over a
shorter time frame. Medical therapeutics offer hope in both developed and developing
parts of the world—hopefully to rich and poor alike.

After public health measures (e.g., safe drinking water, hygienic disposal of waste
water), the discovery of drugs has had one of the largest beneficial effects on human
health. Penicillin has saved countless lives through the effective treatment of devastat-
ing infectious diseases. Before penicillin, a diagnosis of meningococcal meningitis was
invariably a death sentence. Penicillin reduced bacterial meningitis to a treatable disor-
der. Similarly, drugs for the treatment of high blood pressure have substantially reduced
the impact of this “silent killer” that leads to myocardial infarction (heart attack) or
cerebral infarction (stroke).

It can be awe-inspiring to witness the effects of a seemingly trivial amount of
drug. The panic-stricken child who cannot breathe because of an asthma attack gets
prompt relief from the inhalation of a mere 100 micrograms of salbutamol sulphate.
Uncontrolled and potentially life-threatening seizures (status epilepticus) in a young
adult are quickly brought under control with the intravenous administration of 2 mg of
lorazepam. The terrified older adult with crushing chest pain from a myocardial infarc-
tion gains rapid relief from 8 to 10 mg of morphine. Drugs are truly amazing molecules.

A medicinal chemist can help thousands or even millions of people with a carefully
designed new drug molecule. The practice of science is a very human activity; medicinal
chemistry is a humanitarian science.



1

Basic Principles of Drug Design 1

Drug molecules: structure and properties

Most drugs are molecules, but most molecules are not drugs. Every year, millions of
new molecules are prepared, but only a very small fraction of these are ever considered
as possible drug candidates. A chemical compound must possess certain characteristics
if it is to cross the hurdle from being an organic molecule to becoming a drug molecule.
Medicinal chemistry is the applied science that is focused on the design (or discovery)
of new chemical entities (NCEs) and their optimization and development as useful drug
molecules for the treatment of disease processes. In achieving this mandate, the medi-
cinal chemist must design and synthesize new molecules, ascertain how they interact
with biological macromolecules (such as proteins or nucleic acids), elucidate the rela-
tionship between their structure and biological activities, determine their absorption and
distribution throughout the body, and evaluate their metabolic transformations. Not sur-
prisingly, medicinal chemistry is multidisciplinary, drawing on theoretical chemistry,
organic chemistry, analytical chemistry, molecular biology, pharmacology, and bio-
chemistry. Despite these complexities, medicinal chemistry has a clear “bottom line”—
the design and discovery of drug molecules.

1.1 DEFINITION AND PROPERTIES OF A DRUG MOLECULE
1.1.1 What Is a Drug Molecule? What Is a Drug-Like Molecule?

A molecule is the smallest particle of a substance that retains the chemical identity of
that substance; it is composed of two or more atoms held together by chemical bonds
(i.e., shared electron pairs). Although molecules are highly variable in terms of struc-
ture, they may be organized into families on the basis of certain groupings of atoms
called functional groups. A functional group is an assembly or cluster of atoms that gen-
erally reacts in the same way, regardless of the molecule in which it is located; for
example, the carboxylic acid functional group (-COOH) generally imparts the property
of acidity to any molecule in which it is inserted. It is the presence of functional groups
that determines the chemical and physical properties of a given family of molecules.
A functional group is a centre of reactivity in a molecule.
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A drug molecule possesses one or more functional groups positioned in
three-dimensional space on a structural framework that holds the functional groups in a
defined geometrical array that enables the molecule to bind specifically to a targeted
biological macromolecule, the receptor. The structure of the drug molecule thus per-
mits a desired biological response, which should be beneficial (by inhibiting patholog-
ical processes) and which ideally precludes binding to other untargeted receptors,
thereby minimizing the probability of toxicity. The framework upon which the func-
tional groups are displayed is typically a hydrocarbon structure (e.g., aromatic ring,
alkyl chain) and is usually chemically inert so that it does not participate in the binding
process. The structural framework should also be relatively rigid (“conformationally
constrained”) to ensure that the array of functional groups is not flexible in its geome-
try, thus preventing the drug from interacting with untargeted receptors by altering its
molecular shape. To be successful in countering a disease process, however, a drug mol-
ecule must have additional properties beyond the capacity to bind to a defined receptor
site. It must be able to withstand the journey from its point of administration (i.e., the
mouth for an orally administered drug) until it finally reaches the receptor site deep
within the organism (i.e., the brain for a neurologically active drug).

A drug-like molecule (DLM) possesses the chemical and physical properties that will
enable it to become a drug molecule should an appropriate receptor be identified (see
figure 1.1). What are the properties that enable a molecule to become a drug-like mol-
ecule? In general, a molecule should be small enough to be transported throughout the
body, hydrophilic enough to dissolve in the blood stream, and lipophilic enough to cross
fat barriers within the body. It should also contain enough polar groups to enable it to
bind to a receptor, but not so many that it would be eliminated too quickly from the
body via the urine to exert a therapeutic effect. Lipinski’s Rule of Five does a good job
of quantifying these properties. According to this rule, a drug-like molecule should
have a molecular weight less than 500, a logP (logarithm of its octanol-water partition
coefficient) value less than 5, fewer than five hydrogen bonding donors, and less than
10 hydrogen bonding acceptors.

1.1.2 Structural Integrity of a Drug Molecule: Pharmaceutical,
Pharmacokinetic and Pharmacodynamic Phases

Although a drug molecule may be administered in many different formulations, oral
administration as a tablet is the most common form. Following oral administration, the
drug molecule journeys from the gastrointestinal tract throughout the body until it reaches
the drug receptor. During this journey “from gums to receptor,” the drug molecule
traverses many phases (pharmaceutical, pharmacokinetic, and pharmacodynamic) and is
subjected to multiple assaults on its structural and chemical integrity (see figure 1.2).

1.1.2.1 Pharmaceutical Phase

The pharmaceutical phase is the time from the point of administration of the drug mol-
ecule until it is absorbed into the circulation of the body. For an orally administered
drug, the pharmaceutical phase starts in the mouth and ends when the drug is absorbed
across the intestinal wall. A drug may be administered either ““systemically,” which involves
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A
R
D — | D > —» Biological response
"Drug-like molecules"
B D
Drugs as molecules; every molecule is not a drug
Properties of drug-like molecules
* low molecular weight
* not too lipophilic
* not too hydrophilic
« presence of functional groups
c "Druggable targets"
R .
Receptors are macromolecules; every macromolecule is not a receptor
> Properties of druggable targets

« usually protein
* leads to biological response
« does not cause toxicity

Figure 1.1 Drug-like molecules and druggable targets. Certain properties permit a molecule to
become a drug-like molecule and certain properties permit a macromolecule to become a drug-
gable target. When a drug-like molecule interacts with a druggable target to give a biological
response, it becomes a drug molecule and the druggable target becomes a receptor. When a drug
molecule is successfully and beneficially distributed to people with a disease, it becomes a useful
drug molecule.

the drug entering the bloodstream and being distributed throughout the entirety of the
body, or “locally,” which involves site-specific administration directly onto the region of
pathology. Systemic administration may be achieved by the following routes: (1) via the
gastrointestinal tract (usually orally, sometimes rectally); (2) parenterally, using intra-
venous, sub-cutaneous, intramuscular, or (rarely) intra-arterial injection; (3) topically,
in which the drug is applied to the skin and is absorbed transdermally into the body to
be widely distributed via the bloodstream; or (4) by direct inhalation into the lungs.
The most frequent route of administration is oral. From the perspective of a drug
designer who is endeavoring to engineer drug molecules, many factors must be taken
into consideration when designing a drug for oral administration. On its journey from
the mouth (the point of first administration) to the drug’s receptor deep within the organ
systems of the body, the drug molecule undergoes a variety of potential assaults to the
integrity of its chemical structure. This attack begins in the mouth where saliva contains
digestive enzymes such as ptyalin or salivary oi-amylase. The drug molecule next enters
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Figure 1.2 The three phases of drug processing. The journey from the point of administration to
the microenvironment of the receptor is a complex and arduous journey for the drug molecule.
(Adapted from D. G. Grahame-Smith, J. K. Aronson (2002). Clinical Pharmacology and Drug
Therapy, 3rd Edn. New York: Oxford University Press. With permission.)

the stomach at which point it is subjected to a pH of 1.8-2.2, as well as to a variety of
pepsin enzymes. Under such acidic conditions, certain functional groups, such as esters,
are vulnerable to hydrolysis—an important point of consideration during drug design.
From the stomach, the drug molecule sequentially enters the three portions of the small
intestine: duodenum, jejunum, and ileum. Within the small intestine the pH is alkalin-
ized to 7.8-8.4, and the drug molecule is subjected to a complex array of intestinal and
pancreatic enzymes including peptidases, elastase, lipases, amylase, lactase, sucrase,
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Table 1.1 pH Values for Tissue Fluids

Fluid pH
Aqueous humor (eye) 7.2
Blood, arterial 7.4
Blood, venous 7.4
Blood, maternal umbilical 73
Cerebrospinal fluid 74
Duodenum 4.5-7.8
Intestine 6.0-8.3
Lacrimal fluid (tears) 7.4
Milk, breast 7.0
Nasal secretions 6.0
Prostatic fluid 6.5
Saliva 6.4
Semen 7.2
Stomach 1.8
Sweat 54
Urine 5.6-7.0
Vaginal secretions, premenopause 4.5
Vaginal secretions, postmenopause 7.0

phospholipase, ribonuclease, and deoxyribonuclease. The drug designer must consider
these environments of varying pH combined with digestive enzymes when selecting
functional groups to be incorporated into a drug molecule. Table 1.1 presents pH values
for a variety of tissue fluids.

The pharmaceutical phase also includes the process of drug absorption from the gas-
trointestinal tract into the body fluids. In general, little absorption of a drug molecule
occurs in the stomach since the surface area is relatively small. Absorption takes place
mainly from the intestine where the surface area is greatly expanded by the presence of
many villi, the small folds in the intestinal surface. Drug absorption across the gas-
trointestinal lining (which may be regarded functionally as a lipid barrier) occurs
mainly via passive diffusion. Accordingly, the drug molecule should be largely un-ionized
at the intestinal pH to achieve optimal diffusion/absorption properties. The most signif-
icant absorption occurs with weakly basic drugs, since they are neutral at the intestinal
pH. Weakly acidic drugs, on the other hand, are more poorly absorbed since they tend
to be un-ionized in the stomach rather than in the intestine. Consequently, weakly basic
drugs have the greatest likelihood of being absorbed via passive diffusion from the gas-
trointestinal tract. Table 1.2 provides ionization constants for a variety of weakly basic
and weakly acidic drugs.

A final point of consideration (at the pharmaceutical phase) when designing drugs for
oral administration concerns product formulation. A pill is not simply a compressed
mass of drug molecules. Rather, it is a complicated mixture of fillers, binders, lubricants,
disintegrants, colouring agents, and flavoring agents. If a drug molecule is biologically



Table 1.2 Ionization Constants of Common Drugs

Weak acids pK, Weak bases pK,
Acetaminophen 9.5 Alprenolol 9.6
Acetazolamide 7.2 Amiloride 8.7
Ampicillin 2.5 Amiodarone 6.5
Aspirin 35 Amphetamine 9.8
Chlorpropamide 5.0 Atropine 9.7
Cromolyn 2.0 Bupivacaine 8.1
Ethacrynic acid 2.5 Chlordiazepoxide 4.6
Furosemide 39 Chlorpheniramine 9.2
Levodopa 2.3 Chlorpromzaine 9.3
Methotrexate 4.8 Clonidine 8.3
Penicillamine 1.8 Codeine 8.2
Pentobarbital 8.1 Desipramine 10.2
Phenobarbital 7.4 Diazepam 3.0
Phenytoin 8.3 Diphenhydramine 8.8
Propylthiouracil 8.3 Diphenoxylate 7.1
Salicylic acid 3.0 Ephedrine 9.6
Sulfadiazine 6.5 Epinephrine 8.7
Sulfapyridine 8.4 Ergotamine 6.3
Theophylline 8.8 Hydralazine 7.1
Tolbutamide 53 Imipramine 9.5
Warfarin 5.0 Isoproterenol 8.6
Kanamycin 7.2
Lidocaine 79
Methadone 8.4
Methamphetamine 10.0
Methyldopa 10.6
Metoprolol 9.8
Morphine 7.9
Norepinephrine 8.6
Pentazocine 79
Phenylephrine 9.8
Pindolol 8.6
Procainamide 9.2
Procaine 9.0
Promazine 9.4
Promethazine 9.1
Propranolol 9.4
Pseudoephedrine 9.8
Pyrimethamine 7.0
Scopolamine 8.1
Terbutaline 10.1
Thioridazine 9.5

14
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active at an oral dose of 0.1 mg, then fillers are necessary to ensure that the pill is large
enough to be seen and handled. Additional excipient additives are required to permit the
pill to be compressed into a tablet (binders), to pass through the gastrointestinal tract
without sticking (lubricants), and to burst open so that it can be absorbed in the small
intestine (disintegrants). Fillers include dextrose, lactose, calcium triphosphate, sodium
chloride, and microcrystalline cellulose; binders include acacia, ethyl cellulose, gelatin,
starch mucilage, glucose syrup, sodium alginate, and polyvinyl pyrrolidone; lubricants
include magnesium stearate, stearic acid, talc, colloidal silica, and polyethylene glycol;
disintegrants include starch, alginic acid, and sodium lauryl sulphate. The importance
of this design consideration follows a 1968 Australasian outbreak of phenytoin drug
toxicity caused by the replacement of an excipient in a marketed formulation of an anti-
seizure drug called phenytoin; the new excipient chemically interacted with the phenytoin
drug molecule, ultimately producing toxicity.

1.1.2.2 Pharmacokinetic Phase

Once the drug molecule has been released from its formulation, it enters the pharma-
cokinetic phase. This phase covers the time duration from the point of the drug’s
absorption into the body until it reaches the microenvironment of the receptor site.
During the pharmacokinetic phase, the drug is transported to its target organ and to
every other organ in the body. In fact, once absorbed into the bloodstream, the drug is
rapidly transported throughout the body and will have reached every organ in the body
within four minutes. Since the drug is widely distributed throughout the body, only a
very small fraction of the administered compound ultimately reaches the desired target
organ—a significant problem for the drug designer. The magnitude of this problem can
be appreciated by the following simple calculation. A typical drug has a molecular
weight of approximately 200 and is administered in a dose of approximately 1 mg; thus,
10" molecules are administered. The human body contains almost 10' cells, with each
cell containing at least 10" molecules. Therefore, each single administered exogenous
drug molecule confronts some 10° endogenous molecules as potential available receptor
sites—the proverbial “one chance in a million.”

In addition to this statistical imbalance, the drug molecule also endures a variety of
additional assaults during the pharmacokinetic phase. While being transported in the
blood, the drug molecule may be bound to blood proteins. The degree of protein binding
is highly variable. Highly lipophilic drugs do not dissolve well in the aqueous serum and
thus will be highly protein bound for purposes of transport. If a person is taking more than
one drug, various drugs may compete with each other for sites on the serum proteins.
Human serum albumin (HSA) is one of the proteins commonly involved in drug trans-
portation. Table 1.3 gives the percentage protein binding for a diversity of common drugs.

During this transport process, the drug is exposed to metabolic transformations that
may chemically alter the integrity of its chemical structure. This metabolic attack is most
likely to occur during passage through the liver. In fact, some drug molecules are com-
pletely transformed to biologically inactive metabolites during their first pass through the
liver; this is the so-called first pass effect. A complete first pass effect renders a drug
molecule useless since it is metabolically transformed to an inactive form prior to reaching
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Table 1.3 Percentage Protein Binding for Common Drugs

99% 95-99% 90-95% 50-90% <50%
Levothyroxine Anmitriptyline Diazoxide Aspirin Alcohol
Phenylbutazone Chlorpromazine Disopyramide Carbamazepine Aminoglycosides
Triiodothyronine Clofibrate Phenytoin Chloramphenicol Digoxin
Warfarin Diazepam Propranolol Chloroquine Paracetamol
Furosemide Tolbutamide Lidocaine Procainamide
Gold salts Valproate Quinidine
Heparin Simvastatin
Imipramine Sulfonamides

(Adapted from D. G. Grahame-Smith, J. K. Aronson (2002). Clinical Pharmacology and Drug Therapy,
3rd Edn. New York: Oxford University Press. With permission.)

any possible receptor site. Due to the anatomical arrangement of blood vessels in the
abdomen, all orally administered drugs must immediately pass through the liver follow-
ing absorption from the small intestine. Accordingly, a drug molecule that is susceptible
to a first pass effect should in theory be designed and formulated in a manner that mini-
mizes small intestine absorption. One method of reducing a first pass effect is to admin-
ister the drug sublingually so that it is absorbed under the tongue and has an opportunity
of avoiding the initial pass through the liver. See figure 1.3 for anatomical details of the
three phases that a drug must endure in traveling to its site of action.

Like the liver, the kidney is another organ system that may influence the effectiveness
of a drug molecule during the pharmacokinetic phase. Small, hydrophilic, and highly
polar molecules (e.g., sulphonates, phosphonates) run a significant chance of being
rapidly excreted via the renal system. Such molecules have short half-lives (the period of
time during which one-half of the drug molecules is excreted). A short half-life reduces
the effectiveness of a drug molecule because it shortens the time duration available to the
drug for distribution and binding to its receptor. In addition, as a general rule, a drug is
administered at least once every half-life; a drug with a half-life of 24 hours may be
administered once per day whereas a drug with a 12 h half-life must be given at least twice
per day. If a drug has a half-life of 20 minutes it would be impractical to administer it three
times per hour. Table 1.4 presents the half-lives for a variety of drug molecules.

The final impediment to drug molecule effectiveness during the pharmacokinetic
phase is the existence of barriers. In order to reach its target organ, the drug molecule
must traverse a variety of membranes and barriers. This is particularly true if the drug
is destined to enter the brain, which is guarded by the blood—brain barrier. This is a lipid
barrier composed of endothelial tight junctions and astrocytic processes. The blood—
brain barrier can be exploited for purposes of drug design. Molecules can be designed
not to cross this barrier. This design feature is highly desirable if one wishes to develop
drug molecules for non-neurologic indications that will have no neurologic side effects.
On the other hand, the existence of the blood—brain barrier must be explicitly consid-
ered when designing drugs for neurological indications. Another highly relevant barrier
is the maternal-placental barrier. This must be considered when designing drugs for
women of childbearing age. The maternal—placental barrier is a lipid barrier much like
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Figure 1.3 The three phases of drug processing. Different organ systems inflict varying degrees
of assault on the integrity of the drug molecule during its journey to the receptor. Stomach acid
initiates the assault. Liver enzymes may destroy the drug in a first pass effect. If the drug is too
polar, the kidney will rapidly excrete it.

the blood-brain barrier and most drugs designed to enter the brain will likewise traverse
the maternal—placental barrier.

1.1.2.3 Pharmacodynamic Phase

After a drug molecule has surmounted the barriers of the pharmacokinetic phase and
has been distributed throughout the body, it ultimately reaches the microenvironment of
the receptor where its biological effect will be exerted. Once the drug molecule has
entered the region of its receptor, it is in the pharmacodynamic phase. During this
phase, the molecule binds to its receptor through the complementarities of their mole-
cular geometries. The functional groups of the drug molecule interact with correspond-
ing functional groups of the receptor macromolecule via a variety of interactions,
including ion—ion, ion—dipole, dipole—dipole, aromatic—aromatic, and hydrogen bond-
ing interactions. The binding of the drug molecule to its receptor enables the desired
biological response to occur. The nature of the drug—receptor interaction is described in
detail in chapter 2.
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Table 1.4 Half-Lives of Selected Drugs in Patients (with Normal Renal Function)

<lh 1-4h 4-12h 12-24 h 1-2 days >2 days
Adenosine Aminoglycosides Acetazolamide Bromocriptine Amlodipine Amiodarone
Cocaine Atropine Acyclovir Chlorpromazine Carbamazepine Bisphosphonates
Dobutamine Azathioprine Amiloride Clonidine Chlorpropamide Chloroquine
Dopamine Captopril Caffeine Doxycycline Clonazepam Phenobarbital
Tloprost Cephalosporins Chloramphenicol Fluvoxamine Diazoxide Thyroxine
Naloxone Cimetidine Clomethiazole Haloperidol Digoxin
Nitroprusside Ciprofloxacin Clozapine Minocycline Triiodothyronine
Penicillins Colchicine Diltiazem Ouabain Warfarin
Succinylcholine Diclofenac Gabapentin

Erythromycin Hydralazine

Ethambutol Ketoconazole

Furosemide Metronidazole

Ibuprofen Quinidine

Isoniazid Theophylline

Isosorbide Tolbutamide

mononitrate Trimethoprim

Levodopa Valproate

Lidocaine Vigabatrin

Morphine

Ondansetron

Pravastatin

Procainamide

Ranitidine

Sumatriptan

(Adapted from D. G. Grahame-Smith, J. K. Aronson (2002). Clinical Pharmacology and Drug Therapy, 3rd Edn. New York: Oxford University Press. With permission.)
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1.1.3 Structural Fragments of a Drug Molecule: Pharmacophore,
Toxicophore, Metabophore

As previously defined, a drug molecule consists of functional groups displayed in a
defined geometric array that permits a binding interaction with a receptor during the
pharmacodynamic phase of drug action. The three-dimensional arrangement of atoms
within a drug molecule that permits a specific binding interaction with a desired recep-
tor is called the pharmacophore. The atoms that constitute the pharmacophore are a
subset of all the atoms within the drug molecule. The pharmacophore is the bioactive
face of the molecule and is that portion of the molecule that establishes intermolecular
interactions with the receptor site. (In principle, the term pharmacophore is an abstract
concept. A pharmacophore is the assembly of geometric and electronic features
required by a drug molecule to ensure both an optimal supramolecular interaction with
its target receptor and the elicitation of a biological response. The term pharmacophore
does not represent a single real molecule but a portion of a molecule. It is incorrect to
name a structural skeleton, such as a phenothiazine or a prostaglandin, as a pharma-
cophore. It is correct, however, to regard a pharmacophore as the common structural
denominator shared by a set of bioactive molecules; the pharmacophore accounts for
the shared molecular interaction capabilities of a group of structurally diverse drug
molecules toward a common target receptor.)

Depending on which face it puts forward, a single drug molecule may interact with
more than one receptor and thus may have more than one pharmacophoric pattern. For
example, one bioactive face of acetylcholine permits interaction with a muscarinic
receptor, while another bioactive face of acetylcholine permits interaction with a nicotinic
receptor (section 4.2). Similarly, the excitatory neurotransmitter glutamate may bind to
a range of different receptors, such as the NMDA and AMPA receptors (section 4.7),
depending upon the pharmacophoric pattern displayed by the glutamate molecule
toward the receptor with which it is interacting.

The other portions of the drug molecule that are not part of the pharmacophore
constitute molecular baggage. The role of this molecular baggage is to hold the func-
tional group atoms of the pharmacophore in a fixed geometric arrangement (with
minimal conformational flexibility) to permit a specific receptor interaction while
minimizing both interactions with toxicity-mediating receptors and the metabolic
(via liver) and rapid excretion (via kidney) problems associated with the pharmaco-
kinetic phase.

Two other less frequently discussed fragments of a drug molecule are the foxicophore and
the metabophore. Conceptually, these two types of fragment are analogous to the pharma-
cophore. (Collectively, pharmacophores, toxicophores, and metabophores may be referred
to as biophores.) The toxicophore is the three-dimensional arrangement of atoms in a
drug molecule that is responsible for a toxicity-eliciting interaction. If a drug molecule
has multiple toxicities arising from several undesirable interactions, then it may possess
more than one toxicophore. From the perspective of drug design, if a toxicophore
does not overlap with the pharmacophore in a given drug molecule, then it may be pos-
sible to redesign the molecule to eliminate the toxicity. However, if the pharmacophore
and toxicophore are congruent molecular fragments, then the toxicity is inseparable from
the desired pharmacological properties. The metabophore is the three-dimensional
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Figure 1.4 A drug molecule contains many parts. The bioactive face is the portion of the drug
molecule that interacts with the receptor; the remainder of the molecule, called molecular baggage,
holds the bioactive face in a desired geometry. The pharmacophore is the arrangement of mole-
cules that permits the bioactive face to interact with the receptor. The toxicophore is the fragment
that is responsible for toxicity; the metabophore is the fragment that is responsible for metabolism.
If these various fragments are separate (as in B), then toxicity can be “designed out of the drug
molecule”; if they overlap (as in C), then it may be impossible to separate the toxicophore from
the pharmacophore. It is sometimes possible to replace all or part of the pharmacophore with a
biologically equivalent fragment called a bioisostere.

arrangement of atoms in a drug molecule that are responsible for the metabolic
properties. Since functional groups are responsible not only for drug—receptor interac-
tions but also for metabolic properties, the metabophore and the pharmacophore tend to
be inextricably overlapped. Nevertheless, from the viewpoint of drug design, it is some-
times possible to manipulate the structure of either the pharmacophore or the molecu-
lar baggage portions of the drug molecule to achieve a metabophore that overcomes
problems with liver-mediated first pass effects or that either hastens or delays renal
excretion (see figure 1.4).
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1.1.4 Structural Fragments of Drug Molecules:
Interchangeable Bioisosteres

A drug molecule may be conceptualized as a collection of molecular fragments or build-
ing blocks. The most important fragment is the pharmacophore, with the functional
groups of the pharmacophore being displayed on a molecular framework composed of
metabolically inert and conformationally constrained structural units. These structural
units may be an alkyl chain, an aromatic ring, or a section of peptide chain backbone.
When designing or constructing a drug molecule, one can thus pursue a fragment-by-
fragment building block approach. In conceptualizing this approach, one sees that certain
molecular fragments, although structurally distinct from each other, may behave identi-
cally within the biological milieu of the receptor microenvironment. These structurally
distinct yet biofunctionally equivalent molecular fragments are referred to as bioisosteres.
(A bioisosteric drug is a drug molecule that arises from the replacement of either an atom
or a group of atoms with a biologically equivalent atom or group of atoms to create a new
molecule with pharmacological properties similar to those of the parent molecule.)

There are many examples of bioisosteric substitutions. For example, a drug that con-
tains a sulphonate functional group (SO;) within its pharmacophore may interact with
a receptor via an electrostatic interaction, whereby the negatively charged sulphonate
group interacts with a positively charged ammonium within the receptor. In designing
analogs of this drug, it would be possible to replace the sulphonate with a bioisosteri-
cally equivalent carboxylate group. The carboxylate group would be able to interact
electrostatically with the ammonium functional group in a fashion analogous to the
sulphonate moiety. This bioisosteric substitution would bring additional advantages
such as a prolonged half-life for the drug molecule since the carboxylate is less polar
than the sulphonate and is thus less susceptible to rapid renal excretion. There are many
other examples of bioisosteric substitutions. For example, H- may be replaced by F-; a
carbonyl group (C=0) may be replaced by a thiocarbonyl group (C=S); a sulphonate
may be replaced by a phosphonate.

Bioisosteric substitutions may be categorized as classical or non-classical. Classical
bioisosteres are functional groups that possess similar valence electron configurations.
For example, oxygen and sulphur are both in column VI of the periodic table; thus, a
thio—ether (-C-S-C-) is a classical bioisosteric substitution for an ether (-C-O-C-) func-
tional group. Non-classical bioisosteres are functional groups with dissimilar valence
electron configurations; for instance, a tetrazole moiety may be used to replace a car-
boxylate since many biological systems are unable to differentiate between these two
very structurally distinctive functional groups (see figure 1.5).

A consideration of bioisosterism is important in drug design. A systematic explo-
ration of bioisosteres when constructing drug molecules as collections of molecular
fragments enables a rigorous structural consideration of varying pharmacophores and
their properties during the pharmaceutical, pharmacokinetic, and pharmacodynamic
phases of drug action.

1.1.5 Structural Properties of Drug Molecules

A drug molecule is a collection of molecular fragments held in a three-dimensional
arrangement that determines and defines all of the properties of the drug molecules.
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Figure 1.5 Bioisosteres. These are biologically equivalent molecular fragments that can be used to
replace portions of a drug molecule.

These properties dictate the therapeutic, toxic, and metabolic characteristics of the over-
all drug molecule. These properties also completely control the ability of the drug to
withstand the arduous journey from the point of administration to the receptor site
buried deep within the body. These physical properties of drug molecules may be
categorized into the following major groupings:

Physicochemical properties

Shape (geometric, steric, conformational, topological) properties
Stereochemical properties

Electronic properties

e

Physicochemical properties are crucial to the pharmaceutical and pharmacokinetic
phases of drug action; the other three properties are fundamental to the pharmacody-
namic interaction of the drug with its receptor. Physicochemical properties (section 1.2)
reflect the solubility and absorption characteristics of the drug and its ability to cross
barriers, such as the blood—brain barrier, on its way toward the receptor. Geometric,
steric, and topological properties (section 1.3) and stereochemical properties (section 1.4)
describe the structural arrangement of the atoms within the drug molecule and influence
the geometry of approach as the drug molecule enters the realm of the receptor.
Electronic properties (section 1.5) reflect electron distribution within the drug molecule
and determine the nature of the precise binding interaction between the drug and its
receptor (by hydrogen bonding and various other forms of electrostatic interaction).
From the perspective of the drug designer, the electronic properties are among the most



24 MEDICINAL CHEMISTRY

Hydrogen
bonds
Shape

complexity

Dimensions

Figure 1.6 Properties of a drug molecule. A drug has many properties (size, shape, topology,
polarity, chirality) that influence its ability to interact with a receptor. Each of these properties is
required for the unique pharmacological activity of a drug molecule.
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difficult to predict and to engineer with insight into a molecule. Accordingly, extensive
use is now made of quantum mechanics and classical mechanics force field calculations
(section 1.6) to determine electronic and structural properties of drug molecules (before
the molecules are ever synthesized). Figure 1.6 summarizes the structural characteristics
of a drug molecule.

1.2 PHYSICOCHEMICAL PROPERTIES OF DRUG MOLECULES

All drug molecules interact with biological structures (e.g., biomembranes, the cell nucleus),
biomolecules (e.g., lipoproteins, enzymes, nucleic acids) and other small molecules on
their way “from the gums to the receptor.” Only by first unraveling the relatively simple
primary interactions between a drug molecule and the various molecular structures that
it encounters during its journey to the receptor can we understand drug activity at the
cellular and molecular level. Since all biological reactions take place in an aqueous
medium or at the interface of water and a lipid, the properties of water and this bound-
ary layer must be studied as part of a comprehensive understanding of the interaction
of a drug molecule with its receptor. Physicochemical properties reflect the solubility
characteristics of a drug (in both aqueous and lipid environments) and help to determine
the ability of a drug to penetrate barriers and gain access to receptors throughout
the body.
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1.2.1 Role and Structure of Water: Influence on Drug Structure

Life is based on water, the major constituent of living organisms and their cells. Drugs
are transported within the aqueous bloodstream and most receptor sites are bathed in
water molecules. The water molecule is thus central to the structure and function of
most drugs and their associated receptors. Besides being a universal solvent, water par-
ticipates in many reactions, and its role is therefore much more than that of an inert
medium. Water is a very reactive and unusual chemical compound. Solubility, surface
activity, hydrogen bonding, hydrophobic bonding, ionization, acidity, and solvation
effects on macromolecular conformation all involve water.

Water structure is the consequence of the unique and unusual physical properties of
the H,O molecule. Water has a higher melting point, boiling point, and heat of vapor-
ization than hydrides of related elements, such as H,S, H,Se, and H,Te, or related iso-
electronic compounds such as HF, CH,, or NH,. These properties are all a measure of
the strong intermolecular forces that act between individual water molecules. These
strong forces do not permit the ice crystal to collapse or water molecules to leave the
surface of the liquid phase easily when heated. The forces result from the high polarity
of water caused by the orientation of the H-O-H bond angle, which is 104.5°. The more
electronegative oxygen attracts the electron of the O-H bond to a considerable extent,
leaving the H atom with a partial positive charge (& *), while the O atom acquires a par-
tial negative charge (8 7). Since the molecule is not linear, H,O has a dipole moment.
The partial positive and negative charges of one water molecule will electrostatically
attract their opposites in other water molecules, resulting in the formation of hydrogen
bonds. Such noncovalent bonds can also be formed between water and hydroxyl,
carbonyl, or NH groups.

In ice, each oxygen atom is bonded to four hydrogen atoms by two covalent and
two hydrogen bonds. When ice melts, about 20% of these hydrogen bonds are broken,
but there is a strong attraction between water molecules even in water vapor. Liquid
water is therefore highly organized on a localized basis: the hydrogen bonds break
and re-form spontaneously, creating and destroying transient structural domains, the
so-called “flickering clusters.” The half-life of any hydrogen bond between two water
molecules is only about 0.1 nanosecond.

Water can interact with ionic or polar substances and may destroy their crystal lat-
tices. Since the resulting hydrated ions are more stable than the crystal lattice, solvation
results. Water has a very high dielectric constant (80 Debye units [D] versus 21 D for
acetone), which counteracts the electrostatic attraction of ions, thus favoring further
hydration. The dielectric constant of a medium can be defined as a dimensionless ratio
of forces: the force acting between two charges in a vacuum and the force between the
same two charges in the medium or solvent. According to Coulomb’s law,

F = qiq2/Dr* (1.1)

where F is the force, g, and g, are the charges, and r is the distance separating them.
D, the dielectric constant, is a characteristic property of the medium. Since D appears
in the denominator, the higher the dielectric constant, the weaker the interaction
between the two charges.
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Polar functional groups such as aldehydes, ketones, and amines, possessing free
electron pairs, form hydrogen bonds readily with water. Compounds containing such func-
tional groups dissolve to a greater or lesser extent, depending on the proportion of polar
to apolar moieties in the molecule. Solutes cause a change in water properties because the
hydrate “envelopes” (which form around solute ions) are more organized and therefore
more stable than the flickering clusters of free water. As a result, ions are water-structure
breakers. The properties of solutions, which depend on solute concentration, are different
from those of pure water; the differences can be seen in such phenomena as freezing-point
depression, boiling-point elevation, and the increased osmotic pressure of solutions.

Water molecules cannot use all four possible hydrogen bonds when in contact with
hydrophobic (literally, “water-hating”) molecules. This restriction results in a loss of
entropy, a gain in density, and increased organization. So-called “icebergs’—water
domains more stable than the flickering clusters in liquid water—are formed. Such ice-
bergs can form around single apolar molecules, producing inclusion compounds called
clathrates. Apolar molecules are thus water-structure formers. The interaction between a
solute and a solid phase—for example, a drug with its lipoprotein receptor—is also influ-
enced by water. Hydrate envelopes or icebergs associated with one or the other phase will
be destroyed or created in this interaction and may often contribute to conformational
changes in macromolecular drug receptors and, ultimately, to physiological events.
Hydrophilic (‘“water-loving”) molecules are also relevant to the process of drug design.

1.2.1.1 Water: The Forgotten Molecule of Drug Design

Although under-appreciated and understudied, water plays a fundamental and crucial
role in determining the properties of drug molecules. Water is one of the most impor-
tant players in determining the pharmacokinetic properties of a drug molecule. It
directly influences the conformation of the receptor macromolecule. Water bathes every
drug molecule, hydrogen bonding to important functional groups of the molecule
(see figure 1.7). Water strongly influences the drug—receptor interaction.

Despite these obvious facts, water has frequently been forgotten during the drug
design process. In the past (and still to this day), many computer-aided studies on drugs
calculated the drug properties in vacuo, completely neglecting the influence of water.
In future, comprehensive studies of drug structure must include an equally comprehen-
sive evaluation of the role of water.

1.2.2 Solubility Properties of Drug Molecules

Since a large percentage of all living structures consists of water, all biochemical reac-
tions are based on small molecules dissolved in an aqueous phase (like the cellular cyto-
plasm) or on macromolecules dispersed in this phase—usually both. However, the
equally important nonaqueous structures of cells, such as plasma membranes or the
membranes of organelles, are of a lipid nature, and prefer to dissolve nonpolar hydropho-
bic (lipophilic) molecules. Accordingly, a highly significant physical property of all
physiologically and pharmacologically important drug molecules is their solubility (in
both aqueous and non-aqueous environments), because only in solution can they inter-
act with the cellular and subcellular structures that carry drug receptors, thus triggering
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Figure 1.7 Effects of hydration on a drug molecule: A drug molecule does not exist in a
vacuum; it is hydrated. In order to interact with its receptor, it must be dehydrated. Water mole-
cules hydrogen-bond to the functional groups of the drug molecule. Additional water molecules
then hydrogen-bond to these inner water molecules. The overall result consists of many layers of
hydration.

pharmacological reactions. Theoretically, there are no absolutely insoluble compounds;
every molecule is soluble in both the aqueous and nonaqueous lipid “compartments” of
a cell. The degree of solubility, however, differs between each compartment. The pro-
portion of these concentrations at equilibrium—or the ratio of solubilities—is called the
partition coefficient; partition coefficients are extremely important when understanding
the properties of drug molecules. Most successful drugs exhibit solubility to some extent
in both water and lipid environments.

Solubility is a function of many molecular parameters. Ionization, molecular struc-
ture and size, stereochemistry, and electronic structure all influence the basic interac-
tions between a solvent and solute. As discussed in the previous section, water forms
hydrogen bonds with ions or with polar nonionic compounds through -OH, -NH, -SH,
and -C=0 groups, or with the nonbonding electron pairs of oxygen or nitrogen atoms.
The ion or molecule will thus acquire a hydrate envelope and separate from the bulk
solid; that is, it dissolves. The interaction of nonpolar compounds with lipids is based
on a different phenomenon, the hydrophobic interaction, but the end result is the same:
formation of a molecular dispersion of the solute in the solvent.

Although successful drugs tend to exhibit solubility in both aqueous and lipid envi-
ronments, there are a few examples in which solubility in only one of these phases cor-
relates with pharmacological activity. One such example is the local anesthetic activity
of p-aminobenzoic acid esters, which is partly proportional to their lipid solubility.
Another thoroughly investigated example is the bactericidal activity of aliphatic alco-
hols. In the homologous series beginning with n-butanol and ending with n-octanol, the
bactericidal activity changes with increasing molecular weight. Whereas n-butanol and
n-pentanol are active against Staphylococcus aureus, higher members of the series fail
to kill the bacteria because the necessary concentration cannot be reached, arising from
solubility considerations.
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The effect of solubility on drug action is, however, usually a question of equilibration
of the drug between the aqueous phase and the lipid phase of the cell membrane. This
leads us to a discussion of partition coefficients.

1.2.3 Partition Coefficients of Drug Molecules

The partition coefficient of a drug is defined as the equilibrium constant
P = [drugliipia/[druglwater (1.2)

of drug concentrations (symbolized by the square brackets) in the two phases. Since
partition coefficients are difficult to measure in living systems, they are usually deter-
mined in vitro, using n-octanol as a model of the lipid phase and an aqueous phosphate
buffer at pH 7.4 as a model of the water phase. This permits standardized measurements
of partition coefficients. Because it is a ratio, P is dimensionless. P is also an additive
property of a molecule, since each functional group helps determine the polarity and
therefore the lipophilic or hydrophilic character of the molecule. These substituent con-
tributions are widely utilized in quantitative structure-activity studies, as discussed in
chapter 3, section 3.3.2.

Partition coefficients thoroughly influence drug transport characteristics during the
pharmacokinetic phase; that is, partition coefficients affect the way drugs reach the site of
action from the site of administration (e.g., injection site, gastrointestinal tract). Drugs
are usually distributed by the blood, but must also penetrate and traverse many barriers
before reaching the site of action. Hence, the partition coefficient (which reflects
a drug’s ability to be soluble in both aqueous and lipid phases) will determine what
tissues a given compound can reach. On the one hand, extremely water-soluble drugs
may be unable to cross lipid barriers (e.g., the blood—brain barrier) and gain access to
organs rich in lipids, such as the brain and other neuronal tissues. On the other hand,
compounds that are very lipophilic will be trapped in the first lipid environment they
encounter, like fat tissue, and will be unable to leave this site quickly to reach their
target. Naturally, the partition coefficient is only one of several physicochemical para-
meters that influence drug transport and diffusion, which itself is only one aspect
of drug activity. (The blood-brain barrier and its role will be discussed in detail in
section 3.4.2.1.)

The partition coefficient and concepts derived from it are particularly important in
explaining the mode of action of neurological drugs, such as anticonvulsants (chapter 8,
section 8.1.5) and general anesthetics, which must penetrate the blood—brain barrier
prior to exerting their biological effect.

1.2.3.1 The Overton Hypothesis of Anesthetic Activity

Anesthesia refers to the complete lack of somatic sensation; it involves the temporary
cessation of awareness, both of the surrounding environment and of the inner environ-
ment (“self””). Overton, at the turn of the last century, attempted to explain drug-induced
anesthesia through the following hypotheses:
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. All neutral lipid-soluble substances have depressant (anesthetic) properties.

2. This activity is most pronounced in lipid-rich cells, such as neurons.

3. The effect increases with increasing partition coefficient, regardless of the structure
of the substance.

Many molecules have such properties and thus exhibit anesthetic effects. Although the
absolute drug concentration necessary to achieve anesthesia varies greatly, the drug
concentration in the lipid phase—that is, in the cell membrane—is within one order of
magnitude, or 20-50 mM, for all anesthetic agents.

In 1954, Mullins, in a modification to the Overton hypothesis, proposed that besides
the membrane concentration of the anesthetic, its volume, expressed as its volume frac-
tion (mole fraction X partial molal volume), is important. This reasoning implied that
the anesthetic, due to its solubility properties, expands the cell membrane, and that
anesthesia occurs when a critical expansion value is reached, at about 0.3-0.5% of the
original volume.

The notion that general anesthesia was solely a property of molecule lipid solubility
persisted into the 1990s. Until that time, it was felt that a high value of logP (logarithm
of the octanol-water partition coefficient) would enable molecules somehow to affect
neuronal membrane structure (“influencing membrane fluidity and function”), thereby
inducing anesthesia. However, by the mid 1990s it was realized that this time-honored
notion of how general anesthetics worked was probably incorrect. It is now appreciated
that they work by binding to the GABA-A receptor in the brain (see section 4.7.1). The
high partition coefficient is simply required to ensure that the drug can cross the
blood-brain barrier and access GABA-A receptors within the brain.

1.2.3.2 Hansch Effects and the Calculation of Partition Coefficients

As is apparent, partition coefficients (quantified by the logP value) are important con-
siderations in drug design. To be successful during the pharmacokinetic phase of drug
action, the drug molecule should demonstrate the right combination of lipid solubility
and water solubility. This property is best represented by the logP value. If the logP
value is too low, the compound is too water soluble and thus will be unable to penetrate
lipid barriers and will be excreted too rapidly; if the logP value is too high, the com-
pound is too lipid soluble and will be undesirably sequestered in fat layers. Being able to
predict these solubility properties is important to the process of drug design. Accordingly,
being able to determine, calculate, or predict logP values is highly desirable to the drug
designer.

The central importance of logP values in drug design and in determining the phar-
macokinetic properties of a drug was extensively studied by Hansch in the 1960s.
Hansch pioneered the importance of logP values in structure—activity relationship stud-
ies (see section 3.3.2.1). Hansch experimentally determined the logP values of many
drugs and showed the importance of these values in determining the ability of a drug to
penetrate into the brain. Over the past 35 years, many methods for theoretically calcu-
lating logP values have been devised. Hydrophobic fragmental constants (symbolized
by f) were introduced by Rekker (1977) to facilitate the theoretical determination of
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partition coefficients, and to simplify the determination of P values for small molecules.
The fragmental constants are determined statistically by regression analysis; they are
additive, and their sum provides a reasonable value for logP. Detailed tables of the f values
for various functional groups have been published by Rekker (1977) and are sometimes
used in computer program algorithms that calculate logP values. Somewhat analogous
to the fragmental constants are the atomic constants put forth by Ghose and Crippen
(1986); these assign logP values for every atom in a molecule and then determine the
logP for the overall molecule by summing these values. Currently, there are a number of
computer programs available (e.g., cLogP) for calculating logP values. In addition to these
theoretical methods for calculating logP, there are a number of experimental protocols,
including the classical “shake flask” method, and various chromatographic techniques,
including HPLC methods.

1.2.4 Surface Activity Effects of Drug Molecules

Although a capacity to cross biological membranes and barriers is important for most
drugs, there are also pharmaceutical agents that display mechanisms of action that are
more dependent upon activities at surfaces. Pharmacologic reactions may occur on bio-
logical surfaces and interfaces. The energy situation at a surface differs markedly from
that in a solution because special intermolecular forces are at work; therefore, surface
reactions require specific consideration. In living organisms, membranes comprise the
largest surface, covering all cells (the plasma membrane) and many cell organelles (the
nucleus, mitochondria, and so forth). Dissolved macromolecules such as proteins also
account for an enormous surface area (e.g., 1 ml of human blood serum has a protein
surface area of 100m?). Biological membranes also (i) serve as a scaffold that holds a
large variety of enzymes in proper orientation, (ii) provide and maintain a sequential
order of enzymes that permits great efficiency in multistep reactions, and (iii) serve as
the boundaries of cells and many tissue compartments. In addition, many drug receptors
are bound to membranes.

It is therefore apparent why the physical chemistry of surfaces and the structure
and activity of surface-active agents are also of interest to the medicinal chemist.
Antimicrobial detergents and many disinfectants exert their activity by interacting with
biological surfaces and are important examples of surface-active drug effects.

1.2.4.1 Surface Interaction and Detergents

All molecules in a liquid phase interact with each other and exert a force on neighbor-
ing molecules. We have already discussed the hydrogen-bonding interaction of water
molecules that creates clusters. The water molecules at a gas—liquid interface, however,
are exposed to unequal forces, and are attracted to the bulk water of the liquid phase
because no attraction is exerted on them from the direction of the gas phase. This
accounts for the surface tension of liquids.

Because the dissolution of a solid is the result of molecular interaction between a
solvent and the solid (which, once dissolved, becomes a solute), polar compounds capable
of forming hydrogen bonds are water soluble, whereas nonpolar compounds dissolve
only in organic solvents as the result of van der Waals and hydrophobic bonds. Compounds
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Figure 1.8 Micellar structure of a soap molecule on an oil-water interface. The nonpolar alkyl
chains are in the nonpolar phase; the polar carboxylate head groups are in the aqueous phase.

that are amphiphilic (i.e., containing hydrophobic as well as hydrophilic groups) will
concentrate at surfaces and thereby influence the surface properties of these interfaces.
Only in this way can amphiphilic detergents, through their hydrogen bonding with
water and nonpolar interaction with a nonpolar (organic) phase or with air, maintain an
orientation that ensures the lowest potential energy at an interface. A classic example of
such behavior is given by soap, a mixture of alkali-metal salts of long-chain fatty acids.
Figure 1.8 shows the interaction of soap molecules at an oil-water boundary; the circle
symbolizes the anionic carboxylate or the polar “head group,” and the zigzag line rep-
resents the hydrophobic alkyl chain.

A detergent-like soap forms a colloidal solution. At a very low concentration, soap mol-
ecules will be dissolved individually. At a higher concentration, the molecules find it more
energy efficient to “remove” their hydrophobic tails from the aqueous phase and let them
interact with each other, thus forming a miniature “oil drop” or nonpolar phase, with the
polar heads of the soap molecules in the bulk water. At a concentration that is characteris-
tic for a given individual detergent, molecular aggregates, known as micelles, are formed.
They are often spherical colloidal particles, but can also be cylindrical. The concentration
at which such micelles are formed is called the critical micellar concentration, and can
be determined by measuring the light diffraction of the solution as a function of detergent
concentration. The diffraction will show a sudden increase when micelles begin to form.

When soap is dispersed in a nonpolar phase, inverted micelles are formed in which the
nonpolar tails of the soap molecules interact with the bulk solvent while the hydrophilic
heads interact with each other. This behavior of amphiphilic molecules explains how they
can disperse nonpolar particles in water: the hydrocarbon tail of the amphiphile interacts
with the particle, such as an oil droplet, dirt, or a lipoprotein membrane fragment, covers
the particle, and then presents its hydrophilic head groups to the aqueous phase.

1.2.5 The Clinical-Molecular Interface: Bioavailability
and Drug Hydration

One of the authors recently encountered a 21-year-old male presenting to the emer-
gency room in status epilepticus (prolonged, uncontrolled seizures). This patient had a
seven—year history of epilepsy, well controlled with the drug phenytoin at a dose of
300 mg/day. Indeed, he had not experienced a seizure in more than a year. In the emergency
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room his serum level of phenytoin was “undetectable”; six months earlier, a routine
measurement had revealed a serum phenytoin level of 68 umol/L. He was given diazepam
5mg intravenously (IV) and phenytoin 1,000 mg IV. His seizures soon abated. When
asked why he had stopped taking his phenytoin he stated that he had not, but had been
taking the same dose for years. His mother confirmed this story. She stated that he took
his daily dose of phenytoin every morning at breakfast and that she had witnessed his
doing so, every day for the past six years.

Upon questioning, it was discovered that this individual purchased his phenytoin in
bottles of 1,000 capsules, in order to save money. He routinely stored this phenytoin in
the basement of his home—a relatively damp and cool location—for months at a time;
one week earlier he had started to use the capsules from one of these old stored bottles.
When thirty “old” capsules from this recently opened bottle of 1000 capsules were
weighed, all had masses in excess of 295 mg. When thirty capsules from a recently pur-
chased supply of “new” phenytoin were weighed, all had masses less than 280 mg. An
examination of an old capsule revealed that the contents were hardened and slightly dis-
coloured. Subsequent analyses revealed that the phenytoin within the old capsules had
become excessively hydrated from the ambient humidity of their storage conditions.
The resulting hardened mass of drug material was less soluble within the gastrointesti-
nal tract and was thus less bioavailable for absorption.

Many factors can influence the bioavailability of a drug molecule following oral
absorption. Damp storage conditions of the drug can cause increased molecular hydra-
tion with concomitant altered solubility. When a drug molecule is crystallized using dif-
ferent solvents or different conditions, the resulting change in crystal morphology can
influence bioavailability and thus alter biological results.

1.3 SHAPE (GEOMETRIC, CONFORMATIONAL, TOPOLOGICAL,
AND STERIC) PROPERTIES OF DRUG MOLECULES

Physicochemical properties are important in determining the ability of a drug molecule
to survive the pharmacokinetic phase and to reach the region of the receptor. The inter-
action of the drug molecule’s pharmacophore with its complementary receptor during
the pharmacodynamic phase of drug action is dependent upon a geometrically precise
and accurate intermeshing of two molecular fragments. A rigorous control of molecu-
lar geometry and shape is crucial to the drug design process. Knowledge of molecular
geometry also plays an important role in understanding quantitative structure—activity
relationships during drug optimization (see section 3.3.2).

1.3.1 Conformational Isomerism and Drug Action

The concept of conformational isomerism is central to any consideration of molecular
shape. Molecules that are flexible may exist in many different shapes or conformers.
Conformational isomerism is the process whereby a single molecule undergoes transi-
tions from one shape to another; the physical properties of the molecule have not
changed, merely the shape. Conformational isomerism is demonstrated by compounds
in which the free rotation of atoms around chemical bonds is not significantly hindered.
The energy barrier to the transition between different conformations is usually very low
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Figure 1.9 Newman projections of acetylcholine. Rotation around torsional angles permits many
different conformers (shapes) of a molecule.

(on the order of 4-8kJ/mol), and is easily overcome by thermal motion unless the
molecule is made rigid or because nonbonding interactions between functional groups
of the molecule favor one conformer over an infinite number of others. The concept
and biophysical reality of “preferred” drug conformations and their potential role in
receptor binding are currently important issues among drug designers.

For aliphatic compounds, the well-known Newman projection is used to show the
relative position of the substituents on two atoms connected to each other (as in ethane
derivatives). For example, figure 1.9 shows several possible conformers of acetyl-
choline. When the trimethylammonium-ion and acetoxy functional groups are as far
removed as possible, we speak of a fully staggered conformation (erroneously and
confusingly also called a trans conformation). When the two groups overlap, they are
eclipsed. Between these two extremes are an infinite number of conformers called
gauche (or skew) conformers or rotamers (rotational isomers). The potential interaction
energy of the trimethylammonium-ion and acetoxy groups is lowest in the staggered
conformation and highest when the two groups are eclipsed. The stability of these
rotamers is normally opposite. An exception to this exists when two functional groups
show a favorable nonbonding interaction (e.g., hydrogen-bond formation).

Since the transition between rotamers occurs very rapidly, the existence of any one
conformer can be discussed in statistical terms only. For example, in acyclic hydrocar-
bon molecules, it has been assumed that long hydrocarbon chains exist in the staggered,
fully extended, zigzag conformation. There is, however, a considerable probability of
their also existing in skew conformations, effectively reducing the statistical length of
the carbon chain. Such considerations become important if one wishes to calculate
effective intergroup distances in drugs, which play a role in the geometric fit and bind-
ing to receptors. For instance, in the anticholinergic agents hexamethonium (1.1) and
decamethonium (1.2), the two quaternary trimethylammonium groups are connected by
six and ten methylene (-CH2-) groups, respectively.

Observations emphasize the need for extreme caution in proposing geometry-based
hypotheses when dealing with drug conformations and their correlations with receptor
structure, especially when the drug contains flexible acyclic hydrocarbon segments and
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is not conformationally constrained. Many publications have proposed receptor mapping
techniques based on the distances between assumed key atoms (usually heteroatoms) or
functional groups in drugs, determined by prolonged quantum-chemical calculations of
“preferred” conformers. Similarly, the design of a number of drugs has been based on
questionable assumptions about drug—receptor binding, all founded on conformational
analysis. These oversimplifications are subject to criticism. Such caveats, however, do
not detract from the utility of conformational analysis of drugs, from the importance of
calculating intergroup geometric distances, or from the potential value of these methods
in drug design and molecular pharmacology.

Flexible molecules that lack conformational constraints may assume a variety of dif-
ferent conformations, thus increasing the likelihood of drug toxicity by enabling inter-
actions with undesirable receptor sites. The drug designer may address these problems
by using various methods to decrease the degrees of conformational freedom. For
instance, within the hydrocarbon skeleton of a drug, an alkane moiety could be replaced
by either an alkene or an alkyne; the increased barrier to rotation around double or triple
bonds (as compared to single bonds) adds a considerable measure of conformational
constraint. However, one of the most popular techniques for decreasing conformational
freedom is to replace acyclic hydrocarbon fragments with cyclic fragments, such as
cyclohexane rings or aromatic rings.

The conformational analysis of cyclohexane and its derivatives has been well explored.
The cyclohexane ring itself can assume several conformations. The chair conformation is
more stable than either the boat or twist form because it permits the maximum number of
substituents to exist in a staggered conformation relative to their neighbors. The sub-
stituents can assume two conformations relative to the plane of the ring (defined by
carbon atoms 2, 3, 5, and 6): axial (a), in which they point up or down; and equatorial (),
in which they point in the direction of the ring’s circumference. As the cyclohexane ring
keeps flipping back and forth between many chair forms, the substituents on the ring alter-
nate between axial and equatorial conformations unless stabilized (see figure 1.10).

Although cyclohexane is more conformationally rigid than an acyclic hydrocarbon, there
are several ways to additionally stabilize or “freeze” the conformation of a cyclohexyl ring.

1. By electrostatic repulsion of two adjoining substituents (e.g., in 1,2-dichlorocyclohexane,
a diaxial conformation is forced).

2. By steric repulsion.

3. By using a bulky substituent like the fert-butyl group, which always maintains an
equatorial position.

4. By using multiple cyclohexyl rings adjoined to each other.

The use of multiple adjoined rings is an effective means of locking conformation.
Polycyclic structures, such as decaline or the steroids, are rigid and maintain stable
conformations. In such rigid systems, the axial and equatorial substituents can display
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Figure 1.10 The six-membered cyclohexane ring can adopt a series of different conformations.
The chair conformation is more stable than the boat or twist because it permits a maximal number
of substituents to exist in a staggered conformation relative to their neighbors.
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cis/trans isomerism without the presence of a double bond; the restriction on their rotation
is ensured by the ring system itself. Diastereomerism can also occur in these molecules.
In substituted cyclohexanes, or their heterocyclic analogs, 1,2—diaxial or the equivalent
diequatorial substituent pairs are considered to be trans, while the axial-equatorial pair
is regarded as cis. 1,3—diequatorial substituents are, however, cis.

The axial or equatorial nature of a substituent has a bearing on its reactivity, or abil-
ity to interact with its environment. Equatorial substituents are more stable and less
reactive than their axial counterparts. For example, equatorial carboxyl groups are
stronger acids than axial ones because of the higher stability of the carboxylate ion,
whereas equatorial esters are hydrolyzed more slowly than axial ones because they are
less accessible to protons or hydroxyl ions during acid- or base-catalyzed hydrolysis.

Even better than an acyclic saturated hydrocarbon such as cyclohexane is the use
of aromatic rings, especially polyaromatic systems. The unsaturated structure of the
aromatic ring imparts planarity and rigidity. Drugs in which the functional groups are
appended to an aromatic ring have marked conformational rigidity. In the realm of
neurologic drug design, the use of tricyclic structures containing aromatic rings is
extremely common in major antipsychotics (e.g., chlorpromazine (1.3)), antidepres-
sants (e.g., amitriptyline (1.4)), and anticonvulsants (e.g., carbamazepine (1.5)).

Although they are superb for achieving planarity and rigidity, polyaromatic systems
may come accompanied with the risk of a side-effect—carcinogenicity. Such rigid,
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planar compounds sometimes have the capacity to insert themselves within nucleic
acids, potentially inducing cancer-causing changes.

When contemplating the effect of drug conformation on drug—receptor interactions, one
must not forget that the receptor macromolecule also undergoes changes in its molecular
geometry, as postulated by the Koshland induced-fit hypothesis (see chapter 2). Owing to
the enormously more complex nature of macromolecular structure, less is known about
such changes. Many examples of conformational changes of enzymes during their reac-
tions with substrates have been well studied and described in the literature, including those
of carboxypeptidase, dihydrofolate reductase, and acetylcholinesterase (see section 7.1.2).

1.3.2 Steric Effects on Drug—Receptor Interactions

During the geometrical interaction between a drug and its receptor, steric factors fre-
quently emerge as extremely important considerations. At times, a large, bulky sub-
stituent appended to a fragment within a drug molecule may physically impede the
geometry of interaction between a drug and its receptor. Historically, the first attempt
to include steric effects in relationship studies between the structure and pharmacolog-
ical activity of a molecule was the Taft steric parameter (Eg). This parameter was
defined as the difference between the logarithm of the relative rate of the acid-
catalyzed hydrolysis of a carboxymethyl-substituted compound, and the logarithm of
the rate of hydrolysis of methyl acetate as a standard:

Esx = log KxcoocH; — 10g KcH;cO0CH; (1.3)

where X is the molecule or molecular fragment in question to which a carboxy-methyl
group has been attached. With some corrections suggested by other authors, Eg has
proven to be useful in quite a few structure—activity correlations.

Another classical measure of the molecular geometry of substituents is the Verloop
steric parameter. This is calculated from bond angles and atomic dimensions—primarily
the lengths of substituent groups and several measures of their width. Trivial as this may
sound, the consideration of molecular “bulk” is an important and often neglected factor
in making multiple quantitative correlations of structure and pharmacological activity.
Balaban et al. (1980) devised several related methods that are still in use today.

1.4 STEREOCHEMICAL PROPERTIES OF DRUG MOLECULES

Since drugs interact with optically active, asymmetric biological macromolecules such as
proteins, polynucleotides, or glycolipids acting as receptors, many of them exhibit stereo-
chemical specificity. This means that there is a difference in action between stereoisomers
of the same compound, with one isomer showing pharmacological activity while the other
is more or less inactive. In 1860, Louis Pasteur was the first to demonstrate that molds and
yeasts can differentiate between (+)- and (—)-tartarates, utilizing only one of the two isomers.

Therefore, complementarity between an asymmetric drug and its asymmetric receptor is
often a criterion of drug activity. The effects of highly active or highly specific drugs depend
more upon such complementarity than do those of weakly active drugs. Occasionally,
the stereoselectivity of a drug is based on a specific and preferential metabolism of one
isomer over the other, or on a biotransformation that selectively removes one isomer. Such
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stereoselective biotransformations may have far-reaching consequences. For instance,
microsomal hydroxylation of the tranquilizer diazepam (1.6) occurs stereoselectively, yield-
ing (S)-N-methyloxazepam (1.7). Since this hydroxylated metabolite is pharmacologically
active, the stereochemical circumstances of the activation process are crucial, not only for
the extent of the activation but also for the rate of elimination of the metabolite.

1.4.1 Optical Isomers of Drugs

Optical isomerism is the result of a dissymmetry in molecular substitution. The basic
aspects of optical isomerism are discussed in various textbooks of organic chemistry.
Optical isomers (enantiomers) may have different physiological activities from each other
provided that their interaction with a receptor or some other effector structure involves the
asymmetric carbon atom of the enantiomeric molecule and that the three different sub-
stituents on this carbon atom interact with the receptor. The Easson—Stedman hypothesis
assumes that a three-point interaction ensures stereospecificity, since only one of the
enantiomers will fit; the other one is capable of a two-point attachment only, as shown in
figure 1.13 for the reaction with a hypothetical planar receptor. However, it is reasonable
to assume that receptor stereospecificity can also undergo a change when the receptor
conformation is altered by a receptor—drug interaction.

The difference in pharmacological action between enantiomers can be considerable.
(-)-Levorphanol (1.8), a synthetic analgesic, has a binding equilibrium constant (K},) of
10” M. (K, is a dissociation constant, indicating that this drug will occupy half of all
accessible morphine receptors at a nanomolar concentration. (+)-Dextrorphan (1.9), the
optical antipode of (—)-levorphanol, has a K, of 10 M, reflecting a high and nonphys-
iological concentration. Qualitatively, dextrorphan is not an analgesic at all, but a very
effective antitussive (cough suppressant), an action entirely different from analgesia.
(+)-Muscarine (1.10) is about three orders of magnitude more effective as a cholinergic
neurotransmitter than (—)-muscarine (1.11). A very large body of data is available on
the selectivity of enantiomeric drugs.

It should be emphasized that the mere sign (+ or —) of the optical rotation produced
by an enantiomer is not biochemically decisive to the action of such a molecule. The
absolute configuration of the compound in question must be considered; in modern
organic chemistry the Cahn-Ingold-Prelog sequence rules are followed, and have
increasingly replaced the ambiguous and obsolescent D and L designations for relative
configuration. Again, the reader is referred to standard organic chemistry texts for
details. Figure 1.11 shows two types of stereoisomerism relevant to drug action.
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Figure 1.11 Stereoisomers: a carbon atom bonded to four different substituents in a chiral carbon
or a stereogenic center. Such molecules cannot be superimposed upon their mirror image. A recep-
tor will recognize one stereoisomer but not another. Such stereoisomers are designated as either
R or S. Stereoisomerism may also occur around double bonds, producing cis or trans orientations
of the substituents on either face of the double bond.

Even though enantiomeric drug pairs quite often show different potencies, they are
seldom antagonists of each other, since the differences in their action are due to differ-
ences in their binding properties; antagonists (see section 2.4) usually bind more
strongly than agonists, and the less active enantiomer of a pair is typically incapable of
displacing the more active one from the receptor.

Diastereomeric drugs—those having two or more asymmetric centers—are usually
active in only one configuration. Unlike enantiomers, which have identical physico-
chemical properties, the absorption, distribution, receptor binding, metabolism, and
every other aspect that influences the pharmacological activity of a drug are different
for each diastereomer.

1.4.2 Enantiomers and Pharmacological Activity

Lehman et al. (1986) stated the definitions of stereoselectivity in the following manner:
the better fitting enantiomer (the one with higher affinity for the receptor) is called the
eutomer, whereas the one with the lower affinity is called the distomer. The ratio of
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activity of the eutomer and distomer is called the eudismic ratio; the expression of the
eudismic index is

EI = log affinityg, — log affinityp; (1.4)

In a series of agonists and antagonists (for definitions, see section 2.4), the eudismic
affinity quotient can also be defined as a measure of stereoselectivity. Because of wide-
spread misconceptions, the distomer of a racemate is often considered “inactive’ and of no
consequence to pharmacological activity, an idea reinforced by the fact that resolution (i.e.,
separation) of racemates is economically disadvantageous. In the 1980s, Ariéns and his
associates (Ariéns et al., 1983; Ariéns, 1984, 1986) published a series of influential books
and papers that showed the fallacy of this concept and pointed out the necessity of using
pure enantiomers in therapy and research; thankfully, this message has now been learned.

The distomer should therefore be viewed as an impurity constituting 50% of the total
amount of a drug—an impurity that in the majority of cases is by no means “inert.”
Possible unwanted effects of a distomer are as follows:

It contributes to side effects.

It counteracts the pharmacological action of the eutomer.
It is metabolized to a compound with unfavorable activity.
It is metabolized to a toxic product.

b=

However, there are instances in which the use of a racemate has advantages; sometimes
it is more potent than either of the enantiomers used separately (e.g., the antihistamine
isothipendyl), or the distomer is converted into the eutomer in vivo (the anti-inflammatory
drug ibuprofen).

Admittedly, the separation of enantiomers is often difficult and expensive. However,
now that we are in the 21st century, the need for optically active drugs capable of stere-
ospecific interactions with drug receptors is a recognized prerequisite in drug design.

1.4.3 Geometric Isomers of Drugs

Cis/trans isomers are the result of restricted rotation along a chemical bond owing to
double bonds or rigid ring systems in the isomeric molecule. These isomers are not mirror
images and have very different physicochemical properties, as reflected in their phar-
macological activity. Because the functional groups in these molecules are separated by
different distances in the different isomers, they cannot as a rule bind to the same recep-
tor. Therefore, geometric isomerism as such may be of interest to the medicinal chemist.

In biological systems, there are a number of examples of the importance of cis/trans
isomerization. The human eye contains one of the most important examples. Rod cells
and cone cells are the two types of light-sensitive receptor cells in the human retina. The
three million rod cells enable vision in dim light; the 100 million cone cells permit
colour perception and vision in bright light. Within the rod cells, 11-cis-retinal (1.12) is
converted into rhodopsin a light-sensitive molecule. When rod cells are exposed to
light, isomerization of the C11-C12 double bond occurs, leading to the production of
a trans-rhodopsin, called metarhodopsin, that contains all-frans-retinal (1.13). This
cis/trans isomerization of rhodopsin leads to a change in molecule geometry, which in
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turn produces a nerve impulse that the brain perceives as vision. Without light, this
cis/trans isomerization would take 1100 years; with light, it occurs in 10~ seconds.

Using the Cahn-Ingold—Prelog sequence rules, Blackwood et al. (1968) designed a
system to allow an unambiguous “absolute” assignment of cis/trans (or syn/anti in the case
of C==N bonds) isomerism. For instance, the compound CHCl=CBrlI cannot be named
unambiguously by the classical rules. However, after the priority of substituents on each
carbon atom is determined (using the sequence rules), the configuration in which the two
substituents of higher priority lie on the same side is called the Z isomer (for zusammen,
meaning “together”” in German). The configuration in which these substituents lie on oppo-
site sides is designated as the E isomer (for entgegen, which means “opposite”).

1.5 ELECTRONIC PROPERTIES OF DRUG MOLECULES

The correct geometry, conformation, and stereochemistry of a molecule permit it to
gain access to the receptor microenvironment. However, it is the electronic structure of
the molecule that enables the electrostatic, hydrogen bonding, and other drug—receptor
binding interactions to actually occur. The chemical structure of a drug molecule, its
chemical reactivity, and its ability to interact with receptors ultimately depend on its
electronic structure—the arrangement, nature, and interaction of electrons in the mole-
cule. In general, the effect of electron distribution in organic compounds can be direct
(short range) or indirect (long range).

Direct electronic effects primarily concern covalent bonding, which involves the
overlap of electron orbitals. The “strength” of covalent bonds, the interatomic distances
spanned by these bonds, and dissociation constants are all direct consequences of the
nature of covalent electrons. The nonbonding electron pairs of such heteroatoms as
O, N, S, and P also play an important role in drug characteristics. They are the basis of
such noncovalent interactions as hydrogen bonding (which, as already discussed, has a
profound effect on the hydrophilic or lipophilic characteristics of a molecule), charge-
transfer complex formation, and ionic bond formation. In all of these phenomena, the
nonbonding electron pair participates in a donor—acceptor interaction.

Indirect electronic effects occur over a longer range than direct effects, requiring no
orbital overlap. Electrostatic ionic interactions fall partly within this category, since the
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effect of inter-ionic forces decreases by the square of the distance over which they act.
Such inductive forces as van der Waals bonds and dipole moments are the results of
polarization or polarizability—the permanent or induced distortion of the electron dis-
tribution within a molecule. These forces are especially important in studies of quanti-
tative structure—activity relationships (QSAR) because the electronic effect of a
substituent can, by resonance or an inductive or field effect, change the stereoelectronic
properties of a molecule and thus influence its biological activity.

1.5.1 Quantifying Drug Molecule Electronic Properties:
The Hammet Correlations

There have been many attempts to quantify the electronic properties of drug molecules.
Hammet correlations were among the first to be used and represent the classical way of
quantifying electronic properties. The Hammet correlations (Hammet, 1970) express
quantitatively the relationship between chemical reactivity and the electron-donating or
electron-accepting nature of a substituent. Historically, they have been perhaps the most
widely used electronic indices in QSAR studies of drugs. The Hammet substituent
constant (o) was originally defined for the purpose of quantifying the effect of a
substituent on the dissociation constant of benzoic acid:

logKx/Ku=o0 (1.5)

where K, is the dissociation constant of benzoic acid carrying substituent X; K}, is the
dissociation constant of unsubstituted benzoic acid. Electron-attracting substituents have
a positive o value, while electron-donating substituents (—OH, —OCH,, —NH,, —CH,)
have a negative . The value of o also varies according to whether the substituent is in
the meta or para position. Ortho substituents are subject to too many interferences and
are not used in calculating o. Detailed tables of ¢ values can be found in the works of
Chu (1980) and Albert (1985).

The Hammet substituent constant includes both inductive and resonance effects
(i.e., electronic influences mediated through space and through conjugated bonds). In the
case of benzoic acids, direct conjugation is not possible, but in one resonance hybrid,
as shown in figure 1.14, the electron-withdrawing nitro group puts a positive charge on
the C-1 carbon, thus stabilizing the carboxylate ion and decreasing the pK, of the sub-
stituted acid. The electron-donating phenolic hydroxyl group, on the other hand, desta-
bilizes the carboxylate anion by charge repulsion, making the substituted acid weaker.

1.5.2 Ionization of Drug Molecules

Tonization is another crucial property of the electronic structure of a drug molecule. The
pK, of a drug is important to its pharmacological activity since it influences both the
absorption and the passage of the drug through cell membranes. In some cases, only
the ionic form of a drug is active under biological conditions.

Drug transport during the pharmacokinetic phase represents a compromise between
the increased solubility of the ionized form of a drug and the increased ability of the non-
ionized form to penetrate the lipid bilayer of cell membranes. A drug must cross many
lipid barriers as it travels to the receptor that is its site of action. Yet cell membranes
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contain many ionic species (phospholipids, proteins) that can repel or bind ionic drugs; and
ion channels, usually lined with polar functional groups, can act in an analogous manner.
Ionic drugs are also more hydrated; they may therefore be “bulkier” than nonionic drugs.
As a rule of thumb, drugs pass through membranes in an undissociated form, but act as
ions (if ionization is a possibility). A pK, in the range of 6-8 would therefore seem to be
most advantageous, because the nonionized species that passes through lipid membranes
has a good probability of becoming ionized and active within this pK range. This consid-
eration does not relate to compounds that are actively transported through such membranes.
A high degree of ionization can prevent drugs from being absorbed from the gastroin-
testinal tract and thus decrease their systemic toxicity. This is an advantage in the case of
externally applied disinfectants or antibacterial sulfanilamides, which are meant to remain
in the intestinal tract to fight infection. Also, some antibacterial aminoacridine derivatives
are active only when fully ionized. These now obsolete bacteriostatic agents intercalate
(position or interweave themselves) between the base pairs of DNA. The cations of these
drugs, obtained by protonation of the amino groups, then form salts with the DNA phos-
phate ions, anchoring the drugs firmly in position. Ionization can also play a role in the
electrostatic interaction between ionic drugs and the ionized protein side chains of drug
receptors. Therefore, when conducting experiments on drug—receptor binding, it is advis-
able to regulate protein dissociation by using a buffer. The degree of ionization of any
compound can be easily calculated from the Henderson—Hasselbach equation:

% ionized = 100/(1 + antilog [pH — pK,]) (1.6)

1.5.3 Electron Distribution in Drug Molecules

More recently, a variety of other methods has been developed to describe the electronic
distribution properties of drug molecules. The electron distribution in a molecule can be
estimated or determined by experimental methods such as dipole-moment measure-
ments, NMR methods, or X-ray diffraction. The latter method provides very accurate
electron-density maps, but only of molecules in the solid state; it cannot be used to pro-
vide maps of the nonequilibrium conformers of a molecule in a physiological solution.
To provide easily obtained yet rigorous assessments of electron distribution properties,
quantum mechanics calculations are now employed (see section 1.6). Molecular quantum
mechanics calculations provide several methods for calculating the orbital energies of
atoms, combining the individual atomic orbitals into molecular orbitals, and deriving
from the latter the probability of finding an electron at any atom in the molecule—
which is tantamount to determining the electron density at any atom. There are several
methods for doing this, with varying degrees of sophistication, accuracy, and reliability.
These calculations permit quantification of the charge density on any atom in a drug
molecule. Such atomic electron density values may be used when correlating molecu-
lar structure with biological activity during the drug molecular optimization process.
In addition to providing values for charge densities on individual atoms, quantum
mechanics calculations may also be used to determine the energies of delocalized
orbitals; such energy values may also be used when correlating molecular structure with
pharmacologic activity. The energies of delocalized orbitals have attracted considerable
interest since the early 1960s, when Szent-Gyorgyi (1960), in his brilliant pioneering book
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on submolecular biology, directed attention to charge-transfer complexes (see section 2.3.5).
The energies of the highest occupied molecular orbital (HOMO) and the lowest unoccu-
pied molecular orbital (LUMO) are a measure of electron-donor and electron-acceptor
capacity, respectively, and consequently determine donors and acceptors in charge-transfer
reactions. HOMO and LUMO are also reliable estimates of the reducing or oxidizing
properties of a molecule. They are expressed in [ units (a quantum-chemical energy
parameter whose value varies from 150 to 300 U/mol). The smaller the numerical value
of HOMO (a positive number), the better the molecule is as an electron donor, since the
small number indicates that less energy is required to remove an electron from it.
Likewise, the smaller the magnitude of the LUMO (a negative number), the more stable
the orbital for the incoming electron, which favors electron-acceptor characteristics.
Thus, by examining the numerical values of the HOMO and LUMO of a pair of drug
molecules, one can often decide whether a charge-transfer complex can be formed, and
which compound will be the donor and which the acceptor.

In addition to providing insights concerning correlation of molecular structure with
pharmacologic bioactivity, quantum mechanics calculations of electron distribution may
also be employed to understand the molecular basis of drug toxicity. For instance, overall
p-electron density of polycyclic hydrocarbons has traditionally been assumed to correlate
with the carcinogenicity of these compounds. According to this hypothesis, defined reac-
tive regions on the molecule undergo metabolism to form reactive intermediates such as
epoxides, which react with cell constituents such as the basic nitrogen atoms in nucleic
acids. Although this model has been widely cited in the literature, it is appropriate to warn
the reader that, however attractive, it is seriously questioned. However, p-electron density
is very important in the chemical reactivity of aromatic rings.

1.6 PREDICTING THE PROPERTIES OF DRUG
MOLECULES: QUANTUM MECHANICS
AND MOLECULAR MECHANICS

When confronted with the task of designing drugs, it would be wonderful to have a
method for predicting the properties of drug molecules before having to actually syn-
thesize and purify them. The synthetic preparation of new molecules is challenging,
time consuming, and expensive. Theoretical chemistry, combined with modern compu-
tational methods, offers a powerful solution to this prediction dilemma.

The docking of a drug with its receptor site is a precise interaction between two mole-
cules. The success of this interaction is dependent upon the geometry, conformation and
electronic properties of the two molecules. Designing drugs requires techniques for deter-
mining and predicting the geometry, conformation, and electronic properties of both small
molecules (i.e., drugs with molecular weights less than 800) and macromolecules (i.e.,
receptor proteins.) Quantum pharmacology and molecular modeling calculations are such
techniques. Molecular modeling is the evaluation of molecular properties and structures
using computational chemistry and molecular graphics to provide three-dimensional visu-
alization and representation of molecules. Quantum pharmacology is the application of
the methods of modern computational chemistry to understanding drug action at the
molecular and atomic level of structural refinement. CADD (computer-aided drug design)
and CAMD (computer-aided molecular design) are the employment of computer-aided
techniques to design, discover, and optimize bioactive molecules as putative drugs.
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Molecular modeling and quantum pharmacology calculations have emerged as extremely
important techniques in modern medicinal chemistry. A review of drug design papers in the
Journal of Medicinal Chemistry and of pharmaceutically relevant papers in the Journal of
the American Chemical Society, covering the year 2000, reveals that 43% of these papers
included computational chemistry techniques in their design and analyses of drug molecule
action. Clearly the dawn of the 21st century has emphasized the exponentially growing
importance of molecular modeling and quantum pharmacology in drug design. Accordingly,
a basic understanding of medicinal chemistry in the modern era requires an appreciation of
the fundamentals of quantum mechanics, molecular mechanics, and the other techniques of
computational chemistry as applied to drug design. The medicinal chemist who uses com-
mercially available computer programs to design drugs should not treat them as merely
“black boxes,” and should have some insight into their conceptual basis.

1.6.1 Methods of Quantum Pharmacology for Molecular Geometry
Optimization: Quantum Mechanics, Molecular
Mechanics, QM/MM Calculations

The first and foremost goal of quantum pharmacology is to predict and determine the
optimal geometry of drug molecules and drug receptors. This is best achieved by using
a “mechanics” method that permits the geometry of a molecule to be expressed as a
function of energy. By minimizing this energy function, one can ascertain the optimal
geometry of the molecule. Quantum mechanics and molecular mechanics are the
dominant “mechanics” methods in quantum pharmacology (see figure 1.12).

1.6.1.1 Quantum Mechanics

The Schrodinger equation is the centrepiece of quantum mechanics and lies at the heart
of much of modern science. In its simplest form, the Schrodinger equation may be
represented as

Hy = Ey (1.7)

where Y is the wave function, E is the energy of the system, and H (the “Hamiltonian
operator”) is the shorthand notation for a mathematical operator function that operates on
other mathematical functions. Once the wavefunction is known for a particular system,
then any physical property may in principle be determined for that system. However, yis
just a normal mathematical function; it has no special mathematical properties.

If the system being studied is a simple hydrogen atom with a single electron outside
of a positively charged nucleus, the Schrédinger equation may be solved exactly. The
wavefunctions which satisfy the Schrodinger equation for this simple hydrogen atom
are called orbitals; a hydrogenic atomic orbital is therefore the three-dimensional mathe-
matical function from which one may calculate the energy and other properties of a single
electron. For single atoms that contain multiple electrons (polyelectronic mono-atomic
systems), the wavefunction for the atom (y) is a product of one-electron wavefunctions
(x.), one for each electron. For molecules that contain multiple atoms (polyelectronic,
polyatomic molecular systems) the wave function for the molecule (‘) is a product of
one-electron wavefunctions (¢,), where ¢ is a three-dimensional mathematical function
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Figure 1.12 Determining the properties of drug molecules. Drug molecules may have their
properties ascertained by either experimental or theoretical methods. Although experimental meth-
ods, especially X-ray crystallography, are the “gold standard” methods, calculational approaches
tend to be faster and do provide high quality information. Nonempirical techniques, such as
ab initio quantum mechanics calculations, provide accurate geometries and electron distribution
properties for drug molecules.

representing the energy and properties of an individual electron within the molecule, and
where these unknown molecular orbitals ¢ may be represented as a linear combination
of known atomic orbital functions (y,).

In quantum pharmacology, the goal is to determine the wavefunction ¥ for the drug
molecule so that the energy and properties of the drug may be calculated. However,
Schrodinger’s equation may be exactly solved only for the hydrogen atom. It is not
possible to provide an exact mathematical solution for the wavefunction of an entire
molecule. Accordingly, quantum mechanics calculations that provide approximate, but
not exact, solutions for the drug molecule wavefunction are employed; these approxi-
mate methods are called molecular orbital calculations.

In molecular orbital calculations, the molecular orbitals ¢ are represented as a linear
combination of atomic orbital functions (),). A variety of different mathematical func-
tions may be used to represent these atomic orbital functions. If a very sophisticated
mathematical function is used, then the resulting answer is higher in quality, providing
very accurate energies and geometries for the drug molecule being studied; however,
such calculations may be extremely expensive in terms of computer time required. If a
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simpler mathematical function is used, it may be calculated more rapidly, but will
provide a cruder approximation of the numerical properties of the atomic orbital func-
tion that it endeavours to represent. Classically, the most obvious types of mathemati-
cal functions used to represent atomic orbitals are called Slater-type orbitals. If one
uses Slater-type functions for each atomic orbital which is filled (e.g., for carbon using
1s, 2s, and 2p atomic orbitals), then the resulting set of functions is termed the basis set.
The term basis set applies to a set of mathematical functions used to describe the shape
of the orbitals in an atom.

Molecular orbital calculations may be broadly divided into two types: ab initio and
semi-empirical. The term ab initio is an unfortunate choice of words since it gives a
mistaken idea of quality; nevertheless, it is used universally for molecular orbital wave-
function calculations that explicitly consider all electrons within the drug molecule. Ab
initio calculations may be done at a variety of basis set levels. The higher the basis set
level, the more likely will the calculation reproduce experimental observations, such as
bond lengths determined from X-ray crystallographic methods. Not surprisingly, the
current medicinal chemistry literature contains numerous examples in which quantum
pharmacology calculations using ab initio methods have been employed to understand
the properties of drug molecules.

Despite the length of time required for their completion, ab initio calculations are
themselves not always successful in reproducing experimental observations and do
require prolonged calculational times. To address these potential problems, consider-
able effort has been expended to devise the so-called semi-empirical molecular orbital
calculations. Semi-empirical methods employ a variety of approximations and assump-
tions to reduce the complexity of the mathematics and thus the time required for a cal-
culation. Typically, semi-empirical calculations consider only valence shell electrons.
Core electrons, such as 1s electrons, are ignored under the assumption that they play
little if any role in biological and biochemical processes. To compensate for ignoring
core electrons, empirically derived parameters are incorporated into the calculations;
these “fudge factors” help the semi-empirical calculation to reproduce experimental
results while neglecting to calculate a number of difficult integral equations that would
be present in the ab initio mathematical formulation. It is not uncommon for semi-
empirical calculations to run 2 to 3 times faster than ab initio calculations. There are a
number of types of semi-empirical calculations. Historically, CNDO (complete neglect
of differential overlap) and INDO (intermediate neglect of differential overlap) para-
meterizations were used. These first methods were somewhat crude and proved to be of
little value in medicinal chemistry and quantum pharmacology. More recently, parame-
terizations such as AM1 and PM3 yield impressive results when compared with a range
of experimental observables. AM1 and PM3 semi-empirical calculations have been
used successfully over the past 5 to 10 years to model a variety of drugs and drug—
receptor interactions, and their utility in quantum pharmacology calculations continues
to be explored and expanded.

1.6.1.2 Molecular Mechanics

Molecular mechanics is based on the principles of classical mechanics, rather than
those of quantum mechanics. Quantum mechanics is based on an explicit consideration
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of electrons and electron properties. Molecular mechanics, on the other hand, does not
consider electrons explicitly. In molecular mechanics, atoms are regarded as distensible
balls, bearing charge, and connected to other distensible balls via springs. The mathe-
matics of molecular mechanics is thus rapid and trivial, which makes the technique
ideal for the treatment of pharmaceutically relevant macromolecules.

The term molecular mechanics refers to a heavily parameterized calculational
method that leads to accurate geometries and accurate relative energies for different
conformations of molecules. The molecular mechanics procedure employs the funda-
mental equations of vibrational spectroscopy, and represents a natural evolution of the
notions that atoms are held together by bonds and that additional interactions exist
between nonbonded atoms. The essential idea of molecular mechanics is that a mole-
cule is a collection of particles held together by elastic or harmonic forces, which can
be defined individually in terms of potential energy functions. The sum of these vari-
ous potential energy equations comprises a multidimensional energy function termed
the force field, which describes the restoring forces acting on a molecule when the
minimal potential energy is perturbed. The force field approach supposes that bonds
have natural lengths and angles, and that molecules relax their geometries to assume
these values. The incorporation of van der Waals potential functions and electrostatic
terms allows the inclusion of steric interactions and electrostatic effects. In strained
systems, molecules will deform in predictable ways, with strain energies that can be
readily calculated. Thus molecular mechanics uses an empirically derived set of
simple classical mechanical equations, and is in principle well suited to provide
accurate a priori structures and energies for drugs, peptides, or other molecules of
pharmacological interest.

Molecular mechanics lies conceptually between quantum mechanics and classical
mechanics, in that data obtained from quantum mechanical calculations are incorpo-
rated into a theoretical framework established by the classical equations of motion. The
Born—-Oppenheimer approximation, used in quantum mechanics, states that Schrodinger’s
equation can be separated into a part that describes the motion of electrons and a part
that describes the motion of nuclei, and that these can be treated independently.
Quantum mechanics is concerned with the properties of electrons; molecular mechan-
ics is concerned with the nuclei, while electrons are treated in a classical electrostatic
manner.

The heart of quantum mechanics is the Schrodinger equation; the heart of molecular
mechanics is the force field equation. A typical molecular mechanics force field is
shown below:

General form of a force field equation:

V=V, 4+ Vo+ Vo + Viw + Vab + Vib + Veross (1.8)
Specific force field equation (AMBER):

Vo= ke(r —ro)’ (1.9)

Vo= ko0 —60)° (1.10)
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where V _represents bond length energies, V, represents bond angle energies, V, represents
dihedral angle energies, and V , represents non-bonded interaction energies (van der
Waals and electrostatic), and V,, represents hydrogen bonding interactions. Typically,
the bond stretching and bending functions are derived from Hooke’s law harmonic
potentials; a truncated Fourier series approach to the torsional energy permits accurate
reproduction of conformational preferences.

The molecular mechanics method is extremely parameter dependent. A force field
equation that has been empirically parameterized for calculating peptides must be used
for peptides; it cannot be applied to nucleic acids without being re-parameterized for
that particular class of molecules. Thankfully, most small organic molecules, with mol-
ecular weights less than 800, share similar properties. Therefore, a force field that has
been parameterized for one class of drug molecules can usually be transferred to
another class of drug molecules. In medicinal chemistry and quantum pharmacology, a
number of force fields currently enjoy widespread use. The MM2/MM3/MMX force
fields are currently widely used for small molecules, while AMBER and CHARMM are
used for macromolecules such as peptides and nucleic acids.

1.6.1.3 OM/MM Calculations

Both quantum mechanics and molecular mechanics permit optimization of the geome-
try of a molecule. However, each method has its strengths and weaknesses. Molecular
mechanics calculations are extremely fast and efficient in providing information about
the geometry of a molecule (especially a macromolecule); unfortunately, molecular
mechanics provides no useful information about the electronic properties of a drug mol-
ecule. Quantum mechanics, on the other hand, provides detailed electronic information,
but is extremely slow and inefficient in dealing with larger molecules. For detailed cal-
culations on small molecules, high level ab initio molecular orbital quantum mechanics
calculations are preferred. For calculations on larger molecules, including peptidic
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drugs or drug receptors, molecular mechanics is preferred. For a small molecule that is
extremely flexible, one may wish to calculate many different conformations of the same
molecule. For such a problem, a preliminary series of molecular mechanics calculations
to identify a smaller number of low energy conformers, prior to performing a quantum
mechanics calculation, may be indicated.

At other times, quantum mechanics and molecular mechanics may be used together
in harmony. These are the so-called QM/MM calculations that have become popular
over the past several years. If one wishes to use quantum pharmacology calculations to
simulate a drug interacting with a site on a receptor protein, such calculations have both
small molecule and large molecule components. To approach this problem, one uses
QM calculations “nested” within MM calculations. The overall protein is studied using
molecular mechanics calculations; however, the small region around the receptor site
(and the drug interacting with that receptor via electrostatic interactions) is studied
using ab initio quantum mechanics calculations. Regions intermediate between these
two zones and at the interface between the molecular mechanics optimized region and
the quantum mechanics optimized region may be studied using intermediate semi-
empirical molecular orbital calculations.

1.6.1.4 Energy Minimization Algorithms

Whether one is using Schrodinger’s equation of quantum mechanics or the force field
equation of molecular mechanics, both approaches must be used in conjunction with an
energy minimization algorithm. These two mechanics approaches provide a single
energy for a single given geometry of the molecule; that is, they express geometry as a
function of energy—this function defines an energy surface such that all possible
geometries of the molecule are defined by a point on the energy surface. To obtain the
optimal geometry, one must minimize the energy function (as defined by either the
Schrodinger equation or a force field); that is, one must find the lowest point or deep-
est well on the energy surface. This is a multi-dimensional problem complicated by the
presence of many local energy troughs on the energy surface which are minima in a
mathematical sense, but which are higher in energy than the one single global energy
minimum. Many of the minimization algorithms in current use are based on either a
steepest descent method or a Newton—Raphson method, which require first and second
derivative information about the energy surface, respectively. The steepest descent
method is superior if the starting geometry of the drug molecule under consideration is
far from the global minimum on the energy surface. The Newton—Raphson method, on
the other hand, is superior when fine-tuning the geometry of the drug molecule within
the depths of the energy surface well. The two methods are frequently used in sequence,
with the steepest descent method being used prior to final optimization by a
Newton—Raphson method.

1.6.2 Methods of Quantum Pharmacology for Conformational Analysis:
Monte Carlo Methods, Molecular Dynamics, Genetic Algorithms

The ability of a drug molecule to interact with its receptor is dependent not only on
the geometry of the drug molecule (as defined by bond lengths, bond angles, and
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interatomic distances), but also on the conformation of the molecule (as defined by
rotations around torsional angles). If the drug molecule under study is “large and floppy”
(i.e., it is conformationally labile and exists in a family of low energy conformers), it is
difficult to identify the lowest energy conformer using quantum pharmacology calcula-
tions. For example, if the putative drug being studied is a hexapeptide, it will exist in a
multiplicity of low energy shapes; the hexapeptide’s potential energy surface will have
many, many low energy wells, and trying to identify the global energy minimum (the
lowest energy well) is a challenging task. Such energy surfaces may have billions of low
energy wells, and trying to identify the single lowest energy well is a computationally
demanding problem. This problem is sometimes referred to as the multiple minima prob-
lem. The multiple minima problem also explains our inability to predict protein folding
when our only starting information is the primary amino acid sequence of a protein.

There exist a number of techniques for addressing the multiple minima problem
when trying to identify the lowest energy conformer for a flexible drug or for a recep-
tor protein. These techniques are computational chemistry methods that enable one to
“search the conformational space” of the floppy drug molecule or protein under study.
The Monte Carlo method was one of the first methods used to search conformational
space, having been adapted from classical statistical mechanics. Using this method,
random moves are made to the rotatable bonds of an isolated molecule. Then, using a
Metropolis sampling procedure, it is possible to generate a large number of suitable
conformations. The spectrum of acceptable conformations is then energy minimized
(using a quantum mechanics or molecular mechanics approach, as discussed above),
and ranked by energy. Although it is necessary to generate a large number of confor-
mations, in principle it is possible, within a user-defined timeframe, to achieve a repre-
sentative sample from low-energy conformational space.

A second, widely used method for searching conformational space is through mole-
cular dynamics calculations. A simple definition of molecular dynamics is that it sim-
ulates the motions of a system of atoms with respect to the forces that are present and
acting on the molecule. This collection of forces causes the system to change, but by
collective motion of atoms over time, in a way that is described by integrating Newton’s
second law of motion (F = ma, where F is the force acting on an atom, m is its mass,
and a is its acceleration). If one can calculate the next configuration of the collection of
atoms, it is possible to follow the evolution of the atomic movements within the mole-
cule over time. This is different from the Monte Carlo method, which requires outside
intervention to produce change by a random move; in molecular dynamics, all changes
result without external intervention and arise from within the system itself. In a molec-
ular dynamics calculation, the molecule is “heated” by assigning velocities randomly to
the atoms for a given temperature. Once the first velocities have been assigned, the mol-
ecular dynamics simulation is self perpetuating. As the simulation of the atomic move-
ments progresses, the new atomic positions are calculated. By “heating” the molecule
and permitting it to cool, it is possible to explore the conformational space of the
molecule, thereby identifying low energy shapes.

The genetic algorithm method is a technique that has very recently gained attention
for searching conformational space. Genetic algorithms may be applied to the multiple
minima problem of molecular conformational analysis via a variety of methods. In one
such method, the torsional angles within a given molecule are designated as “genes.”
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Then, two randomly selected starting conformations for this molecule are generated;
one conformation is termed “mother,” the other is “father.” One-half of the genes (torsional
angles) is selected from each of the parents and combined to produce an offspring confor-
mation. If this offspring has a lower energy than its parents (as determined using either
molecular mechanics or quantum mechanics calculations), the conformation is said to
have “fitness” and is permitted to survive. The “most fit” conformations are permitted to
propagate by exchanging their genes with their sibling conformers. A mathematical pro-
cedure, termed a “mutation operator,” is used to incorporate greater diversity amongst
the genes as successive generations are created. Genetic algorithm calculations permit
families of low energy conformers to be identified.

Monte Carlo methods, molecular dynamics calculations, and genetic algorithm meth-
ods are all techniques for searching conformational space; each has strengths and weak-
nesses. The techniques are complementary rather than competitive, and may be used
together in a concerted attempt to identify low energy conformers of drug molecules.
Since these methods are simply techniques for skipping across the conformational
space of a molecule, they must be used in conjunction with a mechanics method (e.g.,
quantum mechanics or molecular mechanics) to provide values of energy for the vary-
ing conformations that they generate.

One final issue, which confounds the use of these methods for identifying the elusive
global energy minimum, concerns the biological relevance of this lowest energy con-
formation once it has been identified. Just because a detailed quantum mechanics cal-
culation has identified a given conformation as the lowest energy shape for a drug
molecule, this does not mean that this is the bioactive conformation. The interaction of
a drug with its receptor is a dynamic process in which each molecule flexes to fit the
other. It is entirely possible that the drug molecule may assume a higher energy con-
formation (by several kcal/mol) in order to achieve this fit, thereby rendering the search
for a global energy minimum somewhat irrelevant.

For someone who has never taken a course in quantum mechanics, this discussion of
quantum pharmacology may have been somewhat confusing. However, understanding
these basic principles is important because of the important and ever-increasing role of
molecular modeling in drug design and discovery. The diverse concepts of section 1.6
presented thus far may be summarized as follows. The “mechanics” methods (quantum
mechanics [section 1.6.1.1], molecular mechanics [section 1.6.1.2]) provide a single
value of energy for a single shape or conformation of a drug molecule. Since a mole-
cule may have an almost infinite variety of shapes, the infinite number of single energy
values corresponding to these shapes define a surface (termed the potential energy
hypersurface). The lowest point on this surface (global minimum) is assumed to repre-
sent the most probable shape of the molecule. However, finding the lowest point on the
surface is difficult. Methods such as Monte Carlo, molecular dynamics, and genetic
algorithms (section 1.6.2) permit one to “hop and skip” across the potential energy
hypersurface to sample it in a point-by-point fashion which may identify a point (i.e., a
single conformation of the molecule) which lies in a low energy region of the surface.
Once a low energy region of the surface has been so identified, then energy minimiza-
tion algorithms (e.g., Newton-Raphson, section 1.6.1.4) may be used to “fine tune” the
geometry and conformation of the molecule to ensure that the lowest energy structure
has been identified. These concepts are diagrammatically illustrated in figure 1.13.
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Figure 1.13 Mechanics methods assign an energy value to all possible shapes and geometries
of a drug molecule or receptor macromolecule. The set of all possible shapes of a molecule
defines the potential energy hypersurface for that molecule, shown in two dimensions in Part B.
When attempting to identify the most probable shape of a molecule, it is necessary to search the
hypersurface for the lowest energy shape (global minimum). Because of the many millions of
valleys on such a surface (multiple minima), it is difficult to find the true global minimum and
not just one particular local minimum. Conformational search algorithms permit an approach to
“hopping” across the hypersurface in an attempt to sample it and, hopefully, find the region of
the global minimum. Once the region of a minimum has been identified, energy minimization
algorithms permit the bottom of the minimum energy well to be attained.

1.6.3 Applications of Quantum Pharmacology Calculations
to “Small Molecule” Drug Studies

Most drug molecules are classed as “small molecules”, that is, molecules with a mole-
cular weight less than 800. Such molecules are ideally suited to having their structures
probed and understood using quantum pharmacology calculations (see figure 1.14). More
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H

Figure 1.14 AD initio quantum mechanics calculations can be employed to rigorously provide
geometries (bond lengths, bond angles, torsional angles) for a drug molecule. This figure shows
such values for the anticonvulsant drug phenytoin.

than merely providing structural information about geometries and conformations,
quantum pharmacology calculations may be employed to provide useful data central to
the drug design process.

An important application of quantum pharmacology calculations to small molecules
is in the area of quantitative structure-activity relationships (QSAR). QSAR will be dis-
cussed at length in chapter 3. Over the past 30 years, QSAR has progressed from the
regression equations of Hansch, through 2D QSAR, to modern 3D QSAR methods. The
applications of quantum pharmacology calculations are well exemplified in 2D QSAR
studies. Typically, these studies start with 10-20 analogs of a bioactive molecule. These
analogs range from biologically active to inactive. Each analog, regardless of its bioac-
tivity, undergoes extensive calculations and is described by a series of descriptors.
Geometric descriptors reflect properties such as bond lengths, bond angles, and inter-
atomic distances within the analogue series. Electronic descriptors represent properties
such as atomic charge densities, molecular dipoles, and energy of the highest occupied
molecular orbital. Topological descriptors encode aspects of molecular shape and
branching and are frequently represented by graph theory indices, such as the Randic
indices. Physicochemical descriptors reflect properties related to the ability of the mol-
ecules to traverse biological barriers such as the blood—brain barrier, and include values
such as the octanol-water partition coefficient. These descriptors, especially the geomet-
ric and electronic descriptors, may be ascertained using quantum mechanics calculations.
Once the descriptors have been determined, a data array is constructed with descriptors
along one axis of the array and biological activity along the other axis. Statistical
methods are then used to search the array and to identify the minimal descriptor set
capable of differentiating between biological activity and inactivity. As a corollary to
this, it is possible to deduce the bioactive face of the molecule, thereby identifying the
pharmacophore.
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A second application of quantum pharmacology is in the process of pseudoreceptor
mapping. If, the pharmacophore for a family of drug molecules has been determined
by means of QSAR calculations, then it is possible to deduce what the corresponding
receptor should look like. For instance, if the pharmacophore has a positively charged
ammonium located 6 A from a hydrogen bonding acceptor, then the corresponding
receptor site may have a negatively charged carboxylate and a hydrogen bonding donor
located in an appropriate geometric orientation. Establishing the geometry of the model
receptor (or pseudoreceptor map) can be achieved using either quantum mechanics or
molecular mechanics calculations. Therefore, even though the structure of the actual
receptor is unknown, the nature of the molecular properties that it should have can be
ascertained. In principle, this pseudoreceptor map can be used to design or identify
other molecules capable of docking with it.

A third important application of quantum pharmacology/molecular modeling is its
use in de novo drug design of novel molecular shapes that will fit into a known recep-
tor site. If the molecular structure of a receptor protein has been solved by experimen-
tal methods such as X-ray crystallography, and if the location of a potential receptor site
within this protein has been deduced, then it may be possible to design small molecules
to fit into this receptor site. By identifying hydrogen bonding donors or acceptors and
other points for intermolecular interactions on the receptor site, it is possible to design
complementary molecules to fit into this site. In short, this is the process of designing
a pharmacophore and then designing the molecular baggage around the pharmacophore
to ensure that the functional groups are held in an appropriate three-dimensional
arrangement. Molecular mechanics and quantum mechanics are well suited to this task
of designing new molecules as putative drugs.

1.6.4 Applications of Quantum Pharmacology to Large Molecule Studies

Although quantum pharmacology calculations are more rigorous and robust when
applied to small molecules, such calculations may also be applied to macromolecules.
There are few drug molecules that are macromolecules; peptides, such as insulin, are
the exception. Usually, it is the receptor that is the macromolecule. Although receptors
are discussed in detail in chapter 2, the role of quantum pharmacology in optimizing the
structure of macromolecules will be presented here.

The most important potential application of quantum pharmacology to macromolec-
ular modelling is in the area of protein structure prediction. Protein structure may be
considered at multiple levels of refinement: primary structure refers to the amino acid
sequence; secondary structure is defined by the local conformations induced by hydro-
gen bonding along the peptide backbone (e.g., o-helix, B-sheet, -turn); tertiary struc-
ture concerns the three-dimensional structure of the protein arising from hydrogen
bonding, electrostatic interactions, and other intramolecular interactions involving
either side-chain or backbone functional groups; quaternary structure refers to the
three-dimensional structure of proteins composed of more than one peptide chain. From
this hierarchical system of structure arises the fundamental question (called the protein
folding problem) in applying computational chemistry to protein structure: does
the primary amino acid sequence determine the three-dimensional structure of a pro-
tein, and, if so, what are the rules that will permit us to predict tertiary structure with
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only a knowledge of primary structure? To date, the protein folding problem remains
unsolved—we cannot predict the overall three-dimensional structure of a protein.

There have been many attempts to solve the protein folding problem. The first attempts
initiated the process by focusing on secondary structure prediction, starting from the amino
acid sequence. The first commonly used method was the Chou and Fasman method. From
an analysis of known structures, Chou and Fasman devised propensity tables, which gave
the probability of a given secondary structure for each individual amino acid. The Garnier,
Osguthorpe and Robson (GOR) method is an extension of this statistical approach.
However, extending beyond secondary structure prediction has proven difficult. One
method of attempting to predict three-dimensional structure is via sequence alignment and
homology modeling. In this process, the calculations begin with the crystal structure of a
known protein. Then, a protein with an unknown three-dimensional structure is “aligned”’
with the structure of the known protein. Similar amino acids are aligned with each other;
for example, a glutamate in one protein may be aligned with an aspartate in the other pro-
tein. Regions of the two proteins with similar amino acids are aligned against each other
and are said to have sequence homology. The three-dimensional structure of the unknown
protein is then set to be analogous to the three-dimensional structure of the known protein.
Although useful, this procedure still does not solve the protein folding problem and it does
require a similar protein with an experimentally solved structure.

Another important application of large-scale quantum pharmacology calculations to
drug molecule design is the process of docking simulation. Either molecular mechanics
calculations in isolation or QM/MM calculations may be used to simulate a drug mole-
cule interacting with a proposed receptor site in a macromolecule such as a protein. Such
simulations may be of value in understanding a drug’s mechanism of action at a molecu-
lar or atomic level of refinement and may also be of utility in designing improved analogs
of the drug molecule. These simulations (sometimes referred to as in silico [preferred] or
in computo experiments to distinguish them from in vitro and in vivo experiments) may
be made more physiologic by including solvation effects. Sometimes, it is possible to add
hundreds if not thousands of explicit water molecules around the docking simulation
about the drug and its receptor. The presence of solvating waters influences the confor-
mation and reactive properties of the drug and its receptor. The task of adding many water
molecules dramatically increases the computational intensity of this work.

Through the consideration of large molecules, quantum pharmacology may someday
make the jump to quantum medicine. More than simply permitting an elucidation of
optimal geometries for purposes of drug design, quantum medicine will enable a
detailed molecular and submolecular understanding of human disease at a rigorous and
quantitative level of conceptual refinement.

1.6.5 The Clinical-Molecular Interface: “Butterfly Angles”
in Tricyclic Drugs

Tricyclic molecules are frequently used in drug design and as drugs to treat a diversity
of disorders. Tricyclic drugs contain three rings fused together. Molecules belonging to this
structural class are routinely used for the treatment of psychosis, schizophrenia, depression,
epilepsy, headache, insomnia, and chronic pain. In treating these many disorders, tricyclic
drugs demonstrate an ability to bind to a plethora of different (and structurally quite
distinct) receptors, including many types of dopamine receptors, serotonin receptors,
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acetylcholine receptors, and even the voltage-gated sodium channel protein. Beyond
this, tricyclic molecules have been suggested as a treatment for prion-based dementias
such as Creutzfeldt-Jakob disease or the human variant “mad cow disease.” A review
of the patent literature also discloses suggestions that tricyclics may be useful in the
treatment of Alzheimer’s disease. Consequently, the tricyclic moiety is regarded as a
preferred platform—a chemical structure that can be successfully exploited to produce
a wide range of drugs for very diverse clinical indications.

Case 1.1. A 19-year old female attempted “suicide by tricyclics” by ingesting 13.2 g
of carbamazepine (an anticonvulsant drug). She then had multiple seizures and was
taken to an emergency room in coma (secondary to the interaction of the drug with
voltage-gated Na* channels). By 18 h post-overdose she was awake, but was experi-
encing writhing movements in her arms (possibly secondary to the drug interacting with
dopamine receptors). Between 20 and 40 h post-overdose she had no “bowel sounds”
(i.e., no gastrointestinal peristalsis, secondary to the drug interacting with acetylcholine
receptors in the bowel). With supportive care, she ultimately made an uneventful recov-
ery (see Weaver et al., 1988). This not uncommon case exemplifies the range of recep-
tors available for binding to a tricyclic drug molecule.

The clinically relevant relationship between tricyclic structure and bioactivity can be
assessed using quantum pharmacology calculations. It is possible to quantify the spa-
tial relationships (butterfly angles) between the planes defined by the “aromatic wings”
of the tricyclic molecules. A series of angular descriptors (figure 1.15) can be used as
measures of these spatial relationships; these descriptors can be accurately calculated,
using molecular orbital calculations. Anticonvulsant effects are mediated primarily
through the voltage-gated Na* channel; antipsychotic effects are mediated primarily
through dopamine receptors.

1.6.6 Experimental Alternatives to Quantum Pharmacology
Calculations for Small Molecules: X-Ray
Crystallography and NMR Spectroscopy

Over the past decade, quantum pharmacology calculations have proven to be an
immensely powerful tool in drug design and medicinal chemistry. However, several
experimental techniques offer the same information.

Figure 1.15 The “Butterfly Angle”. Tricyclic drugs consist of anticonvulsants (carbamazepine),
antidepressants (amitriptyline), and antipsychotics (chlorpromazine). Although all three families
consist of three interconnected ring systems, the orientation between the rings varies, imparting
a different spectrum of bioactivity.
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1.6.6.1 X-Ray Crystallography

When it comes to determining the geometry of a drug molecule, X-ray crystallography
remains “the gold standard.” It is used extensively to study the structure of molecules and
is the most powerful method available for the determination of molecular structure. To
apply X-ray crystallography to drug molecules, the compound must first be crystallized
into a solid form; within this crystalline solid, many drug molecules lie stacked together.
X-rays have wavelengths of approximately 1 nm, a scale of atomic dimensions. When
X-rays strike a crystalline solid, the X-rays interact with electrons in the atoms and are
scattered in different directions, with varying intensities due to interference effects. When
this interference is constructive, in-phase waves combine to produce a wave of greater
amplitude that can be indirectly detected by exposing a spot on a photographic film. When
the interference is destructive, the waves cancel each other such that a decreased X-ray
intensity is recorded. These interference effects arise because the different atoms within
the molecule of the crystalline solid scatter the X-rays in different directions. This scat-
tered radiation produces maxima and minima in various directions, generating a diffrac-
tion pattern. The quantitative aspects of the diffraction pattern are dependent on the
distances between planes of atoms within the crystal and on the X-ray wavelength; these
relationships may be mathematically analyzed by means of the Bragg equation

nh = 2dsin 0 (1.15)

where n is an integer, 4 is the X-ray wavelength, d is the spacing between atomic
layers, and 0 is the angle of scattering. By analyzing the angles of reflection and the
intensities of diffracted X-ray beams, it is possible to determine the location of atoms
within the molecule. Thus, determining the molecular structure of a crystalline solid is
equivalent to determining the structure of one molecule. This in turn provides detailed
information about the structure of the drug molecule (i.e., bond lengths, bond angles,
interatomic distances, molecular dimensions).

X-ray crystallography has a long history of contributions to medicinal chemistry.
Perhaps first and foremost is the work of Dorothy Hodgkin who transformed X-ray
crystallography into an indispensable scientific method. Her first major achievement
was the crystallographic determination of the structure of penicillin in 1945; in 1964
she received the Nobel Prize in Chemistry for determining the structure of Vitamin B12.
Myoglobin and hemoglobin were the first proteins (in 1957 and 1959) to be subjected
to a successful X-ray analysis. This was achieved by J. C. Kendrew and Max Perutz at
Cambridge University; they received the 1962 Nobel Prize. In what is perhaps the most
famous application of X-ray crystallography, James Watson and Francis Crick in 1953
used X-ray data from Rosalind Franklin and Maurice Wilkins to deduce the double-
helix structure of DNA. Watson, Crick, and Wilkins received the 1962 Nobel Prize in
Medicine for this work; Franklin was already deceased.

Clearly, in its infancy X-ray crystallographic determination of molecular structure
was a challenging task. Nowadays, this is no longer the case. Automated X-ray diffrac-
tometers, direct methods for structure determination, and increasingly sophisticated
computers and more efficient software have permitted X-ray crystallography of small
drug molecules to become almost routine. Rather than solving single molecule structures,
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it is now possible to study families of compounds. Such X-ray studies provide valuable
experimental information about the precise dimensions of drug molecules. In addition
to providing structural insights into small drug molecules, X-ray crystallography can
also provide data concerning drug—macromolecule interactions when the drug and its
receptor are co-crystallized.

1.6.6.2 Nuclear Magnetic Resonance Spectroscopy

Although, historically, X-ray crystallography was the only practical experimental tech-
nique for structural elucidation of molecules, nuclear magnetic resonance (NMR) spec-
troscopy has been making significant inroads for many years. NMR is a spectroscopic
technique that enables “visualization” of nuclei within a drug molecule. However, not
all atomic nuclei can give rise to an NMR signal; only nuclei with values of / (the spin
quantum number) other than zero are “NMR active”. The spin number of a nucleus is
controlled by the number of protons and neutrons within the nucleus; the nuclear spin
varies from element to element and also varies among isotopes of a given element.
A nucleus with a spin quantum number / may take on 2/+1 energy levels when it is
placed in an applied magnetic field of strength H. The amount of energy separating these
levels increases with increasing H; however, the amount of energy separating adjacent
levels is constant for a given value of H. The specific amount of energy separating adja-
cent levels, AE, is given by

AE = (Hyh)/(2m) (1.16)

where 7y is the magnetogyric ratio for a given isotope, H is the strength of the applied
magnetic field, and % is Planck’s constant. The creation of an NMR spectrum for a drug
molecule is related to this difference in energy (AE) between adjacent energy levels. In
the NMR experiment, a nucleus is energetically excited from one energy level into a
higher level. Since the exact value for AE is related to the molecular environment of the
nucleus being excited, there now exists a way of relating the value of AE to the molec-
ular structure; this enables the molecular structure to be determine.

Nuclear magnetic resonance (NMR) is based on the fact that a number of important
nuclei (e.g., 'H, H, °C, F, Na, *'P, ¥*Cl) show the atomic property called magnetic
momentunt; their nuclear spin quantum number / is larger than zero (for 'H, °C, °F, and
3P, I = 1/2). When such a nucleus (or an unpaired electron) is put into a strong mag-
netic field, the axis of the rotating atom will describe a precessional movement, like that
of a spinning top. The precessional frequency @, is proportional to the applied magnetic
field H: w,= yH,, where yis the magnetogyric ratio, which is different for each nucleus
or isotope. Since the spin quantum number of the nucleus can be either +1/2 or —1/2,
there are two populations of nuclei in any given sample, one with a higher energy than
the other. These populations are not equal: the lower-energy population is slightly more
abundant. The sample is then irradiated with the appropriate radiofrequency. At a cer-
tain frequency, the atom population with the lower energy will absorb the energy of the
radiofrequency and be promoted to the higher energy level, and will be in resonance
with the irradiating frequency. The energy absorption can be measured with a radio
receiver (just as in the case of any other electromagnetic radiation such as ultraviolet or
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infrared, using the appropriate detectors) and can be displayed in the form of a spectrum
of absorption versus the irradiating frequency. The great information content of this
spectrum derives from the fact that each nucleus of a molecule (e.g., each proton) will
have a slightly different resonance frequency, depending on its “environment” (the
atoms and electrons that surround it). In other words, its magnetic momentum will be
“shielded” differently in different functional groups. This makes it easy to distinguish,
for example, the protons on a C-CH group from an O-CH, group or an N-CH, group,
aliphatic or aromatic protons, carboxylic acid or aldehyde protons, and so on, because
they absorb at different frequencies. In the same fashion, every carbon atom in a mole-
cule can be distinguished by '*C magnetic resonance spectroscopy.

The only drawback to NMR is its low sensitivity. Concentrations in the millimolar
range are sometimes required, although with computer enhancement techniques (such
as Fourier transform) signals at 10°-10~° M concentrations can be detected. This is
especially important for nuclei that have a low natural abundance, such as *C (1.1%)
or deuterium, *H (0.015%).

Fourier-transform (pulsed) proton NMR techniques allow an even more sophisticated
assignment of resonances to specific protons. If the single high-frequency pulse is
replaced by two pulses of variable pulse separation, the introduction of a second time
parameter yields a two-dimensional NMR spectrum, with two frequency axes.
Resonances on the diagonal are the normal, one-dimensional spectrum, but off-diagonal
resonances show the mutual interaction of protons through several bonds. This allows the
assignment of all protons even in very large molecules; recently, the three-dimensional
spectrum of a small protein has been deduced by use of a three-pulse method.

Nuclear magnetic resonance permits counting of the protons in a molecule. The area
under each NMR resonance peak is proportional to the protons contained in that func-
tional group. One of the easily identifiable groups in the spectrum is used as a relative
standard; electronic integration of the peak areas will give the number of protons in each
group of signals, clarifying the assignment of resonances to specific structural features.

The detection of relaxation rates is a further application of NMR spectroscopy. When
a particular nucleus, such as a methyl proton, is irradiated by a strong radiofrequency
and absorbs it, the populations of protons in the high- and low-spin states are equalized
and the signal disappears after a while. It will be recalled that the NMR signal is based
on energy absorption; if all of the nuclei of a given type are in the high-spin state,
absorption is not possible and “saturation” occurs. Upon removal of the strong irradiat-
ing frequency, the high- and low-spin populations will once again become unequal by
transferring energy either to the solvent (spin—lattice relaxation, 7,) or to another spin
in the molecule (spin—spin relaxation, 7,), and the appropriate spectrum line will
assume its original amplitude. The time necessary for this recovery is called the relax-
ation time, whereas its reciprocal is the relaxation rate. We shall see in some later
examples how relaxation rates can be used in elucidating molecular interactions.

Another tool in NMR spectral analysis is the observation of slight shifts of the various
peaks. Hydrogen bonding and charge-transfer complex formation will shift resonances
downfield (to lower frequencies) and upfield, respectively. On the other hand, the coupling
constant, or separation distance between the sublines of doublets or triplets, is a result
of line splitting by neighboring protons. Thus, line multiplicity (in addition to line posi-
tion) is used in determining the nature of a proton and its neighbor. An ethyl group, for
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instance, gives a triplet (—CH, split by the adjacent —CH,— group into three peaks)
and a quartet (—CH,__ split into four peaks by the —CH,). The magnitude of the cou-
pling constant for two protons is also influenced by the dihedral angle of the X—Y
bond in an H—X—Y—H structure, and can be used in conformational analysis.

In peptides, the coupling constants of the —CH— and —NH— protons show a corre-
lation with the dihedral angle. This, however, can be ambiguous, since some coupling
constants can be assigned to four different dihedral angles. Additional structural informa-
tion can be obtained from the coupling constant of the H—"*C—N—H structure or
H—C—C—"N arrangement, giving correlations that do not overlap with the H—X—
Y—H curve.

Much NMR work has been done on the interaction of small molecules with macro-
molecules, which is obviously of great interest in drug—receptor binding studies as well
as in enzymology. In principle, the small-molecule resonances are easy to follow, pro-
vided they are not overlapped by the very complex and broad spectra of the macromol-
ecules in the same solution. This technique was used to gain information on drug
binding to serum albumin, and in some cases the binding moieties of the small mole-
cule could be recognized by increased relaxation rates of some of the protons. It is
much more difficult to obtain data on the dynamics of the binding of a macromolecule,
such as an enzyme.

The advent of high magnetic field spectrometers and two-dimensional spectroscopy
techniques has facilitated the utility of NMR spectroscopy in determining molecular
structure. In a typical experiment, the key to using NMR spectroscopy in determining
molecular structure lies in the information obtained from interactions among protons in
the drug molecule. As part of this process, it is mandatory to assign all of the individ-
ual resonances in the NMR spectrum to specific protons in the drug molecule. The
assignment of resonances is greatly simplified by two-dimensional NMR experiments:
COSY (correlated spectroscopy), which provides information about through-bond
interactions between protons; and NOESY (nuclear Overhauser enhancement spec-
troscopy), which provides information about through-space interactions. These tech-
niques are permitting NMR spectroscopy to provide valuable structural information
about drug molecules and even about the macromolecular peptidic receptors with which
the drug molecules interact.

1.6.6.3 Comparison of Experimental Techniques

In comparing the use of experimental techniques such as NMR and X-ray crystallogra-
phy against theoretical techniques such as quantum mechanics and molecular mechan-
ics, a number of strengths and weaknesses must be considered. In general, experimental
techniques have the strength of being applied to “real molecules” and being “less
abstract.” X-ray crystallography is the “gold standard” and the “method of choice” for
determining the structure of a drug molecule. However, before X-ray crystallography
can be used, the compound must be synthesized, purified, and crystallized. Also, X-ray
crystallography provides structural information about a solid-state form of the drug
molecule. This solid-state geometry and conformation may bear no resemblance what-
soever to the solution phase structure of the drug. (Determining how a drug interacts
with its receptor by using solid state X-ray data is analogous to determining how geese
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fly by studying a single frozen goose stacked amongst other frozen geese in a grocery
store freezer.) NMR spectroscopy at least permits solution-phase structural studies, but
still does not supply the detailed data provided by either X-ray or quantum pharmacol-
ogy studies. Quantum pharmacology calculations are inexpensive, fast, and do not
require that the compound has already been synthesized. Thus, quantum pharmacology
calculations may be used in a predictive manner to determine which molecules should
next be synthesized. Furthermore, many theoretical chemists would argue that current
quantum mechanics calculations provide structural data on small drug molecules that is
equivalent to an X-ray structure; others might dispute this assertion.

1.6.7 Bioinformatics and Cheminformatics

Bioinformatics and cheminformatics are significant, new, rapidly evolving techniques
focused upon the management of information. They are exerting an important influence
on the future of medicinal chemistry, drug design, and quantum pharmacology calcula-
tions. Bioinformatics refers to the tools and techniques (usually computational) for
storing, handling, and communicating the massive and seemingly exponentially increas-
ing amounts of biological data emerging mainly from genomics research but also from
other areas of biological research. Bioinformatics has the goal of enabling and accelerat-
ing biological and pharmacological research. It encompasses a diverse range of activities
including data capture, automated data recording, data storage, data access, data analysis,
data visualization, and the use of search engines and query tools for probing multiple
databases. Bioinformatics also endeavors to draw correlations between biological data
from multiple sources in an attempt to identify novel information that may have utility in
drug design; the use of bioinformatics in drug design is now ubiquitous and all pervasive.

Bioinformatics attempts to combine data from the following three principal types
of study:

1. Gene discovery studies
¢ High-throughput genetic sequencing
¢ Genetic linkage studies
¢ Genetic maps
e Polymorphism studies
2. Gene function studies
e Gene chips and microarrays
e Gene expression profiles
¢ Functional genomics
e Proteomics
e Metabolic pathways
3. Clinical trial studies
e Clinical trial efficacy data
e Pharmacokinetic studies
Pharmacogenetics
Pharmacogenomics
Toxicology studies
Patient data
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Most recently, bioinformatics is being employed to understand the organization and
function of the human genome. However, the use of bioinformatics to characterize
smaller, less complex genomes, notably bacteria and yeast, has preceded studies of the
human genome. For example, the Saccharomyces cerevisiae genome project, which
delivered the first complete eukaryotic genome with 16 chromosomes and 6200 genes,
provided a model for ways in which DNA sequence information could be used in the
systematic study of biochemical and functional processes.

Bioinformatics is proving invaluable in harnessing the power to study bacterial
genomes in the search for new antibiotics. Over the past four decades, the search for
new antibiotics has been essentially restricted to a relatively small number of well-
known classes of compounds. Although this approach yielded numerous effective com-
pounds, clinical resistance (i.e., antibiotic-resistant “superbugs”) ultimately arose
because of insufficient chemical variability. Bioinformatics-aided exploration of bacte-
rial genomes is providing opportunities to expand the range of potential drug targets
and to facilitate a shift from direct antimicrobial screening programs to rational target-
based strategies. By comparing the genes of a given type of bacteria with the human
genome it is possible to identify genes unique to the bacteria which may be targeted in
such a way as to reduce potential toxicity in humans. Moreover, by determining the
function of these bacteria-specific genes, it is possible to ascertain their usefulness as
targets in designing drugs that will be lethal to those bacteria. Thus, bioinformatics is
an extremely powerful tool for the future of theoretical drug design.

Cheminformatics is the chemistry equivalent to bioinformatics and involves the tools
and techniques (usually computational) for storing, handling, and communicating the
massive and ever-increasing amounts of data concerning molecular structures. Like
bioinformatics, cheminformatics attempts to combine data from varying sources:

Molecular modelling studies

High-throughput screening results for molecules
Structure-based drug design studies

Small molecule compound libraries

Virtual chemical libraries

Nk L=

There are many examples of applying cheminformatics to drug design. For instance, if
the pharmacophore for a particular class of compounds has been identified through QSAR
studies, then it is possible to search other families of molecules to ascertain whether this
pharmacophore is present in other classes of molecules. Various mathematical algo-
rithms are in place to permit overlapping of structurally different molecules to see
whether a common pharmacophore exists. In short, this is using cheminformatics to
discover other molecules with the same pharmacophore but with different “molecular
baggage” portions. A technique that is somewhat analogous to this pharmacophore
search application of cheminformatics is to use a docking algorithm to systematically
insert all molecules within a compound library into a known receptor site. By this strat-
egy, the three-dimensional structure of a receptor has been determined by X-ray crys-
tallography. Next, each molecule within an extensive library of molecules is docked
with this receptor via computer simulation. Molecules that fit into the receptor can be
identified and subsequently explored in an experimental setting.
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Cheminformatics is also used extensively in “combichem” approaches to drug discovery
(see chapter 3). If a high throughput assay is available for a particular disease, then it is
possible to screen a large library of small-molecule compounds through this screen to
identify a potential lead candidate. A problem central to this approach is to verify that
the library of small molecules possesses true molecular diversity and that the molecules
contained within the library contain all possible functional groups displayed systemat-
ically in three-dimensional space. Cheminformatics calculations based on molecular
modeling and quantum pharmacology methods may be used to verify that the library of
compounds truly has comprehensive molecular diversity.

When used in harmony, bioinformatics and cheminformatics are a powerful combi-
nation of computer-intensive techniques which will grow in power over the coming
decade as information-handling technologies improve in sophistication. Currently,
these two informatics techniques represent the most rapidly growing technology in the
future of drug design.
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Basic Principles of Drug Design 11

Receptors: structure and properties

2.1 THE RECEPTOR CONCEPT AND ITS HISTORY

Along with improved methods for understanding and designing drug molecules, the other
central theme of medicinal chemistry over the past 40 years has been the elucidation of
the structure and function of drug receptors, an endeavour that continues unabated in the
21st century. This is not surprising, given the importance of the receptor to the pharma-
codynamic phase of drug action. Specific drugs (i.e., those that act at very low concen-
trations) exert their effects by interacting with a specific macromolecular structure (the
receptor) in the living cell. This results in the brief formation of a reversible drug—receptor
complex. This, in turn, triggers a secondary mechanism such as the opening of an ion
channel, or catalyzes the formation of a second messenger, often cyclic AMP (cAMP).
Other molecular participants within this chain reaction, such as kinases, are then activated.
This cascade of events finally results in the physiological (and hopefully therapeutic)
change attributed to the drug. The same mechanisms also operate with endogenous agents
such as hormones and neurotransmitters.

It is generally accepted that endogenous or exogenous agents interact specifically
with a receptor site on a specialized receptor molecule. Drug interaction with this site
of binding, which has chemical recognition properties, may or may not trigger the
sequence of biochemical events discussed above; therefore, one must distinguish care-
fully between sites of action (true receptors) and sites of binding (silent receptors or,
occasionally, separate allosteric antagonist-binding sites).

The receptor concept dates back to 1878. The notion was initially formulated by John
Langley, a British physiologist who worked on the biological properties of atropine (2.1)
and pilocarpine (2.2) (see section 4.2). However, the actual term receptor was first intro-
duced in 1907 by Paul Ehrlich, the famous pioneer of chemotherapy and immunochem-
istry. His concepts of receptor binding (corpora non agunt nisi fixata—*“compounds do
not act unless bound”), bioactivation, the therapeutic index, and drug resistance are still
valid in principle, though they have undergone considerable expansion and refinement.
The early history of the receptor concept is recounted by Parascandola (1980).

67
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2.2 THE NATURE OF RECEPTORS AND CRITERIA
FOR RECEPTOR IDENTITY

From the medicinal chemistry perspective, a receptor is a biological macromolecule
that yields a biological response upon interaction with a drug molecule. True receptors,
that is, those initiating a chain of physicochemical events leading to a pharmacological
response, have a diverse molecular nature. Among the well-described receptors, several
classes of receptor molecules may be distinguished:

1. Lipoproteins or glycoproteins are the macromolecules that most commonly form
receptors. They are often firmly embedded in the plasma membrane or cell-organelle
membrane as intrinsic proteins (see section 7.1). At times, this renders their isolation
and subsequent functional reconstitution difficult, as their structure may be dependent
upon the surrounding membrane. Isolation of such a receptor molecule may cause its
structural collapse, even to the extent that specific binding properties are lost.

2. Pure proteins are frequent drug receptors, as in the case of enzymes. Many drugs
exert their effects by specifically affecting enzymes involved in vital biochemical
reactions (see section 8.2).

3. Nucleic acids comprise an important category of drug receptors. A number of antibi-
otics and antitumor agents either interfere directly with DNA replication or tran-
scription, or inhibit translation of the genetic message at the ribosome level. Certain
steroid hormones may also have DNA as their acceptor site (see chapter 8).

4. Lipids may very occasionally be regarded as receptors. Cell membranes contain
“protein icebergs floating in a sea of lipid,” and many drug molecules do interact
with cell membranes. Lipids intimately envelop proteins and thus may profoundly
influence their structure and function. At one point it was believed that non-specific
interactions with lipids were the primary mechanism of action of general anesthet-
ics through perturbation of membrane fluidity; however, this mechanistic hypothe-
sis has now been largely supplanted by the identification of specific interactions of
general anesthetics with GABAergic receptors (see section 8.4).

When one starts to work with a new class of molecules or a new tissue, it is important to
use an extensive set of criteria for receptor identification in both in vitro and in vivo studies.
These criteria are as follows:
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1. The receptor should be present in the tissues in quantities commensurate with
established receptor concentrations (10-100 pmol/g).

2. The binding of a drug to its receptor should be saturable, with a binding equilibrium
constant in the nanomolar range. However, it must be borne in mind that saturability
is not identical with specificity.

3. Binding kinetics should be proportional to the rate of the in vivo response and should
yield an equilibrium constant equal to the dissociation rate constant divided by the
association rate constant.

4. Wherever applicable, binding should be stereospecific; but the fulfilment of this cri-
terion is not absolute proof that the site being investigated is a receptor. Opiates, for
instance, may bind stereospecifically to glass-fiber filters.

5. The receptor should be isolated from an organ or tissue relevant to the disease
process under investigation. Hallucinogen binding to liver tissue, for example, is
unlikely to indicate more than the presence of a metabolizing enzyme.

6. It is desirable that the order of drug binding to a receptor preparation in a related
series of drugs be the same as the order of their clinical or at least their in vivo
activity. As a check on methodology, nonspecific drugs should be included in such
a series.

Failure to meet even one of these criteria jeopardizes the identification of the receptor.
Even when all of the criteria are fulfilled, extreme caution in data interpretation is still
mandatory.

2.2.1 What Is a Druggable Target?

Drug receptors are macromolecules, but not all macromolecules are drug receptors. As
discussed above, a macromolecule should be “worthy and capable of being targeted for
drug design.” Such a macromolecule is typically a protein that is intimately connected
with a disease process but is not crucial to a wide range of other normal biochemical
processes. A macromolecule that can be usefully attacked for purposes of drug design
is termed a druggable target.

2.3 DEFINITIONS OF DRUG-RECEPTOR BINDING
INTERACTIONS

In molecular terms, the activity of drugs is initiated by their atomic-level interaction
with a receptor. Since the association of small molecules (e.g., drugs) with macromol-
ecules (e.g., receptors) is promoted and stabilized by intermolecular interactions, an
understanding of the nature of chemical bonds and intermolecular interactions is of
great interest to the medicinal chemist. As discussed earlier, covalent and noncovalent
bonds are both based on electronic interactions but differ greatly in their stabilities,
which are expressed in terms of bond dissociation energies. Table 2.1 summarizes the
various types of intermolecular interactions and their average energies. These interac-
tions are discussed in greater detail in sections 2.3.1-2.3.7 below. Although there is no
direct correlation between drug—receptor binding energy and drug potency, the energy
values provide an approximate estimate of the ease of formation, the ease of disruption,
and the relative strengths of various intermolecular interaction types.
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Table 2.1 Chemical Bonds and Average Bond Energies

MEDICINAL CHEMISTRY

Total interaction Electrostatic Charge-transfer
energy, energy, energy,
_AE _AEE,V AEE/
Bond type Example (kJ/mol) (kJ/mol) (kJ/mol)
Dispersion Xe...Xe 1.9 0 0
(van der Waals)
Hydrophobic C¢Hq...CiHy 42 %0 %0
Hydrogen H,0...H,0 37 38 9
NC \ _— CN
Charge transfer C 17 16 4
H,O
e ¢ ™~
NC CN
Dipole—dipole N ~5
P P /C —o
— NR;
Ton-dipole F°..H,0 171 154 75
Ionic NH,® F® 685 757 149
H® CI® 450
/ C C\
Covalent \ / 346
C C 614

(Modified from Stenlake (1979) and Kollman (1980).)

2.3.1 Covalent Bond Interactions

Although very important in traditional organic chemistry, covalent bonds are less
important in drug-receptor binding than noncovalent interactions. It is generally not
desirable to have a drug covalently linked to its receptor, since such an interaction
would persist for a long period of time. Such prolonged interactions tend to lead to dif-
ficulties with lengthy drug half-lives and potentially to toxicity problems. Accordingly,
the only receptors to which covalent binding is desirable are those that belong to exoge-
nous (or “non-self”) targets, including viruses, bacteria, parasites, or tumours (see sec-
tions 9.1 and 9.2). In short, it is okay for a drug to covalently bind to a disease-causing
bacterium, but it is not okay for a drug to covalently bind to a diseased liver.
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Penicillin (2.3)

While most drugs do not covalently attach themselves to their receptors, a few do.
Penicillin (2.3), one of the most important antibacterial agents of the past century, func-
tions via the formation of covalent bonds. It acts by acylating a bacterial transpeptidase
enzyme that is vital to cell-wall synthesis within the bacterium; by structurally disrupt-
ing the cell wall, penicillin leads to death of the bacterial cells. Bonds to receptor sites
are also formed by antiparasitic agents that inactivate the thiol enzymes of a parasite
through bonding of a heavy metal (e.g., As, Bi, Sb) to the sulphur atoms in the enzyme’s
thiol groups. Finally, antitumor nitrogen mustards alkylate the amino groups of guanine
bases in DNA and crosslink the two strands of the DNA double helix, preventing gene
replication and transcription.

2.3.2 Ionic Bond Interactions

Ionic bonds are formed between ions of opposite charge. Their electrostatic interaction
is very strong:

E =ejey/Dr 2.1

with a bonding energy (E) that can approach or even exceed the energy of a covalent
bond. Ionic bonds are ubiquitous and, since they act across long distances, play an
important role in the actions of ionizable drugs. The interaction between a negatively
charged carboxylate and a positively charged ammonium is a prototypic example of an
ionic interaction. The use of charged groups within a drug molecule can be used to
influence the pharmacokinetic properties of the molecule. For example, incorporating
highly polar charged groups, such as sulphonates, will decrease a drug’s half-life by
increasing the rate of renal excretion. Also, charged groups can be used to preclude a
drug molecule from traversing the blood—brain barrier.

2.3.3 Dipole-Dipole Interactions

Molecules in which there is a partial charge separation between adjacent atoms or func-
tional groups can interact either with each other (via a dipole—dipole interaction) or
with ions. Dipole moments are bond moments resulting from charge differences and the
distance between charges within a molecule; they are vectorial quantities and are
expressed in Debye units (about 10° esum, or electrostatic units per meter). Linear
group moments (as in p-dichlorobenzene) can cancel one another out; nonlinear ones
(e.g., m-dichlorobenzene) are added vectorially. Since so many functional groups have
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dipole moments, dipole—dipole interactions are frequent. A carbonyl (C=0) functional
group, for example, constitutes a dipole since the carbon is electropositive and the
oxygen is electronegative. The energy of dipole—dipole interactions can be calculated
from the following expression:

_ 2441 2 cos 81 cos 6 (2.2)

E
Dr3

where u is the dipole moment, 6 is the angle between the two poles of the dipole, D the
dielectric constant of the medium, and r the distance between the charges involved in
the dipole. Thus, this interaction occurs over a fairly long range, declining only with the
third power of the distance between the dipole charges.

lon—dipole interactions are even more powerful, with energies that can reach
100-150kJ/mol. The energy of such an interaction can be calculated from

E = epcos i/D(r* — d?) (2.3)

where e is the fixed charge and d the length of the dipole. Because the bond energy in
this interaction declines only with the square of the distance between the charged enti-
ties, it is consequently very important in establishing the initial interaction between two
ligands. A classic example of a dipole—ion interaction is that of hydrated ions which, in
the process of hydration, become different from the same ions in a crystal lattice.

2.3.4 Hydrogen Bonding Interactions

Hydrogen bonding has considerable importance in stabilizing structures by inframole-
cular bond formation. Classical examples of such bonding occur in the protein a-helix
and in the base pairs of DNA. Surprisingly, hydrogen bonds are probably less impor-
tant in intermolecular bonding between two structures (i.e., the drug and its receptor)
in aqueous solution because the polar groups of such structures form hydrogen bonds
with the solvating water molecules. There is no advantage in exchanging hydrogen
bonding with water molecules for hydrogen bonding with another molecule unless
additional, stronger bonding brings the two molecules into sufficient proximity.
Hydrogen bonding is based on an electrostatic interaction between the nonbonding
electron pair of a heteroatom (N, O, and even S) as the donor, and the electron-deficient
hydrogen atom of —OH, —SH, and —NH groups. Hydrogen bonds are strongly direc-
tional, and linear hydrogen bonds are energetically preferred to angular bonds.
Hydrogen bonds are also somewhat weak, having energies ranging from 7 to 40 kJ/mol.

2.3.5 Charge Transfer Interactions

The term charge transfer refers to a succession of interactions between two molecules,
ranging from very weak donor—acceptor dipolar interactions to interactions that result in
the formation of an ion pair, depending on the extent of electron delocalization. Charge
transfer (CT) complexes are formed between electron-rich donor molecules and electron-
deficient acceptors. Typically, donor molecules are p-electron-rich heterocycles (e.g.,
furan, pyrrole, thiophene), aromatics with electron-donating substituents, or compounds
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with free, nonbonding electron pairs. Acceptor molecules are p-electron-deficient systems
such as purines and pyrimidines or aromatics with electron-withdrawing substituents
(e.g., picric acid).

A classic example of CT complex formation occurs in the solution of iodine (an
acceptor) in cyclohexene (a donor), when the solution assumes a brown color due to a
shift in its absorption spectrum. The brown is not a color in the physical sense, but
rather the result of a very broad absorption band encompassing about 200 nm in the vis-
ible spectrum and evolving as a result of electronic changes in the CT complex. In con-
trast, a solution of iodine in CC1,—an inert solvent—is purple.

Drug-receptor interactions often involve CT complex formation. Examples include
the reactions of antimalarials with their receptors and of some antibiotics that interca-
late with DNA. The CT energy is proportional to the ionization potential of the donor
and the electron affinity of the receptor, but is usually no higher than about 30 kJ/mol.

2.3.6 Dispersion and Van der Waals Interactions

Van der Waals bonds exist between all atoms, even those of noble gases, and are based
on polarizability—the induction of asymmetry in the electron cloud of an atom by a
nucleus of a neighboring atom (i.e., a positive charge). This is tantamount to the
induced formation of a dipole. However, although the interaction: between induced
dipoles sets up a temporary local attraction between the two atoms, this noncovalent
interaction decreases very rapidly, in proportion to 1/RS, where R is the distance sepa-
rating the two molecules. Such van der Waals forces operate within an effective distance
of about 0.4-0.6 nm and exert an attractive force of less than 2 kJ/mol; therefore, they
are often overshadowed by stronger interactions. While individual van der Waals bonds
make a very low energy contribution to a system, a large number of van der Waals
forces can add up to a sizable amount of energy.

2.3.7 Hydrophobic Interactions

Hydrophobic binding plays an important role in stabilizing the conformation of proteins,
in the transport of lipids by plasma proteins, and in the binding of steroids to their recep-
tors, among other examples. The concept of these indirect forces, first introduced by
Kauzman in the field of protein chemistry, also explains the low solubility of hydrocar-
bons in water. Because the nonpolar molecules of a hydrocarbon are not solvated in
water, owing to their inability to form hydrogen bonds with water molecules, the latter
become more ordered around the hydrocarbon molecule, forming a molecular level
interface that is comparable to a gas—liquid boundary. The resulting increase in solvent
structure leads to a higher degree of order in the system than exists in bulk water, and
therefore a loss of entropy. When the hydrocarbon structures—whether two protein side
chains or hexane molecules dispersed in water—come together, they will “squeeze out”
the ordered water molecules that lie between them (figure 2.1). Since the displaced
water is no longer part of a boundary domain, it reverts to a less ordered structure,
which results in an entropy gain. This change is sufficient to improve the free energy
of the system by about 3.4 kJ/mol for every methylene group, and is tantamount to a
bonding energy because it favours the association of hydrophobic structures. Naturally,
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Figure 2.1 Schematic diagram of the hydrophobic interaction between two leucine side chains of
a protein. By displacing part of the hydrate envelope, the two alkyl side chains occupy the same
water “cavity” while many of the water molecules (represented by circles) become randomized.
Thus the entropy of the system increases, resulting in a favorable stabilization.

once the hydrocarbon chains are in sufficient proximity, van der Waals forces become
operative between them.

2.3.8 Selection of Drug—Receptor Binding Forces in Drug Design

When designing a drug for a particular therapeutic application, the drug designer has
the opportunity to engineer functional groups capable of specific drug—receptor binding
interactions into the drug molecule. As discussed in chapter 1, a drug molecule is a col-
lection of geometrically arranged functional groups displayed on a molecular frame-
work. These functional groups establish interactions with the drug receptor by one or
more of the various binding forces discussed above.

When designing a drug, the designer wishes to have an energetically favorable and
geometrically optimal interaction with the receptor site. This may be achieved in two
strategies: (i) by having multiple points of contact between the drug molecule and the
receptor (i.e., the pharmacophoric pattern in the drug matches to several complementary
sites on the corresponding receptor site); and (ii) by having each individual point of
contact between the drug and the receptor as energetically strong as possible.
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The first strategy concerns the optimal number of contact points between the drug and
the receptor. If the drug molecule has only two functional groups capable of binding to
a receptor, then the interaction lacks specificity; such a drug could interact with too many
putative receptors and would probably demonstrate unwanted toxicities. On the other
hand, if the drug molecule has too many functional groups capable of interaction with a
receptor, the molecule tends to be too polar and is thus too poorly absorbed and too
rapidly excreted. Also, such a highly polar molecule will not likely cross the blood—brain
barrier. Therefore, when designing a drug, an average of 3—5 points of contact between
the drug and the receptor tends to be optimal; this corresponds to the drug molecule con-
taining 3-5 functional groups capable of establishing binding interactions with the
receptor macromolecule. If the drug is to cross the blood-brain barrier, then fewer con-
tact points may be required; if the drug is to stay confined to the gastrointestinal tract and
not absorbed, then more contact points may be tolerated.

The second strategy concerns the selection of functional groups capable of enabling
the most energetically desirable interaction with the receptor site. As stated, polar
groups tend to give the most energetically favorable binding interactions. Ionic interac-
tions, for example, are among the strongest. However, desirable though they may be,
too many polar groups make the drug molecule too hydrophilic, causing poor absorp-
tion, rapid excretion, and poor distribution. Usually, a mixture of varying functional
groups with varying properties is desirable. If the drug is to cross the blood-brain bar-
rier, incorporating lipophilic groups (such as aromatic rings capable of both lipophilic
interactions and charge transfer interactions) into the drug molecule satisfies the
twofold role of adding a point of contact between the drug and the receptor and of
increasing the lipophilicity of the drug so that it can diffuse into the brain.

The drug designer must select functional groups from the following interaction types
to be incorporated into the drug molecule: ionic interactions (e.g., carboxylate,
sulphonate, phosphate, ammonium); dipole—dipole interactions (e.g., carbonyl, thiocar-
bonyl, hydroxyl, thiol, amine); hydrogen-bonding donors and acceptors (e.g., carbonyl,
thiocarbonyl, hydroxyl, thiol, amine); charge transfer interaction (e.g., heteroaromatics,
aromatics), or hydrophobic interactions (e.g., fert-butyl, sec-butyl). Initially, these
groups are selected to enable an optimal pharmacodynamic interaction with the drug
receptor macromolecule. However, these functional groups may also be selected to
influence the pharmacokinetic and pharmaceutical properties of the drug molecule.
Highly polar functional groups will facilitate renal excretion; lipophilic functional
groups will promote passive diffusion across the blood-brain barrier.

2.4 DEFINITIONS OF CLASSICAL BINDING TERMS FOR
DRUG-RECEPTOR INTERACTIONS

The findings of classical pharmacology serve as a basis for a discussion of drug—receptor
interactions at a biological level. To aid in this discussion, some classical pharmaco-
logical binding terms are briefly defined. The traditional dose—response curve is central
to these discussions, and a representative example is given in figure 2.2.

An agonist is a substance that interacts with a specific cellular constituent, the receptor,
and elicits an observable biological response. An agonist may be an endogenous
physiological substance such as a neurotransmitter or hormone, or it can be an exogenous
substance such as a synthetic drug.
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Figure 2.2 A dose-response curve on a semilogarithmic scale.

There are also partial agonists that act on the same receptor as other agonists in a
group of ligands (binding molecules) or drugs. However, regardless of their dose, they
cannot produce the same maximal biological response as a full agonist. This behavior
necessitates introducing the concept of intrinsic activity of an agonist. This is defined
as a proportionality constant of the ability of the agonist to activate the receptor as com-
pared to the maximally active compound in the series being studied. The intrinsic activ-
ity is a maximum of unity for full agonists and a minimum of zero for antagonists. The
intrinsic activity is comparable to the K of enzymes.

An antagonist inhibits the effect of an agonist but has no biological activity of its own
in that particular system. It may compete for the same receptor site that the agonist
occupies, or it may act on an allosteric site, which is different from the drug—receptor
site. In allosteric inhibition, antagonist binding distorts the receptor, preventing the ago-
nist from binding to it; that is, the antagonist changes the affinity of the receptor for the
agonist. In a different system, it may have an independent pharmacological activity.

An inverse agonist is a drug which acts at the same receptor as an agonist yet produces an
opposite effect. Inverse agonists are also sometimes called negative antagonists. However, an
inverse agonist must be differentiated from an antagonist. Inverse agonists produce biologi-
cal effects opposite to those of agonists; antagonists produce no biological effect.

An autoreceptor (a macromolecule typically found in a nerve ending) is a receptor
that regulates, via either positive or negative feedback processes, the synthesis and/or
release of its own physiological ligand. Thus, a neurotransmitter receptor may, upon
binding with the neurotransmitter, either increase or decrease the biosynthesis of that
neurotransmitter. This is distinct from a heteroreceptor, which is a receptor that regu-
lates the synthesis and/or release of chemical mediators other than its own ligand.

Receptor down-regulation is a phenomenon whereby an agonist, after binding to a
receptor, actually induces a decrease in the number of those receptors available for bind-
ing. Receptor up-regulation is the opposite and involves an agonist-induced increase in
the number of receptors.

Affinity is the ability of a drug to combine with a receptor; it is proportional to the
binding equilibrium constant K, A ligand of low affinity requires a higher concentra-
tion to produce the same effect as a ligand of high affinity. Both agonists and antago-
nists have affinity for the receptor.

Efficacy describes the relative intensity with which agonists vary in the response they
produce when occupying the same number of receptors and with the same affinity. Efficacy
and intrinsic activity are different concepts.
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Potency refers to the dose of a drug required to produce a specific effect of given
magnitude as compared to a standard reference. Potency is dependent upon both affinity
and efficacy.

The median effective dose (ED,) is the amount of a drug required for half-maximal
effect, or to produce an effect in 50% of a group of experimental animals. It is usually
expressed as mg/kg body weight. The in vitro ED,, should be expressed as a molar con-
centration (EC,,) rather than as an absolute amount. The median inhibitory concentra-
tion (IC,,) is the concentration at which an antagonist exerts its half-maximal effect.
The median toxic dose (TD,) is the dose required to produce a particular toxic effect
in 50% of animals or subjects. If that toxic effect is death, then a median lethal dose
(LDy,) may be defined. The therapeutic index is the ratio of TD, to the ED.,.

The term pD, refers to the negative logarithm of the molar concentration of an ago-
nist necessary for half-maximal effect. It is thus a measure of affinity under ideal con-
ditions (i.e., a linear dose—response relationship). The pA, is the negative logarithm of
the molar concentration of an antagonist that necessitates the doubling of the agonist
dose to counteract the effect of that antagonist and restore the original response.

Since the drug-receptor interaction ultimately leads to a biological or clinical
response, several other terms should also be defined at this point. With some drugs, the
intensity of the response to a given dose may decrease over a period of time; this is the
phenomenon of tolerance. An individual patient may be either hyporeactive or hyper-
reactive to a drug in that the patient’s unique receptor-mediated response to a given
dose of that drug may be either decreased or increased relative to the general popula-
tion. Sometimes, individuals experience an idiosyncratic response to a drug, that is, a
response that is infrequently observed in most patients.

Figure 2.3 shows how the concepts of affinity, efficacy, and agonist can be interpreted
within the context of a classical dose-response curve.
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Figure 2.3 Schematic dose-response curves. Curves a and b (with different ED;, values) show
the actions of drugs in the same series acting on the same receptor site with different intrinsic
activities. Curve c represents a partial agonist of the same series. Thus, a and b are agonists; ¢ is
a partial agonist. Curve d is the action of a in the presence of a competitive antagonist. Compounds
represented by curves a and b have the same efficacy.
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2.5 CLASSICAL THEORIES OF DRUG-RECEPTOR
BINDING INTERACTIONS

The classical theories of drug action were developed by Gaddum and Clark in the 1920s
and extended to antagonists by Schild. These ideas were expanded by Stephenson (1956)
and by Ariéns and his school from 1960 to 1980. It is not possible to appreciate and criti-
cally appraise current and rapidly changing ideas on the molecular nature of drug—receptor
interactions without reviewing the classical pharmacological theories. Since about 1970,
progress in methodology has made direct measurement of drug binding to receptors a rou-
tine procedure. The classical theories were of necessity based on measurement of the final
effect of drug action—an effect that is many steps removed from the drug—receptor bind-
ing process. Therefore, the modern approach more closely follows molecular lines whereas
the older classical pharmacological methodology operates at the cellular and organismic
level. Naturally, both avenues have advantages and disadvantages. We shall deal first with
the dose—response relationship before reviewing current receptor models.

The classical occupation theory of Clark rests on the assumption that drugs interact
with independent binding sites and activate them, resulting in a biological response that
is proportional to the amount of drug-receptor complex formed. The response ceases
when this complex dissociates. Assuming a bimolecular reaction, one can write

D +R = DR (2.4)
where D = drug and R = receptor. The dissociation constant at equilibrium is

_ DR

2.5
[DR] 2.5)

The effect (E) is directly proportional to the concentration of the drug—receptor complex:
E = a[DR] (2.6)

The maximum effect (E

max

) is attained when all of the receptors are occupied:

Emax = a[R7] 2.7
where the total receptor concentration [R,] is
[R7] = [R] + [DR] (2.8)

and « is a proportionality factor. Therefore, from (2.5) and (2.7):

[DR] _ (D] (2.9)
[R7]  Kp +[D]
Dividing (2.6) by (2.7):
[DR] E
=== (2.10)

[R7]  Emax
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Combining equations (2.9) and (2.10) yields

_ Enmax[D] @2.11)
Kp +[D]

Equation (2.11) indicates a hyperbolic relationship between the effect and the concen-
tration of free drug. The ED, is therefore equal to K,,. Incidentally, equation (2.11) is
identical to the Michaelis—Menten relationship in enzyme kinetics, with E___represent-
ing V.. Dose-response curves usually show effect versus the logarithm of the total
drug concentration [D,], assuming that the concentration of bound drug is so small as
to be negligible and that [D,]=[D]. However, if the receptor concentration [R,]

becomes large relative to K, then

EDsy = Kp + 0.5[R7] (2.12)

meaning that, at a high bound-drug concentration, the total concentration of drug may
exceed K, by an amount equal to one-half the total receptor concentration. It seems that
the case ED,, = K, is rather exceptional. If occupation of some of the receptors is suf-
ficient for a maximal response, as often happens, spare receptors will be present and

EDsg

7 2.13
KD<1 ( )

and the true value of K, (and thus the affinity of the drug for the receptor) will be under-
estimated. This case may be an indication that an “induced fit” takes place, since it
seems that a small number of agonist molecules can trigger a conformational change in
many receptors, leading to the activation of a larger number of receptors than seems to
be warranted. The “spare” receptor concept can be tied to the idea of efficacy or intrin-
sic activity, meaning that some drugs may have to activate fewer receptors than others
to elicit a full pharmacological effect, and are thus said to be more efficacious.

Agonists that yield parallel dose-response curves with the same maximum are
assumed to act on the same site but with different affinities. Nonreceptor binding to
a “site of loss” (sometimes called a “silent” receptor) can thus be distinguished from
relevant binding.

Schild extended these ideas to the description of effects when a competitive antago-
nist (A) is present. If Y is the proportion of receptors occupied, that is, if

y — PRI (2.14)
[R7]

and the AR complex is inactive, then

@ _ (1 + [A]KA)Y (2'15)
[D] 1-Y
where K, is the association constant of the antagonist. If the same biological response
is achieved at a lower drug concentration [d] in the absence of the antagonist, then

Kpld = (2.16)
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Dividing (2.15) by (2.16):
[D]

— =1 AlK 2.17
i +[A]lK 4 (2.17)

The Schild equation is thus obtained, where [D]/[d] is the “dose ratio.” From equation (2.17),
[A],, the antagonist concentration necessitating a doubling of the agonist concentration
to achieve the pure agonist effect, is

1
[Al = K_A (2.18)

and

pA; = —log K4 (2.19)

which provides a convenient experimental method for measuring the “activity” of an
antagonist. This is, of course, analogous to the pD, = —log K|, concept.

The effect of a competitive inhibitor can also be expressed as an inhibitor affinity
constant (K;) by plotting the inhibitor concentration versus the reciprocal of the reac-
tion velocity, or versus the reciprocal concentration of a labeled ligand (the isotopically
radiolabeled agonist that is displaced by the antagonist). The intersect of the lines so
generated is —K,.

1Cs0 2.20
Kr =4 (2.20)
K*

where IC, is the inhibitor concentration that displaces 50% of the labeled ligand, [L"]
is the concentration of the labelled ligand, and K" is its dissociation constant. This is a
method that is particularly suited for in vitro binding experiments; however, it is not
suitable for organ preparations or whole-animal studies. Rapidly growing experimental
evidence that takes into account the latest in vitro binding experiments favors a modi-
fied form of the occupation theory of drug activity. There are, however, phenomena that
are unexplained by the occupation theory:

1. The inability of partial agonists to elicit a full response while blocking the effect of
more active agents.

2. The existence of drugs that first stimulate and then block an effect.

3. Desensitization or tachyphylaxis—diminution of the effect of an agonist with
repeated exposure to or higher concentrations of that agonist.

4. The concept of spare receptors.

To accommodate some or all of these phenomena, several alternatives to the occupation
theory have been proposed. None of them is entirely satisfactory, and some have no
physicochemical basis.

The rate theory of Paton, as modified by Paton and Rang, rejects the assumption that
the response is proportional to the number of occupied receptors, and instead proposes
a relationship of response to the rate of drug—receptor complex formation. According
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to this view, the duration of receptor occupation determines whether a molecule is an
agonist, partial agonist, or antagonist. Accordingly, the concept of intrinsic activity
becomes unnecessary. The rate theory offers an adequate explanation for the ability of
some antagonists to trigger a response before blocking a receptor, and also accounts for
desensitization. However, it lacks a plausible physicochemical basis and conflicts with
some experimentally established facts (e.g., the slow dissociation rate of agonists).

The induced-fit theory, developed by Koshland primarily for enzymes, states that the
morphology of a binding site is not necessarily complementary to the conformation—
even the preferred conformation—of the ligand. According to this theory, binding pro-
duces a mutual plastic molding of both the ligand and the receptor as a dynamic
process. The conformational change triggered by the mutually induced fit in the recep-
tor macromolecule is then translated into the biological effect. Although this model
does not lend itself to the mathematical derivation of binding data, it has altered
our ideas on ligand-receptor binding in a revolutionary way, eliminating the rigid and
obsolete “lock and key” concept of earlier times.

There are other theories of drug-receptor binding relationships. Belleau’s macro-
molecular perturbation theory suggests that when a drug—receptor interaction occurs,
one of two general types of macromolecular perturbation is possible: a specific confor-
mational perturbation leads to a biological response (agonist), whereas a nonspecific
conformational perturbation leads to no biological response (antagonist). Changeux’s
activation—aggregation theory is an extension of the macromolecular perturbation
theory and suggests that a drug receptor (in the absence of a drug) still exists in an equi-
librium between an activated state (bioactive) and an inactivated state (bio-inactive);
agonists bind to the activated state while antagonists bind to the inactivated state.

Interesting though these theories may be, most are of limited practical use to the med-
icinal chemist who is about to design a drug. To the drug designer, a receptor is a flexi-
ble macromolecule (usually a protein) capable of a dynamic “hand-in-glove” (rather than
“lock-in-key”), geometrically precise, stereospecific interaction with a flexible drug
molecule, mediated via two or more specific intermolecular binding forces; this interac-
tion, in turn, leads to an alteration in some biological or biochemical process. Because
of this latter requirement, the receptor site should be somehow linked to the functional
domain of the protein, so that drug binding may influence protein biological function.

2.6 EXPERIMENTAL QUANTIFICATION OF DRUG-RECEPTOR
BINDING INTERACTIONS

The drug—receptor interaction may be quantified through the use of binding constants,
which are derived from in vivo pharmacological experiments or from the in vitro use of
labeled ligands.

As shown above, in the reaction of a drug with a single population of noninteracting sites,

D+R — DR (2.21)

where
[D][R]

222
DR] (2.22)

D=
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and where the fraction of occupied sites v is

[DR]

V= — (2.23)
[DR] 4+ [R]

2.6.1 Direct Plot

In the direct plot, equation (2.22) is solved for [DR] and its value substituted into
equation (2.23):

U L) N
Kp +[D]

K, can then be obtained from a plot of v against [D] if the receptor concentration is con-
stant. This is, of course, the same as the direct plot of enzyme activity shown in every
biochemistry textbook. As with all hyperbolic relationships, there are several draw-
backs to this technique: many data points are needed at the beginning of the curve, at
low [D] values, where accuracy is limited. Also, determination of the maximum effect
is almost impossible, since we are dealing with an asymptotic curve.

(2.24)

2.6.2 Titration Plot

In the titration plot, equation (2.24) is solved for K;:

Kp =1 . v (2.25)
and, obtaining log,, of both sides,
log Kp = log [D] 4 log — (2.26)
where one can use the negative logarithms
—log [D] = pD 2.27)
and
—logKp = pKp (2.28)
and arrive at
pD = pKp + log (1 ; v) (2.29)

In acid-base titrations, pD is pH and pK, is pK, because [D] = [H']. This is the reason
for the name of the curve, well known from analytical chemistry. The drawback of this
plot is that many points are needed in the vicinity of the inflection point.
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2.6.3 Double Reciprocal Plot

The hyperbolic direct plot can easily be straightened out, as analogies from classical
enzymology teach us. The most popular data treatment for yielding straight lines is the
double reciprocal plot, also known as the Lineweaver—Burke or Benesi—Hildebrand
plot. Here, we take the reciprocal of equation (2.24):

1 Kp

-1+ ==

v + D] (2.30)

If one plots 1/v against 1/[D], K, and v can be obtained directly with good precision.

2.6.4 Dixon Plot

Another useful method of data reduction is the Dixon plot, where 1/v is plotted against
[I], the inhibitor concentration, at a fixed [D]. This allows for the determination of K,
without the need to determine the absolute concentration of [D]—a great advantage in
cases in which the substrate is a polynucleotide or a protein, as is often the case in
chemotherapy.

2.6.5 Scatchard Plot

Perhaps the most widely used method for extracting binding data is the Scatchard plot.
This is obtained from

v 1 v

ﬁ:K_D_K_D 2.31)

Thus, plotting v/[D] against v or, alternatively, [D],,,./[D];.. against [D], ., gives a
straight line. The slope is 1/K,, (the binding constant); the abscissa intercept is the
number of binding sites if v is shown as mol v/mol R.

The great advantage of the Scatchard plot is its linearity (i.e., all data are weighted
equally). Errors in measurement register on both axes and are therefore eliminated. The
Scatchard plot is most useful when there are multiple binding sites; in that case, how-
ever, the plot is not linear. This most commonly occurs in the case involving a small
population of receptors with a high affinity, accompanied by a large population with a
low affinity. The Scatchard plot is an excellent way of extracting binding-site constants
and numbers from experimental findings. However, it must be remembered that these
properties of the Scatchard plot are valid only if the binding sites are independent (that
is, if there is no cooperative interaction between them). Indeed, downward curvature of
the Scatchard plot may result from the underestimation of nonspecific binding, simul-
taneous binding on two sites, and other factors beside negative cooperativity and
differences in affinity.

2.6.6 Hill Plot

The cooperativity of receptor sites can be recognized from binding data. Cooperativity
means that binding to one receptor site facilitates binding to subsequent receptor sites
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in the same population. The classical example is oxygen binding by hemoglobin, which
is treated in every biochemistry text. In a direct plot, the curve of cooperative binding is
sigmoidal instead of hyperbolic.

If equation (2.24) is modified to incorporate n theoretical sites on the receptor, then

" Kp+[D] (232)
from which
D n
v _ D] (2.33)

n—v Kp

If F is the fraction of occupied active sites, then the number of occupied sites becomes

v=nk (2.34)
and therefore
v [DI" 2.35
n—v Kp (235
In logarithmic form, this becomes
log T—F =" log [D] — log Kp (2.36)

and a straight line, the Hill plot, results if log F/A(1 — F) is plotted against log [D]. The
slope is n. Thus the Hill plot gives, approximately, the number of interacting sites. If
the slope of the Hill plot is less than unity, negative cooperativity is suspected (i.e., the
binding of the first ligand inhibits subsequent binding). The insulin receptor shows such
behavior. Positive or negative cooperativity would indicate a conformational change
that increases or decreases the affinity of the receptor site for the drug.

2.7 GENERAL MOLECULAR CONCEPTS
OF DRUG RECEPTOR ACTION

The preceding sections have explored classical pharmacological concepts based on the
dose—response relationships in tissue or organ preparations. The enormous complexity
of living systems and the remoteness of cause from effect (i.e., drug administration
from pharmacological action) introduce many complications and artefacts into the
study of such relationships.

Molecular pharmacologists and physical scientists have therefore sought to simplify
the experimental system as much as possible. This objective has been increasingly real-
ized as the methodology of quantitative binding experiments on membrane preparations
(and, later, on isolated receptors) has become more sophisticated, precise, and simple.
Isotopically labelled compounds of very high activity have made it possible to work
with physiological ligand concentrations down to the picomole level (10-'> M). This has
allowed direct experimental access to receptor binding sites and has led to the develop-
ment of several complementary receptor models. Physical chemistry techniques (X-ray
crystallography, NMR conformational analysis, molecular modeling) are now enabling
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precise molecular pictures of receptor structure. The reshaping of our ideas on drug
receptors is an ongoing process.

2.7.1 Functional Molecular Properties of Drug Receptors

Early receptor models, based on pharmacological data rather than direct ligand-binding
measurements, postulated that agonists and their competitive antagonists became bound
to the same receptor site and competed for it. This view was partly based on findings in
enzymology, in which this concept is generally valid for metabolite—antimetabolite
competition as well as for activity studies of vitamins and hormones. An antimetabolite
is a molecular analog of an intermediate in a physiologically relevant metabolic path-
way that replaces a natural substrate. In doing so, it prevents the biosynthesis of phys-
iologically important substances within the organism. The close structural resemblance
of agonists and antagonists in these categories constitutes direct proof that they have
identical binding sites. The lack of structural correlations between many neurotrans-
mitters and their blocking agents, however, initiated a review of the competitive bind-
ing hypothesis.

It is generally accepted that there is complementarity between a ligand (either
endogenous [e.g., hormone or neurotransmitter] or exogenous [e.g., drug molecule])
and its receptor site in the sense of the induced-fit concept; this suggests a mutual mold-
ing of the drug and macromolecule to take full advantage of stereoelectronic interac-
tions. Under optimal conditions, the energies liberated in binding can reach 40-50
kJ/mol, a figure equivalent to binding equilibrium constants of about 10*-10~°, which
is considered to represent a high affinity.

Complementarity in the context of induced fit implies a plasticity of the receptor
macromolecule in terms of an ability to undergo conformational changes and associate
with ligands. In its activated state (i.e., a different conformation), the receptor can inter-
act with effector molecules, which then transmit a nerve impulse or other signals to
other structures. The complementarity also determines the selectivity of the receptor.
For stereospecific binding, it is generally assumed that a ligand must have three unequal
substituents; this is considered sufficient for great selectivity. The discrete forms of a
receptor site are, of course, the result of receptor plasticity.

Recognizing this capacity of the receptor to assume different molecular geometries
without a significant change in function is probably essential to achieving some under-
standing of the pluralistic nature of many receptors. It is physiologically and struc-
turally unreasonable to assume that a given type of receptor—probably a complex,
multisubunit structure that is part of an even more complex membrane framework—is
absolutely identical throughout an organism. Mautner pointed out in 1967, long before
the structure of any drug receptor was known in any detail, that the medicinal chemist
would have to deal with an isoreceptor concept in the same matter-of-fact way that
an enzymologist accepts isozymes. Despite recent advances in molecular biology, our
present knowledge of receptor structure is still evolving.

This confusion is complicated even further by receptor multiplicity. Consider, for
example, the presence of opiate receptors in both the central nervous system and the ileum.
Not only do they have different roles as participants in neuromodulation and peristaltic
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regulation, respectively, but they are also probably different in a morphological sense: the
neuromodulatory receptors are assumed to be presynaptic, or situated on the presynaptic
terminal membrane ahead of the synaptic gap, whereas other receptors are the classical
postsynaptic receptors, embedded in the postsynaptic membrane of the effector cell or of
the next neuron. In the first case, the receptor modulates neurotransmitter release; in the
second, it may activate an enzyme such as adenylate cyclase, or trigger an action poten-
tial. As we shall see later, almost all neurotransmitters show receptor multiplicity, and
medicinal chemists deal with multiple adrenergic receptor subtypes and many different
opiate receptors, just to name two examples.

Receptor plasticity could be invoked as the underlying common trait of multiple
receptors. For example, although the multiple adrenergic isoreceptors are similar, they
react to the common neurotransmitter norepinephrine (2.4) in a quantitatively different
manner. They also show a drug specificity that varies from organ to organ and differs
in various species of animals. In subsequent chapters of this book, receptor multiplicity
as the rule rather than the exception will become amply evident. It is to be hoped that,
in time, the comparison of isoreceptor molecular structures will provide precise criteria
for their differentiation.

The multiplicity of receptor or recognition sites for agonists and antagonists is well
documented. One may distinguish (i) agonist binding sites, (ii) competitive antagonist
binding sites (accessory sites), and (iii) noncompetitive antagonist or regulatory bind-
ing sites (allosteric sites).

The agonist binding site is the subject of continuous discussion throughout this book,
ranging from a purely physical approach to the treatment of its biochemical character-
istics, where these are known. In this discussion, it is implicit that we are dealing with
discrete loci on the receptor macromolecule: specific amino acids, lipids, or nucleotides
held in just the right geometric configuration by the scaffold of the rest of the molecule,
as well as by its supramolecular environment such as a membrane.

Competitive antagonists were originally assumed to bind to the agonist binding site
and, in some way, displace and exclude the agonist as a result of their very high affin-
ity but lack of intrinsic activity. This behavior would result in displaced but parallel
dose-response curves. Our present views are at variance with such simplistic older
ideas. The mere fact of great chemical dissimilarity between agonists and competitive
antagonists in the vast field of neurotransmitters precludes identity of the two receptor
sites. It is evident at a glance that a careful analysis is needed to discern correlations
between agonist—antagonist pairs or even between antagonists of the same class. As
always, there are notable exceptions to this. For example, opiate analgesics and their
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antagonists are very similar in structure, but if one considers the relationship between
the endogenous peptide opiates known as enkephalins and the opiate antagonists, the
conspicuous dissimilarity of the two groups is once again apparent.

The most remarkable property of antagonists is their great receptor affinity, which is
sometimes two to four orders of magnitude greater than that of the agonists. Many
antagonists have large nonpolar moieties, usually aromatic rings. Therefore, accessory
binding sites must exist on the receptor to accommodate these large hydrophobic
groups. What is even more remarkable is that there are some compounds that are antag-
onistic in more than one system. Diphenhydramine (2.5), for example, has an antihist-
aminic as well as an anticholinergic action.

Competitive antagonists can be viewed in two ways. In one of these, the antagonist
binding site is considered to be topically close to the agonist site and may even partially
overlap it. The antagonist will therefore interfere with agonist access to the receptor,
even though it need not necessarily occupy both the agonist and the accessory sites. On
the other hand, the antagonist may functionally deny agonist accessibility by altering
the receptor affinity. This would be closely analogous to allosteric inhibition.

Allosteric sites are at a distance from the agonist site and may even be on a different
receptor protomer in the receptor—effector complex. Their occupation by allosteric
inhibitors results in a conformational change that is propagated to the agonist site and
changes its affinity. There is thus a mutual exclusion between the agonist and an allosteric
antagonist. Moreover, classical pharmacological models cannot distinguish between com-
petitive and allosteric inhibition. Allosteric effectors are not necessarily inhibitors. Just as
in enzymology, some may activate whereas others deactivate one or another state of a
receptor.

2.7.2 Molecular-Level Conceptual Models of Receptors

The transition from classical pharmacological theories of drug—receptor interactions to
real, physical models of receptors is crucial for drug design. As part of this transition,
a number of molecular-level conceptual models of receptors have been put forth over
the years. The two-state receptor model and the mobile receptor model are two examples
of such models. Although these models have limited direct utility for the medicinal
chemist involved in drug design, they are extremely instructive for a number of reasons.
These models emphasize the fact that many receptors are not just simple macromole-
cules, which interact with a drug in a “hand-in-glove” fashion. On the contrary, some
receptors are extremely dynamic, existing as a family of low-energy conformers exist-
ing in equilibrium with each other. Other receptors have complex multi-unit structures,
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being composed of more than one protein; facilitatory and inhibitory interactions exist
between these subunits and may alter the drug—receptor interaction. Finally, some receptors
are not only dynamic in terms of their shape, but also mobile, drifting in the membrane
like an iceberg in the ocean.

2.7.2.1 The Two-State Receptor Model

The two-state receptor model (also known as the Monod—Wyman—Changeux model)
was developed on the basis of the kinetics of competitive and allosteric inhibition as
well as through interpretation of the results of direct binding experiments. This model
postulates that, regardless of the presence or absence of a ligand, the receptor exists in
two distinct states, the R (relaxed, active, or “on”) and T (tense, inactive, or “off”)
states, which are in equilibrium with each other. An agonist (drug, D) has a high affin-
ity for the R state and will shift the equilibrium to the right; an antagonist (inhibitor, I)
will prefer the T state and will stabilize the TI complex. Partial agonists have about
equal affinity for both forms of the receptor.

Some members of a receptor population are in the R state, even in the absence of any
agonist. Thus, the receptor can be thought of having a “tone” like a resting muscle. The
ratio of states is defined by the equilibrium constants K, K,, and K}, (for drug D or
inhibitor I), and gives true physicochemical meaning to the concept of intrinsic activity.

In contrast to the assumption made in the classical occupation theory, the agonist in
the two-state model does not activate the receptor but shifts the equilibrium toward the
R form. This explains why the number of occupied receptors does not equal the number
of activated receptors.

2.7.2.2 The Receptor Cooperativity Model

Receptor cooperativity, which has largely been studied on hormone receptors, is
explained by further extension of the two-state model. It is assumed that the coopera-
tion of several receptor protomers is necessary for an effect like the opening of an ion
channel, with all of these protomers having to attain an R or a T state to open or close
a pore. This means that the binding sites or the receptor protomers on which these sites
are situated must interact, and, as they do so, their affinity changes as a function of the
proportion of R-state receptors in the assembly. This also means that a drug—receptor
complex can trigger the transition of an unoccupied neighboring receptor from the T to
the R state. If a ligand facilitates binding or the effect of the receptor, the cooperativity
is positive; if it hinders these, the cooperativity is negative (e.g., in the insulin receptor).
Negative cooperativity could also account for the spare receptors (receptor reserve)
seen in many systems. As receptors cluster during their own metabolic cycle, low
ligand occupancy in such clusters may still lead to a large change in the cluster config-
uration, resulting in a full effect without a 1:1 ratio of ligand-receptor binding.
Scatchard plots of ligand binding will be concave for positive and convex for negative
cooperativity. Hill plots can also indicate the type of cooperativity involved.

As is already evident from foregoing discussions, effector or amplifier systems are
the parts of the receptor oligomer which convey the fact that a drug has become bound to
the receptor (or, to be more precise, that there has been a conformational change to the
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R or T state), signaling subsequent links in the receptor—effector chain that ultimately
trigger the biological effect. Besides initiating the effector step of the drug action, effec-
tors are often amplifiers, magnifying an inconspicuous initial event like the binding of
a few thousand ligand molecules at 10°-10""° M concentration. Amplification can take
the form of a cascade, as in the well-known case of epinephrine or glucagon: these hor-
mones initiate glycogenolysis through a series of enzyme activation steps, causing the
initial effect to be magnified approximately 100 million fold. Indeed, one is struck by
the omnipresence of the enzyme adenylate cyclase (AC), which serves as first amplifier
or effector in a large number of drug-initiated cascades as well as in numerous bio-
chemical chains of events in enzymology. The cAMP that is subsequently produced
activates kinases, which phosphorylate different proteins acting as final effectors. Since
the majority of receptors are localized in cell membranes, this sequence of events con-
stitutes intercellular communication.

Another type of effector is the ion channel of an excitable membrane, which in its
R (open) conformation allows the passage of about 10,000-20,000 ions in a single
impulse, resulting in either membrane depolarization or polarization and a multitude of
possible physiological phenomena.

2.7.2.3 The Mobile Receptor Model

The mobile receptor model was proposed by Cuatrecasas and by De Haén in an attempt
to explain why so many different drugs, hormones, and neurotransmitters can activate
adenylate cyclase. According to classical concepts, a recognition site is permanently
associated with an effector site, and will regulate its operation on a one-to-one or some
other stoichiometric basis. The recognition site is, of course, specific.

If this hypothesis is applied to the case of adenylate cyclase, one of two conditions would
have to be assumed: that there are either as many adenylate cyclase isozymes as there are
receptors acting through them, or that adenylate cyclase would need an enormous variety
of specific recognition sites that can answer to many ligands. The latter possibility would
imply a lack of selectivity. However, there is no evidence for either assumption.

The mobile receptor concept is an attempt to offer a solution to this problem, in rec-
ognizing that the lipid membrane is a two-dimensional liquid in which the embedded
proteins can undergo rapid lateral movement or translation at a rate of 5-10 um/min—
an enormous distance on a molecular scale. The recognition protomer of a receptor com-
plex therefore need not be permanently associated with an effector molecule, and thus
no stoichiometric relationship is required. Instead, the recognition protomer can undergo
rapid lateral movement and, when activated to the R state, can engage in what has been
dubbed a “collision coupling.” The R state of the receptor has the appropriate confor-
mation to trigger effector activity, which could be the opening of an ionophore or the
activation of adenylate cyclase. Therefore, different recognition sites can activate the same
adenylate cyclase molecule at different times through the same mechanism. By the same
token, a single recognition site could activate several adenylate cyclase molecules or other
effector systems during its active lifetime. Such multiple collision couplings can be seen
as the molecular explanation of positive cooperativity and the concept of receptor reserve.
There is no need to invoke multiple recognition sites on the enzyme or a multitude of
isoenzymes, only the physical separation of recognition and effector sites and their
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multipotential association. However, it is probably true that a recognition site that
operates an ion gate is more permanently associated with the ionophore than is the drug
or hormone receptor that acts through adenylate cyclase or the phosphatidylinositol
system.

2.8 RECEPTOR ACTION: REGULATION,
METABOLISM, AND DYNAMICS

Like all proteins, receptors or receptor subunits are coded by appropriate genes, tran-
scribed to mRNA, translated, and further post-translationally processed in the rough
endoplasmic reticulum. After the receptor protein is packaged in the Golgi apparatus,
various carbohydrates are removed and others are added to the branched oligosaccha-
ride “antenna” structures; this process is referred to as “capping.” The oligosaccharides
of the receptor glycoprotein seem to serve as recognition units necessary for high-affinity
ligand binding, and also as protection from premature proteolytic degradation. The
assembled supramolecular receptor is then inserted into the cell membrane as an
intrinsic protein, that is, one that usually spans the width of the lipid bilayer. It can
therefore communicate with the extracellular space as well as with the inside of the cell,
thus fulfilling its role as a transmembrane signal transducer.

Membrane-bound receptors undergo dynamic processes that serve as regulatory
mechanisms. This has led to the idea that such receptor regulation is just as important
in the overall response of the system as is the response of the target organ (e.g., a
muscle cell or secretory cell). There are several categories of regulatory mechanisms,
and they differ primarily in the rate of response: some are very fast (milliseconds to
seconds), whereas others are much slower and delayed. At this point, we know of the
following mechanisms:

Regulation at the genetic level

Regulation by ligand

Covalent modification

Noncovalent modification

Receptor clustering

Migration of receptors and receptor internalization
Internalization and proteolytic degradation

NoUnkR v =

2.8.1 Receptor Regulation at the Genetic Level

Regulation at the genetic level is often observed for hormones that can regulate the rate
of synthesis either of their own receptor or of other functionally related receptors (e.g.,
regulation of oxytocin receptor synthesis in the uterus by estrogens).

2.8.2 Receptor Regulation by Ligand

Ligand regulation of receptors can be either self-regulatory (homospecific) or trans-
regulatory (heterospecific). In the first case, ligand binding may initiate internalization of
the ligand-receptor complex, thus removing receptors from the cell surface and decreasing
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the number of available receptors (as in the case of the insulin receptor). Heterospecific
regulation is shown, for instance, by histamine, which at high concentrations can acti-
vate acetylcholine receptors; and by benzodiazepine anxiolytics (tranquilizers), which
regulate GABA receptors.

2.8.3 Covalent Modification of Receptors

Covalent modification of receptors occurs by phosphorylation, sulfhydryl-disulfide redox
reactions, and proteolytic cleavage, in the same manner as occurs for many enzymes.
Upon ligand binding, the receptor may phosphorylate itself on a tyrosine or serine residue,
or the ligand-induced conformational change may make the receptor a substrate for a
phosphorylase kinase. Sulthydryl redox reactions, seen in the nicotinic cholinoceptor,
result in alteration of relative ligand sensitivities; in the insulin receptor, they lead to
affinity changes. Thus covalent modifications of receptors, whether homospecific or
heterospecific, lend biochemical significance to the pharmacological terms affinity and
intrinsic activity.

2.8.4 Noncovalent Modification of Receptors

Noncovalent modifications of receptors can involve interactions with small ligands
(ions, nucleotides) or macromolecules (as in the mobile receptor model), leading to
allosteric changes. They can also influence the receptor environment, causing a change
in membrane potential or receptor distribution (clustering, patching). A notable example
is the effect of Na* ions on the relative affinity of opiate receptors toward agonists and
antagonists. The lateral mobility of the ligand-receptor complex, a phenomenon still
not well understood, is further regulated by an alteration in membrane fluidity triggered
by the ligand-receptor complex itself.

2.8.5 Receptor Clustering

Receptor clustering, although a noncovalent interaction, is really an entirely separate
regulatory mechanism. Peptide hormone receptors in particular are known to form clus-
ters that are observable microscopically by use of fluorescent receptor probes. Clustering
is a necessary but insufficient prerequisite for the pharmacological effect. Ligand bind-
ing to clustered receptors is still necessary for cell activation in such instances as insulin
receptor-mediated lipolysis in adipocytes (fat cells). As implied earlier, clustering could
explain receptor cooperativity in a positive sense, as well as in a negative sense.

2.8.6 Receptor Internalization

Receptor clustering also accounts for receptor internalization. The basis of this
phenomenon is endocytosis via coated pits. These pits are apparent in electron micro-
graphs as membrane invaginations coated on the inner (cytoplasmic) side with a web of
the protein clathrine. It has been suggested that certain receptor proteins have structural
domains that allow them to react with coated pits. Receptor clusters in coated pits are
rapidly endocytosed, resulting in the formation of vesicles (endosomes) that are then
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transported to the interior of the cell. Perhaps the most important role of internalization
is the removal of receptors from the plasma membrane, the down-regulation of a receptor
population.

2.9 RECEPTOR TYPES AS DETERMINED BY
MOLECULAR MODE OF ACTION

The goal of a drug molecule is to influence cellular function via a receptor-mediated
mechanism. Cellular function may be conceptualized into three very broad categories
of activity:

1. Transmitting information from one cell to an adjacent cell (via voltage-gated and
ligand-gated ion channels).

2. Transmitting information from the exterior of the cell to the interior of the cell (via
G-protein coupled receptors).

3. Biosynthetic activity within the interior of the cell (in the nucleus and cytosol via
enzyme-catalyzed activities).

Accordingly, receptor types may be categorized into five types, which address these
broad categories of cellular function:

Voltage-gated ion channels
Ligand-gated ion channels

G-protein coupled receptors

Enzymes and ligand-operated enzymes
Protein synthesis-regulating receptors

N

Voltage-gated ion channels (Na*, Ca**, and K* ion channels) are large transmembrane
proteins whose conformation is dependent upon the transmembrane voltage gradient.
By controlling transmembrane transport of ions they control electrical activity (e.g., the
neuronal action potential) and thus the transmission of information from cell to cell.
Ligand-gated ion channels are large transmembrane proteins whose conformation is
dependent upon the presence or absence of particular ligands bound to the protein;
ligand binding causes the channel to open and ions to cross the cellular membrane,
thereby influencing cellular function. The acetylcholine, GABA-A, NMDA, and glycine
receptors are ligand-gated ion channels. G proteins (discussed in detail in the next
section) are proteins that permit a ligand binding to the exterior of the cell to influence
metabolic processes, such as enzymatic activity, within the cell. Since enzymes are
catalysts that promote biosynthesis within the cell, they are logical receptors for drug
action. Finally, protein synthesis-regulating receptors are found in both the cytosol and
the nucleus and are capable of binding steroid and thyroid hormones. The hormone
binds to a domain on the receptor protein, which in turn binds to a particular nucleotide
sequence on a gene, thereby regulating its transcription.

This list of potential receptors encompasses the majority of receptors that permit
drug regulation of endogenous biochemical processes. However, this list of receptors is
not comprehensive for all drugs available for the treatment of human disease. Infections
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produced by bacteria such as Staphylococcus aureus respond to antibiotics such as
penicillin. Penicillin binds to “exogenous receptors” located on the bacterium.

2.10 RECEPTOR ACTION: MECHANISMS IN RECEPTOR
SIGNAL TRANSDUCTION

From the genome sequence of humans and other organisms deduced in the past several
years, it is now appreciated that there are literally thousands of different receptors.
However, it is likewise appreciated that Nature is efficient and has organized these thou-
sands of receptors into a mere handful of “superfamilies.” One of these superfamilies
consists of the voltage-gated ion channels. Recent work by MacKinnon and co-workers
has provided groundbreaking structural data on this superfamily. Another, and probably
more important, superfamily consists of the highly conserved seven-transmembrane
domain G-protein coupled receptors. These receptors are seemingly omnipresent in a
diversity of disease states, and are so adaptable that they can detect ligands as big and
complex as peptide hormones or as small and subtle as photons of light.

Binding of an agonist or antagonist by a receptor is the first step in a long cascade of
events leading to the ultimate, macroscopic physiological effect of the drug or endoge-
nous substance. In the case of receptors that operate on ion channels (see section 8.1),
the recognition site and the ion channel are part of the same supramolecular receptor
oligomer, and the ion channel will operate in direct response to ligand binding on dif-
ferent parts of the recognition subunits. A more complex chain of events takes place
in the vast majority of receptors—those utilizing chemical signaling, such as the
G-protein coupled receptors, for transmembrane chemical signaling.

The general scheme of transmembrane chemical signaling begins with the arrival of
an extracellular first messenger—a neurotransmitter, hormone, or another endogenous
substance, or an exogenous ligand such as a drug or bacterial toxin. The receptor—
ligand interaction takes place outside the cell, and in most instances the ligand does not
enter the cytoplasm. There are, however, some exceptions, as discussed in the previous
section on receptor internalization. Generally, the signal delivered by the ligand is con-
veyed to the cell interior by the receptor—ligand complex, which interacts with a trans-
ducer. The receptor-ligand—transducer ternary complex then interacts with an amplifier,
usually an enzyme, which produces a substance that activates an internal effector
(usually a phosphorylase kinase); the effector kinase then phosphorylates—and thereby
activates or deactivates—a site-specific enzyme that regulates the final cellular
response. Three systems, using different second messenger transducers, are known:

1. The adenylate cyclase system
2. The guanylate cyclase system
3. The inositol triphosphate—diacylglycerol system

2.10.1 The Adenylate Cyclase System

This system has been elucidated by a number of investigators over a relatively long
period. Sutherland and Rall discovered cAMP in 1958, Rodbell and co-workers showed
the need for GTP in the process in 1971, and the complete sequence of events was
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Figure 2.4 Model of adenylate cyclase activation. (1) The receptor, in the tense (off) conformation
(Ryp), binds ligand (L) to form (2) the activated ligand—receptor complex (Ry—-L), which can now
undergo collision coupling with the stimulatory guanyl-nucleotide binding protein trimer (Gy).
(3) The ternary complex (L-R,—GS) is activated by an exchange of the GDP bound on the G pro-
tein for a GTP. (4) The ternary complex dissociates into inactive receptor (R;), the ligand (L), the
Bv subunits of the G protein, and (5) the activated o, subunit of the G protein. (6) The active o
subunit binds to adenylate cyclase (AC) and activates it, initiating cAMP synthesis from ATP.
(7) The o, subunit is inactivated by hydrolysis of GTP to GDP and inorganic phosphate (Pi); the
ol subunit—-GDP complex recycles by reassociating with the By subunits.

mapped by Gilman and his group. This chain of reactions is shown in figure 2.4.
Membrane receptors that operate through adenylate cyclase can do so either by activat-
ing the amplifier (see below) or by inhibiting it. When the receptor is occupied by its
ligand, it forms a transient complex with a guanyl nucleotide binding protein, which is
occupied by GDP. These protein transducers—either stimulatory (G,) or inhibitory
(G;,—become activated in the binding process. In the ternary ligand-receptor—Ggp
complex, the GDP is exchanged for a GTP, which triggers the release of the o, subunit
of the afy trimer G, protein. The § and 7y subunits are also released. The active o
subunit then combines with the adenylate cyclase (AC) enzyme (the amplifier),
which produces cAMP, the second messenger. The active G, state is terminated by a
ligand-activated GTPase, which hydrolyzes the bound GTP to GDP. Presumably, the
G protein is then reconstituted from the three subunits in the inactive form, ready for
the next binding cycle with an occupied receptor. It must be kept in mind that the recep-
tors, the G proteins, and the cyclase interact in a mobile system by collision coupling,
and thus a large diversity of receptors can activate the same population of G proteins
and cyclase.

The final step in signal transduction is the action of cAMP on the regulatory subunit
of the enzyme, protein kinase A. This ubiquitous enzyme then phosphorylates and acti-
vates enzymes with functions specific to different cells and organs. In fat cells, protein
kinase A activates lipase, which mobilizes fatty acids; in muscle and liver cells, it reg-
ulates glycogenolysis and glycogen synthesis.

The molecular properties of G proteins and their subunits, as well as the structural basis
of the interactions among the o, B, and y subunits of G proteins and between these sub-
units and the associated receptor, has been immensely facilitated by X-ray crystallographic
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and molecular modeling studies of these proteins. Early work suggested that there were
three types of heterotrimeric G protein: G, G;, and G,; where G, and G, effected stimu-
lation and inhibition of adenyl cyclase, respectively, and G, coupled rhodopsin to regu-
lation of photoreceptor cell function. Currently, approximately 40 heterotrimeric G
protein subunits have been identified, and for most of these G proteins multiple sub-
types show unique distributions in the brain and peripheral tissues. Analogous studies
have also shown that each o unit has two domains: the GTPase activity domain and the
GTP-binding site domain.

G proteins play a role in various diseases and in the long-term response to various
drugs. If the GTP is replaced by a nonhydrolyzable synthetic analog, guanyl-5'-yl-
imidodiphosphate (Gpp(NH)p; the anhydride oxygen is replaced by an NH group), the
reaction cannot be terminated, and cAMP will be produced continuously. The GTPase,
which normally terminates the active state, can also be inactivated by cholera toxin. The
potentially fatal diarrhea and electrolyte loss that occur in cholera reflect the fact that
cAMP is an activator of fluid secretion in the intestine. G proteins are also involved in
other diseases. Neurofibromatosis type 1, a familial disorder characterized by multiple
benign tumours of glial cells, is due to a genetic mutation that alters GTPase activity,
which in turn leads to abnormal cellular growth. In addition to such involvement in
specific disease states, G proteins are also involved in the body’s response to chronic
exposure to psychoactive drugs. Drug-induced alterations in G protein subunit concen-
trations influences signal transduction pathways in the brain, contributing to both the
addictive and therapeutic properties of these drugs.

An exciting development in G-protein-mediated signal transduction research has
been the realization that proteins produced by oncogenes (cancer-causing genes) are
also GTP-binding proteins.

2.10.2 The Guanylate Cyclase System

The second type of signal transduction utilizes cyclic GMP (cGMP) instead of cAMP
as second messenger. It plays a role not only in insect behavior but also in the human
retina and in the functioning of atrial natriuretic factor, a hormone produced by the heart
which regulates blood pressure. It is quite likely that cGMP can also act through Ca®*
as a third messenger in activating Ca-dependent protein kinases.

2.10.3 The Inositol Triphosphate-Diacylglycerol System

The third widely utilized signaling pathway is based on phosphatidylinositol, a normal
constituent of the cell membrane. The extracellular signal is received by a membrane-
bound receptor that interacts with a G, protein, activating phospholipase C (phos-
phatidylinositol diphosphate [PIP,] phosphodiesterase), an enzyme that cleaves
phosphate diesters. The two products of this cleavage reaction are inositol triphosphate
(IP,) and diacylglycerol (DG), both of which act as second messengers, but in different
cellular compartments. The structure of this G-protein receptor is similar to that of the
other G proteins (see figure 2.5); a comparison of this DG/IP, G protein to the previously
described adenylate cyclase system is shown in figure 2.6.
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Figure 2.5 Generalized model of the G-protein coupled receptor.

Inositol triphosphate is water soluble and therefore diffuses into the cytoplasm, where
it mobilizes calcium from its stores in microsomes or the endoplasmic reticulum. The
Ca* ions then activate Ca-dependent kinases (like troponin C in muscle) directly or bind
to the ubiquitous Ca-binding protein calmodulin, which activates calmodulin-dependent
kinases. These kinases, in turn, phosphorylate cell-specific enzymes.

Diacylglycerol, on the other hand, is lipid soluble and remains in the lipid bilayer of
the membrane. There it can activate protein kinase C (PKC), a very important and widely
distributed enzyme which serves many systems through phosphorylation, including
neurotransmitters (acetylcholine, o,- and B-adrenoceptors, serotonin), peptide hormones
(insulin, epidermal growth hormone, somatomedin), and various cellular functions
(glycogen metabolism, muscle activity, structural proteins, etc.), and also interacts with
guanylate cyclase. In addition to diacylglycerol, another normal membrane lipid, phos-
phatidylserine, is needed for activation of PKC. The DG-IP, limbs of the pathway
usually proceed simultaneously.

The phosphatidylinositol pathway is completed by regeneration of the phospholipid
from IP, and DG. It is remarkable that IP, is successively dephosphorylated to mositol.
The last step of this sequence is inhibited by Li* ions, which block phosphatidylinosi-
tol synthesis. Li salts are used to control the symptoms of manic-depressive illness, an
affective mental disorder (see section 3.5.4), and it is thus tempting to implicate the last
reaction of the PI pathway in the etiology of this disorder.

2.11 SELECTING A RECEPTOR APPROPRIATE
FOR DRUG DESIGN

In developing new chemical entities as therapeutics, the medicinal chemist or drug
designer is confronted with the task of identifying and selecting a receptor against
which to target the drug to be designed; this is not a trivial task. Philosophically, there
are many basic approaches to receptor site selection that may be pursued when tackling
this task.
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Figure 2.6 Second messenger systems mediate effects of drugs acting on G-protein coupled
receptors. The drug stimulates an enzyme upon binding to the membrane-bound receptor. If the
enzyme is adenylate cyclase, this stimulates the production of cyclic AMP, which in turn stimulates
protein kinase A, causing protein phosphorylation and ultimately a biological response. If the
enzyme is phospholipase C, this stimulates the production of the phosphoinositide cycle, which in
turn stimulates two mechanisms: (i) increased protein phosphorylation via stimulation of protein
kinase C by diacylglycerol (DG); and (ii) the activation of calcium-regulated cellular systems.
(Adapted from D. G. Grahame-Smith, J. K. Aronson (2002). Clinical Pharmacology and Drug
Therapy, 3rd Edn. New York: Oxford University Press. With permission.)

2.11.1 Disease-Centered Receptor Selection

In this approach, several possible receptors for a single disease entity (e.g., Alzheimer’s dis-
ease, stroke, rheumatoid arthritis) are explored. If the objective is Alzheimer’s disease, for
example, then drugs may be designed to target one or more of the following potential recep-
tor sites: acetylcholine esterase, B-amyloid peptide, or tau protein—each being a protein,
functionally and structurally distinct from one another, that may (or may not) play a central
role in the aetiology, pathogenesis, or symptomatology of Alzheimer’s disease. The strength
of a disease-centered approach is that it permits the designer to pursue whatever target is
necessary to fight the disease, without being confined to a particular class of receptor.

2.11.2 Systems-Centered Receptor Selection

Physiologically, the human body may be considered as a collection of various functional
systems: nervous, endocrine, immune, cardiac, respiratory, gastrointestinal, genitourinary,
musculoskeletal, and dermatological. These physiological systems may be categorized
into three larger groupings: control systems (nervous, endocrine, immune), support
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systems (cardiac, respiratory, gastrointestinal, genitourinary) and structural systems
(musculosketelal, dermatological). The control systems can exert immense control over the
support systems: the nervous system, through its autonomic division, can influence heart
rate, the diameter of blood vessels, respiratory rate, the diameter of bronchioles within
the lung, gastrointestinal motility and secretions, and bladder contractility. Drug design
expertise obtained within one of these systems frequently extends from one disease to
another within that same, single physiological system. For example, in drug design for
the nervous system, designing drugs to cross the blood-brain barrier is useful for many
diseases of the brain. Also, a system-centered approach enables a single receptor to be
evaluated in many disease states. If drugs are being developed as antiglutamatergic
NMDA antagonists, their potential utility in a range of medical problems including
epilepsy, stroke, or psychiatric disorders, can be evaluated.

2.11.3 Pathological Process-Centered Receptor Selection

Finally, the drug designer could pursue a pathological process-centered (e.g., vascular
atherosclerosis, neoplasia, inflammation, infection, apoptosis) approach. Drugs
designed to target one of these pathological processes may be used against different dis-
eases in different physiological systems. For example, drugs designed to treat infections
may be used for infections extending from a sinusitis in the facial region to an abscess
of the foot; likewise, a drug designed to treat neoplasia may be used for cancers in the
lungs, bowel, or liver. Drugs developed for vascular disorders can be used to treat med-
ical problems as diverse as myocardial infarction (heart attack), cerebral infarction
(stroke), intermittent claudication (leg pain while walking, due to decreased blood
supply), or erectile dysfunction. Finally, drugs that target apoptosis (i.e., suppressing
genetically encoded, preprogrammed cell death) could in theory be employed against a
wide variety of degenerative and neurodegenerative disease states.

2.11.4 Molecular Process-Centered Receptor Selection

The above-mentioned three time-honored approaches to receptor site selection are
based upon a conceptualization of human disease at either a gross anatomical or
histopathological degree of structural refinement. The pharmacist or drug designer,
however, must always exploit atomic- and molecular-level thinking organized within a
biochemical framework. Drugs are therapeutic molecules that alter the biochemistry of
the human state; accordingly, they must be designed at a molecular level. To enable this
biochemical conceptualization of drug action, this book identifies six drug design tar-
gets that facilitate therapeutic molecule design and drug receptor selection at an atomic
and molecular level of structural refinement (reflected in Part II):

Messenger targets: drugs that target neurotransmitters and their receptors (chapter 4)
Messenger targets: drugs that target hormones and their receptors (chapter 5)
Messenger targets: drugs that target immunomodulators and their receptors (chapter 6)
Nonmessenger targets: drugs that target endogenous cellular structures (chapter 7)
Nonmessenger targets: drugs that target endogenous macromolecules (chapter 8)
Nonmessenger targets: drugs that target exogenous structures (chapter 9)

SN sE» -
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2.11.4.1 Targets 1-3

The first three categories target endogenous messengers. An endogenous messenger is a
molecule synthesized in one or more cells or organs within the body and transported to
other cells or organs within the body, enabling the transmission of information and
effecting an alteration in biochemical function in the receiving cell or organ. In a
systems-centered approach to drug design, the human body is regarded as a collection
of physiological systems; the role of the three control systems (nervous, endocrine,
immune) is to maintain homeostasis (i.e., a balanced and regulated internal
electrical/chemical/cellular milieu). As a simplified generalization, the nervous system
controls short-term homeostasis via electrical biochemical processes (using neurotrans-
mitters), the endocrine system controls intermediate-term homeostasis via chemical bio-
chemical processes (using hormones), and the immune system controls long-term
homeostasis via cellular biochemical processes (using immunomodulators). (Keep in
mind that there is actually significant overlap between the nervous and endocrine sys-
tems, the endocrine and immune systems, and even the nervous and immune systems.)
Nevertheless, messenger molecules are ideal candidates around which to design thera-
peutic molecules, since they permit the drug designer to have molecular-level access to
the body’s own endogenous control systems.

Many human disease states arise directly from abnormalities of messenger mole-
cules. The symptoms of Parkinson’s disease arise from an underactivity of the
dopamine neurotransmitter, whilst psychosis arises from overactivity of the dopamine
neurotransmitter. The symptoms of Alzheimer’s disease involve underactivity of the
acetylcholine neurotransmitter, and the symptoms of Huntington’s disease involve
defective metabolism of the GABA neurotransmitter. At the hormonal level, diabetes
results from either an absolute or a functional deficiency of the insulin hormone,
whereas hypothyroidism is produced by a deficiency of thyroid hormone. Although the
mechanistic relationship is somewhat less direct, many other human pathological con-
ditions involve abnormalities in homeostasis (e.g., systemic arterial hypertension [high
blood pressure], cardiac arrhythmias [chest palpitations], bronchospasm [asthma],
abnormal gastric secretions [peptic ulcer disease], altered gastric motility [irritable
bowel syndrome], abnormal bladder contractions [spastic bladder]) and thus can be
treated via appropriate “tweaking” of one or more of the three control systems. Finally,
some diseases produce end-organ pathology that in turn affects homeostatic processes.
A stroke, for example, may enhance the activity of glutamate, which then produces
excitotoxicity by binding to ligand-gated ion channels (thus augmenting and enlarging
the neuropathology of the stroke). Once again, such pathological states may be treated,
in theory and in practice, by altering the control systems.

Messenger targets are ideal for drug design. Most neurotransmitters, many hormones,
and a number of immunomodulators are small molecules of low molecular weight. By
designing and synthesizing analogs of these molecules, it is possible to produce agonists
and antagonists that enable therapeutic modulation over endogenous control systems.

2.11.4.2 Targets 4-6

The next three categories are nonmessenger targets. Not all pathological processes
can be treated by adjustments of endogenous control systems; therefore, nonmessenger
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targets have to be considered. Like the messenger target, these nonmessenger targets
can be divided into three logical groups.

The first category of nonmessenger targets consists of cellular structures that are not
directly influenced by neurotransmitter, hormonal, or immunomodulatory control. A cell
consists of a genetic apparatus (the nucleus), surrounded by biosynthetic machinery (cyto-
plasmic structures such as rough endoplasmic reticulum), encased in a cellular membrane.
This structural arrangement affords a plethora of receptors as targets for drug design. The
outer delineating membrane contains numerous proteins which enable biological infor-
mation to be transmitted from one cell to the next cell (via voltage-gated ion channels) or
from the outside of a cell to the inside of that same cell (via G-protein mechanisms); these
membrane-bound proteins are superb candidate receptors for drug design and have been
successfully exploited in developing drugs for epilepsy, cardiac rhythm problems, and
local anesthetics. Within the cell, the nucleus and its associated nucleic acids offer a rich
assortment of drug targets (DNA replication, transcription, translation, mitosis) that may
be targeted for the treatment of cancer (sarcomas, carcinomas, leukaemia).

The second group consists of the endogenous macromolecules. The most important
of these macromolecules are the enzymes. Enzymes are biological catalysts that
enhance a wide range of biochemical processes. Enzyme inhibitors offer an approach
to therapeutics for a variety of disease processes. More recently, lipids and carbohy-
drates are also being recognized as viable target receptors in drug design.

The final category of nonmessenger targets includes exogenous pathogens such as prions,
viruses, bacteria, fungi, and parasites. These pathogens produce numerous, clinically
common localized infections (e.g., abscesses, meningitis, encephalitis, sinusitis, pneumonia,
gastroenteritis, cystitis), less common infections (e.g., myocarditis, osteomyelitis), and well-
recognized systemic infections (e.g., syphilis, AIDS). Apart from obvious infections caused
by such agents, infections are also implicated in the indirect causation of other pathologies.
For example, bacteria have been implicated as a cause of peptic ulcer disease and may even
play a role in arterial wall damage related to atherosclerosis. Infectious agents have also
been speculated to exert an effect in the etiology of diseases such as multiple sclerosis (for
which attempts to identify a causative virus have been in progress for decades) and even
type 1 diabetes. The most recently appreciated pathogens, prions, have been implicated in
the devastating neurological disorder of Creutzfeldt—Jakob disease and bovine spongiform
encephalopathy (mad cow disease and its human variant). These prion-based neurodegen-
erative diseases produce a rapidly progressive dementia associated with the onset of rapid,
lightning-like seizures (myoclonic seizures) early in the course of the disease.

Drug design that focuses on targets 4-6 is different from drug design around targets 1-3.
For the nonmessenger targets, the presence of a small molecule ligand is less frequent.
Accordingly, it is necessary to find a molecule that influences the nonmessenger receptor
target either via rational drug design (requiring three-dimensional structural knowledge of
the receptor) or via high throughput screening (requiring combinatorial chemistry).

An identification of the pathological process being addressed, combined with an
appreciation of which one of the six biochemical approaches (chapters 4-9) is to be
pursued, enables the task of molecular-level drug design to be undertaken. In designing
the drug to fit the receptor (discussed in detail in chapter 3), the molecular properties that
make a molecule a drug molecule and not just an organic molecule (chapter 1) and the
molecular properties that make a receptor molecule viable as a target (chapter 2) must
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always be kept in mind. The drug molecule must be able to withstand the pharmaceutical
and pharmacokinetic phases of drug action and must have the necessary geometric, con-
formational, stereochemical, electronic, and physicochemical properties necessary to
specifically bind with the receptor at the pharmacodynamic phase of action. The recep-
tor molecule should be unique to the pathological process under study, accessible to the
drug, and capable of stereospecific, saturable binding with a binding equilibrium con-
stant in the nanomolar range. The ultimate realization of the successful drug candidate
will require geometrically precise drug design (using quantum pharmacology calcu-
lations or experimental methods such as X-ray crystallography) and efficient drug
synthesis (using synthetic organic chemistry).

2.12 THE CLINICAL-MOLECULAR INTERFACE: THE
CONCEPT OF RATIONAL POLYPHARMACY

People who are afflicted with chronic diseases frequently find themselves taking many
drugs. Hopefully, these drugs complement each other in terms of their mechanism of
action and are not competing against each other. The capacity of a drug to either augment
or diminish the bioactivity of a co-administered drug is frequently determined at the level
of the receptor. A drug designer who is developing drugs for a disease for which thera-
peutics are already available may wish to consider developing an agent with the capac-
ity for rational polypharmacy (also called rational polytherapy). Rational polypharmacy
is usually achieved by designing drugs that work at different receptors, but which ulti-
mately are of benefit to treatment of the same disease. The treatment of Alzheimer’s dis-
ease may ultimately provide good examples of this approach: the co-administration of a
cholinesterase enzyme inhibitor with an anti-amyloid agent would be an example of rational
polypharmacy, whereas the co-administration of two competitive cholinesterase inhibitors
simultaneously would be an example of irrational polypharmacy.

As a general rule, one drug in higher doses is better than two drugs in lower doses.
The notion that two drugs can be given together, in lower doses, to improve efficacy
while decreasing toxicity is usually a fallacy.

Case 2.1. A 76-year-old female is brought to an outpatient clinic. The family is con-
vinced that their mother has Alzheimer’s disease. On examination, she is definitely con-
fused and disoriented. She does not know the date, does not know the name of the city
in which she lives, cannot perform simple arithmetic, cannot draw simple diagrams,
cannot identify a watch, and cannot spell the word “WORLD” backwards. However, it
is also revealed that she is on lorazepam (for agitation), carbamazepine (for trigeminal
neuralgia), oxazepam (for insomnia), amitriptyline (for depression), and propranolol
for high blood pressure. When the administration of these medications was stopped, her
mental status returned to normal. She had a drug-induced reversible delirium, rather
than an irreversible dementia. She is an example of the “do not diagnose dementia while
the patient is on a dozen drugs” rule.

2.12.1 Drug-Drug Interactions in Drug Design

The problem of drug—drug interactions is closely related to the concept of rational
polypharmacy. Drug—drug interactions frequently occur secondary to molecular
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Table 2.2 Cimetidine Drug Interactions

Anmitriptyline Phenytoin
Carbamazepine Propafenone
Chloroquine Propranolol
Diazepam Quinidine
Doxepin Quinine
Labetalol Sulfonylurea
Lidocaine Theophylline
Metoprolol Triamterene
Metronidazole Valproic acid
Moricizine Verapamil
Oxazepam Warfarin

interactions between two co-administered drugs, and are a common clinical problem.
Table 2.2 shows a partial listing of drugs with which cimetidine interacts; a number of
these interactions are clinically relevant.

When designing drugs for a chronic disease, the possibility of drug—drug interactions
should be taken into consideration: some may be beneficial, but most are not. Drug—drug
interactions may be classified as follows:

1. Pharmacodynamic drug—drug interactions

a. Competitive homotopic molecular targets
Same site on the same receptor (e.g., diazepam and lorazepam are both ben-
zodiazepines working at the same site on the GABA-A receptor).

b. Non-competitive homotopic molecular targets
Different sites on the same receptor (e.g., diazepam and phenobarbital both
bind to the GABA-A receptor, but at different sites: benzodiazepine site versus
barbiturate site).

c. Convergent heterotopic molecular targets
Different receptors targeting the same biochemical process (e.g., diazepam
plus vigabatrin: diazepam is an agonist for the GABA-A receptor, upregu-
lating GABA function; vigabatrin is a GABA transaminase enzyme
inhibitor that upregulates GABA function by increasing concentrations of
GABA in the brain).

d. Divergent heterotopic molecular targets
Different receptors targeting different biochemical processes, but affecting
the same disease process (e.g., diazepam plus phenytoin: diazepam is an
agonist for the GABA-A receptor, while phenytoin is an antagonist of the
voltage-gated Na* channel receptor; both drugs work to prevent seizures, but
by entirely different mechanisms).

2. Pharmacokinetic drug—drug interactions
a. A—Absorption competition (similar structures compete for absorption in gut).
b. D—Distribution competition (competitive binding on albumin within
bloodstream).
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¢. M—Metabolism competition (competition for same enzymes in liver).
d. E—FElimination competition (similar structures are competitive for kidney
excretion).
3. Pharmaceutical drug—drug interactions
Chemical reaction in gut (e.g., co-administration of valproic acid with an antacid).
4. Adjunctive polypharmacy
Two different drugs targeting completely different aspects of a common disease
(e.g., giving an antiplatelet agent and an antihypertensive agent to a person with
a stroke; one agent treats platelet clots that may cause stroke, the other agent treats
the high blood pressure that also may cause strokes).
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Basic Principles of Drug Design III

Designing drug molecules to fit receptors

3.1 OVERALL STRATEGY: THE MULTIPHORE
METHOD OF DRUG DESIGN

The aim of this book is to provide a conceptual framework for medicinal chemistry.
Chapter 1 dealt with the properties necessary to transform a molecule into a drug-like
molecule. Chapter 2 described the properties that determine whether a macromolecule
could be a receptor. It is now necessary to develop a method of designing drug molecules
to fit into receptor molecules. The multiphore method of drug design is such a method.

The multiphore method conceptualizes a drug as being constructed in a modular fash-
ion from bioactive subunits, or biophores. Since a drug is invariably composed of many
biophores, it is a multiphore. The most important biophore within the drug structure is the
pharmacophore, the subset of atoms within the drug that permits energetically favorable
binding to the receptor site with the elucidation of a subsequent beneficial biological
response. Other portions of the molecule determine the metabolic and toxicological prop-
erties of the drug; these are the metabophores and foxicophores, respectively.

In the design of drugs using the multiphore method it is important to remember that
there is nothing special about any particular drug molecule. A successful drug molecule
is merely a collection of “hetero-atom rich” functional groups appropriately positioned
on the three-dimensional space of a hydrocarbon framework in a fixed geometrical rela-
tionship that enables a desirable interaction with a receptor macromolecule. When the
medicinal chemist knows the bioactive zone of the receptor macromolecule, he or she
identifies multiple functional groups, usually within 15 A of each other, within that
bioactive zone. The selection of these receptor-based functional groups is a crucial step.
For example, if the receptor zone were within the brain, it would be inadvisable to select
many charged (anionic or cationic) functional groups, since a drug capable of binding
to these receptor-based functional groups via electrostatic interactions would be too
polar to diffuse across the blood—brain barrier and enter the brain.

Next, complementary functional groups capable of energetically favorable intermolec-
ular interactions with the receptor-based functional groups are selected. These comple-
mentary functional groups will ultimately form part of the drug that is being designed
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and will constitute the pharmacophore. These drug-based functional groups are then
“clicked together” in three-dimensional space by being covalently attached to a rela-
tively rigid hydrocarbon frame. The number of functional groups determines the
number of contact points between the drug molecule and the receptor macromolecule.
A three-point pharmacophore will have three different intermolecular interactions
between the drug and the receptor. The number of points of contact is also an important
consideration. A large number of points of contact is favorable from a pharmacody-
namic perspective since it enables a more specific and unique drug-receptor interaction,
concomitantly decreasing the likelihood of toxicity. However, a large number of points
of contact is unfavorable from a pharmacokinetic perspective, since the resulting
increased polarity of the drug molecule tends to decrease the pharmacological half-life
and also to decrease the ability of the drug to diffuse across membranes during its dis-
tribution throughout the body. In general, most neuroactive drugs have 2—4 points of
contact, while most non-neuroactive drugs have 3—6 points of contact.

Once the pharmacophore has been designed, the remainder of the molecular frag-
ments (individually composed of metabophores or toxicophores or inert bioinactive
spacers, but collectively referred to as molecular baggage) are assembled. One of the
primary goals of the molecular baggage component is to hold the pharmacophore in a
desired conformation such that it can interact with its receptor. However, these addi-
tional molecular fragments also serve other functions. For instance, a metabophore can
be inserted into this portion of the molecule. If one is designing an intravenous drug
with a short half-life, one may want to include an ester moiety. This would constitute a
metabophore since the ester would be hydrolyzed, resulting in rapid inactivation of the
whole molecule.

Once the prototype drug molecule has been prepared and biologically evaluated, var-
ious toxicities may become apparent during preliminary testing in animals. Fragments
of the molecule that are responsible for these toxicities (i.e., toxicophores) can then be
deduced. If the toxicophore is separate and distinct from the pharmacophore, a new
toxicity-free molecule can be engineered. If there is too much overlap between the tox-
icophore and the pharmacophore, it may not be possible to “design out” the toxicity. It
is important to emphasize that a drug molecule may have many different toxicophores,
reflecting different toxicities. A toxicophore is merely a pharmacophore that permits an
undesirable interaction with an “untargeted” receptor.

The multiphore method is versatile and is not restricted to de novo drug design, as
the above discussion might imply. For example, if the drug molecule is discovered by
accident or in a random screening process, the multiphore conceptualization is still
applicable. Through structure—activity studies (discussed below) it is still possible to
discern fragments that constitute the pharmacophore and potential toxicophores, and
thus it is still possible to re-engineer the molecule for improved performance. The
strength of the multiphore method is its treatment of drug molecules as collections of
bioactive fragments. If one fragment is giving problems, it is possible to simply insert
another biologically similar fragment (bioisostere) that will hopefully overcome the
identified problem.

Clearly, the multiphore method of drug design is an iterative process. It takes
repeated rounds of re-evaluation and redesign before a final candidate drug molecule is
developed. This iterative process has the following five steps:
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Design or identification of a lead (prototype) compound (section 3.2)

Synthesis and initial biological evaluation of the lead compound (section 3.3)
Optimization of the lead compound for the pharmacodynamic phase (section 3.4)
Optimization of the lead compound for the pharmacokinetic and pharmaceutical
phases (section 3.5)

5. Pre-clinical and clinical evaluation of the optimized lead compound analog (section 3.6)

B

The remainder of this chapter will discuss these five steps in drug optimization within
the context of the multiphore method of drug design.

3.2 IDENTIFICATION OF A LEAD COMPOUND

Lead compounds are still a sine qua non of drug design. A lead compound (pronounced
“led” and not to be mistaken for a salt of element 82) is invariably an organic molecule
that acts as a prototype drug around which future optimization is centered and focused.
Identifying a lead compound is the key to starting the drug discovery engine. There are
several well-tested methods for uncovering or identifying lead compounds as prototype
agents around which to design and optimize a drug molecule:

1. Serendipity

2. Endogenous sources (drug candidates from molecules within us; e.g., insulin for
diabetes)

Exogenous sources: ethnobotany (drug candidates from natural product sources)
Rational drug design

High throughput screening programs

Genomics/Proteomics

SNk w

Elegant though some of these may sound, serendipity has historically been the most
successful discoverer of drugs.

3.2.1 Lead Compound Identification—A Short
History of Drug Discovery

“How have drugs historically been discovered? Can these traditional techniques be fur-
ther exploited to help discover new and better drugs?” The answer to the latter question
is probably “no”!

Since the dawn of humankind, efforts have been made to discover remedies for the
ailments of life. Although there are numerous examples of the trials and tribulations
associated with these efforts, the story of epilepsy affords many instructive anecdotes.

The failure of premodern physicians to develop adequate therapies reflected their
inability to gain a viable mechanistic understanding of epilepsy. In primitive times, sur-
gical “therapies” for epilepsy included trephining holes through the patient’s skull in
order to release “evil humours and devil spirits.” The ancients also employed a varied
and bizarre assortment of ad hoc “medical” therapies, ranging from rubbing the body
of an epileptic with the genitals of a seal, to inducing episodes of sneezing at sunset. In
early Roman times human blood was widely regarded as curative, and people with
epilepsy frequently sucked the blood of fallen gladiators in a desperate attempt to find
a cure. Charlatans would also offer (for a generous fee, of course) to massage the heads



DESIGNING DRUG MOLECULES TO FIT RECEPTORS 109

of people with epilepsy, thereby realigning the bone plates of the skull, taking pressure
off the brain, and alleviating the curse of epilepsy.

By the Middle Ages, alchemy and astronomy formed the scientific foundations of
epilepsy therapy. The use of “magical prescriptions” flourished. These remedies ranged
from grotesque therapies, such as the ingestion of dog bile or human urine, to the use of
somewhat more innocuous precious stone amulets. During the Renaissance, these magi-
cal treatments were rejected by the medical profession in favor of “rational and scientific”
Galenic therapies. These treatments relied extensively upon forced vomiting and bowel
purging with concomitant oral administration of peony extracts. Also, during this time, the
notion of epilepsy being secondary to hypersexuality emerged, and castration, circumci-
sion, or clitoridectomy were widely advocated. Occasionally, various pharmacologically
active organic molecules (e.g., strychnine, curare, atropine, valerian, picrotoxin, and qui-
nine) were also used, but all ultimately failed—sometimes killing the unfortunate patient.

Inorganic salts were also considered as putative therapies during the late Renaissance.
Copper-based therapy flourished during the eighteenth and nineteenth centuries. Aretaios
had introduced the use of antiepileptic copper salts in the first century AD, and had
described significant therapeutic successes. These reported successes with copper therapy
were embraced during the 1700s, leading to other therapeutic attempts with lead, bismuth,
tin, silver, iron, and mercury, thus giving rise to metallotherapy. The subsequent wide-
spread failure of metallotherapy, due to lack of efficacy and excessive toxicity, led to its
abandonment during the late pre-modern era.

Thus, in the millennia extending from antiquity to the mid-nineteenth century,
epilepsy remained a medical condition surrounded by mystique—permitting charla-
tanism, superstition, and quackery to prosper. In general, the therapies of this time were
without merit, as demonstrated by the detailed but disturbing description of King
Charles II’s death, which provides a comprehensive summary of the complexity and
futility of seizure therapy during the pre-modern era.

In 1685, the king fell backward and had a violent convulsion. Treatment was
begun immediately by a dozen physicians. He was bled to the extent of 1 pint
from his right arm. Next, his shoulder was incised and cupped, depriving him of
another 8 oz. of blood. After an emetic and 2 purgatives, he was given an enema
containing antimony, bitters, rock salt, mallow leaves, violets, beet root,
chamomile flowers, fennel seed, linseed, cinnamon, cardamom seed, saffron and
aloes. The enema was repeated in 2 hours and another purgative was given. The
king’s head was shaved and a burn blister was raised on his scalp. A sneezing
powder of hellebore root and one of cowslip flowers were administered to
strengthen the king’s brain. Soothing drinks of barley water, licorice and sweet
almond were given, as well as extracts of mint, thistle leaves, rue, and angelica.
For external treatment, a plaster of Burgundy pitch and pigeon dung was liberally
applied to the king’s feet. After continued bleeding and purging, to which were
added melon seed, manna, slippery elm, black cherry water, and dissolved pearls,
the king’s condition did not improve and, as an emergency measure, 40 drops
of human skull extract were given to allay convulsions. Finally, bezoar stone
was forced down the king’s throat and into his stomach. As the king’s condition
grew increasingly worse, the grand finale of Raleigh’s antidote, pearl julep, and
ammonia water were pushed into the dying king’s mouth. (Swinyard, 1980)
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During an era in which Isaac Newton and Charles Darwin were making colossal
advances in physics and biology, medical therapy and drug development was still mired
in primitive, unprogressive and cruel rituals. Fortunately, by the mid 1800s times began
to change, and over the subsequent 150 years substantial progress was made. Table 3.1 lists
a number of important drug discoveries between 1842 and 2000. Although advances
were obviously being made, much of this drug discovery relied on serendipity rather
than rational drug design.

Table 3.1 Drug Discoveries, 1842-2000

1842
1857
1867
1869
1876
1882
1891
1899
1903
1906
1912
1921
1922
1927
1929
1932
1934
1938
1940
1942
1945
1947
1952
1953
1959
1959
1960
1962
1962
1967
1975
1985
1995
2000

Long introduces ether as an anesthetic

Locock accidentally discovers bromides as anticonvulsants

Lister pioneers use of phenol as a surgical antiseptic

Liebreich discovers hypnotic effects of chloral hydrate

Stricker uncovers analgesic properties of salicylic acid

Guthzeit and Conrad synthesize a series of barbiturates

Erlich pioneers concepts of “receptor” and “chemotherapy”

Meyer and Overton discover effect of lipid solubility on anesthetic action
Fischer and von Mering identify hypnotic properties of barbiturates (see 1882)
Hunt and Taveau synthesize and study acetylcholine

Hauptmann accidentally discovers barbiturates as anticonvulsants (see 1903, 1882)
Loewi demonstrates that acetylcholine is a neurotransmitter

Banting and Best purify insulin as treatment for diabetes

Szent-Gyorgyi isolates ascorbic acid (Vitamin C)

Fleming serendipitously discovers antibacterial properties of penicillin
Mietzach, Klarer, Domagk introduce first anti-streptococcal drug

Ruzicka first synthesizes progesterone

Merritt and Putnam use screening to identify hydantoins as anticonvulsants
Chain and Florey introduce manufactured penicillin

Ehrhard and Schauman produce synthetic analgesics (meperidine, methadone)
Woodward and Doering synthesize quinine

Lands introduces isoproterenol as a bronchodilator

Charpentier identifies tricyclic phenothiazines as antipsychotics

Watson and Crick deduce structure of DNA

Beecham Laboratories develops semisynthetic penicillins

Searle introduces the birth control pill

Hoffmann-La Roche tests benzodiazepines as anxiolytics (Librium, Valium)
Hansch develops principle of quantitative structure—activity relationships
Pullman introduces quantum mechanics to drug design

Cotzias pioneers the use of L-DOPA for treatment of Parkinson’s disease
Biochemically driven rational drug design begins to flourish as method
Improved computers enable computer-aided drug design to advance
Advances in combinatorial chemistry advance high throughput screening

Widespread use of cholinesterase inhibitors for symptomatic treatment of Alzheimer’s
disease
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3.2.2 Lead Compound Identification by Serendipity

Many of the significant advances in drug discovery over the past one and a half centuries
owe their success to serendipity; the discovery of penicillin (discussed in chapter 9) is
a legendary example of its importance. However, many other drugs were also discovered
by accident. Continuing the theme of epilepsy from section 3.2.1 provides additional
examples of serendipity and drug discovery.

3.2.2.1 The Benzodiazepines: Diazepam and Serendipity

The benzodiazepines are one of the most widely used (and abused) classes of drugs; they
are widely used in the treatment of epilepsy, insomnia, anxiety, movement disorders, and
a variety of other neurological disorders. The discovery of the benzodiazepines is a good
example of the importance of serendipity.

In the early 1950s, following the accidental discovery of phenothiazines as antipsy-
chotic agents, interest in tricyclic molecules as potential therapeutic agents for neurolog-
ical and psychiatric disorders became widespread. Accordingly, in 1954, Sternbach of
Hoffmann—-La Roche laboratories decided to reinvestigate the synthetic chemistry of a
series of tricyclic benzheptoxdiazine compounds upon which he had worked more than
twenty years earlier. By reacting an alkyl halide with a variety of secondary amines, he
prepared forty analogs, all of which were inactive as muscle relaxants and sedatives.
When additional chemical studies revealed that these compounds were really quinazoline-
3-oxides rather than benzheptoxdiazines, the project was summarily abandoned in 1955.

Nearly two years later, a colleague at Hoffmann—La Roche discovered an untested
crystalline sample while cleaning and tidying cluttered laboratory benches. Although
many other compounds had been simply discarded, this compound, later called chlor-
diazepoxide, was submitted for biological evaluation. Chlordiazepoxide (7-chloro-
2-(methylamino)-5-phenyl-3H-1,4-benzodiazepine-4-oxide; Librium) demonstrated
profound anti-anxiety properties. Additional chemical studies revealed that this single
compound was a 1,4-benzodiazepine, unlike its forty quinazoline-3-oxide predecessors—
the chance use of methylamine, a primary rather than a secondary amine, had resulted
in a different synthetic pathway. Numerous analogs, including diazepam (Valium), were
soon prepared and the anticonvulsant properties of this class of compounds were
quickly discerned. The benzodiazepines soon emerged as one of the most important,
and lucrative, classes of drug molecules.

The discovery of benzodiazepines is a story of serendipity and certainly one that is
difficult to predictably reproduce as part of a drug discovery program. Regrettably (or
fortuitously), this story of the benzodiazepines is not an isolated example. Valproic acid,
an agent used to treat epilepsy, migraine, chronic pain, and bipolar affective disorder,
was also discovered by accident.

3.2.2.2 Aliphatic Carboxylates: Valproic Acid and Serendipity

In postwar France, the Berthier Pharmaceutical Company in Grenoble began to pursue a
sideline project of producing soothing liquid bismuth preparations for acute tonsillitis.
Being dissatisfied with the commonly used oils, they elected to use the supposedly
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physiologically inert valproic acid as a solvent for their bismuth compounds. In doing so,
they gained immense practical experience with the handling and manipulation of this
solvent.

In 1962, Pierre Eymard, a graduate student at the University of Lyon, synthesized a
series of khellin derivatives. Khellin is a biologically active substance that occurs in the
fruit of the wild Arabian Khell plant and which has been used for centuries by herbal-
ists for the treatment of kidney stones. Eymard arranged to have his new compounds
biologically evaluated at the Ecole de Médecine et de Pharmacie in nearby Grenoble.
When attempts to produce a solution of these khellin compounds failed, advice was
sought from H. Meunier of the nearby Laboratoire Berthier. In view of Berthier’s recent
peripheral interest in valproic acid as a solvent for bismuth compounds, Meunier
recommended valproic acid as a nontoxic inert solvent.

Eymard’s khellin derivatives were dissolved in valproic acid and, following the practice
of submitting all such compounds for evaluation in an antiepileptic screening model,
they were studied for anticonvulsant activity. These preliminary studies revealed pro-
found anticonvulsant activity. Shortly after this, Meunier serendipitously decided to use
valproic acid as a solvent for an unrelated coumarin compound and, although chemi-
cally dissimilar to Eymard’s khellins, this coumarin exhibited identical anticonvulsant
properties. The fact that both compounds had been dissolved in the same solvent was
realized immediately. The antiepileptic action of valproic acid was thus discovered
completely by accident, with the first successful clinical trial occurring in 1963.

Although serendipity has been quite successful in drug design, it is a method that
is difficult to reproduce. Accordingly, over the past fifty years, a variety of other drug
discovery methods have been pioneered.

3.2.3 Lead Compound Identification from Endogenous Sources

In the attempt to identify logical or rational methods for designing and discovering lead
compounds, the notion of exploiting endogenous molecules quickly comes to mind.
Human disease arises from perturbations of normal biochemical processes. A logical
therapeutic approach involves the administration of one or more of these naturally
occurring endogenous biochemical molecules, or analogs thereof. In addition, certain
human diseases seem to arise from a deficiency of a certain endogenous molecule. It is
reasonable to assume that such diseases could be cured or at least helped by the admin-
istration of the missing molecule.

Medicinal chemistry has many examples of the development of successful thera-
peutics based on an exploration of endogenous compounds. The treatment of diabetes
mellitus, for example, is based upon the administration of insulin, the hormone that
is functionally deficient in this disease. The current treatment of Parkinson’s disease
is based upon the observation that the symptoms of Parkinson’s disease arise from a
deficiency of dopamine, an endogenous molecule within the human brain. Since
dopamine cannot be given as a drug since it fails to cross the blood—brain barrier and
enter the brain, its biosynthetic precursor, L-DOPA, has been successfully developed
as an anti-Parkinson’s drug. Analogously, the symptoms of Alzheimer’s disease arise
from a relative deficiency of acetylcholine within the brain. Current therapies for
Alzheimer’s-type dementia are based upon the administration of cholinesterase
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enzyme inhibitors that prolong the effective half-life of remaining acetylcholine
molecules within the brain.

As discussed in chapter 1, the human body contains many different molecules and thus
offers many opportunities for the discovery of lead compounds based on endogenous
molecules. Nowhere is this opportunity more apparent than in the area of peptide neu-
rotransmitters and peptide hormones (see chapters 4 and 5). Neurotransmitters and hor-
mones are endogenous messengers, controlling diverse biochemical processes within
the body. Not surprisingly, they have the capacity to be ideal starting points in the drug
discovery process. However, there are a number of major problems that must be con-
fronted when exploiting peptides or proteins as lead compounds for drug discovery.
Peptidomimetic chemistry is an attempt to address these problems.

3.2.3.1 Peptidomimetic Chemistry as a Source of Lead Compounds

Although they are potent endogenous bioactive molecules, peptides rarely make good
drugs. There are several reasons for the failings of peptides as drugs:

1. Peptides are too big (molecular weight frequently over 1000 dalton).

2. Peptides are often too flexible (thus binding with too many receptors, leading to
toxicity).

3. Peptides contain amide bonds that can be metabolized by hydrolysis.

4. Peptides cannot be given orally as drugs (they tend to be digested).

5. Peptides do not readily cross the blood—brain barrier to enter the brain.

Despite these obvious deficiencies, peptides have a number of properties that make
them attractive as starting points in drug design:

1. Peptides contain numerous stereogenic (chiral) centers (an excellent starting point
when designing stereoselective drugs).

2. Peptides contain many functional groups (e.g., carboxylate, ammonium, hydroxy]l,

thiol) that can readily constitute functional groups within a pharmacophore; since

receptors are usually proteins, peptides are good starting points for designing a

molecule to interact with a receptor, owing to the energetically favorable nature of

peptide—peptide interactions.

Peptides are easily synthesized and many analogs can be readily produced.

4. Peptides can have their conformation and geometries easily optimized by energy
minimization calculations using current computational methods (e.g., molecular
mechanics); this makes subsequent modeling studies easy.

5. Peptides function as neurotransmitters and hormones and thus are good starting
materials when designing bioactive molecules.

(98]

Since peptides are ideal starting molecules that cannot be turned into successful peptidic
drugs, the specialty area of peptidomimetic chemistry has emerged. The goal of pep-
tidomimetic chemistry is to design small, conformationally constrained, non-peptidic
organic molecules that possess the biological properties of a peptide. Hopefully, this will
retain the strength of the peptide as a putative drug while eliminating the problems. There
are two approaches whereby peptidomimetic chemistry can achieve this design goal.
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Figure 3.1 Peptidomimetic chemistry attempts to produce a non-peptidic drug to mimic a
bioactive peptide. In Step A, the smallest bioactive fragment of the larger peptide is identified; in
Step B, a process such as an alanine scan is used to identify which of the amino acids are impor-
tant for bioactivity; in Step C, individual amino acids have their configuration changed from the
naturally occurring L-configuration to the unnatural D-configuration (in an attempt to make
the peptide less “naturally peptidic”); in Step D, individual amino acids are replaced with atypical
unnatural amino acids and amino acid mimics; in Step E the peptide is cyclized to constrain it con-
formationally; finally, in Step F, fragments of the cyclic peptide are replaced with bioisosteres in
an attempt to make a non-peptidic organic molecule.

The first approach is shown in figure 3.1. This approach uses various techniques
(e.g., alanine scanning) to identify the smallest peptide segment with biological activity
within the overall peptide. This “minimal bioactive segment” may be cyclized or have
its stereochemistry altered in order to attain restriction of conformational freedom and
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to render the molecule less like a naturally occurring peptide. Next, this segment is then
rebuilt isosteric fragment by isosteric fragment, gradually replacing each portion of the
molecule in a stepwise fashion. For example, the amide bond may be replaced by a
bioisosterically equivalent amide bioisostere. In this fashion, an equivalent but non-
peptidic organic molecule drug eventually emerges.

An alternative approach is a little less plodding and perhaps a little more elegant. The
three-dimensional structure of the peptide is determined using either theoretical (molec-
ular mechanics, molecular orbital calculations) or experimental (X-ray crystallographic,
NMR spectroscopic) methods. Next, an educated guess (hopefully based on some exper-
imental data) is made to suggest which portion of the peptide is the pharmacophore. The
geometries of the functional groups within the pharmacophore are then measured from
the theoretical and experimental studies of the peptide’s geometry and conformation. For
example, these data may show that the peptide pharmacophore contains a carboxylate
group located 4.6 A from a hydroxyl group, which in turn is 5.1 A from a phenyl group.
Using these precise data, databases of known organic molecules are then computation-
ally searched to identify an organic molecule with similar functional groups held in the
same position in three-dimensional space. Hopefully, this will yield a non-peptidic but
bioactive organic molecule drug.

3.2.3.2 Other Endogenous Drug Lead Platforms: Carbohydrates, Nucleic Acids

Although peptides have been studied the most extensively, there are other endogenous
molecules within the human body worthy of exploitation as drug discovery platforms.
These include nucleic acids, lipids, and carbohydrates, which are discussed in detail in
chapter 8. These molecules share the same potential strengths and weaknesses as do
peptides. Likewise, there is a need to develop small organic molecules as mimetics of
these other endogenous molecules. Although not as clearly defined as peptidomimetic
chemistry, ultimately, “nucleotidomimetic” or “carbohydromimetic” chemistries may
eventually emerge as new design strategies for lead compound identification.

3.2.4 Lead Compound Identification from Exogenous
Sources: Ethnopharmacology

In section 3.2.3, the utility of naturally occurring molecules, which are endogenous to
the human body, was discussed as a source of bioactive lead compounds. An alternative
is to exploit molecules that are endogenous to other life forms (animal or plant) but do
not naturally occur within humans. Such molecules would be classed as exogenous
from the perspective of drug design for humans.

Historically, plant-based natural products have been a source of useful drugs. The anal-
gesic opiates come from the poppy plant. Digitalis for congestive heart failure was first
isolated from the foxglove plant. Various antibiotics (penicillin) and anticancer agents
(taxol) are derived from natural product sources. There are numerous other examples.

There is good reason to be optimistic about the potential future usefulness of such
exogenous compounds as a continuing source of potential lead compounds. With many
thousands of years of trial-and-error by evolution on her side, Mother Nature is a vastly
superior experimentalist to any mere human organic chemist. Insect evolution has per-
mitted the biosynthesis of anticoagulant molecules to ensure that a bite will provide a
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good supply of blood to the biting insect; such compounds could be useful in the treatment
of stroke secondary to blood clots within the brain. Amphibian evolution has enabled
the biosynthesis of antibacterial peptides on the skins of frogs so that they can avoid
infections as they swim through stagnant swamp waters; peptides such as these could
be a good starting point for the peptidomimetic design of novel antibacterial agents.
Reptile evolution has culminated in the biosynthesis of neuroactive venoms for pur-
poses of hunting and defense; these molecules have been fine-tuned by evolution as
agents specific for neurotransmitter receptors. Plant evolution has culminated in a wide
variety of biomolecules that affect any animal that may choose to eat them: it is bio-
logically advantageous for some plants to be eaten so that their seeds can be dispersed
in the stool of the animal that ate them; conversely, it is biologically advantageous for
other plants to produce noxious chemicals to decrease the likelihood of their being
eaten. Because of these diverse biological activities, any of these non-human biosyn-
thetic molecules could, in principle, be a lead compound for human drug discovery.

Another promising feature of animal- or plant-based natural products is that they are
a superb source of molecular diversity. As a synthetic chemist, Nature is much more
creative and is not constrained to the same finite number of synthetic reactions typically
employed by human synthetic organic chemists. When designing new innovative
therapies, molecular diversity is important. Furthermore, when developing compound
libraries for high throughput screening (see section 3.2.6), it is important to have
libraries that capture molecular diversity and are not merely large collections of struc-
turally similar analogs.

Although ethnopharmacology, the scientific investigation of natural products, folk
medicine, and traditional remedies, has led to some bona fide drugs (e.g., reserpine (3.1),
quinine (3.2), ephedrine (3.3)), it has not proven to be a reliable or efficient source of
leads. However, natural products have always been and still are an inexhaustible source
of drug leads as well as drugs. Renewed interest in natural products and the novel struc-
tures they provide is especially noticeable in marine pharmacology, a practically virgin

Reserpine (3.1) Quinine (3.2)

Ephedrine (3.3)



DESIGNING DRUG MOLECULES TO FIT RECEPTORS 117

Ether extracts
Leaves —__ Acetone extracts

Water extracts

Ether extracts
Stem —— Acetone extracts

Water extracts
Ether extracts
Roots —— Acetone extracts

Water extracts

Figure 3.2 Drugs from natural sources: different molecules can be isolated from the leaves,
stems, and roots. From each of these sources, extracts conducted with solvents with different polar-
ities will yield different natural products. This complex extraction system ensures the identifica-
tion of all possible candidate molecules from a plant source.

territory. Several research institutes and well-established groups (notably the Scripps
Institute of Oceanography and the University of Hawaii) are producing some very promis-
ing results in this field. The isolation of prostaglandins from a coral was one of the more
startling recent discoveries in marine pharmacology. Figure 3.2 shows how a plant can
be “treated” for medicinal extracts.

An extension of natural products chemistry is the biochemical information derived
from the study of metabolic pathways, enzyme mechanisms, and cell physiological
phenomena; this research has revealed exploitable differences between host and para-
site (including malignant cells), and between normal and pathological function in terms
of these parameters. The large and fertile area of antimetabolite (metabolic inhibitors)
and parametabolite (metabolic substitutes) chemistry is based on such stratagems, and
has found use in the field of enzyme inhibition and in conjunction with nucleic acid
metabolism. The design of drugs based on biochemical leads remains a highly sophis-
ticated endeavor, light-years removed from the random screening of sulfonamide dyes
in which it has its origin.

3.2.5 Lead Compound Identification by Rational Drug Design

The previous two methods of lead compound discovery exploited naturally occurring
endogenous or exogenous compounds. However, of the approximately 10°® “small”
organic molecules that could theoretically exist in our world (10°? of which are drug-
like molecules), many would be purely synthetic substances that do not occur naturally.
The lead compound discovery methods discussed in sections 3.2.5 and 3.2.6 afford an
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opportunity to explore these non-naturally occurring synthetic compounds as potential
lead compounds.

The concept of rational drug design (in contrast to its logical counterpart, irrational
drug design) implies that the disease under consideration is understood at some funda-
mental molecular level and that this understanding can be exploited for purposes of
drug design. Such an understanding would facilitate the design of purely synthetic mol-
ecules as putative drugs. Although this ideal of rational drug design has been pursued
for many years (see section 3.2.5.1 for a historical example), it really only began to
emerge as a viable drug discovery strategy in the last three decades of the 20th century.

3.2.5.1 Bromides for Epilepsy: An Early Example of “Rational” Drug Design

Bromine was discovered in seawater in 1826. Recognizing its chemical similarity to
iodine, French physicians immediately exploited it as an iodine alternative for the treat-
ment of numerous conditions, including syphilis and thyroid goitre. Although no bene-
ficial effects were reported for either bromine or its potassium salt, their widespread use
persisted and eventually the depressant effect of potassium bromide on the nervous
system, so-called ivresse bromurique, was recognized. However, it was a report in the
German literature concerning bromide’s ability to induce impotence and hyposexuality,
rather than ivresse bromurique, which lead to its discovery as an anticonvulsant.

In 1857, Sir Charles Locock, the physician accoucheur to Queen Victoria, ascrib-
ing to the then prevalent view that epilepsy arose from excessive sexuality, introduced
bromide as an anaphrodisiac to suppress the supposed hypersexuality of epileptics.
The bromide salts (e.g., potassium bromide, sodium bromide) were administered in
substantial doses, ranging from 0.3 g/day in children to a staggering 14 g/day in
adults. Although side effects had been considerable (and included psychoses and
serious skin rashes), bromides were successful in 13 of the 14 patients treated. On
11 May 1857, at a meeting of the Royal Medical and Chirurgical Society, Locock
proudly reported his success in treating “hypersexual” epilepsies with bromides. He
argued that logical and rational drug development had finally been achieved for the
time: epilepsy arises from excessive sexuality; potassium bromide suppresses sexual-
ity; therefore, potassium bromide successfully treats epilepsy. In principle it seemed
like a major success of rational drug design. In reality, it was little more than yet
another serendipitous discovery, since hypersexuality has absolutely nothing to
do with epilepsy. Regardless of the flawed reasoning, bromides were a major step
forward in the treatment of epilepsy and their use persisted until the introduction of
phenobarbital in 1912.

3.2.5.2 A Modern Definition of Rational Drug Design

Thankfully, the science of rational drug design has improved substantially since Victorian
times. In modern times, rational drug design is defined as a method whereby a disease
is understood at a molecular level such that the biological macromolecules involved in
the disease process have been identified, purified, characterized, and have had their
three-dimensional structure elucidated, thereby enabling the intelligent and insightful
engineering of organic molecules to dock to that macromolecule and alter its functional
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properties in a therapeutically beneficial manner. This is a design method that is lofty
and difficult to attain.

Rational drug design is an iterative process, dependent upon feedback loops and new
information. When the drug designer makes the first prototype molecule, this molecule
becomes a probe with which to test the drug design hypotheses. The molecule can then
be further designed and refined to better improve its ability to dock with the receptor
site and elicit a biological response. This cycle of “design—test-redesign—retest” can go
on for several iterations until the optimized molecule is achieved.

Rational drug design is a very intellectually satisfying activity. The successful ratio-
nal design of a drug is similar to solving a major puzzle using your wits and wisdom.
The macromolecules involved in the disease have been determined; the structures
of these macromolecules have been ascertained using X-ray crystallography and/or
computer-aided molecular design; a small organic molecule capable of binding to the
macromolecule has been cleverly designed; a synthesis for this small organic molecule
has been devised; and biological testing has confirmed the bioactivity of the small
organic molecule.

Despite protestations from the “naysayers” who despondently claim that all drugs are
discovered by serendipity, there is an increasing number of examples that exemplify the
successes and practical utility of rational drug design. Perhaps one of the earliest exam-
ples is the discovery of cimetidine, an H2-antagonist drug used for the treatment of
peptic ulcer disease. Even though the complete structure of the receptor was not fully
appreciated, the careful manipulation of the molecule’s physicochemical properties
(based in part upon an understanding of the underlying histamine molecule) led to the
discovery of cimetidine. More recently, the design of drugs for the treatment of AIDS
has provided superb examples of rational drug design. The HIV virus encodes for a pro-
tease, called HIV-1/PR, that is required for its replication. Using X-ray crystallographic
studies of recombinant and synthetic HIV-1/PR helped to identify the active site of the
protein. Next, a complex between the HIV-1/PR protein and a prototype inhibitor was
also structurally solved using X-ray crystallography. These structural studies greatly
facilitated the process of rational drug design, ultimately leading to six rationally
designed therapeutics: amprenavir, indinavir, nelfinavir, ritonavir, saquinavir, and
lopinavir.

As evidenced by the aforementioned examples, structural chemistry is front and
center in enabling rational drug design. Molecular modeling, also called quantum phar-
macology, has been instrumental to many of the advances in rational drug design. Some
cynics are quick to pontificate that there are no drugs that have been designed by com-
puters. Strictly speaking, this is true; likewise, no drugs have been designed by a
nuclear magnetic resonance spectrometer. Computers do not design drugs, people do.
However, computers are immensely valuable in advancing and progressing the art and
science of rational drug design.

3.2.5.3 Role of Quantum Pharmacology in Rational Drug Design

Quantum pharmacology calculations have, are, and will continue to revolutionize ratio-
nal drug design. Until the dawning of the 20th century, it was believed that all reality was
eminently describable through Newton’s Laws. These laws, the foundation of Newtonian
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mechanics, appeared able to rigorously represent the physical properties of reality,
including natural objects as large as planets or as small as billiard balls. However,
through the work of Bohr and others, it was eventually realized that classical Newtonian
mechanics failed at the atomic level of reality—atoms did not behave like billiard balls.
An alternative approach was needed for the quantitative evaluation of molecular phe-
nomena. Molecular quantum mechanics was to be such an approach.

In the first three decades of the 20th century, there occurred many significant
advances in theoretical physics and physical philosophy. Planck showed that energy is
emitted in the form of discrete particles or quanta; Einstein expanded upon this theory
with the proposal that an atom emits radiant energy only in quanta, and that this energy
is related to the mass and to the velocity of the light; Schrodinger incorporated these
evolving ideas of the new quantum theory into an equation that described the wave
behavior of a particle (wave mechanics); Heisenberg formulated a complete, self-
consistent theory of quantum physics, known as matrix mechanics; and Dirac showed
that Schrodinger’s wave mechanics and Heisenberg’s matrix mechanics were special
cases of a larger operator theory. The capacity for a robust, mathematical description of
molecular-level phenomena seemed to be at hand.

Since the Schrodinger equation (which lies at the mathematical heart of quantum
mechanics) permitted quantitative agreement with experiment at the atomic level, the
physicists of the 1930s predicted an end to the experimental sciences, including biology,
suggesting that they would merely become a branch of applied physics and mathematics.
These hopes were excessively optimistic and soon proved groundless. Although in princi-
ple the Schrodinger equation afforded a complete description of Nature, in practice it could
not be solved for the large molecules of medical and pharmacological interest. Early hopes
that quantum mechanics would solve the problems of drug design were dashed in despair.

Over the past thirty years, however, three advances have changed the practical use-
fulness of molecular quantum mechanics:

1. The advent of semi-empirical molecular orbital calculations and density functional
theory, which employ mathematical assumptions to simplify the application of
quantum mechanics to drug molecules of intermediate to large size.

2. The development of molecular mechanics, which incorporates quantum mechanical
data into a simplified mathematical framework derived from the classical equations
of motion to permit reasonable calculations on biomolecules of large size.

3. The construction of “supercomputers” capable of performing the massive calcula-
tions necessary for considering very large biomolecules. Accordingly, quantum
pharmacology has become an attainable goal and calculational computer modeling
permits large molecules to be studied meaningfully.

Computer-assisted molecular design (CAMD) employs these powerful computational
techniques to engineer molecules for desired receptor site geometries. CAMD had gained
widespread acceptance and is beginning to prove its usefulness in many realms of phar-
macological endeavor. It has the potential to profoundly influence the future of rational
drug design. CAMD enables rigorous modeling of drug molecules, of receptor macro-
molecules, and of complex drug-receptor interactions. All of these calculations are
immensely important to rational drug design.
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The most important aspect of computer-assisted modeling is the capability to
perform three-dimensional docking experiments, a tool used by all major drug companies
and biotechnology firms. Starting with the X-ray structure of the macromolecule, a space-
filling molecular model is created, including hydrate envelopes around it. By separately
generating the three-dimensional model of a hypothetical drug, a modeler can manipu-
late the two by modern fast computers and can directly examine the fit of the ligand in
the active site; the investigator can change the substituents, conformation, and rotamers
of the drug on the screen, and can repeat the docking.

This enormous progress in computer hardware and software, elucidation of macro-
molecular structure and ligand-receptor interactions, crystallography, and molecular
modeling is hopefully bringing us to the threshold of a breakthrough in drug design. We
are now able to design lead compounds de novo on the basis of the structure of the recep-
tor macromolecule. However, computerized drug design is still only an instrument that
reduces empiricism in an experimental science; the inherent approximations of innu-
merable conformers and molecular parameters of drug and receptor, and the method-
ological inaccuracies and difficulties of comparison, will never allow the elimination of
insight and trial.

3.2.6 Lead Compound Identification by Combinatorial
Chemistry with High Throughput Screening

Random screening, while seemingly wasteful, has an important place in developing
lead compounds in areas in which theory lags. Screening for antitumor activity has been
carried on for more than 30 years by the U.S. National Cancer Institute, with tens of
thousands of compounds being tested on tumors in vivo and in vitro. More recently, a
computerized prescreening method has been applied to this process, saving time and
expense, and hence the screening is not as random as it used to be. A successful random
search for antibacterial action was conducted by several pharmaceutical companies in
the 1950s. They tested soil samples from all over the world, which resulted in the dis-
covery of many novel structures and some spectacularly useful groups of antibiotics,
notably the tetracyclines (3.4). In fact, microbial sources have supplied an enormous
number of new drug prototypes, sometimes of staggering complexity. Recently, the
large-scale automated testing of microbial mutants has been realized and combined
with recombinant DNA techniques to speed up the efficient discovery and production
of new antibiotics.

Some would argue that drug discovery through screening provides the “irrational”
counterpart to rational drug design. This remark is unjustifiably harsh and is somewhat
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facetious. As mentioned, screening of compounds has a long and rather illustrious
history and has produced many useful anticancer and antibiotic drugs. The discovery of
the anticonvulsant drug phenytoin provides an early example of drug discovery through
screening.

3.2.6.1 Drug Discovery by Screening: Diphenylhydantoin, An Early Example

As a chemical species, the hydantoins have been known since the 1860s. By the latter
half of the nineteenth century numerous hydantoin analogs had been synthesized, but
only one, 5-ethyl-5-phenylhydantoin (nirvanol), demonstrated any clinical utility.
Wernecke introduced nirvanol in 1916 as a “less toxic hypnotic”; however, enthusiasm
rapidly waned when its chronic toxicity became recognized. Not surprisingly, a second
hydantoin, 5,5-diphenylhydantoin (phenytoin), which had long remained on the labora-
tory shelf, appeared doomed to obscurity; phenytoin had been first synthesized by Biltz
in 1908, through a condensation of urea with benzil which exploited a pinacolone
rearrangement.

In the late 1930s, T. Putnam initiated a screening programme to search for new anti-
convulsants, using protection against electroshock-induced convulsions as a selection
criterion. A makeshift apparatus to execute these experiments was assembled using a
commutator salvaged from a World War I German aircraft. Having studied the structure
of phenobarbital, Putnam randomly requested a diverse selection of heterocyclic
phenyl-containing compounds from a variety of chemical manufacturers. He also com-
municated with a number of pharmaceutical companies. The Parke-Davis Company
provided nineteen heterocyclic phenyl-substituted compounds that had been deemed
“worthless hypnotics.” Phenytoin was one of these nineteen compounds. Putnam
screened hundreds of compounds but only phenytoin combined high activity with low
toxicity. In 1936, Putnam’s colleague, Houston Merritt, initiated a clinical evaluation of
phenytoin, which soon led to its widespread marketing as an anticonvulsant drug.

The pioneering screening techniques that heralded the discovery of phenytoin pro-
foundly influenced subsequent antiepileptic drug discovery. Hundreds of hydantoin
analogs were synthesized and screened for biological activity; hundreds of other penta-
atomic heterocyclic compounds (e.g., succinimides, oxazolidinediones) were likewise
synthesized and screened for biological activity. Many of these new compounds found
their way into the market place, with varying degrees of therapeutic success.

3.2.6.2 Drug Discovery by Screening: A Modern Definition

Thankfully, the science of drug discovery by screening has advanced since the time of
Merritt and Putnam. Modern drug discovery by screening is more of a systematic tech-
nological tour de force than a hit-or-miss gamble. The reasons for these advances are
obvious. Although rational drug design is elegant, it is also slow and thus time-inefficient.
It takes a long time to identify the proteins that are involved in a disease, then crystallize
them and design drugs to bind to them. Worse, some proteins, especially membrane- bound
proteins, seem to defy crystallization, while some diseases do not even have identifiable
proteins involved in their pathogenesis and etiology. Screening methods attempt to
address all of these deficiencies in drug discovery.
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If a reliable bioassay is available, it is possible to screen thousands or even millions
of compounds against this bioassay. The crystal structures of key protein receptors do
not have to be known; indeed, the proteins do not even have to be identified. If the
bioassay is fast and efficient, and if the library of compounds being screened is diverse
and comprehensive, then in principle it should be possible to identify a lead compound
years before the practitioner of rational drug design. However, the key to success lies in
the “goodness of the library of compounds” (i.e., a combinatorial chemistry library) and
in the “goodness of the screening bioassay” (i.e., high throughput screening methods).

3.2.6.3 Combinatorial Chemistry and Drug Discovery by Screening

A key to success in drug discovery by screening is the availability of a large and struc-
turally diverse library of compounds. If the library contains a million compounds that
are all analogs of each other, then it may be large but it is probably not sufficiently
diverse. The library should have the full range of functional groups (cations, anions,
hydrogen bond donors, hydrogen bond acceptors, lipophilic, aromatic, etc.) displayed
in all possible permutations and combinations in three-dimensional space. Creating
such a library is not a trivial task.

Combinatorial chemistry is both the philosophical and the practical method with
which to create structurally diverse compound libraries. Combinatorial chemistry is
defined as that branch of synthetic organic chemistry that enables the concomitant syn-
thesis of large numbers of chemical variants in such a manner as to permit their evalu-
ation, isolation, and identification. Combinatorial chemistry affords techniques for the
systematic creation of large but structurally diverse libraries. From a technical perspec-
tive, there are several avenues of approach to library creation:

1. Libraries of oligomers of naturally occurring monomers
a. Oligopeptide libraries
b. Oligonucleotide libraries
2. Libraries of oligomers of non-naturally occurring monomers
a. Oligocarbamate libraries
b. Oligourea libraries
c. Oligosulfone libraries
d. Oligosulfoxide libraries
3. Libraries of monomers with multiple sites for substituents
a. Synthetic ease privileged structure
Dioxapiperazines
b. Pharmacological activity privileged structures
Benzodiazepines
Dihydropyridines
Hydantoins
c. Novel template structures
Dihydrobenzopyrans

Historically, the first major libraries were oligomers of naturally occurring monomers.
A good example would be a library of all possible tripeptides. Using the twenty naturally
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occurring amino acids, it is possible to produce 8000 different tripeptides. If atypical
amino acids and amino acids in the unnatural D configuration are included, it is possible
to achieve 125,000 different compounds with relative ease. Peptide libraries are easy to
synthesize and, since amino acid side chains possess a wide variety of different func-
tional groups, it is possible to achieve a good measure of structural diversity. However,
in general, peptides are not drugs and a peptide lead would have to be modified into a
drug-like molecule. In addition to oligopeptides, other naturally occurring oligomeric
libraries are possible, including oligonucleotide libraries.

A step beyond the naturally occurring oligomeric libraries is to create libraries from
non-naturally occurring monomeric building blocks. The medicinal chemistry literature
contains a fair number of examples of such libraries, including oligocarbamates and
oligoureas. Although these libraries overcome the limitations of naturally occurring
oligomeric libraries, most drugs are not polymers.

To address this problem, new libraries emerged in which the central moiety was a
small organic molecule. The diversity library was then constructed by attaching many
different substituents to this central moiety. Some of these moieties were selected
because they were very simple to synthesize. For example, dioxapiperazines are cyclic
dipeptides and thus are relatively trivial to prepare. Other monomers were selected
because they had a good track record for being drug-like molecules. Benzodiazepines
are a good example of such libraries.

In preparing these various libraries, extensive use is made of solid phase synthetic
methods. These methods are all derived from the solid phase peptide synthesis (SPPS)
method developed by Merrifield in 1963. When performing a large number of synthe-
ses, it is preferable to perform the synthetic steps on a solid bead rather than complet-
ing the entire synthesis in the solution phase. The solid-phase technique makes byproduct
removal and final compound purification easier. The organic chemistry literature con-
tains a wealth of different types of solid-phase supports and novel linkers for attaching
the synthetic substrate to the bead.

3.2.6.4 High Throughput Screening and Drug Discovery

If a large, chemically diverse library is available, the next problem is to evaluate these
compounds in a time-efficient manner. If a 200,000 compound library is available, the
biological evaluation assay must be rapid and reliable. If the assay were capable of test-
ing five compounds per day, it would take 110 years to evaluate the entire library.
Clearly, this is not the time for elaborate in vivo testing. Fast, efficient in vitro assays
are required. The ability to inhibit an enzyme is a good example of a potentially useful
assay for high throughput screening.

A variety of high throughput assays have been developed and perfected over the past
10-20 years. These include the following basic types of assay:

1. Microplate activity assays (assay is in solution in a well; the result of the assay, such
as enzyme inhibition, is linked to some observable, such as color change, to enable
identification of bioactivity)

2. Gel diffusion assays (biological target is mixed in soft agar and spread as a thin film;
the compound library is spread on the surface of the film; after allowing for compound
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diffusion, an appropriate developing agent is sprayed on the agar surface and areas
in which bioactivity has occurred will show up as distinct zones)

3. Affinity selection assays (compound library is applied to a protein target receptor; all
compounds that do not bind are removed; compounds that do bind are then identified)

Of these, microplate assays are probably the most widely used. Screening combinator-
ial libraries in 96- or even 384-well microplates is time and cost efficient. Using
modern robotic techniques, it is possible to perform more than 100,000 bioassays per
week in a microplate system (permitting the above-described 200,000 compound
library to be screened in two weeks, rather than over a century).

In addition to selecting an appropriate assay, it is also necessary to have a pooling
strategy. It is more efficient to test many compounds per well on the microplate, rather
than one. If one could test 100 compounds per well, then the standard 96-well plate
would enable almost 10,000 compounds to be evaluated in one experiment. (Currently,
multiwell plates containing more than 96 wells are routinely being used.) To facilitate
effective pooling, the library of compounds is usually divided into a number of
nonoverlapping subsets.

The synthetic strategy employed during the combinatorial syntheses can be used to
assist in determining these pooling strategies. In random incorporation syntheses, a
single bead could contain millions of different molecular species. In mix and split syn-
theses (also called pool and divide syntheses or one bead—one compound syntheses)
only one compound is attached to any given solid-phase synthetic bead.

The evolution of methods for combinatorial syntheses and high throughput screening
will be necessary to address the explosion of druggable targets soon to be identified by
the genomics and proteomics revolutions. Genomics and proteomics represent the
future of lead compound identification.

3.2.7 Lead Compound Identification through Genomics and Proteomics

Conservative estimates suggest that more than 4000 human diseases are influenced by
distinct and potentially targetable (or druggable) genetic factors. Current drug design
strategies are struggling with fewer than 500 druggable receptor proteins. Endeavoring
to identify lead compounds for an additional 3500 targets will overwhelm present-day
drug design technologies. Drug design has come a long way since the unfortunate
demise of King Charles II, but clearly it has a very long way to go. Genomics and pro-
teomics represent a possible pathway to enhanced future drug discovery.

3.2.7.1 Genomics and Lead Compound Discovery

Genomics is the study of genes and their functions. On June 26, 2000—the dawning of
the present century—a historic milestone in genomic science was attained when
researchers involved with the Human Genome Project jointly announced that they had
sequenced 97-99% of the human genome-the all-encompassing collection of human
genes. The human genome consists of 23 pairs of chromosomes with three billion base
pair codes for approximately 24,000-30,000 functional genes (original estimates of
100,000-120,000 genes seem to have been incorrectly high). The genomic gold rush
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that followed the human genome project produced a flood of 50,000-75,000 sequences
as potential targets for future drug design. Despite the size of this flood, its flow has not
filled the drug discovery pipeline with winning candidates.

Determining gene structure and function through genomics definitely does illuminate
the path for deciphering human biochemistry and for linking specific genes to specific
diseases. Although genomics did deliver phenomenal masses of raw information, the
genomics technologies have so far failed to deliver the more than 10,000 anticipated
druggable targets predicted by the early hyperbole of the genomics era. Such success
will require post-genomics technologies. Taking genomics one step further for the pur-
pose of drug discovery will require linking specific proteins to those specific genes.
Clearly, there exists a vast gap between genomics and drug discovery. Bridging this gap
will ultimately be a daunting task that lies within the domain of proteomics.

3.2.7.2 Proteomics and Lead Compound Discovery

Proteomics is a protein-based science that seeks to provide new, fundamental informa-
tion about proteins on a genome-wide scale; to date, proteomics is still more of a con-
cept that a neatly defined smooth-running biotechnology. More concretely, proteomics
is the molecular biology discipline that seeks to elucidate the structure and function
profiles of all proteins encoded within a specific genome; this collection of proteins is
termed the proteome. The proteomes of multicellular organisms present an immense
challenge in that more than 75% of the predicted proteins have no apparent cellular
function. Furthermore, although the human proteome has more than 100,000 proteins,
only a fraction of these proteins are expressed in any individual cell type. If specific dis-
eases are to be linked to specific proteins, it is imperative that ways be developed to
deduce which individual protein is expressed in which individual cell.

Since protein and mRNA concentrations tend to be correlated, DNA microarray tech-
nology is a powerful technique with which to monitor the relative abundance of a spe-
cific mRNA in an individual cell and to correlate this with a specific protein.
(Regrettably, since mRNA and protein levels do not perfectly correlate, a direct mea-
surement of protein abundance would be preferable.) In addition to these microarray
technologies, many other technologies will be required if proteomics is to deliver the
drugs promised by genomics. For example, drug design requires much more than
merely knowing the primary amino acid sequence of a protein; it requires a precise
knowledge of the protein’s three-dimensional structure, down to the level of the
angstrom. To date, science has no technology that enables one to use the information
coded in a protein’s primary amino acid sequence to deduce the overall tertiary struc-
ture of the protein. This is the multiple minima problem (also called the protein folding
problem) referred to in chapter 1. The need to solve this problem has given rise to the
subdiscipline of structural proteomics, a technology that is based upon the principle
that structure underlies function and that endeavors to provide three-dimensional struc-
tural information for all proteins.

Another evolving subdiscipline is interaction proteomics. Protein—protein interac-
tions are a key element of almost all cellular processes. These interactions underlie
the events of cell-cycle regulation, cellular architecture, intracellular signal transduction,
nucleic acid metabolism, lipid metabolism, and carbohydrate metabolism. A rigorous
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characterization of the complexities of cellular protein—protein interactions will afford a
robust understanding of the integrated networks that drive cellular function. Furthermore,
many human diseases, including cancer and neurodegenerative diseases, seem to arise
from aberrant protein—protein association mechanisms. Interaction proteomics seeks to
elucidate the complete set of interactions that define protein—protein associations.

Even when the technologies of structural proteomics and interaction proteomics have
evolved to maturity, the pathway to the awaiting plethora of drugs is still not paved and
perfect. Drugs are small organic molecules. Obtaining these drug molecules will require
yet another step in the “from genomics—to proteomics—to disease” cascade. Just as pro-
teomics is a crucial bridge uniting genomics to disease, so too will an equally crucial
bridge be needed to unite proteomics with therapeutics. Hopefully, the bioinformatics/
cheminformatics spectrum will be that bridge.

3.2.7.3 Bioinformatics and Cheminformatics in Lead Compound Discovery

Bioinformatics and cheminformatics constitute an in silico science that endeavors to
predict the phenomenology of cellular physiology and pharmacology at a molecular level
using computational methods. Using databases of compounds and other theoretical mol-
ecular design techniques, bioinformatics and cheminformatics will attempt to identify
novel molecules to alter the function of various proteins defined by the genome-based
proteome. Bioinformatics/cheminformatics will apply knowledge-discovery and pattern-
recognition algorithms to the genome-wide and proteome-wide experimental data,
thereby facilitating drug design. If structural proteomics has identified the functional
portion of an important protein, cheminformatics will search large databases of drug-like
molecules to identify one that has the right shape and properties to dock with the pro-
tein. Because of the importance of bioinformatics and cheminformatics to the future of
drug design, these topics are discussed in greater detail in chapter 1.

An interesting and recent advance in cheminformatics is chemogenomics. In conven-
tional cheminformatics, a single drug is designed for a single protein target; in
chemogenomics, multiple drugs will be designed to target multiple-gene families. Data
gleaned for one protein can be applied to structurally similar proteins coded by the same
gene family. Chemogenomics represents a new conceptual approach to target identifi-
cation and drug development.

3.2.8 Pharmacogenomics and the Future of Lead Compound Discovery

The spectrum of genomics/proteomics/bioinformatics/cheminformatics is defining the
future of lead compound discovery and drug design; pharmacogenomics is defining the
future beyond that! Conventional drug design attempts to discover drugs to treat par-
ticular diseases; pharmacogenomics attempts to design individualized drugs to treat
particular people with particular diseases. On the basis of a variety of genetic testing, a
physician would be able to predict how an individual patient would respond to a spe-
cific drug and if this patient will experience any specific side effects. On the basis of
person-to-person variability in pharmacokinetics and pharmacodynamics, pharmacoge-
nomics will study how genetic variations affect the ways in which particular people
respond to specific drug molecules. Traditionally, drug design has developed drugs for
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“everyone” with a given disease; pharmacogenomics will enable the tailor-made design
of chemotherapies for specific populations or individuals with diseases.

In attempting to achieve this lofty ideal, pharmacogenomics will rely upon genetic
data such as single nucleotide polymorphism maps. The assembly of a single nucleotide
polymorphism (SNP) map for the genome will represent a set of characterized bio-
markers spread throughout the human genome; this SNP map will highlight individual
variations within particular genes, some of which may be associated with particular dis-
eases, thus identifying the genetic variability inherent in human populations that is cru-
cial to the task of individualized drug design.

The emergence of pharmacogenomics will also enhance the interaction of medicinal
chemistry as a discipline with other disciplines, including the social sciences, ethics,
and economics. Society has a difficult enough time paying for currently available drug
therapies. Who will pay for individualized therapies? Will this further widen the chasm
between “have” and “have-not” populations, between “developed” and “developing”
nations?

3.3 SYNTHESIS OF A LEAD COMPOUND

Although drug design and computer-aided molecular design are powerful techniques,
ultimately the lead compound must be made and evaluated; it is imperative that we
make the jump from in silico to in vitro and in vivo. This is the point at which medici-
nal chemistry overlaps heavily with synthetic organic chemistry. Organic synthesis
(from the Greek, synthetikos, “to put together”) is the preparation of complicated
organic molecules from other, simpler, organic compounds. Because of the ability of
carbon atoms to form chains, multiple bonds, and rings, an almost unimaginably large
number of organic compounds can be conceived and created.

In planning a synthetic route for the preparation of a desired molecule (termed the
target molecule) the organic chemist devises a synthetic tree—an outline of multiple
available routes to get to the target molecule from available starting materials. An
organic synthesis may be either linear or convergent. A linear synthesis constructs the
target molecule from a single starting material and progresses in a sequential step-by-
step fashion. A convergent synthesis creates multiple subunits through several parallel
linear syntheses, and then assembles the subunits in a single final step. Since overall
yield is a function of the number of steps performed, convergent syntheses have higher
yields and are preferred over linear syntheses.

In creating synthetic routes for the development of drug molecules, the synthetic
chemist wants to create a molecular entity in which functional groups (carbonyls,
amines, etc.) are correctly positioned in three-dimensional space; this will enable the
creation of functional biophoric fragments such as the pharmacophore. The synthetic
chemist has ten general classes of reactions available for such synthetic tasks:

Aliphatic nucleophilic substitution
Aromatic electrophilic substitution
Aliphatic electrophilic substitution
Aromatic nucleophilic substitution
Free-radical substitution

M.
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Additions to carbon—carbon multiple bonds
Additions to carbon—heteroatom multiple bonds
Elimination reactions

Rearrangements

Oxidations and reductions

S0 X

These ten reactions provide the capacity to construct a molecular framework and then
to position functional groups precisely on this framework. Accordingly, these ten reac-
tions permit two fundamental construction activities:

1. Creation of C-C/C=C/C-H bonds (for the purpose of building a structural framework)
2. Creation of functional groups (to give functionality to the framework)

Appendix 3.1 at the end of this chapter lists 100 fundamental reactions used by syn-
thetic medicinal chemists to create C-C bonds and functional groups during drug mol-
ecule preparation. Detailed discussion and mechanisms for these reactions are not
provided, but are available in many textbooks of basic or advanced organic chemistry.

3.3.1 Synthon Approach to Drug Molecule Synthesis

To use these 100 reactions (and additional ones) for the purposes of drug molecule syn-
thesis requires an organized and systematic approach. The synthesis of a complicated
drug molecule from simple starting materials must be approached in a rigorous and sys-
tematic fashion. The synthon approach provides such a scheme. This approach is based
upon the notion that it is easier to work backwards from the target molecule (i.e., the
drug to be synthesized) to the starting materials. This backwards-thinking process is
referred to as retrosynthetic analysis. In retrosynthetic analysis, a procedure known as
disconnection is used to dissect a molecule into progressively smaller and smaller frag-
ments until readily available starting materials are obtained. A disconnection involves
breaking a bond to a carbon atom. The fragments that result from this disconnection are
referred to as synthons. Typically, a bond is broken and the electron pair is assigned to
one of the fragments, resulting in a positively charged synthon and a negatively charged
synthon. The next task is to find readily available starting materials that can actually be
used as sources of these synthons. These available materials that are equivalent to a syn-
thon are referred to as synthetic equivalents, and are generally commercially available
compounds that represent the nucleophile and the electrophile that must react.
Sometimes, prior to a disconnection, one functional group is converted to another “syn-
thetically equal” functional group through the process of a functional group intercon-
version (FGI). This FGI may produce a molecule which is easier to disconnect and thus
easier to synthesize.

Figure 3.3 shows a simple example of a retrosynthetic synthesis of cyclohexanol.
Cyclohexanol may be disconnected to a hydride ion and a hydroxycarbocation (the syn-
thons). Sodium borohydride and cyclohexanone are the synthetic equivalents of these
two synthons. Thus, reacting cyclohexanone with NaBH, will produce cyclohexanol.

It is apparent that this system of disconnections can be applied to molecules of sig-
nificant complexity to deduce a synthetic route.
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Figure 3.3 The synthon approach: example of a retrosynthetic approach to the synthesis of
cyclohexanol.

3.3.2 Need for Efficient Synthetic Methods

Typically, medicinal chemists work in either academic or industrial research laboratories.
Accordingly, they tend to develop “research level” syntheses. At the research level, it is
acceptable for a synthetic scheme to employ unusual catalysts or large amounts of organic
solvents. However, this is not acceptable at the “scale-up level.” For a drug molecule to be
successful, it must also be affordable. If a drug costs $85 per milligram to synthesize and
will be administered at 60 mg/day for many months, then it will not be a commercially
viable drug. If a drug is to be successful it will have to be produced in large quantities in
an industrial setting, necessitating the implementation of syntheses that are “scalable,” effi-
cient, and environmentally friendly. A synthetic scheme with fewer steps and employing
water as a preferred solvent has distinct advantages over a technically complicated, low-
yield synthesis that uses large quantities of organic solvents that are difficult to dispose of.

Thus, there are some differences between a classical synthetic organic chemist and a
synthetic medicinal chemist. The classical synthetic organic chemist is proud of a com-
plex multistep synthesis which may, regrettably, have a low yield. The synthetic medi-
cinal chemist is pleased to design a molecule that can be synthesized in as few steps as
possible, hopefully with a high yield and few by-products. Figures 3.4.—3.6 present syn-
theses of three common drug molecules.

3.3.3 Need for a Robust Biological Model for Compound Evaluation

Once the lead compound has been synthesized, it is next necessary to biologically eval-
uate it. A number of very important characteristics go into making a biological assay
useful. Ideally, the assay should be rapid, cost-effective, efficient, and easy to implement.
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Figure 3.4 The synthesis of ibuprofen is initiated by a Friedel-Crafts acylation of an alkyl-
substituted benzene ring. The resulting ketone is then reduced to an alcohol with sodium boro-
hydride. The alcohol functionality then undergoes a functional group interchange by conversion
to a bromide. In turn, this permits the introduction of an additional carbon atom in the form of
a nitrile introduced via an S,2 nucleophilic displacement. This is then hydrolyzed to give the
target molecule.

This is particularly true if one is pursuing lead compound discovery by high throughput
screening of millions of compounds.

More importantly, the biological model should accurately reflect the human disease
for which it is being used as a drug-screening tool. Just because an animal model pro-
duces a similar disease as is found in humans, there is no guarantee that it will truly
reflect the corresponding human disease. For example, occluding the middle cerebral
artery in a gerbil will produce a “gerbil stroke.” However, are strokes in gerbils identi-
cal to strokes in humans? A drug that successfully treats strokes in gerbils may not nec-
essarily treat strokes in humans. Alternatively, there may be diseases that are unique to
humans or primates, thereby making it difficult to develop meaningful biological assays
in species such as rodents. Alzheimer’s disease is a superb example of this dilemma. For
years, drug design in Alzheimer’s disease was delayed by the absence of a reasonable
animal model. Modern advanced molecular biology techniques are addressing this issue
by enabling the engineering of rats that over-express the B-amyloid protein that seems
to cause Alzheimer’s disease in humans.

Biological assays for compound evaluation may be broadly categorized as follows:

1. In silico—theoretical evaluation achieved by computing simulation

2. In vitro—*test-tube” evaluation done without a whole animal
a. Binding studies (e.g., competition studies using radioactive ligands)
b. Functional assay studies (e.g., functional assays using enzymes)

3. In vivo—evaluation done with a whole animal

Each of these models has its strengths and weaknesses.

The in silico methods are the most rapid and cost effective. They are also the ones
that are most divorced from reality. Consequently, in silico methods are acceptable for
preliminary screens, but are completely unacceptable for the advanced assessment of a
candidate compound.

In vitro methods are a definite step up. Radiolabeled competitive binding studies can be
used to ascertain whether a drug binds to a receptor. Such studies simply give information
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Figure 3.5 The synthesis of diazepam is initiated by the double acylation of an aromatic amine
with an aromatic acid chloride. A second equivalent of the p-chloroaniline leads to a six-membered
ring with two nitrogens. This is hydrolytically opened to expose a free amino group which reacts
with an aminoester to yield a seven-member ring. The amide nitrogen is then methylated.

about the binding process; they do not tell if the drug is an agonist or antagonist. Functional
in vitro assays with a measurable biological outcome are required to tell whether a
compound is functioning as an agonist or an antagonist.

By far the most useful assay is the in vivo assay. Regrettably but understandably, this
assay is the most labor-intensive and costly. In vivo assays give the highest quality
information about the efficacy of a lead compound. In vivo models are accurate animal
models of a human disease. Ideally, a candidate drug molecule should not be advanced
in the development process unless it demonstrates good to excellent efficacy in an
appropriate in vivo model.

3.3.4 Deciding to Optimize a Lead Compound

Once a biologically active lead compound has been identified (i.e., designed, synthe-
sized, evaluated), the next decision is whether to proceed with the optimization of the
lead compound. If the disease is important and if the lead compound has promising
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Figure 3.6 The synthesis of sertraline.

activity, then this decision may be relatively straightforward. Nevertheless, the optimization
of a lead compound is a lengthy and expensive undertaking, fraught with a frighteningly
high rate of failure.

Even in the 21st century, drug design is more of a hope than an achievement. It means
the application of previously recognized correlations of biological activity with physico-
chemical characteristics in the broadest sense, in the hope that the pharmacological suc-
cess of a not yet synthesized compound can be predicted. Few drugs in use today were
discovered entirely in this way. One of the principal difficulties in this approach is that
the available — and very sophisticated—methods for predicting drug action cannot
foretell toxicity and side effects, nor do they help in anticipating the transport charac-
teristics or metabolic fate of the drug in vivo.

Although some practicing biologists and pharmacologists still regard efforts at drug
design with some condescension and ill-concealed impatience, a slow but promising
development gives renewed hope that progress in this area will not be less rapid than in
the application of biology and physical chemistry to human and animal pathology. The
explosive development of computer-aided drug design and bioinformatics (see chapter 1)
promises to lead to the era of true rational drug design.
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Until the early 1960s, lead compound optimization was an intuitive endeavor based
on long experience, keen observation, serendipity, sheer luck, and a lot of hard work.
The probabilities of finding a clinically useful drug were not good; it was estimated
that anywhere from 3000 to 5000 compounds were synthesized in order to produce
one optimized drug. With today’s even stricter drug safety regulations, the proportions
are even worse and the costs skyrocket, retarding the introduction of new drugs to an
almost dangerous extent. The classical method usually applied in lead compound opti-
mization was molecular modification — the design of analogs of a proven active
“lead” compound. The guiding principle was the paradigm that minor changes in a
molecular structure lead to minor, quantitative alterations in its biological effects.
Although this may be true in closely related series, it depends on the definition of
“minor” changes. The addition of two seemingly insignificant hydrogen atoms to the
A® double bond of ergot alkaloids eliminates their uterotonic activity, but replace-
ment of the N-CH, substituent by the large phenethyl group in morphine increases the
activity less than tenfold. Extension of the side chain of diethazine by only one carbon
atom led to the serendipitous discovery of chlorpromazine and the field of modern
psychopharmacology.

There are two conclusions to be drawn from these random examples. First, a merely
structural change in an organic molecule is meaningless as long as its physicochemical
consequences remain unexplored and the molecular basis of its action remains
unknown. Structure, in the organic chemical sense, is only a repository, a carrier of
numerous parameters of vital importance of drug activity, as is amply illustrated in the
first chapter of this book.

The second conclusion to be drawn from the above examples—and innumerable
others—is that the discovery of qualitatively new pharmacological effects is often a
discontinuous jump in an otherwise monotonous series of drug analogs and is hard to
predict, even with fairly sophisticated methods.

Although a beginning has been made, drug design is far from being either automatic
or foolproof. The decision to optimize a proper lead compound—a necessity in drug
design and development—is still based on experience, serendipity, and luck, given our
basic ignorance of molecular phenomena at the cellular level. Now, however, in the 21st
century we can at least have some confidence (thanks in no small part to computer-
aided molecular design and bioinformatics) that the optimization of lead compounds
and the corresponding discovery of new drugs will be able to keep pace with the
progress of biomedical research.

3.4 OPTIMIZING THE LEAD COMPOUND:
THE PHARMACODYNAMIC PHASE

Once a lead compound has been identified by one of the techniques described above
and the decision has been made to optimize this compound, the next task is to deter-
mine an approach to compound optimization. Typically, this approach is achieved via a
two-step strategy:

1. Optimizing the compound for pharmacodynamic interactions
2. Optimizing the compound for pharmacokinetic and pharmaceutical interactions
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This two-step strategy enables the drug to be optimized first for its ability to bind to a
receptor site and then for its ability to actually travel to that receptor site.

Optimizing the lead compound for the pharmacodynamic phase is likewise
approached via a two-step strategy:

1. Synthesizing analogs of the lead compound
2. Correlating analog structure with bioactivity via quantitative structure—activity rela-
tionship (QSAR) studies

This two-step strategy starts with the synthesis of numerous analogs of the lead compound.
This is meant to explore the structural diversity of the lead compound. Next, QSAR stud-
ies are employed to correlate these structural diversities with bioactivity. The results of the
QSAR studies are then used to design new and, hopefully, improved analogs.

3.4.1 Analog Synthesis

Classical structure modifications have been the mainstay of drug optimization since the
earliest days. As emphasized earlier at several points, structural modifications expressed
in organic chemical terms are really only symbols for modification of the physicochem-
ical properties of various structures. Nevertheless, the medicinal chemist usually thinks
in terms of structure, since that is the language of organic synthesis. It is therefore appro-
priate to deal with such an approach, provided one keeps in mind that it is somewhat
obsolete because it is twice removed from the arena of drug—receptor interactions.

3.4.1.1 Variation of Substituents via Homologation

The first approach is to vary substituents. The variation of substituents can follow many
directions. It can be used to increase or decrease the polarity, alter the pK, and change the
electronic properties of a molecule. Exploration of homologous series is one of the most
often used strategies in this regard, because the polarity changes that are induced are very
gradual. Homologation is a standard first approach to substituent variation; indeed, a
“standard joke” in medicinal chemistry is to pursue the “methyl, ethyl, propyl, ... futile”
series of analogs. Despite the somewhat facetious nature of this statement, there are many
examples in which homologation is important to drug design.

The case of the antibacterial action of aliphatic alcohols has been known in detail for
many years; an increase in chain length leads to increased activity, with a sudden cutoff
point at C—C,, due to insufficient solubility of these homologs in an aqueous medium
because of their high lipophilicity. On the other hand, local anesthetics depend on lipid
solubility in the membrane, and the duration of anesthesia produced by the nupercaine
derivatives varies between 10 and 600 minutes for a series of alkyl substituents ranging
from a simple -H to -n-pentyl. Another well-known example is the profound qualitative
change in action between promethazine (3.5), an H,-antihistaminic drug in which two
-CH,- groups separate the ring and side-chain nitrogens, and promazine (3.6, an analog
of promethazine), which has three methylene groups and predominantly exhibits tran-
quilizing properties. Higher homologs can, on occasion, become antagonists of the lower
members of a series.
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3.4.1.2 Introduction of Double Bonds

The introduction of double bonds changes the stereochemistry of a molecule and
decreases the flexibility of carbon chains. The E and Z isomers may show very differ-
ent binding properties; for example, the A'-double bond of prednisone (3.7) increases
its activity against theumatoid arthritis over that of its parent compound cortisol (3.8)
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Promethazine (3.5) Promazine (3.6)

OH

Prednisone (3.7) Cortisol (3.8)

by about 30-fold. Decreasing molecular flexibility is also important in drug design. If a
drug molecule is too flexible, it will be able to fit into too many different receptors,
leading to undesirable effects and toxicity.

3.4.1.3 Variations in Ring Structure

Variations in ring structure are endless in drug synthesis, and are often used in the service
of some other change or are introduced simply for patent-right purposes. Inspection of

LT

Thioridazine (3.9)
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some of the bewildering variations of rings in the older H, antihistamines reveals them
to be simply variations on the ethylenediamine structure, differing only quantitatively
in their effect. Sometimes, however, relatively minor changes in ring structure lead to
profound qualitative changes. The most famous example of this occurs in the transition
from the neuroleptic dopamine-blocking phenothiazine drugs to the antidepressant
dibenzazepines such as imipramine, in which the replacement of -S- by -CH,-CH,-
changes the molecular geometry.

Ring opening or closure usually leads to subtle changes in activity, provided that
nothing else changes. Three examples (among many possibilities) come to mind: incor-
poration of the N-methyl substituents of chlorpromazine (1.3) into a closed piperazine
ring in prochlorperazine tremendously increases the antiemetic effect while the neu-
roleptic activity declines. Of course, this may be due to the introduction of a new basic
center. In thioridazine (3.9), the neuroleptic effect increases with the introduction of a
closed ring, but extrapyramidal side effects (tremor, stooped posture, slow and shuffling
gait) become noticeable.

The inclusion of rings helps to conformationally constrain a molecule and make it less
flexible. As discussed in the previous section, this is a desirable design strategy.
Incorporating alkyl rings may change the solubility of the molecule, increasing lipophilic-
ity. The incorporation of an aromatic ring may change the pharmacokinetics of the drug.

3.4.1.4 Structure Pruning and Addition of Bulk

As noted earlier, the pharmacophore of a drug is usually confined to a few functional
groups or parts of the whole molecule, which can be a large one. In the case of such com-
plex natural products as alkaloids, which may be difficult or impractical to synthesize
(e.g., tubocurarine (3.10)), the first design attempt is usually directed at simplification
of the molecule, pruning away those structural elements that are not part of the phar-
macophore and do not serve to hold crucial binding groups in their appropriate posi-
tions. The most successful dissection of a molecule can be seen in the case of morphine.
Starting with morphine (3.11), the oxygen bridge (i.e., the furan ring) is first removed,
resulting in levorphanol (3.12), a morphinan. By eliminating ring C, the benzomorphan
series is obtained. Its most successful member is pentazocine (3.13), which retains only the
two methyl groups from ring C and has a lower addiction liability. The simplest (and,
incidentally, oldest) modification of the morphine molecule is seen in meperidine (3.14),

Tubocurarine (3.10) Morphine (3.11)
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a phenylpiperidine that has many congeneric analogs. Fentanyl (3.15) is designed along
similar lines and has some tremendously active analogs, such as sufentanil. Even in the
methadone (3.16) molecule, the remnants of the piperidine ring are discernible. On the
basis of these and other analogs, the opiate pharmacophore consists of:

1. A nonbonding N electron pair
2. A phenyl ring, three carbons removed from the N
3. A quaternary carbon, next to the phenyl ring

Basically, the same criteria apply to the enkephalins.

The addition of bulky substituents to a drug molecule often results in the emergence of
antagonists, since it permits the utilization of auxiliary binding sites on the receptor. This
trend is especially noticeable among the neurotransmitters. For example, the anticholiner-
gics, B-adrenergic blocking agents, and some serotonin antagonists show this correlation.

Large substituents often prevent enzymatic attack on a drug, thereby prolonging its
useful life. This technique was used to impart resistance to -lactamase to the semi-
synthetic penicillins. The need for the proximity of the phenyl group to the lactam is
quite interesting: phenylbenzyl penicillin (8-26) is inactive as an enzyme inhibitor
because the phenyl group no longer hinders access of the enzyme to the lactam bond.

3.4.1.5 Physicochemical Alterations

Alteration of the physicochemical characteristics within a drug series is, of course, a result
of structural modification; it is just our point of view that changes. It is rather difficult
to change only a single parameter with any specific modification, with the potential
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exception of lipophilicity, which increases with the addition of “inert” hydrocarbon
groups. The degree of lipophilicity — so important in drug action and quantitative SAR
(QSAR) investigations — is otherwise subject to change together with the Hammet
o-constant, a descriptor of the electron—donor or electron—acceptor capability of a
substituent.

3.4.1.6 Isosteric Variations

The isosteric replacement of atoms or groups in a molecule is widely used in the design
of antimetabolites or drugs that alter metabolic processes. Isosteric groups, according
to Erlenmeyer’s definition, are isoelectronic in their outermost electron shell. However,
since their size and polarity may vary, the term isostere is somewhat misleading.
Isosteres are classified according to their valence (i.e., the number of electrons in the
outer shell):

Class I: halogens; OH; SH; NH,; CH,
Class II: O, S, Se, Te; NH; CH,

Class III: N, P, As, CH

Class IV: C, Si, N*, P*, S*, As*

Class V: -CH=CH-, S, O, NH (in rings)

Thus, for instance, the exchange of OH for SH in hypoxanthine gives the antitumor
agent 6-mercaptopurine (3.17). Fluorine, the smallest halogen, replaces hydrogen well,
giving, for instance, fluorouracil (3.18), which is also an antitumor antimetabolite.
Interchanges of -CH- and nitrogen are common in rings, as seen in the antiviral agent
ribavirin (3.19).

The oldest example of the use of “nonclassical” isosteres involves the replacement
of the carboxamide in folic acid by sulfonamide, to give the sulfanilamides.
Diaminopyrimidines, as antimalarial agents, are also based on folate isosterism, in addi-
tion to the exploitation of auxiliary binding sites on dihydrofolate reductase. This con-
cept of nonclassical isosteres or bioisosteres — that is, moieties that do not have the
same number of atoms or identical electron structure — is really the classical structure
modification approach.
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3.4.1.7 Correlating Analog Structure with Bioactivity

The approach involving the design of analogs of an active lead compound has remained
unchanged for decades, and the expertise of the synthetic medicinal chemist is as much
in demand as ever; however, the intuitive process of selecting structural modifications
for synthesis becomes circumspect in this approach, and models based on multiple
regression analysis and pattern recognition methods, using very powerful computer
techniques, are increasingly being employed as aids. It is obviously much faster and
cheaper to calculate the required properties of novel compounds from a large pool of
data on their analogs than to synthesize and screen all such new compounds in the clas-
sical fashion. Only promising candidates are investigated experimentally. The results
gained this way are incorporated into the database, expanding and strengthening the
theoretical search. Eventually, sufficient material accumulates to aid in making a confi-
dent decision about whether the “best” analog has been prepared or whether the series
should be abandoned. Quantitative structure—activity relationship studies represent a
systematic approach to this correlation of structure with pharmacological activity.

3.4.2 Quantitative Structure—Activity Relationship (QSAR) Studies

The relationship between chemical structure and biological activity has always been at
the center of drug research. In the past, drug structures were modified intuitively and
empirically, depending on the imagination and experience of the synthesizing chemist,
and were based on analogies. Surprisingly, the results were often gratifying, even if
obtained only serendipitously or on the basis of the wrong hypothesis. However, this
hit-or-miss approach, practiced even now, is enormously wasteful. Considering that
only one of several thousand synthesized compounds will reach the pharmacy shelves,
and that the development of a single drug can cost millions of dollars, it is imperative
that rational short-cuts to drug design be found. Quantitative structure—activity rela-
tionship (QSAR) studies represent this important rational short-cut. QSAR endeavors
to elevate drug design from an art to a science.

QSAR methods are in part retrospective as well as predictive, since a “training set”
of compounds of known pharmacological activity must first be established. The pur-
pose of such methods is to increase the probability of finding active compounds among
those eventually synthesized, thus keeping synthetic and screening efforts within rea-
sonable limits in relation to the success rate. There are three main classifications of
QSAR methods:

1. 1D-QSAR (e.g., Hansch analysis)
2. 2D-QSAR (e.g., pattern recognition analysis)
3. 3D-QSAR (e.g., comparative molecular field analysis)

Each method has its own strengths and weaknesses.

3.4.2.1 1D-QSAR — Hansch Analysis

Historically, this is the most popular mathematical approach to QSAR. The major con-
tribution of Hansch analysis is in recognizing the importance of logP, where P is the
octanol-water partition coefficient. LogP is perhaps the most important measure of a
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drug molecule’s solubility. It reflects the ability of the drug to partition itself into the
lipid surroundings of the receptor microenvironment.

Introduced by Corwin Hansch in the early 1960s, Hansch analysis considers both the
physicochemical aspects of drug distribution from the point of application to the point
of effect and the drug—receptor interaction. In a given group of drugs that have analogous
structures and act by the same mechanism, three parameters seem to play a major role:

1. The substituent hydrophobicity constant, based on partition coefficients analogs to
Hammet constants:

nx = log Px — log Py 3.1

where P, is the partition coefficient of the molecule carrying substituent X, and P,
is the partition coefficient of the unsubstituted molecule (i.e., substituted by hydro-
gen only). More positive 7 values indicate higher lipophilicity of the substituent.
Since these values are additive, P values measured on standard molecules permit
prediction of hydrophobicity of novel molecules.

2. The Hammet substituent constant o

3. Steric effects, described by the Taft E values

The o and & constants of substituents are often useful when correlated to biological
activity in the statistical procedure known as multivariate regression analysis. As is well
known from pharmacological testing of various drug series, such correlations can be
either linear or parabolic. The linear relationship is described by the equation

log1/C =ar +bEs+co +d (3.2)

where C is the drug concentration for a chosen standard biological effect, and a, b, c,
and d are regression coefficients to be determined by iterative curve fitting. The para-
bolic relationship fits the equation

logl/C = —an? +bn +cEs+do +e (3.3)

The coefficients a, b, c, d, and e are fitted to the curve by the least-squares procedure,
using regression methods for which computer programs are readily available. The
extent of the fit is judged by the correlation coefficient r or the multiple regression coef-
ficient 7%, which is proportional to the variance. A perfect fit gives r* = 1.00. Once the
best fit has been achieved and r or 7* has been maximized by using a reasonable number
of known compounds (15-20 is an advisable number, depending on the number of vari-
ables tested, with even more compounds being even better), the curve can be used to
predict the biological activity of compounds that have not been tested or, indeed, have
not even been synthesized. This requires only the substitution of the optimized regres-
sion coefficient constants into the equation, and the use of 7, o, and E values, which
are usually available for just about any substituent. Naturally, independent variables
other than 7 or c—including ionization constants, activity coefficients, molar volumes,
or molecular orbital parameters—can also be used.

To achieve these various “best fits,” statistical methods are employed. A regression
analysis of the effects of various substituents on a molecule using the Hansch approach
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is very useful, saving much time and effort in the synthesis and testing of new drugs.
Hundreds of examples of such analyses are available in the literature; many show pos-
itive predictive values for drug activity, whereas some other drug series cannot be inter-
preted by this method.

Regression analysis is currently the most widely used correlative method in drug
design. This is because it simplifies problems within a set of compounds by using a lim-
ited number of descriptors, notably the Hansch hydrophobic constant T, Hammet con-
stants, or other electronic characteristics of substituents, and the Taft steric constant E.

Nevertheless, there are several difficulties and pitfalls in using the Hansch method.
First, the inherent disadvantage of regression analysis is that one can obtain good fits
(r* > 0.9) simply by manipulating the constants. Therefore, curve fitting must be done
for a relatively large number of compounds to ensure that all predictors are considered.
Second, the mode of action may change for drugs within a seemingly continuous series,
invalidating the comparison of some compounds in the series with the predictor com-
pounds. The Hansch method cannot anticipate such a change.

Other problems with the Hansch method are that biological systems are often too
crude as models for its application, or the electronic effects operative in a drug mole-
cule are not sufficiently understood or precise. Finally, the method requires consider-
able time and expense, even in the hands of an expert. Difficulties notwithstanding, the
Hansch approach took both chemists and pharmacologists out of the dark age of pure
empiricism and allowed them to consider simultaneously the effects of a large number
of variables of drug activity—a feat unattainable with classical methods.

Nevertheless, Hansch analysis revolutionized drug molecule optimization and
directly led to two other strategies for molecule optimization: the Free—Wilson method
and the Topliss decision tree.

The Free-Wilson Method. This method also assumes that biological activity can be
described by the additive properties of the substituents on a basic molecular structure.
In the Fujita—Ban modification of this method

log1/C =Y aiX; + 1o (3.4)

where C is the drug concentration for a standardized effect, a, is the group contribution
of the ith substituent to the pharmacological activity of the substituted molecule, X is
unity if substituent i is present and zero otherwise, and y, = 1/C for the parent com-
pound. Regression analysis is used to determine a, and u. In the Fujita-Ban modifica-
tion of the Free—Wilson method, no assumptions are made about the relevance of the
model parameters to the biological activity of the molecule. The effect of each sub-
stituent is considered to be independent of any other, and each makes a constant con-
tribution to the overall activity of the molecule. Therefore the method is applicable to
compounds with more than one variable group. The result is a data matrix that shows
the contribution of each substituent in each position to the overall biological effect of the
molecule. The Free—Wilson equation bears close similarities to the linear Hansch equa-
tion, and the results of the two can be comparable. The Free—Wilson method, however,
cannot predict the activities of compounds that have substituents not included in the
matrix. Consequently, this method has found only limited application in drug series
where many close analogs are already available but physicochemical data are lacking.
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Topliss Decision Tree Method. This method is quicker and easier to use than the
Hansch method. The Topliss scheme is an empirical method in which each compound
is tested before an analog is planned, and is compared in terms of its physical proper-
ties with analogs already planned. Like the Free—Wilson method, the Topliss decision
tree is no longer extensively used. The 2D- and 3D-QSAR methods are gradually sup-
planting the 1D methods.

3.4.2.2 2D-QSAR — Pattern Recognition Analysis

2D-QSAR is a somewhat more advanced method for correlating activity and struc-
ture. The first step in performing a 2D-QSAR is to select the training set. This is a
subset of molecules that are diverse in terms of both structure and bioactivity. Ideally,
the compounds that are available cover the full spectrum of bioactivity, ranging from
active (fully and partially, covering a 10°-fold range in receptor binding affinities) to
inactive. It is difficult to determine what makes a molecule bioactive (or conversely
what makes a molecule bioinactive) if all of the compounds tested have similar bioac-
tivities. The more molecules the better, but a reasonable start can be made with as
few as ten compounds. It is important not to use all available molecules, since
another subset is held back and retained as a test set. This test set will ultimately be
used to validate any prediction algorithm that is developed through the study of the
training set.

Next, every molecule in the training set, regardless of its pharmacological activity, is
characterized by a series of descriptors:

1. Geometric descriptors
Bond lengths
Bond angles
Torsional angles
Interatomic distances
2. Electronic descriptors
Charge densities on individual atoms
Energy of the highest occupied molecular orbital
Energy of the lowest unoccupied molecular orbital
Molecular dipole
3. Topological descriptors
Graph theory indices
Randic indices
Kier—Hall indices
Ad hoc indices
Number of rings in the molecule
Number of aromatic rings in the molecule
4. Physicochemical descriptors
Octanol-water partition coefficients
LogP
(LogP)?
Hydrogen bonding number
Number of hydrogen bonding donor sites
Number of hydrogen bonding acceptor sites
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These various descriptors may be calculated using various molecular mechanics and
quantum mechanics approaches, as discussed in chapter 1.

The geometric descriptors reflect molecular geometry and are conceptually straight-
forward. Electronic descriptors reflect properties arising from variations in electron dis-
tribution throughout the drug molecule framework. Topological descriptors endeavor to
describe molecular branching and complexity through the notion of molecular connec-
tivity. The concept of molecular connectivity, introduced by Kier and Hall in 1976,
describes compounds in topological terms. Branching, unsaturation, and molecular
shape are all represented in the purely empirical connectivity index 'y, which correlates
surprisingly well with a number of physicochemical properties including the partition
coefficients, molar refractivity, or boiling point. These graph theory indices are useful
to differentiate between an n-butyl substituent and a tert-butyl substituent. The physico-
chemical indices reflect the ability of the drug to partition itself into the lipid surroundings
of the receptor microenvironment.

All of these descriptors are calculated for every compound within the training set.
Next, a 2D data array is constructed. Along the vertical axis, all of the training set com-
pounds are listed in descending order of bioactivity. Along the horizontal axis, all of the
descriptors are arranged for every training set compound. This data array is then probed
with statistical calculations to ascertain the minimum number of descriptors that differ-
entiate active compounds from inactive compounds. In order to probe the data array,
several methods are available. Pattern recognition and cluster analysis, two recent
quantitative methods, make use of sophisticated statistics and computer software.

Pattern recognition can be used to deal with a large number of compounds, each char-
acterized by many parameters. First, however, these raw data must be processed by
scaling and normalization—the conversion of diverse units and orders of magnitude
from many sources — so that the chosen parameters become comparable. Feature
selection methods exist for weeding out irrelevant “descriptors” and obtaining those
that are potentially most useful. By using “eigenvector” or “principal component”
analysis algorithms, these multidimensional data are then projected two-dimensionally
onto a plot whose axes are the two principal components or two (transformed and
normalized) parameters that account for most of the variance; these are the two eigen-
vectors with the highest values. Previously unrecognized relational patterns between large
numbers of compounds characterized by multidimensional descriptors will thus emerge
in a new, comprehensible, two-dimensional plot. The projection of unknowns onto this
eigenvector plot will determine their relationship to active and inactive compounds.

Cluster analysis is similar in concept to pattern recognition. It can define the simi-
larity or dissimilarity of observations or can reveal the number of groups formed by a
collection of data. The distance between clusters of data points is defined either by the
distance between the two closest members of two different clusters or by the distances
between the centers of clusters.

Once the data array has been probed and the minimum number of descriptors that dif-
ferentiate activity from inactivity has been ascertained, a prediction algorithm is
deduced. This algorithm attempts to quantify the bioactivity in terms of the relevant
descriptors. The predictive usefulness of this algorithm is then validated by being
applied to the test set compounds. If the prediction algorithm is sufficiently robust, it
can be used to direct the syntheses of optimized compounds.
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3.4.2.3 3D-QSAR — Comparative Molecular Field Analysis

Like other forms of QSAR, 3D-QSAR starts with a series of compounds with known
structures and known biological activities. The first step is to align the molecular struc-
tures. This is done with alignment algorithms that rotate and translate the molecule in
Cartesian coordinate space so that it aligns with another molecule. The work starts with
the most rigid analogs and then progresses to conformationally flexible molecules that
are aligned with the more rigid ones. The end result is that all the molecules are even-
tually aligned, each on top of another.

Once the molecules of the training set have been aligned, a molecular field is com-
puted around each molecule, based upon a grid of points in space. Various molecular
fields are composed of field descriptors that reflect properties such as steric factors or
electrostatic potential. The field points are then fitted to predict the bioactivity. A par-
tial least-squares algorithm (PLS) is used for this form of fitting. Based upon this PLS
calculation, two pieces of information are deduced for every region of space within the
molecular field about the molecule: the first piece of information states whether that
region of space correlates with biological activity; the second piece of information
determines whether the functional group on the molecule within that region of space
should be bulky, aromatic, electron donating, electron withdrawing, and so on. The pre-
dictions from these molecular field calculations are then validated by being applied to
a test set of compounds.

3.4.2.4 Pharmacophore Identification — A Corollary of QSAR

All drugs have pharmacological activity as a result of stereoelectronic interaction with
a receptor. The receptor macromolecule “recognizes” the arrangement of certain func-
tional groups in three-dimensional space and their electron density. It is the recognition
of these groups rather than the structure of the entire drug molecule that results in an
interaction, normally consisting of noncovalent binding. The collection of relevant
groups responsible for the effect is the pharmacophore, and their geometric arrange-
ment is called the pharmacophoric pattern, whereas the position of their complemen-
tary structures on the receptor is the receptor map. Over the years, many attempts have
been made to define the pharmacophores and their pattern on many drugs. The first
attempts were rather naive and simplistic, but the recent use of QSAR has contributed
greatly to the evolution of sophisticated methods of practical significance.

The identification of the pharmacophore is a logical corollary of a QSAR calculation.
If the minimum number of descriptors that differentiate activity from inactivity is known,
it is possible to deduce the bioactive face of the molecule — that part of the molecule
around which all of the relevant descriptors are focused. This bioactive face logically
defines the pharmacophoric pattern of the bioactive molecules.

When using QSAR calculations to optimize a drug for the pharmacodynamic phase,
it is important to use relevant biological activities. If in vivo activities are used, the
bioactivities will be influenced by pharmacokinetic and pharmaceutical factors. In
order for QSAR calculations to reflect the pharmacodynamic phase, the bioactivities
should be based on in vitro data — optimally, receptor binding studies.

QSAR studies are not restricted to the optimization of biological activity at the phar-
macodynamic phase. Since toxicity also arises from drug—receptor interactions, the QSAR
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method can be used to identify the biofoxic face of the molecule (i.e., the toxicophore),
which could then be engineered out of the molecular structure.

Once QSAR calculations have been used to optimize the pharmacodynamic interac-
tions of the drug molecule, the next step is to optimize the pharmacokinetic and phar-
maceutical phases of drug action.

3.5 OPTIMIZING THE LEAD COMPOUND: PHARMACOKINETIC
AND PHARMACEUTICAL PHASES

Once the lead drug molecule has been optimized for the pharmacodynamic phase, it
must next be optimized for the pharmacokinetic and pharmaceutical phases. If a drug
molecule cannot withstand the trip from the gut to the receptor microenvironment, it
makes no difference whether the drug actually binds to the receptor.

Many factors must be taken into consideration when optimizing for the pharmacoki-
netic and pharmaceutical phases. Will the drug be annihilated within the gastrointesti-
nal tract? Will the drug be absorbed? Can the drug molecule be distributed throughout
the body? Will the drug be destroyed in the liver? Will the drug’s half-life be too short,
or too long? Will the drug be excreted too rapidly? If the drug is destined for a brain-
based receptor, can the drug cross the blood-brain barrier?

3.5.1 ADME Considerations

When optimizing for the pharmacokinetic/pharmaceutical phases, considerations of
ADME (absorption, distribution, metabolism, excretion) are among the most important.
(Sometimes ADME is extended to ADMET because of the inclusion of toxicity.) The
drug designer must optimize the drug so that it can remain structurally intact during its
absorption and distribution. This can be a daunting task, since the body inflicts many
metabolic chemical reactions upon the drug molecule during the processes of absorp-
tion and distribution. Understanding these metabolic reactions is crucial to the contin-
uing optimization of the drug molecule.

3.5.1.1 Overview of Metabolic Reactions Affecting Drug Molecules

The body uses its usual array of chemical reactions to attack the structural integrity of
a drug molecule and to promote its excretion from the body. These reactions can be cat-
egorized into Phase I and Phase II reactions. Phase I transformations (oxidation, reduc-
tion, hydrolysis) initiate the chemical modification, frequently adding functional groups
and increasing polarity; Phase II transformations (conjugations) promote the aqueous
solubility of the drug metabolite so that it may be excreted from the body. A more
detailed delineation of these transformations is as follows:

Phase I transformations:
Oxidations
Oxidation of aliphatic carbon atoms
Oxidation of carbons adjacent to sp* hybridized atoms
Oxidation of C=C (alkene) systems
Oxidation of C-O systems
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Oxidations of C-N systems
Oxidation of C-S systems
Oxidations of aldehyde and alcohol
Aromatic hydroxylations
Reductions
Carbonyl reductions
Nitro reductions
Azo reductions
Reductive dehalogenation
Hydrolyses
Ester hydrolysis
Amide hydrolysis
Phase II transformations
Glucuronic acid conjugation
O-glucuronidation
N-glucuronidation
S-glucuronidation
C-glucuronidation
Sulfuric acid conjugation
Amino acid conjugation
Acetyl conjugation
Methyl conjugation
Glutathione conjugation
Hydration or water conjugation

3.5.1.2 Selected Examples of Metabolic Reactions

The previous section listed the various reactions that the body can inflict upon a drug
molecule. This section presents brief examples of a number of these reactions.

Oxidation: Aliphatic Carbon Atoms. Oxidation at the terminal carbon atom of an
alkyl substituent is m-oxidation; oxidation of the carbon atom located second from the
end is -1 oxidation. Unless specifically catalyzed by an enzyme, ®-1 oxidation tends
to occur more frequently. The anticonvulsant drug ethosuximide is metabolized at both
the ® and -1 position.

Oxidation: Alkene Epoxidation. Alkenes may react to produce epoxides (alterna-
tively, sometimes, the alkenes do not react and are metabolically stable). The epoxide
is unstable and is subject to ring opening via a nucleophilic attack. The anticonvulsant
drug carbamazepine is metabolized via epoxidation to yield carbamazepine-10,11-
epoxide; in turn, this is rapidly opened to yield carbamazepine-10,11-diol.

Oxidation: Carbons Adjacent to sp* Atoms. Carbon atoms that are situated adjacent
to imine, carbonyl, or aromatic groups are frequently oxidized. This reaction appears to
be catalyzed by the cytochrome P-450 enzyme system. Typically, a hydroxyl group is
attached to the carbon as part of the oxidation process.
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Oxidation: Aromatic Hydroxylation. Since many drugs contain aromatic rings, this
is a very common metabolic transformation. The process tends to be species specific,
with human showing a strong tendency to hydroxylation in the para position. This reac-
tion proceeds via an arene epoxide intermediate. The anticonvulsant drug phenytoin is
metabolized by being para-hydroxylated in its aromatic rings.

Oxidation: Carbon-Nitrogen Systems. Primary amines may be hydroxylated at the
nitrogen atom (N-oxidation) to yield the corresponding hydroxylamine. Alternatively,
primary alkyl or arylalkyl amines may undergo hydroxylation at the a-carbon to give
a carbinolamine that decomposes to an aldehyde and ammonia (through the process
of oxidative deamination). Secondary aliphatic amines may lose an alkyl group first
(N-dealkylation) prior to oxidative deamination.

Oxidation: Carbon-Oxygen Systems. Molecules containing ether linkages may
undergo oxidative O-dealkylation. In this process, the carbon atom located o to the
oxygen atom is hydroxylated, followed by cleavage of the C-O bond.

Oxidation: Alcohols and Aldehydes. The oxidation of alcohols to aldehydes and of
aldehydes to carboxylic acids is routine, and is catalyzed by alcohol dehydrogenase and
aldehyde dehydrogenase, respectively.

Oxidation: Carbon-Sulfur Systems. The most common metabolic process that
affects a C-S system is S-oxidation. The S atom is oxidized to a sulfoxide. In the case
of thioketones, the C=S double bond is converted to a C=0 bond. For thioethers, oxida-
tive S-dealkylation is a possibility.

Reduction: Carbonyl groups. The carbonyl group (-(C=0)-) is reduced through a
reaction that is catalyzed by an aldo-keto reductase requiring NADH as a cofactor. A
large number of aromatic and aliphatic ketones are reduced to the corresponding alco-
hols; these reductions are frequently stereospecific. o.,B-Unsaturated ketones are typi-
cally metabolized to saturated alcohols.

Reduction: Nitro Groups. Nitro reduction is catalyzed by the cytochrome P450
system in the presence of the NADPH cofactor; it is a multistep process in which the
reduction of the nitro group to a nitroso group is a rate-limiting step. The metabolic con-
version of the nitro group in clonazepam to an amine is a representative example.

Hydrolyses: Esters and Amides. The plasma, liver, kidney, and intestines contain a
wide variety of nonspecific amidases and esterases. These catalyze the metabolism of
esters and amides, ultimately leading to the formation of amines, alcohols, and car-
boxylic acids. Kinetically, amide hydrolysis is much slower than ester hydrolysis. These
hydrolyses may exhibit stereoselectivity.

Conjugations. Conjugation reactions are Phase II metabolic reactions that are enzy-
matically catalyzed and involve the attachment of small polar molecules (glucuronic acid,
sulphate, amino acids) to the drug. This, in turn, makes the drug more water soluble and
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Figure 3.7 Examples of drug metabolism by oxidative and reductive pathways.

thus more readily excreted in the urine or bile. The enzymes that catalyze conjugations are
transferases such as glucuronosyltransferase, sulfotransferase, glycine N-acyltransferase,
and glutathione S-transferase. The conjugation reactions normally target hydroxyl,
carboxyl, amino, or thiol groups. Glucuronidation is the most common conjugation
method. There are four classes of glucuronide metabolites: O-, N-, S-, and
C-glucuronides. Sulphate conjugations occur less frequently.

Figure 3.7 depicts several of these reactions.

3.5.1.3 Vulnerability of Molecular Building Blocks to Metabolic Reactions

When designing and optimizing a drug molecule within the multiphore conceptualiza-
tion, it is important to remember that the drug molecule is constructed from molecular
building blocks that add function and structure to the molecule. It is important that the
vulnerability of each of these building blocks to metabolic attack be appreciated during
the drug design process. This section lists the major molecular building blocks and
briefly outlines their susceptibility to metabolism.

Alkanes. Alkyl functional groups tend to be metabolically nonreactive and to be
excreted unchanged. Therefore, alkanes can be used to build the framework of a mole-
cule or as lipophilic functional groups. There are a few exceptions to the rule of alkanes
being metabolically inert. Rarely, a linear alkyl group will be oxidized in a process that
is catalyzed by a mixed-function oxidase enzyme. When this occurs, it does so either at
the end of the hydrocarbon chain or adjacent to the final carbon (the “omega-minus-one
carbon”). The metabolism of butylbarbital is a good example of this (see figure 3.8).

Cycloalkanes. Cycloalkanes are conformationally restricted alkanes. Three rings are
employed in drug design: cyclopropane, cyclopentane, cyclohexane (the latter two are
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Figure 3.8 Metabolism of butylbarbital by mixed-function oxidase.

used quite commonly). While cyclopropane may be reactive, due to ring strain,
cyclopentane and cyclohexane are metabolically inert. These substituents are useful for
increasing lipid solubility.

Alkenes. Alkenes are, in general, metabolically stable. The majority of alkene-
containing drugs do not exhibit significant rapid metabolism at the double bond. There
are some isolated examples of alkene-containing compounds that undergo epoxidation,
catalyzed by mixed-function oxidase, or that add water across the double bond to give
an alcohol.

Halogenated Hydrocarbons. Halogenated hydrocarbons are not easily metabolized
and show significant stability in vivo. The addition of halogens tends to increase the
lipophilicity and to prolong the half-life of the drug.

Aromatic Hydrocarbons. Aromatic rings are very susceptible to oxidation, in par-
ticular to aromatic hydroxylation. The oxidation of aromatic rings frequently proceeds
via an epoxide intermediate, which may actually be stable enough to be isolated. The
hydroxylation of an aromatic ring increases hydrophilicity, thus promoting renal excre-
tion and slightly decreasing the half-life of the drug. Aromatic hydrocarbons are oxi-
dized in a number of organs, but the liver is a preferred location.

Alcohols. The alcohol functional group tends to be metabolized by a variety of
enzymes. Primary and secondary alcohols are oxidized to carboxylic acids or ketones.
Tertiary alcohols are substantially more stable to oxidation. Rather than oxidase-mediated
oxidation, alcohols can also be conjugated. If the alcohol is conjugated with glucuronic
acid, a glucuronide forms; if it is conjugated with sulfuric acid, a sulfate is formed.
Regardless, both of these conjugations increase hydrophilicity and decrease the half-life
of the drug molecule.

Phenols. Phenols are oxidized via hydroxylation to yield a diphenolic molecule.
This hydroxylation is either ortho or para to the primary alcohol. Phenols may also be
conjugated with either glucuronic acid or sulfuric acid.

Ethers. In general, ethers are very stable and are excreted unchanged. Sometimes,
an ether that involves a small alkyl group (occasionally a methyl, rarely an ethyl) will be
dealkylated, with the small alkyl group being excreted as an aldehyde; the remainder of
the drug molecule is left as an alcohol.
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Aldehydes and Ketones. Many metabolic routes are possible, including both oxidation
and reduction. However, oxidations are more common. Aldehydes are very susceptible
to oxidation, which is catalyzed by various enzymes including aldehyde oxidase and
aldehyde dehydrogenase; this oxidation yields a carboxylic acid. Ketones, on the other
hand, tend to be stable to oxidation. Conversely, aldehydes are seldom metabolized by
reduction. Ketones, however, frequently undergo reduction to a secondary alcohol; this
is particularly true for o.,B-unsaturated ketones.

Carboxylic Acids. Metabolism of carboxylic acids is relatively straightforward. First
and foremost, carboxylic acids undergo a diverse variety of conjugations. Carboxylic
acids conjugate with glucuronic acid, glutamine, and glycine; the resulting conjugates are
water soluble and more easily excreted. Alternatively, carboxylic acids may be oxidized,
especially beta to the carboxyl group.

Esters. Not surprisingly, esters are not metabolically stable. They are readily con-
verted to the corresponding free acid and alcohol via hydrolysis, a process that may be
either base- or acid-catalyzed. Esters are rapidly hydrolyzed throughout many locations
within the body. Orally administered ester-based drugs are quickly hydrolyzed within
the stomach.

Amides. Although similar to esters in terms of being a functional derivative of a car-
boxylic acid, amides, unlike esters, are relatively metabolically stable. In general,
amides are stable to acid- and base-catalyzed hydrolysis. This stability is related to
the overlapping electron clouds within the amide functionality and the corresponding
multiple resonance forms. Amidases are enzymes that can catalyze the hydrolysis of
amides. Nevertheless, amides are much more stable than esters.

Carbonates, Carbamates. The ester portion of both carbonates and carbamates is
hydrolyzed to give the monosubstituted carbonic acid, which is unstable and decomposes
with loss of carbon dioxide. Thus, carbonates are hydrolyzed to give alcohol and carbon
dioxide; carbamates are hydrolyzed to yield an alcohol, an amine, and carbon dioxide.

Ureides. Compounds that contain urea functionalities are stable and are not com-
monly metabolized or hydrolyzed.

Amines. An important metabolic route for primary and secondary amines is conjuga-
tion with either glucuronic acid or sulfuric acid to yield the corresponding water-soluble
glucuronides and sulfates. Another common reaction is dealkylation of secondary and
tertiary amines. The alkyl groups are sequentially removed and then “lost” as either
aldehydes or ketones. The amine is thus converted from a tertiary amine to a secondary
amine and then to a primary amine. This form of metabolism occurs most favorably if the
alkyl group is small, such as methyl, ethyl, or propyl. Finally, amines may be acetylated,
with the resulting amide undergoing typical amide metabolism.

Nitro. Typically, the nitro group is attached to an aromatic ring. Nitro groups are reduced
to the corresponding amine.
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Thio Ethers. Thio ethers are commonly oxidized to a sulfoxide or sulfone. The
conversion of chlorpromazine to chlorpromazine sulfoxide is a good example of this.

Sulfonic Acids. Drugs that contain sulfonic acids are quite acidic. They have high
water solubility and are rapidly excreted, leading to a rather short half-life. They can
also be irritating to the gastrointestinal tract during the pharmaceutical phase.

Sulfonamides. In drug design, sulfonamides are frequently attached to aromatic
rings. Thus many drugs are constructed around a benzenesulfonamide nucleus. This
nucleus is quite stable to acid-, base-, or enzyme-catalyzed hydrolysis.

Epoxides. Epoxides or oxiranes are quite reactive metabolically. These three-
membered rings will readily open in the presence of most nucleophiles. They will react
with most biopolymers, including proteins and nucleic acids. Compounds with epox-
ides have very short half-lives and tend to be toxic.

Aziridines. These are similar to epoxides. They are extremely reactive to most nucle-
ophiles and open readily. Aziridines tend to behave as alkylating agents and thus have
carcinogenic effects. In harmony with this, drugs containing aziridines have been used
to treat cancer.

Tetrahydrofuran and Furan. Some drugs containing tetrahydrofurans (oxalanes)
tend to be readily air oxidized, and thus have a poor shelf life and are unstable even
prior to being administered; other tetrahydrofuran-containing drugs are metabolically
stable. Furans (oxoles) behave more like aromatic compounds than ethers; accordingly,
they undergo aromatic hydroxylation.

Pyrrole and Pyrrolidine. Pyrroles (azoles) undergo aromatic hydroxylation; pyrro-
lidines (azolidines) undergo conjugation with either glucuronic acid or sulfuric acid.

Thiophenes and Tetrahydrothiophenes. Thiophenes (thioles) are subject to aro-
matic hydroxylation; tetrahydrothiophenes (thiolanes) undergo oxidation of the sulfur
to give sulfoxides or sulfones.

Oxazole and Isoxazole. These are five-membered ring heterocycles containing
oxygen and a nitrogen. Two common forms are oxazole (1,3-oxazole) and isoxazole
(1,2-oxazole), both of which undergo aromatic hydroxylation.

Pyrazole and Imidazole. These are five-membered ring heterocycles containing two
nitrogens, one basic and one neutral. Two common forms are pyrazole (1,2-diazole) and
imidazole (1,3-diazole); both are prone to aromatic hydroxylation.

Pyridine and Piperidine. These are six-membered heterocyclic rings containing one
nitrogen. Piperidine (azine) is aromatic and undergoes aromatic hydroxylation. Piperidine
functions as a secondary amine and undergoes hydroxylation with either glucuronic
acid or sulfuric acid.
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Indole. This is a bicyclic (one five-membered ring plus one six-membered ring) aromatic
heterocycle. Since most indole-containing drugs are substituted with the remainder of
the drug being positioned at the 3 position, the aromatic hydroxylation tends to occur
at the 47 position.

Coumarin. The coumarin moiety is found in a number of important drugs. This is a
bicyclic heterocycle containing two six-membered rings and two oxygens, one endo-
cyclic, one exocyclic. Since the coumarin contains an intramolecular lactone ester, it
undergoes hydrolysis to yield a carboxylic acid and a phenol.

3.5.2 Site of Delivery Considerations

The next major consideration during optimization for the pharmacokinetic/pharmaceutical
phase concerns the design of drugs to overcome barriers during their distribution. Of
these barriers, the blood—brain barrier is by far the most important to the drug designer.

3.5.2.1 The Blood-Brain Barrier

The blood-brain barrier (BBB) is both a friend and a foe to the drug designer. When
designing a drug for a non-neurologic condition, the BBB is a friend in that it can be
used to preclude entry of the drug into the brain, thereby decreasing side effects.
However, when designing a drug for a neurological indication, the BBB is a true bar-
rier that must be crossed. Moreover, if a drug has been designed to cross the BBB, it
typically will also cross the maternal—fetal placental barrier — a consideration when
designing drugs that may be used in women of childbearing age.

The notion of a BBB first emerged in the early years of the twentieth century when it
was observed that organic dyes injected into animals stained all tissues except the brain.
There appeared to be some invisible barrier that prevented certain molecules from enter-
ing into the brain. Over the past twenty to thirty years, the structural basis of the BBB
has been more carefully delineated. Many different structural components contribute to
the BBB.

The small blood vessels, or capillaries, are the first structural level of the BBB. Drug
molecules are distributed throughout the body by the bloodstream and the capillary is the
point at which a drug leaves the bloodstream to bind to a receptor. Within the brain, cap-
illaries are composed of cells, called endothelial cells, that are connected to each other by
tight junctions. These junctions are a first-line impediment, slowing the journey of the
drug molecule from within the capillary to a receptor site on a neuron. The next compo-
nent of the BBB is the astrocyte. The astrocyte is a glial cell (helper cell) within the brain.
The astrocyte wraps itself around the capillary to provide yet another line of defense
between the drug in the capillary and the neuronal receptor to which it is traveling. The
tight junction—astrocyte barrier is unique to the brain and forms the BBB (see figure 3.9).

There are two methods for crossing the BBB: passive diffusion or active transport.
Passive diffusion is the route preferred by most neuroactive drugs. Lipid solubility is a
desired chemical property for a molecule to diffuse across the BBB. For a molecule to
cross the BBB by passive diffusion it should have a molecular weight less than 650 g/mol
and should have a logP (logarithm of the octanol-water partition coefficient) value
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Figure 3.9 The blood-brain barrier (BBB) is a major impediment to the delivery of drugs to the
brain. In the brain, in order for a drug molecule to leave a capillary and successfully journey to a
neuronal receptor, it must traverse multiple barriers. The walls of capillaries in the brain are dif-
ferent from those in non-brain tissues. Tight junctions prevent the drugs from readily crossing the
capillary. Next, in the brain, another type of cell, called an astrocyte, forms an additional barrier
that must be traversed. Astrocytes are not present outside of the brain.

between 1.5 and 3.0; in accord with these requirements, the molecule should not be too
polar, probably having no charged groups and fewer than three hydrogen-bonding
donors or acceptors.

The second route for traversal across the BBB is by active transport. This is an energy-
dependent process whereby a protein carrier physically shuttles the drug molecule across
the BBB. There are a number of molecular substrates that the brain requires for its nor-
mal functioning; these substances are not biosynthesized within the brain and are not able
to enter the brain by passive diffusion. Because of their importance to normal brain neu-
rochemistry, evolution has resulted in the existence of protein carriers to transport them
into the brain. D-glucose and L-phenylalanine are two such molecules, and there are a
number of others. Therefore, if a drug is designed as a structural analog of D-glucose or
L-phenylalanine, there is a possibility that it will be actively transported across the BBB.

3.5.3 Prodrug and Softdrug Design Considerations

Sometimes, ADME considerations can be used to the advantage of the drug designer.
This is particularly true when applied to the concept of a prodrug. A prodrug is a drug
molecule that is biologically inactive until it is activated by a metabolic process. The
active compound is released as a metabolite.

The purpose of a pro-drug can be to:

1. Increase or decrease the metabolic stability of a drug
2. Interfere with transport characteristics
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3. Mask side effects or toxicity
4. Improve the flavor of a drug

An ester, for example, can be used to “mask” a carboxylate. Within the body, the ester
is hydrolyzed, releasing the drug in its bioactive carboxylate form.

3.5.3.1 Regulation of Drug Stability

The regulation of drug stability can take two directions: a prodrug can increase the in
vivo stability of an active compound and prolong its action, or it can automatically limit
its duration and prevent potential toxicity.
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There are many examples of drug stabilization. Among local anesthetics, procaine
(3.20) is an ester and is therefore very easily hydrolyzed by esterases. By conversion
of the ester into an amide in lidocaine (3.21), the duration of action is increased sev-
eral fold. Lidocaine is also used intravenously as an antiarrhythmic agent. In that
application, it must pass through the liver — the principal drug-metabolizing organ —
in which it loses an N—ethyl group to become a convulsant and emetic. To minimize
these unwanted and toxic effects, tocainide (3.22) — whose o-methyl group prevents
degradation, and which lacks the vulnerable N-ethyl groups — was prepared.
This compound is not a prodrug in the strict sense, but rather represents a molecular
modification.

Replacement of a “vulnerable moiety” such as a methyl group by a less readily oxi-
dized chlorine was used to transform the short-acting tolbutamide (3.23), an oral antidi-
abetic, into the long-acting chlorpropamide (3.24), with a half-life sixfold greater than
its parent.

A decrease in stability is often a desirable modification. For example, succinylcholine
(suxamethonium; 3.25) — a neuromuscular blocking agent used in surgery — has
a self-limiting activity, since the ester is hydrolyzed in about 10 minutes, prevent-
ing the potential for overdose, which could be fatal with more stable curarizing
agents.
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An ester group can be introduced into a local anesthetic, such as tolycaine (3.26),
to prevent the drug from reaching the CNS if it is injected intravascularly by accident
or abuse. The ester group is fairly stable in the tissues but is very rapidly hydrolyzed
in the serum to the polar carboxylic acid, which cannot penetrate the blood—brain
barrier.

3.5.3.2 Interference with Transport Characteristics

Interference with transport characteristics can serve many purposes. The introduction of
a hydrophilic “disposable moiety” can restrict a drug to the gastrointestinal tract and
prevent its absorption. Such a type of drug is represented by the intestinal disinfectant
succinyl-sulfathiazole (3.27). On the other hand, lipophilic groups can ensure peroral
activity, as in the case of the penicillin derivative pivampicillin (3.28), which enters the
circulation and then slowly releases the antibiotic in its free acid form, producing high
blood levels of the latter.
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Succinyl-sulfathiazole (3.27)
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Cl
Cycloguanil Pamoate (3.29)
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Lipophilic groups that are not easily hydrolyzed are used extensively for depot
preparations, which liberate the active drug molecule slowly, for a period of days or
weeks. Steroid hormone palmitates and pamoates, and antimalarial esters (e.g., cycloguanil
pamoate, 3.29), can deliver the active drugs over a prolonged time; cycloguanil, for
example, is released over a period of several months. This can be a great convenience
for the patient, especially in areas with remote medical facilities.

Drug designers have attempted for many years to use selective drug-transport moi-
eties, and have met with moderate success. The idea is to attach a drug, such as an anti-
tumor agent, to a natural product that will accumulate selectively in a specific organ
and act as a “Trojan horse” for the drug. The attachment of alkylating agents to estro-
gens has been tried in the treatment of ovarian cancer, and amino acids have also been
used as drug carriers. A recent ingenious application of the carrier concept is the uti-
lization of antibodies — which can, at least in principle, be tailored to any site — as
drug carriers. In this regard, antitumor agents such as adriamycin (3.30) and
methotrexate (3.31) have been linked covalently to leukemia antibodies and melanoma
antibodies, with some initial success. The large-scale preparation of antibodies is, of
course, a major difficulty in this approach; however, the new monoclonal antibodies
hold great promise.

OH
O
\
N N \\COZH
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E H,N / r\{
_0 0 oH O .
: N CO,H
0 NH,
= NH, Methotrexate (3.31)
OH
Adriamycin (3.30) CO,H
NH O,
2 (I? 0 ~ o
i s = P
I N o
o) H
Prontosil (3.32) Phenacetin (3.33) Aspirin (3.34)

3.5.3.3 Masking of Side Effects or Toxicity

Masking of the side effects or toxicity of drugs was historically the first application of
the prodrug concept. This concept goes back to the turn of the twentieth century, and in
fact many prodrugs were not at the time really recognized as such. For instance, castor
oil is a laxative because it is hydrolyzed intestinally to the active ricinoleic acid.
However, the classical example is prontosil (3.32), which undergoes a reduction to sul-
fanilamide. The analgesic phenacetin (3.33) acts in the form of its hydrolysis product,
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p-acetaminophenol. Another classical example of side-effect masking occurs in aspirin
(3.34) and its many analogs — the result of a considerable effort to eliminate the gastric
bleeding caused by salicylic acid.

Selective bioactivation (toxification) is illustrated in the case of the insecticide
malathion (3.35). This acetylcholinesterase inhibitor is desulfurized selectively to the
toxic malaoxon, but only by insect and not mammalian enzymes. Malathion is therefore
relatively nontoxic to mammals (LD, = 1500 mg/kg, rat; p.o.). Higher organisms
rapidly detoxify malathion by hydrolyzing one of its ester groups to the inactive acid, a
process not readily available to insects. This makes the compound doubly toxic to
insects since they cannot eliminate the active metabolite.

3.5.3.4 Improvement of Taste

Taste improvement is quite an important aspect of drug modification, especially in pedi-
atric medicine. The extremely bitter taste of some antibiotics, such as clindamycin (3.36)
or chloramphenicol (3.37), can be masked successfully by preparing esters or pamoate
salts of these drugs, which are very insoluble and therefore have no taste.

O
0
OH Cl
O, H
N
ot g Cl
(6]
o O:N O
Malathion (3.35) Clindamycin (3.36) Chloramphenicaol (3.37)

3.5.4 Innovations in Drug Delivery

Novel drug delivery systems can also have a profound effect on pharmacokinetics, even
if they do not involve the use of prodrugs in the classical sense. Novel polymers have
permitted the development of membranes with controlled diffusion rates. For example,

Progesterone (3.38)
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pilocarpine (2.2), used in the treatment of glaucoma, can be applied in a steady-release
ocular insert that lasts for a week. The intrauterine release of progesterone (3.38) as a con-
traceptive has also been achieved, with a single insert lasting a year. The great advantage
of this is that the constant release rate of 65 [Lg/day means that much less drug is released
than with the use of oral contraceptive tablets. The transdermal delivery of scopolamine as
an antiemetic for motion sickness represents another successful application of microporous
membrane technology. Here the drug is applied in a plastic strip similar to a “Band-Aid,”
usually behind the ear. Low-density lipoproteins and liposomes (drug-filled lipid—cholesterol
vesicles measuring a fraction of a micrometer) are also being used to protect drugs from
enzymatic destruction during transport in the bloodstream.

Osmotic minipumps — cylinders measuring about 25 X 5 mm — are widely used to
deliver constant amounts of drug solutions to experimental animals. They require sur-
gical implantation. The osmotic compartment swells in contact with tissue fluid and
squeezes the drug reservoir, displacing the drug solution in a continuous flow. The rate
of delivery is specified by the size of the opening in the container and the swelling rate
of the osmotic “syringe.”

The great advantage of these systems is the uniform drug delivery they permit, as
opposed to the enormous drug level fluctuations inherent with the traditional oral or
injected parenteral modes of drug administration. Patient compliance and convenience
of use are also ensured. Although these interesting developments in bioengineering are
not, strictly speaking, in the realm of drug design or even medicinal chemistry, they can
nevertheless contribute substantially to the success of drug therapy.

3.6 FROM LEAD DISCOVERY TO CLINICAL TRIALS:
THE CONCEPT OF A “USEFUL DRUG”

The ultimate long-term goal of medicinal chemistry is to design a “useful drug”. A use-
ful drug is more than a molecule that is safe and efficacious. It is more than a compound
that produces papers in scholarly journals. A useful drug is a drug molecule that is not
only safe and efficacious, but also one that can pass government regulations, pass
through multiple levels of human clinical trials, be economically produced in large
quantities, be successfully marketed, and can ultimately help people with disease.
Successfully treating humans with disease is the “bottom line” in drug design.

Perhaps the greatest hurdle along the pathway of a molecule becoming a useful
drug is the need to sequentially pass clinical trials. However, before a drug can be
evaluated in human clinical trials, it must first successfully negotiate preclinical test-
ing. This frequently involves five or six types of test, and is completed in non-human
animals:

1. Acute toxicity — acute dose that is lethal in 50% of animals; usually two species,
usually two routes of administration

2. Subacute toxicity — physiology, histology, autopsy studies; two species, sometimes
with dosings over a 6 month time period

3. Chronic toxicity — detailed organ evaluation; two species, sometimes studied
for 1-2 years
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4. Mutagenic potential — effects on genetic stability of bacteria (Ames test) of mammalian
cells in culture

5. Carcinogenic potential — required if drug is to be administered for prolonged periods
of time

6. Reproductive performance effects — effects on animal progeny, production of birth
defects

Once a molecule successfully passes the preclinical testing, it is ready for human clin-
ical trials. There are four phases of human clinical trial.

Phase 1 — the effects of the drug as a function of dose are measured in a small
number (25-45) of healthy volunteers who do not have the disease under study;
safety is primarily evaluated.

Phase 2 — the drug is studied in a small number of people (20—150) who have the
disease under study; both safety and efficacy are evaluated.
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Figure 3.10 The drug development process. The timeline for drug discovery and development is
long, adding to the high cost of drug development. Computational methods have helped to
shorten this timeline.
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Phase 3 — the drug is studied in a large number of people (hundreds to thousands)
who have the disease under study, typically using a multi-center, double-blind,
placebo—controlled, randomized clinical trial (RCT) protocol.

Phase 4 — once the drug has been approved for market, vigilant post-marketing sur-
veillance is done to ascertain the possible appearance of previously undetected tox-
icities or problems.

The drug development process is long, as is shown in figure 3.10. During the drug
development phases, toxicity is one of the most important hurdles to the success of a
drug molecule. Toxicity can affect the person who is taking the medication (causing
skin rashes, liver problems, bone marrow failure, etc.) or, in the case of women,
can affect their developing fetus if they are pregnant. Table 3.2 lists some of the drugs

Table 3.2 Drugs Producing Adverse Effects on the Fetus

Drug Effect

ACE inhibitors Kidney damage

Amphetamines Abnormal developmental patterns

Androgens Masculinization of female

Busulfan Congenital malformations

Carbamazepine Neural tube defects affecting brain formation
Cocaine Stroke in fetus

Cyclophosphamide Congenital malformations

Cytarabine Congenital malformations

Diethylstilbestrol Vaginal adenocarcinoma in child

Ethanol Risk of fetal alcohol syndrome

Etretinate High risk of multiple congenital malformations
Todine Congenital goiter, hypothyroidism

Isotretinoin High risk of face, ear, and other malformations
Methotrexate Multiple congenital abnormalities
Methylthiouracil Hypothyroidism in child

Metronidazole May be mutagenic (animal studies show no evidence for

Penicillamine

mutagenic or teratogenic effects in humans)

Congenital skin malformations

Phenytoin Fetal hydantoin syndrome
Propylthiouracil Congenital goiter
Streptomycin Eighth nerve toxicity (deafness) in child
Tamoxifen Increased risk of spontaneous abortion or fetal damage
Tetracycline Discoloration and defects of teeth and altered
bone growth
Thalidomide Phocomelia (shortened bones of the limbs)
Trimethadione Multiple congenital abnormalities

Valproic acid

Neural tube defects of the brain
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Table 3.3 Approved Drugs Withdrawn Because of Toxicity

Drug Year Adverse reaction

Astemizole 1998 Interactions (e.g., with grapefruit juice)
Benoxaprofen 1982 Liver damage

Centoxin 1993 Increased mortality

Cerivastatin 2001 Muscle breakdown

Cisapride 2000 Cardiac arrhythmias

Clioquinol 1975 Optic neuropathy (eye problem)
Dexfenfluramine 1997 Cardiac valve abnormalities
Fenfluamine 1997 Cardiac valve abnormalities
Flosequinan 1993 Increased mortality

Indoprofen 1984 Gastrointestinal bleeding/perforation
Metipranolol 0.6% eyedrops 1990 Anterior uveitis (eye problem)
Mibefradil 1998 Many drug interactions
Nomifensine 1986 Hemolytic anemia

Noscapine 1991 Gene toxicity

Remoxipride 1994 Aplastic anemia

Sertindole 1998 Cardiac arrhythmias

Suprofen 1987 Renal impairment
Tematloxacin 1992 Various serious adverse effects
Terodiline 1991 Cardiac arrhythmias

Tolcapone 1998 Hepatobiliary disorders
Triazolam 1991 Psychiatric disorders
Troglitazone 1997 Hepatic disorders

Zimeldine 1983 Hypersensitivity

Zomepirac 1983 Anaphylaxis

that produce an adverse effect on the fetus. Toxicity problems have resulted in
many drugs being withdrawn from the market, as shown in table 3.3. As shown in
figure 3.11, toxicity problems are a major cause of drug rejection during the develop-
ment process.

Successful completion of the four phases of human clinical trials enables a drug to
be widely distributed for the treatment of human disease. However, a simple reality of
drug discovery is that drugs are developed by industry. The lead compound may have
been identified in an academic university-based laboratory, but the clinical trials are
invariably completed by the industrial sector. Academic institutions, governments, or
international organizations (e.g., the World Health Organization, WHO) do not develop
drugs. Because of this, drug molecules tend to be developed only if they have a good
prospect for being profitable. In order to be profitable, a drug molecule should be
patented so that the vendor can enjoy exclusive rights to its marketing. Although a
discussion of the criteria for patentability is beyond the scope of this book, the drug
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Lack of
efficacy
(30%)

Toxicity
problems
(20%)

Figure 3.11 Failure of drug molecules. Many drugs that are successful in the pharmacodynamic
phase ultimately fail to become useful drugs. This pie-chart presents the reasons for failure at this
stage of the development process. Toxicity is an important cause of failure.

molecule should be chemically unique, without evidence of previous pharmacological
development.
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APPENDIX 3.1: BASIC REACTIONS FOR DRUG
MOLECULE SYNTHESIS

A. Building Blocks for the Framework Structure:
C-C, C=C, C=C, and C-H Bond Formation

C-C Bond Formation

1. Acetoacetic ester synthesis

OCZH ~Br  H;0%
—_— e
H,0

2. Aldol reaction

3. Alkylation of ketone enolate anion

éLIN(I Pr), HyCBr

4. Claisen condensation

b M
e

5. Claisen rearrangement

=0
Sk



10.

11.
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Conjugate addition to an o,-unsaturated carbonyl group

(0)

O
\)]\ + R,CuLi ——» /\)I\

R

Cope rearrangement

=
F x

Diels—Alder reaction

Jdile

Friedel-Crafts alkylation

Grignard addition

(e} (6]
R— MgBr + )k o J\
Ry R/ ] R’
R'R

R = alkyl or aryl

Malonic ester synthesis

O O

0
o @
/“\)]\ 0C,H, R-Br 338
RO OR : OH
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12. Michael reaction

(6] (6]

o
\)J\Jr CHACOR) = /\)I\
~ (RO,C),HC

13. S\2 displacement by cyanide
R —Br ——— R w=C=—=N

14. S\2 displacement by acetylide anion

R—Br + O =——— —» Remm—— R

C=C Bond Formation

15. Aldol condensation

@)

O
= /k/“\
—_— "

16. Catalytic hydrogenation of an alkyne

) H H
1 equiv. H, —
Pt, pyridine

17. Dehydration

18. Dehydrohalogenation

Base
—_—

e =
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19. Dissolving metal reduction of an alkyne

20. Hoffman elimination

ONR,
H H
21. Reductive elimination of a vicinal dihalide

Acetone

22. Wittig reaction
D Zn -
O +(C¢Hs)sP —
Acetone

C=C Bond Formation
23. Dehydrohalogenation

Base —=C—
24. S,2 displacement by an acetylide anion

o
R—CZ==CH + R—Br —8¢ » R —Ccz=C—R
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C-H Bond Formation
25. Catalytic hydrogenation of an alkene (or alkyne)

H H

26. Clemmensen reduction

0
)k Zn,HCI H H
X

27. Decarboxylation of a B-ketoacid
(¢} 0) O
A
> H
OH H
HH H
H

28. Dissolving metal reduction of an alkyne

. Na > _<
—— NH;

29. Hydrolysis of a Grignard reagent

H,O0
R — MgBr ——— R m=H

B. Functional Groups for Biophore Creation

-X (halogen) Functional Group

: : H X
E— HX
—_—

30. Addition of H-X
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31. Addition of X,
_ Xy X
: : X

32. Bromination of an alkene
Br
— —_—
Br
33. Chlorination of an alkene

Cl
—~ = A
— — -
Cl

34. Conversion of alcohol to an alkyl halide

PXj3, POX, or HX
R—OH » R—X

35. Electrophilic aromatic substitution
X
XZ
ATX;

36. Free-radical halogenation

X
R—H ——h—> R—X
A%
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37. o-Halogenation of a ketone

-OH Functional Group

39. Aldol reaction

()

40. Cannizzaro reaction

O
/lk eBase
—_—
Ar H H,CO

41. Cyanohydrin formation

€]
/u\ Base
_—

oH O

42. Grignard reaction of an aldehyde or ketone

O ® OH
H;0
R-MgBr + —_—
R



43.

44.

45.

46.

47.

48.

49.
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Grignard reaction of an ester
(6] OH
H,0°
R-MgBr + —_—
OR 4 R

Hydration of an alkene (Markovnikov regiochemistry)

H
H o' H OH
[— 3

Hydroboration—oxidation (anti-Markovnikov regiochemistry)

H H
HO H
_ (1) ByHg
(2) H,0,, NaOH

Hydrolysis of an alkyl halide

R—X L R—OH

cis-Hydroxylation

HO OH
\ / KMnOy, or OsO, \

/
/ N\ AN

Metal hydride reduction of an aldehyde or ketone
O
)j\ NaBH,
GH.0H o

Metal hydride reduction of an ester

O OH

LiAlH, 1,0
—_— =
R H
H

R OR’
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50. Nucleophilic opening of an epoxide

OH
eOH
—_—
HO

51. Oxymercuration—demercuration (Markovnikov regiochemistry)

H

H

> <(1)Hg(0Ac>2 H>_<“
—————-
(2) NaBH,

-C=N Functional Group

52. Cyanohydrin formation

N
0 4

M=y — y

53. Dehydration of an amide

0
PZOS
——» R—CE=EN
R NH,

54. S\2 displacement by cyanide

R—Br + 9C=N — R—C=N

-NH, Functional Group
55. Aminolysis of an alkyl halide

R—X N—H3—> R—NH,
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56. Gabriel synthesis

(6]
N
H,NNH
R —X 0 » ——m—" 3~ R — NH,
57. Hoffmann rearrangement
(6]
Br,, NaOH
——————3» R~—NH,
R NH,

58. Lithium aluminum hydride reduction of an amide
O

LiAlH,
———» R—CH, —NH,

R NH,

59. Reduction of an aromatic nitro compound

NO, NH,
Sn, HCl  Base ©/
- ——

60. Reductive amination of a ketone

0 o0 NH,

NH;
—
/lk NaB(CN)H;

-C=0 Functional Group

61. Claisen condensation

0] (o) O

—_—.’
OR

OR
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62. Claisen rearrangement

e}

O
l>

(0]
AN
63. Chromate oxidation of a secondary alcohol

H OH 0

A

64. Freidel-Crafts acylation

© Q Alck
. )J\ -
Cl

65. Hydrolysis of an acetal

RO OR ®

—_—
PO |
H H

66. Hydrolysis of a ketal

RO OR ®

67. Hydrolysis of a terminal alkyne

- . H,0° Hg
— 0,0
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68. Oxidation of a primary alcohol

OH (8]

C r0+
A )]\
4 H Pyridine H

69. Ozonolysis of an alkene

H

o
(1) O4
/K( (2) Zn, HOAc /U\H

H

70. Pinacol rearrangement
HO OH o (0]
H H;0 ; (
—_—

-COOH Functional Group

71. Benzilic acid rearrangement

O o

' eOH H3O® HO
Ar’ e Ar OH

(0] Ar

72. Carboxylation of a Grignard reagent

(0}
(HMg — H,0°

s N

R OH

R— Br

73. Hydrolysis of a carboxylic acid derivative
i 1,0% 1,0 N
3 > 112
)j\x (or NaOTT, I,0) /u\

X =Cl, OR, OAc, NR,, SR

OH
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74. Hydrolysis of a nitrile

0
H,0% 1,0
—C=N —— 1 » /U\

OH

75. Iodoform reaction

D

(0]
)K L, NaOH‘ H;0” /I(J)\

CH, OH

76. Oxidation of a primary alcohol
Cr0+ o
OH

77. Oxidation of an aldehyde

78. Permanganate oxidation of an alkyl side chain of an arene

(o)
CH,—R
MnO, OH
H,0

-COOR Functional Group

79. Baeyer—Villiger oxidation

e rcon
it L
)l\ )J\ ~
(0]
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80. Esterification of a carboxylic acid

(0)

H,0” e
/u\ + HOR 3_")]\
OR

OH

81. Transesterification

(0)

e O
H,0
)‘\ + HOR' ——» )J\ + HOR
OR’

OR

-COCl Functional Group

82. Treatment of an acid with thionyl chloride

0] 0
SOCl,
—_—
)j\ (or PCl; or PCls) /u\
Cl

OH

-CONH, Functional Group

83. Amidation of a carboxylic acid derivative

O HNR, o
)I\ )k
NR,
X=Cl, OR, OAc

84. Beckmann rearrangement

O () H;NOH

(2) H,S0 /U\ e

R-OR’ Functional Group

85. Peracid oxidation of an alkene

O
RCO;H
A

179



180 MEDICINAL CHEMISTRY

86. Williamson ether synthesis

R—FP + R—X—» R—O—FR

Aromatic Functionalities

87. Clemmensen reduction or Wolff—Kishner reduction
H,/Pt or Pd H,—R
O or Zn(Hg) HCI
HZNNHZ, KOH,A
88. Cyanation via diazomium ion
NH CN
(1) NaNO3, HA
(2) CuCN

89. Amidation of a carboxylic acid derivative

N\
RCCl R
A1C13
Clz or Br,
F eX3 or AlX;

91. Reduction via diazonium ion

(1) NaNO3, HA
(2) NaBH, or H;PO,

90. Halogenation
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92. Reduction of nitro groups

NO, NH,
Fe, HCI
—
or Sn, HCl

93. Nitration

NO,
HNO,

H,S0,

94. Oxidation of alkyl group
CH, COOH

(1) KMnO,, NaOH
B
) H,0%

95. Sulfonation

SOH
H,S0,
24

96. Nucleophilic aromatic substitution via diazonium ion

NH, N, X
NaNO, CuCl, CuBr

D
H;0 KI, or BF,, A

Other Functional Groups
97. Acid dehydration

O

PR ' §
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98. Enamine formation

99. Imine formation

100. Ketal (acetal) formation

0 ® RO OR

H;0
+ ROH =3
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BIOCHEMICAL CONSIDERATIONS
IN DRUG DESIGN

From Druggable Targets to Diseases
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Introduction to Part I1

Part T described the basics of medicinal chemistry and drug design. These principles
follow three basic activities:

1. Design a molecule with drug-like properties.
2. Select a receptor that is a potential drug target.
3. Use design methods to identify and optimize a lead compound as a prototype drug.

From this sequence of activities, a number of observations can be made. Not all molecules
are drugs, but certain properties enable a molecule to be a drug-like molecule and poten-
tially a drug. Analogously, not all macromolecules are receptors, but certain properties
enable a macromolecule to be a druggable target. With these two basic facts in place, it is
then necessary to understand how to design drug-like molecules that can specifically
interact with drug targets. This process involves lead compound identification (via
rational drug design or high throughput screening, using either random or focused
libraries) followed by lead compound optimization (via quantitative structure—activity
relationship studies). Throughout the full spectrum of this design process, computer-
aided drug design with molecular mechanics and molecular orbital calculations is an
important design tool.

In order to discover therapeutic compounds, it is next necessary to connect these general
design principles to the specific reality of human disease. This means that the medicinal
chemist must have an organized knowledge of relevant biology and biochemistry and must
be able to integrate this knowledge with the principles of drug design, thereby enabling the
development of a therapeutic molecule. But how does one select a potential drug target for
the disease being studied? This requires a conceptual approach for drawing relationships
between druggable targets and specific human diseases. Such an approach is essential to
enable the mechanistic connection between a disease and a molecule. There are many
approaches by which this conceptual connection can be developed.
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THE PHYSIOLOGICAL SYSTEMS APPROACH

One approach for connecting diseases to molecules is to focus on the ten fundamental
physiological systems of the human body and the particular diseases associated with
these systems:

1. Cardiovascular system (angina, myocardial infarction, arrhythmias, arterial hyper-
tension, valvular heart disease)

2. Dermatological system (erythroderma, icthyosis, Stevens—Johnson syndrome,
Behcet’s disease, acute blistering diseases)

3. Endocrine system (Cushing’s disease, Addison’s disease, carcinoid syndrome,
diabetes, hyperthyroidism, Grave’s disease, hypothyroidism)

4. Gastrointestinal system (inflammatory bowel disease [ulcerative colitis, Crohn’s
disease], peptic ulcer, pancreatitis, cholecystitis, hepatitis, choledocholithiasis)

5. Genitourinary system (nephrologic—glomerulonephritis, chronic renal failure;
urological—benign prostatic hypertrophy, prostatitis)

6. Hematological system (anemia, polycythemia, thrombocytopenia, leukemia, lym-
phoma, multiple myeloma)

7. Immune system (allergic rhinitis, polymyositis, autoimmune diseases [systemic
lupus erythmatosus], graft vs. host disease)

8. Musculoskeletal system (rheumatoid arthritis, ankylosing spondylitis, Sjogren’s
syndrome, 0steoporosis)

9. Nervous system (dementia, stroke, epilepsy, extrapyramidal diseases [Parkinson’s],
demyelinating diseases [multiple sclerosis], neuropathy, myasthenia gravis, psy-
chosis, schizophrenia)

10. Respiratory system (chronic obstructive pulmonary disease [COPD; emphysema,
chronic bronchitis], acute obstructive lung disease [asthma], chronic restrictive
lung disease [connective tissue lung disease])

This is a “top-down” classification system. It starts with the disease and works down
to the biochemical and molecular processes involved in the disease. There are advan-
tages and disadvantages to such a classification system. It has the same organizational
lines as conventional medicine. When designing drugs for the nervous system for
example, the rules for designing the drug to enter the brain will apply to all molecules
being designed. Nevertheless, this classification system is not ideal in connecting
“disease to molecule.” For example, when designing drugs for the cardiovascular
system, many different receptors (adrenergic, cholinergic) and many different patho-
logical processes (atherosclerosis, inflammation) are involved.

THE PATHOLOGICAL PROCESS APPROACH

A second conceptual approach is a histopathological classification system. This system
categorizes disease processes in terms of damage at the tissue and cellular level. This
approach focuses on ten fundamental pathological processes (conveniently designated
with the THIND? mnemonic):
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. Traumatic (pathology from injury)

External source (destructive physical injury; e.g., motor vehicle accident)
Internal source (effects of high blood pressure on arterial walls)
Toxic (pathology from poisons)
Biological toxins (snake venom)
Chemical/physical toxins (toxic chemicals, radiation)
Hemodynamic/vascular (pathology from disorders of blood vessels)
Ischemic (decreased blood supply to an organ or tissue; e.g., stroke or heart
attack)
Hemorrhagic (excessive bleeding from a ruptured blood vessel; e.g., ruptured
aneurysm)
Hypoxic (pathology from inadequate supply or excessive demand for oxygen by a
tissue)
Generalized/organ specific (lung disease, anemia, decreased blood supply)
Cellular hypoxia (cyanide poisoning of electron transport chain in mitochondria)

. Inflammatory (pathology from abnormal inflammatory response in the body)

Autoimmune and/or chronic diseases (systemic lupus erythmatosus, rheumatoid
arthritis)
Response to environmental triggers (asthma)
Infectious (pathology from microbes or infectious agents)
Prions, viruses, bacteria, fungi, parasites (pneumonia, meningitis, gastroenteritis)

. Neoplastic (pathology from tumors, cancer)

Carcinoma (adenocarcinoma of the breast)
Sarcoma (osteogenic sarcoma)

. Nutritional (pathology from too much/too little food intake)

Deficiency (vitamin deficiency secondary to reduced intake)
Excess (obesity leading to diabetes)
Developmental (pathology in the chemistry of heredity)
Inborn errors of metabolism (Fanconi’s syndrome, cystinuria)
Genetic diseases (Huntington’s disease)
Degenerative (pathology from age-related tissue breakdown)
Protein misfolding diseases (Alzheimer’s dementia, prion diseases)
Apoptosis (pre-programmed cell death)
Mechanical “wear-and-tear” (osteoarthritis [or, more correctly, osteoarthropathy])

This classification system is based on a traditional pathology approach to disease
with emphasis on etiology (causative factors) and pathogenesis (mechanism of disease,
particularly at a cellular level). There are strengths and weaknesses in this system as
well. The strengths are many. For example, drug design that targets neoplasia may lead
to drugs with many applications, including lung cancer, bowel cancer, or brain cancer.
Likewise, drug design that targets inflammation could have applications to many dif-
ferent diseases, affecting many organ systems. Nevertheless, this approach focuses
more on cellular targets than on molecular targets.
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THE MOLECULAR MESSENGER AND NONMESSENGER
TARGET SYSTEM

A third conceptual approach, the one favored in this book, is to focus on the biochem-
ical and molecular processes of human disease. The authors call this system the
Messenger and Non-Messenger Target System (MANMETS). It may be classified as
follows:

1. Messenger targets [—Neurotransmitters
a. Acetylcholine and cholinergic receptors (nicotinic, muscarinic [M1, M2, ...])
Norepinephrine and adrenergic receptors (0., B)
Dopamine and dopaminergic receptors (D1, D2, ...)
Serotonin and serotonergic receptors (HT1, HT2, ...)
Histamine and histaminergic receptors (H1, H2, ...)
Gamma-aminobutyric acid and GABAergic receptors (GABA-A, GABA-B, ...)
Glutamate and glutamatergic receptors (NMDA, AMPA, kainate)
Glycine and glycinergic receptors
Neuropeptides and peptidergic receptors
Opioid peptides
Neurokinins
Neuropeptide Y
Galanin
Cholecystokinin
j- “Neurogases” and associated receptors
NO
CcoO
k. Taurine and beta-alanine
. Purines and adenosine
2. Messenger targets [I—Hormones
a. Steroid hormones and their receptors
Estrogens
Progestins
Androgens
Adrenal steroids
b. Peptide hormones and their receptors
Pituitary neurohormones
Oxytocin and vasopressin
Insulin and glucagon
Renin—angiotensin hormones
3. Messenger targets IIl—Immunomodulators
a. Immunosuppressants and their receptors
b. Immunomodulators/immunostimulants and their receptors
4. Non-messenger targets [——Endogenous cellular structures
a. Membrane targets
Membrane lipids
Membrane proteins

ol e N N
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Voltage-gated ion channels
Ligand-gated ion channels
G-proteins
b. Cytoplasmic organelle targets
Mitochondrial targets
Rough endoplasmic reticulum
Smooth endoplasmic reticulum
c. Nuclear targets
Targeting DNA replication
Targeting transcription
Targeting translation
Targeting mitosis/meiosis
5. Non-messenger targets [I—Endogenous macromolecules
a. Proteins
Enzyme proteins
Hydrolases
Amidases (proteases)
Esterases (lipases)
Ligases
Carboxylases
Synthetases
Lyases
Decarboxylases
Dehydrases
Oxidoreductases
Oxidases
Reductases
Dehydrogenases
Transferases
Kinases
Transaminases
Enzyme cofactors
Vitamins
Non-enzyme proteins
Abnormal folding proteins (amyloid)
Growth factors (nerve growth factor)

Endogenous proteins from other animals (snail conotoxins)

Nucleic acids

Lipids

Carbohydrates

Heterocycles
f. Inorganics

6. Non-messenger targets IIIl—Exogenous pathogens
a. Microbes

Prions

Viruses

o0 o
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Bacteria
Fungi
Parasites
b. Environmental toxins
Biological
Chemical
Organic
Inorganic
Physical

Within each of these categories there is a further refinement of targets. As discussed
in chapter 9, for example, possible druggable targets for antifungal drug design may be
subdivided as follows:

Fungal membrane disruptors via mechanical insertion

Ergosterol biosynthesis inhibitors via 140-demethylase enzyme inhibition
Ergosterol biosynthesis inhibitors via squalene epoxidase enzyme inhibition
Ergosterol biosynthesis inhibitors via A!*-reductase enzyme inhibition
Fungal cell wall disruptors

Nk e =

These subclassifications are given in detail in the corresponding chapters (4-9). (As
an extension to the MANMETS system, the authors devised a further classification
system based entirely on molecular structure. Drug molecules were divided into acyclic
and cyclic structures, which were then further subdivided. For example, the cyclic mol-
ecules were categorized into steroids, heterocycles, and so on. These were then subcat-
egorized; for instance, heterocycles had many subcategories including benzodiazepines,
imidazolidinediones, dihydropyridines, etc. Regrettably, this classification system is too
extensive and too cumbersome to be useful. Furthermore, the connection to biological
intuition is lost in such a system. Accordingly, it will not be presented in this book.)

The MANMETS system is a “bottom-up” classification system. It starts at the level
of the biomolecule and works up to the pathological processes (traumatic, toxic, ...),
then to the physiological systems (cardiovascular, endocrine, ...) and ultimately to the
diseases affecting these systems. Because of its molecular-based approach, it offers def-
inite advantages for drug design. MANMETS classifies the molecular targets that are
biochemically relevant to human disease and to drug design.

The goal of medicinal chemistry is to design novel chemical compounds that will
favorably influence ongoing biochemistry in the host organism in some beneficial manner.
As discussed in chapters 4-6, one of the most obvious approaches is to either mimic or
block endogenous messengers used by the organism itself to control or alter its own bio-
chemistry. These endogenous messengers may be neurotransmitters (fast messengers),
hormones (intermediate), or immunomodulators (slow), working at the electrical, mole-
cular, or cellular levels, respectively. However, not all pathologies that afflict the human
organism can be addressed by manipulation of these messengers. Accordingly, it becomes
necessary to directly target other cellular components and/or endogenous macromolecules
that are not normally directly controlled through binding to endogenous messengers.
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The identification of such cellular targets for drug design necessitates an appreciation
of the anatomy of cellular structure. These endogenous macromolecules are the catalysts
and molecular machinery that enable the cell to perform its normal metabolic functions;
accordingly, they afford numerous druggable targets. Finally, if that approach is not
sufficient, it would next be necessary to attack the agent causing the disease process,
perhaps a bacterium or virus.

MANMETS thus provides a sequential step-by-step working algorithm with which
to design a drug for a particular disease state:

1. Design the drug to manipulate endogenous messengers that would normally respond
to the disease process.

2. Design the drug to influence endogenous targets involved in the disease but not
influenced by messenger systems.

3. Design the drug to attack exogenous causes of the disease.

For example, when confronted with the task of designing drugs for systemic arterial
hypertension and atherosclerosis, there are many targets. Following Step 1, drugs could
be designed to interact with messenger neurotransmitter (adrenergic) receptors (e.g.,
“beta-blockers”) or messenger hormonal (renin—angiotensin) receptors to lower blood
pressure. Following Step 2, drugs could be designed to interact with non-messenger pro-
tein targets such as enzymes involved in fluid homeostasis (e.g., diuretics targeting the
carbonic anhydrase enzyme). Following Step 3, drugs could be designed to interact with
exogenous targets (e.g., chlamydia infection) that some workers hypothesize are involved
with augmenting the arterial wall damage initiated by high blood pressure.

The MANMETS system also facilitates logical methods for remembering the side
effects of drugs, without having to resort to “brute memorization.” For example, drugs
used for the treatment of psychosis may cause the movement disorder known as parkin-
sonism as a side effect because of their interactions with dopamine receptors. Similarly,
drugs used for the treatment of epilepsy may produce untoward events in individuals
susceptible to heart arrhythmias because seizures and cardiac arrhythmias are both
mediated by voltage-gated ion channels.

A final advantage of MANMETS is that it is not merely a catalogue of information
pertinent to drug design and medicinal chemistry. It provides a structural and concep-
tual framework that enables this knowledge and information to be stored and logically
manipulated in a meaningful way for purposes of practical drug design. As an infor-
mation storage, processing, and utilization framework, MANMETS endeavors to pro-
vide a conceptual outline that logically interfaces the practice of medicinal chemistry
with bioinformatics and cheminformatics. MANMETS is a molecular-level system that
provides a comprehensive organization of druggable targets—past, present and future;
future targets emerging from genomics/proteomics research can be readily integrated
into the MANMETS system.
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Messenger Targets for Drug Action |

Neurotransmitters and their receptors

4.1 OVERVIEW OF RELEVANT NEUROANATOMY
AND NEUROPHYSIOLOGY

This chapter deals with endogenous messenger molecules (neurotransmitters) within the
human central and peripheral nervous systems (CNS, PNS), their targets, and the drugs that
affect them. Since most of these messengers act on nerve cells (neurons), it is appropriate
to review the anatomy and physiology of the nervous system and to discuss briefly the
neuronal networks that can be manipulated therapeutically. Since the nervous system also
influences homeostasis throughout the entire body, neurotransmitters are ideal messengers
to target when designing drugs within a rational biochemical conceptual framework.
Neurons offer some of the most important targets in drug design (see figure 4.1).

Brain
(epilepsy, Parkinson’s disease,
Alzeimer’s disease, stroke)

Heart (cardiac arrhythmias)
Lung (asthma)
Stomach (peptic ulcer)

Intestines (diarrhea)
Bladder (contractility disorder)

Blood vessel
(arterial hypertension, peripheral
vascular disease)

Skin (hives, urticaria)

Figure 4.1 Neurotransmitters and neurotransmitter receptors as messenger targets: Neurotrans-
mitters affect organs and disease processes throughout the entire body, affording a wealth of targets
for drug design. Drugs based on neurotransmitters are not restricted to brain diseases; they can be
used for the treatment of diseases affecting virtually any organ system within the body.
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4.1.1 The Neuron

The human brain is composed of more than 100 billion neurons with widely differing
molecular properties. Neurons are highly specialized cells that trigger and conduct
bioelectric impulses, communicate with each other through intricate networks, and
regulate all tissues and organs within the body. The membrane of the nerve cell is
“excitable” because it can undergo changes in its permeability, mediated by trans-
membrane ion channel proteins and triggered by small, endogenous neurotransmitter
molecules.

Figure 4.2 shows the organization of a neuron. The cell body carries short, branching
dendrites, which receive and transfer incoming signals to the cell; these signals are then
transmitted to the next neuron (or to a tissue) by the long axon. The axon of a neuron
is insulated by the lipid myelin sheath, which is interrupted by the nodes of Ranvier.
These gaps allow the exchange of ions between the axon and its surroundings. The axon
terminates in a nerve ending, which may be a neuromuscular endplate that communi-
cates with the membranes of muscle cells. In other neurons, the nerve ending can be a
knoblike synaptic bouton in contact with the dendrites, axon, or cell body of another
nerve cell, with chemical signals rather than electric impulses being used for transmis-
sion. The synaptic end of a neuron contains mitochondria and one or more types of
synaptic vesicles—spheres of 0.3-0.9 um diameter, surrounded by a membrane and
filled with a neurotransmitter that is often complexed with protein and ATP. The presy-
naptic membrane seems to have an inner grid composed of synaptopores, which are
assumed to direct the synaptic vesicles to the membrane when they are about to dis-
charge the neurotransmitter. However, there are other mechanisms of neurotransmitter
release. The synaptic gap separates two interconnected neurons. Normally, the neuro-
transmitter, released into the synaptic gap, diffuses to the postsynaptic membrane and
its receptors, which are really parts of the next neuron.

Dendrites
Terminal bouton

(O =220
7 Axon Synizpse

Soma

Action potential

Figure 4.2 The neuron consists of several parts: dendrite, soma (body), axon, and terminal
bouton (or synaptic bouton). A gap, or synapse, separates one neuron from another. A chemical
messenger, or neurotransmitter, must passively diffuse across the synapse in order to transmit
information from one neuron to the next. Information travels from the soma, along the axon, and
to the terminal bouton, stimulating the Ca’*-mediated release of a neurotransmitter.
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The neuron is the fundamental structural unit of the nervous system. Each neuron is
also a functioning “bioelectric unit”, capable of generating and transmitting electrical
information (sections 4.1.2 and 4.1.3). When a neuron is damaged by some pathologi-
cal process (e.g., trauma, infection), it may neurochemically respond in one of two
ways: either the neuron can quit functioning (leading to negative—Iloss of function—
symptoms, such as the limb paralysis associated with stroke; section 4.9.3) or it can
hyperfunction (leading to positive—excessive function—symptoms, such as the limb
shaking associated with epilepsy).

Neurons are not the only cells contained within the central nervous system. The ner-
vous system is also rich in glial cells, which function as support cells. Glial cells are
biosynthetically active cells possessing protein-laden membranes that offer a wealth of
potential “druggable targets” for the medicinal chemist. There are four types of glial cells:
astrocytes, oligodendrocytes, microglial cells and ependymal cells. Astrocytes are work-
horse cells. Most importantly, they are neurochemically active and involved in the
exchange of metabolites between neurons and the blood and also in the uptake of neuro-
transmitter molecules from the synaptic cleft. Astrocytes are also an essential structural
component of the blood-brain barrier (chapter 3), the most important pharmacokinetic
hurdle to drug design for the central nervous system. Oligodendrocytes are responsible for
producing and maintaining the myelin sheaths (fatty insulation layer) surrounding neu-
ronal axons in the central nervous system. Not surprisingly, oligodendrocytes may play a
role in multiple sclerosis (chapter 6). Microglia function as neural macrophages, respon-
sible for phagocytosis (a defense mechanism which involves ingesting and removing par-
ticles or substances foreign to the brain; from the Greek, phagein, to eat). Ependymal cells
line the fluid-filled cavities within the brain.

In addition to providing druggable targets for the drug designer, glial cells are also
important in medicinal chemistry because they are the primary source of brain tumors.
The majority of brain tumors arise from glial cells, not neurons. This is not surprising,
given the observation that glial cells are much more active in cellular division than neu-
rons; brain cells, unlike other cells (e.g., liver cells) do not tend to proliferate after
injury. Gliomas are common brain tumors. Astrocytes are a frequent source of brain
tumor, giving rise to astrocytomas and the extremely deadly glioblastoma multiforme.
The development of anticancer agents for brain tumors is a technically challenging
activity within medicinal chemistry.

4.1.2 Nerve Conduction

Nerve conduction is the process whereby electrical information is passed along the
length of a given brain cell. As a process, nerve conduction is vulnerable to (and use-
ful for) a properly designed drug. All cells show transmembrane electric potential.
A microelectrode placed into a cell will indicate a potential that is 50-80 mV more
negative than the potential recorded by an electrode outside the cell. This condition is
a result of ion imbalance. Inside the cell, there is a high K* ion concentration (about
120 mM) and low Na* concentration (about 20 mM); the reverse is true outside the
cell. In addition, there is a negative charge inside the cell because the protein anions of
the cytosol are not counterbalanced by cations. The buildup of this negative charge
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eventually prevents the loss of more K* ions, and an equilibrium is reached; the cell
becomes polarized and the transmembrane potential (resting potential) stabilizes.

The difference between an ordinary cell and an excitable cell becomes evident when
a depolarizing current is applied. In an ordinary cell, such as an erythrocyte, the trans-
membrane potential is equal to zero; in a neuron, however, an explosive, self-limiting
process allows the potential to overshoot zero and become about 30 mV more positive
within the cell than outside it. This depolarization is called an action potential, and is
carried first by sodium ions and then by potassium ions (see figure 4.3). Spread of the
action potential along a neuron is the means by which information is transmitted in the
CNS. The neuron is the fundamental anatomical unit of the brain; the action potential
is the fundamental physiological (functional) unit of the brain. An action potential lasts
only about a millisecond, during which time sodium rushes in and potassium rushes out
through ion channel proteins opened by conformational change. The original ionic dis-
equilibrium is then re-established through the rapid elimination of Na* ions. In myelin-
ated nerves, such ion exchange can occur only at the nodes of Ranvier, and the action
potential jumps very rapidly from node to node without a loss of potential. This wave
of depolarization passes along the axon to the nerve ending and can be repeated several
hundred times per second.
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Figure 4.3 The neuron is the fundamental structural (anatomical) unit of the brain. The action
potential is the fundamental functional (physiological) unit of the brain and is the means of trans-
mitting information within the nervous system. An action potential is generated by changes in the
transmembrane voltage gradient across the neuronal membrane. The action potential is initiated by
the opening of voltage-gated Na* channels. The resulting wave of depolarization travels along the
neuron as an electrical signal, transmitting information.

4.1.3 Synaptic Transmission

Synaptic transmission is the process whereby neurons communicate with each other
and with the target organs whose physiology they are influencing; synaptic transmis-
sion permits the action potential to jump from one neuron to the next. It is imperative
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that the medicinal chemist understands synaptic transmission when designing neuroactive
drugs. Synaptic transmission is not electrical but chemical, and is triggered by the
arrival of the action potential at the nerve ending. This causes a Ca*" ion influx across
the membrane and into the neuron, resulting in the release of an interneuronal chemi-
cal messenger (neurotransmitter) characteristic for that particular neuron. There seem
to be several different neurotransmitter release mechanisms, although none is well
understood. When released, the neurotransmitter crosses the synaptic gap by passive
diffusion and binds transiently to a receptor on the membrane of the postsynaptic neu-
ron. This receptor occupation initiates the electrical axonal wave of depolarization of
the next (postsynaptic) neuron; alternatively, it can trigger the activation of an enzyme
such as adenylate cyclase and the formation of cAMP as a second messenger. The
released neurotransmitter is then either destroyed enzymatically or taken back into the
synapse and recycled. Inhibitory neurotransmitters, on the other hand, activate C1™ ion
uptake through the postsynaptic neuronal membrane. This effect makes the intracellu-
lar potential more negative than the original resting potential and thus hyperpolarizes
the neuronal membrane. Naturally, a greater than normal impulse will be necessary to
fire such a hyperpolarized neuron, since the threshold value of the action potential
remains the same. Both excitatory and inhibitory impulses summate and trigger an
all-or-none response of a particular neuron, on which hundreds of other neurons may
synapse.

Besides binding to postsynaptic receptors, a released neurotransmitter also “back-
diffuses” to presynaptic receptors or autoreceptors on the neuron from which it was just
released, fulfilling an important feedback regulatory function by facilitating or inhibit-
ing transmitter release. It has been suggested that these presynaptic receptors are also
heteroreceptors—that is, they respond to cotransmitters as well as neurotransmitters
produced by the same neuron. For instance, it is known that neurotensin regulates the
release of norepinephrine, its cotransmitter. Now that the fallacy of the “one neuron—
one transmitter” dogma has been revealed, it is logical to assume that multiple trans-
mitters (neurotransmitter plus a cotransmitter) may regulate each other’s release and
metabolism in a given synapse and that there may be considerable overlap among
presynaptic auto- and heteroreceptor functions.

4.1.4 Neurotransmitters and Neuromodulators

A neurotransmitter is a chemical messenger that mediates the passage of electrical
information from one neuron to an adjacent neuron. To be defined as a classical neuro-
transmitter, a molecule must be synthesized and stored in a neuron, released from that
neuron in a Ca** dependent process, diffuse to an adjacent neuron, specifically dock
with a receptor on that adjacent neuron, and have its binding to this receptor blocked by
a competitive antagonist. A neuromodulator, on the other hand, is a molecule which is
present in the synaptic cleft and which modifies either the frequency or the efficiency
of the neurotransmitter molecule, thereby either amplifying or attenuating the neuro-
transmitter action.

The traditional neurotransmitters have been recognized for a number of decades and
include acetylcholine, norepinephrine, and glutamate. The number of neurotransmitters
has increased rapidly in the past 10-20 years as the methodology for their detection has
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become more sophisticated. At this point it is well to consider that the classical
definitions and concepts in this field have been undergoing considerable change, and
that the distinctions between neurotransmitters, cotransmitters, neuromodulators, and
neurohormones often become blurred. Many peptide hormones of the hypothalamus
and hypophysis, for instance, have been recognized as having neurotransmitter activity
at other sites, and neurohormones and the discipline of neuroendocrinology have
become increasingly important in the biosciences.

In recent decades, an explosive development in the discovery of cotransmitters has
greatly expanded our understanding of neurotransmission, and of the homeostatic equi-
librium that is regulated by aminergic and peptidergic cotransmitters even in systems as
simple as that of Hydra. Postsynaptically, cotransmitters can influence the same recep-
tor on the target, bind to two different receptors on the same target, or bind to two dif-
ferent receptors on two different targets. This multipotential reactivity may explain the
fact that some drugs and endogenous substances are partial agonists only: they may
miss the help of a cotransmitter that the full agonist receives. Cross-reactivity of
cotransmitter combinations may also explain the many side effects and shortcomings of
neuroactive drugs that have been designed without the benefit of knowing the complete
story of in vivo processes at the target.

It should be kept in mind that a single synapse may operate with as many as four
transmitters simultaneously, in any combination of amine and peptide, or even peptide
and peptide, within the groupings shown. The peptide neurotransmitters are stored
separately, always in large synaptic vesicles; are synthesized in the cell body of the
neuron; and are transported to the synapse after post-translational processing by fast
(ATP-driven) transport systems. Amine neurotransmitters are synthesized in the synapse
and are stored in small or large vesicles. Different populations of the same type of
neurons may differ in their content of cotransmitters.

4.1.5 Neuronal Systems: Brain Structures Relevant to Drug Design

The neuronal systems of vertebrates are divided into the central nervous system (CNS),
comprising the brain and the spinal cord, and the peripheral nervous system (PNS),
comprising the autonomic nervous system and sensorimotor nervous system that serve
the rest of the body.

The brain is really a collection of highly specialized components of enormous
anatomical complexity. The brains of different mammals are very different, and the evo-
lutionary changes in the brain are seen primarily as an increase in relative size and in
the complexity of cortical folding, thus increasing the area devoted to association (i.e.,
learning and decision making). A basic schematic illustration of the human brain is
shown in figure 4.4.

The central nervous system consists of the brain and spinal cord. The average adult
brain weighs 1250-1380 grams. The brain is divided into three gross parts: the brain-
stem, the cerebrum, and the cerebellum. Structurally, the brain may be likened to a bou-
quet of flowers with the cerebrum (as two cerebral hemispheres) “blossoming”
outwards above the brainstem; the cerebellum is attached at the back of the brainstem.

The brainstem consists of the following structures: medulla oblongata (at the lower
end where the brainstem meets the spinal cord), pons, mesencephalon (midbrain), and
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Figure 4.4 General structure of the brain: the central nervous system consists of the spinal cord and
the brain. The brain consists of the brain stem (medulla oblongata, cerebellum, pons, mesencephalon,
diencephalon) and the cerebrum (cerebral hemispheres, subcortical white matter, basal ganglia).

diencephalon (upper end, where the brainstem meets the cerebrum). Twelve pairs of
nerves, collectively referred to as the cranial nerves, originate in the brainstem and sub-
serve sensory and motor function in the head and neck. One of these nerves, the vagus
nerve (so called because it wanders throughout the thorax and abdomen), is important
to the autonomic nervous system (section 4.3.1). Within the medulla are a number of
neurons actively involved in the biosynthesis of epinephrine (section 4.3.2). Lying
partly in the pons and partly in the mesencephalon is the locus ceruleus (or nucleus
pigmentosus), which is rich in norepinephrine-containing neurons and thus plays a role
in the adrenergic neurotransmitter systems (see section 4.3.1). The dorsal (back)
portion of the pons and mesencephalon is referred to as the tegmentum and contains a
variety of nerve fibre tracts. The mesencephalon contains the substantia nigra, a region
of the brain that is intimately involved with the dopamine neurotransmitter and is thus
involved in the medicinal chemistry of Parkinson’s disease (section 4.4.4). The dien-
cephalon is divided into the following regions: thalamus, hypothalamus, subthalamus,
and epithalamus. The thalamus acts as a relay station that transmits, correlates, and
integrates all ascending sensory information from the body on its way to the cerebrum.
The hypothalamus has a regulatory influence over the autonomic nervous system and is
the point at which the nervous system (using neurotransmitters as messengers) and the
endocrine system (using hormones as messengers) interface. The hypothalamus also
produces responses to emotional changes and to needs signaled by hunger and thirst;
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therefore, it is of interest to the design of agents for appetite control. The pituitary gland
is attached to the hypothalamus and is crucial to the synthesis of many neurohormonal
messenger molecules (chapter 5). The pineal gland is part of the epithalamus and is
important to the timing of the onset of puberty. The pineal gland contains melatonin,
biosynthetically derived from serotonin (section 4.5.1).

Running up the centre of the brainstem is a region called the reticular activating
system. This region is influenced by a diversity of neurotransmitters (e.g., serotonin,
norepinephrine, GABA) and is central to human consciousness and sleep, being
involved in pharmacologically induced sleep. The raphe nuclei are in the middle of the
brainstem (in the midline of the medulla, pons, and mesencephalon); they are associ-
ated with the reticular formation and are actively involved with the biosynthesis of sero-
tonin (section 4.5.1). The brainstem (particularly the medulla and pons) is crucial to
life, with many injuries to the brainstem being rapidly lethal; the drug designer who
targets receptors in the brainstem must keep in mind a deep appreciation for the funda-
mental role of the brainstem in life.

The cerebrum is made up of gray matter structures and white matter structures. Gray
matter is composed of neuronal cell bodies (i.e., soma); white matter is composed of
nerve fibres (e.g., axons) coated in fatty insulation called myelin. The cerebrum is com-
posed of two gray matter areas: an inner region called the basal ganglia (located adja-
cent to the diencephalon at the top of the brainstem) and an outer region called the
cerebral cortex that lines the outer surface of the brain. Between these two gray matter
regions lies an extensive zone of white matter. This zone contains the insulated wiring
that carries information from the body to the brain via ascending vertical tracts, from
the brain to the body via descending vertical tracts, and from one part of the brain to
another part of the brain via horizontal tracts. Since multiple sclerosis (MS) is exclu-
sively a disease of white matter (in which discrete regions of white matter become
“demyelinated,” giving rise to short circuiting within the brain’s electrical network),
this area is of importance to drug design for demyelinating diseases; interferons
(chapter 6) are now used in the treatment of MS.

The innermost gray matter region of the cerebrum is the basal ganglia region. The
basal ganglia consists of three major components: caudate nucleus, putamen, and
globus pallidus. Collectively, the caudate nucleus and putamen are referred to as the
striatum;, collectively, the putamen and globus pallidus are referred to as the lenticular
nucleus. The basal ganglia are heavily involved in motor activity. The term extrapyra-
midal system is used clinically to denote components of the basal ganglia that influ-
ence motor activity. Motor activity is intricately controlled by the interaction of three
major systems: the cerebral cortex (controlling voluntary movements via the pyrami-
dal system and causing spasticity and loss of volitional movement when injured), the
basal ganglia (modulating static postural activities via the extrapyramidal system and
causing rigidity, involuntary movements, and tremor when injured) and the cerebellum
(facilitating coordination of movements and causing ataxia [staggering] when injured).
Because of its central role in movement, the basal ganglia is an area in which many
neurotransmitters deliver either excitatory (+) or inhibitory (—) messages (e.g.,
dopamine (—), acetylcholine (+), glutamate (+), y-aminobutyric acid [GABA] (-), and
substance P (+)). By manipulating these neurotransmitters, the medicinal chemist can
aid in the treatment of a number of diseases, including Parkinson’s disease (targeting
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the striatum; see section 4.4.4) and Huntington’s chorea (targeting the caudate nucleus;
see section 4.7.8).

The outermost layer of the cerebrum is the cerebral cortex. The 2—-5 mm thick mantle
of gray matter that covers the expansive surface of the cerebrum is what makes you
you. The cortex provides the final integration of all neural mechanisms and is a place
where neurotransmitter-influenced bioelectric events are of paramount importance. The
neuroscientist Sherrington vividly described the cortex as “an enchanted loom where
millions of flashing shuttles weave a dissolving pattern.” The cortex is spread over two
cerebral hemispheres, separated from each other by the deep medial longitudinal fissure
but connected to each other by the corpus callosum—a broad band of white matter pro-
viding information relay between the two hemispheres. The cortex is divided into var-
ious lobes that subserve varying functions: frontal (motor), parietal (sensory), occipital
(vision), and temporal (speech, memory). The hippocampus is an expansion of the tem-
poral lobe and is involved in memory and epilepsy; owing to its importance to memory,
it may be a future design target for anatomically targeted neurologic drugs. Discrete
damage to the cortex can give rise to negative symptoms (i.e., loss of functional abili-
ties produced by a loss of neuronal function) such as apraxia (loss of ability to carry out
purposeful, skilled motor acts despite intact motor systems), alexia (inability to read),
aphasia (inability to speak), and agraphia (inability to write). Focal damage to the
cortex can also give rise to positive symptoms (unwanted, uncontrolled activities pro-
duced by excessive neuronal electrical discharges) in the form of seizures. Epilepsy
(state of recurrent seizures) is a disorder of gray matter, as distinguished from MS, a
disorder of white matter. Global damage to the cortex by neurotoxic substances such as
B-amyloid may lead to neurodegenerative disorders such as Alzheimer’s disease.

The outside of the cortex (i.e., the surface of the brain) is covered by membrane
layers collectively referred to as the meninges. The meninges are trilaminar with the
tough dura mater externally, the delicate arachnoid lining the dura, and the thin pia
mater adhering to the brain. Serotonin receptors within the blood vessels of the
meninges are involved with the mechanism of migraine (section 4.5.5). Infection of
the meninges gives rise to meningitis, which is distinct from an infection involving the
brain, encephalitis (section 9.1). The meninges also extend downwards to encase the
spinal cord in a fluid-filled tube called the thecal sac.

The final part of the brain is the cerebellum. The cerebellum lies attached to the
medulla, pons, and mesencephalon by bands of tissue referred to as cerebellar pedun-
cles. It has an outer layer of gray matter and two hemispheres. As mentioned, the cere-
bellum is involved in the coordination of movement. It is exquisitely sensitive to its
chemical environment. Inebriation with alcohol leads to a staggering gait (ataxia),
reflecting the cerebellum’s response to the excessive amount of ethanol. Many neu-
roactive agents produce cerebellar signs as a first indication of toxicity. For instance,
many anticonvulsant drugs (used for epilepsy, chapter 7) produce the cerebellar sign
called nystagmus—a jerky back-and-forth movement of the ocular pupils. The use of a
rotorod ataxia test (ability of a rodent to stay on a slowly turning rod) is a measure of
cerebellar intactness and can be used as a crude measure of neurotoxicity when evalu-
ating new chemical entities as putative neurologic therapeutics.

The center of the central nervous system is occupied by a system of cavities con-
taining the fluid referred to as cerebral spinal fluid (CSF). The average adult brain
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contains 150 mL of CSF, with a CSF secretion rate of 0.4 mL/min; thus, the total CSF
in the brain is completely replaced 3—4 times per day. CSF is a dilute aqueous solution
of Na*" and CI". CSF fulfills a number of functions, including protecting the brain from
trauma by its buoyancy, functioning as a “sink” to remove certain substances from the
brain, and influencing message transduction by facilitating hormonal and molecular
transport within the brain. The central cavity system, which contains the CSF, is com-
posed of the central canal (in the spinal cord), the fourth ventricle (between the pons
and the cerebellum), the third ventricle (within the diencephalon), and the lateral ven-
tricles (within the cerebral hemispheres). This fluid-filled pathway may be used to
administer drugs directly (albeit with a limited distribution) into the CNS via intrathe-
cal administration by delivery into the thecal sac that lies outside of the spinal cord.
When there is an excess of CSF, the condition is referred to as hydrocephalus. Although
frequently treated surgically, hydrocephalus may also be treated with enzyme inhibitors
such as carbonic anhydrase enzyme inhibitors (e.g., acetazolamide); this observation is
of interest to the medicinal chemist working on diuretics and the carbonic anhydrase
system.

Since the brain is so extremely active in the electrical control of short-term home-
ostasis within the body, it is an ideal target for drug design. However, this high degree of
activity also gives the brain a voracious appetite for glucose and oxygen as provided by
the bloodstream. Indeed, the brain has the highest consumption of blood of any organ
system in the body. As a generalization, blood supply to the back of the brain (brainstem,
cerebellum, occipital cortex) is from the vertebrobasilar (VB) artery and the associated
posterior cerebral artery (PCA); blood supply to the front of the brain (frontal and pari-
etal cortex) is from the internal carotid (IC) and its anterior cerebral artery (ACA) and
middle cerebral artery (MCA) branches. Either blockage (via atherosclerosis) or rupture
(secondary to arterial hypertension) of any of these arteries will lead to a stroke, which
in turn triggers a cascade of neurotransmitter events which may (or may not be)
amenable to molecular manipulation by the medicinal chemist (section 4.9.3).

The other part of the central nervous system is the spinal cord. As a reversal of the
trend in the brain, the spinal cord has white matter on the outside and gray matter on
the inside. The spinal cord is divided into several divisions: cervical, thoracic, lumbar,
and sacral. It lies protected in the bony spinal column constructed from individual ver-
tebral bodies. Damage to the spinal cord is common and leads to severe disabilities (i.e.,
diplegia [paralysis of both legs] or quadriplegia [paralysis of all four extremities]—to
be distinguished from hemiplegia [paralysis of one leg and arm on the same body side]
which is a symptom of brain injury or damage). Currently, there are virtually no drugs
available for spinal cord problems. Glycine receptors, especially those in the cervical
region of the spinal cord, may have some utility in the development of therapies for the
treatment of muscle spasticity following CNS injury (section 4.8). The spinal cord is
extremely important because it is a conduit for all ascending information traveling up
to the brain and descending information traveling down from the brain.

Commands from the CNS to the organs of the body (e.g., heart, lungs, bowel, blad-
der) are conveyed by the autonomic nervous system, whereas commands to the skeletal
muscles are transmitted by the sensorimotor system. Likewise, information from the
heart, lungs, and other viscera are conveyed back to the CNS via the autonomic nervous
system and information from the skin (i.e., pain, pressure, touch) is sent to the CNS via
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the sensorimotor system. The autonomic nervous system is further divided into two
parts: sympathetic and parasympathetic. The sympathetic portion deals with the “fight
or flight” response, speeding up the heart and increasing breathing rate during times of
stress; the parasympathetic portion allows us to slow down during times of relaxation.

There is considerable structural difference between the neurons of the autonomic and
sensorimotor systems. In the sensorimotor system, a motoneuron may originate from a
ventral horn of the spinal cord and continue without interruption, through a myelinated
A-fiber, to the muscle. The neuron usually branches in the muscle and forms neuro-
muscular endplates on each muscle fiber, creating a single motor unit. By contrast, the
autonomic nervous system interposes a peripheral ganglionic synapse between the CNS
and an organ, acting as a kind of switching station. The neurons in the sympathetic ner-
vous system originate in the upper and middle part of the spinal cord and form myeli-
nated B-fibers. Each such fiber makes synaptic connection with the ganglion cell,
which continues in a postganglionic, nonmyelinated C-fiber that then synapses on a
smooth-muscle cell, a gland, or another neuron. In the sympathetic system, the ganglia
are usually in the paravertebral chain, or within some other specialized ganglia. In the
parasympathetic nervous system, the ganglia are buried in the effector organs and there-
fore have only short postganglionic fibers.

As will be shown in this chapter, designing drugs to treat specific diseases of the CNS
is challenging and fraught with frequent failure. The diagnostic approach to neurologi-
cal disease involves localization of the lesion followed by determination of the nature of
the lesion. The disease is localized by examining the individual to ascertain which verti-
cal pathways (e.g., descending tracts such as the corticospinal tract carrying information
from the brain to the body, or ascending tracts such as the spinothalamic tract carrying
sensory information to the brain) and horizontal pathways (e.g., spinal nerves carrying
information to a particular level of the spinal cord, or visual pathways taking informa-
tion from the eyes to the occipital cortex) are involved; by determining where the verti-
cal and horizontal tracts meet, it is possible to localize the lesion. Next, it is necessary
to determine the nature of the pathology that is causing problems at this location: devel-
opmental (cerebral palsy), degenerative (Alzheimer’s, Parkinson’s diseases), infectious
(meningitis, encephalitis), inflammatory (multiple sclerosis), neoplastic (brain tumor),
nutritional (thiamine deficiency causing Wernicke’s encephalopathy), trauma (concus-
sion), toxic (alcoholism, environmental poison, drug side effect), or vascular (stroke).

Designing drugs to treat such problems is not a trivial task. Although the disease may
be localized, site-specific delivery of the drug is usually not possible. A focal cortical
injury may be causing seizures, but the anticonvulsant drug will reach all areas of the
brain, not just the focal area. In fact, it may not even be possible to get the drug into the
brain. The blood—brain barrier (chapter 3) will preclude many molecules with desirable
therapeutic properties. Also, various areas of the brain are highly interconnected; block-
ing a neurotransmitter receptor may have far-reaching consequences that extend beyond
the area of interest. Despite these difficulties, medicinal chemistry of neuroactive sub-
stances is a rapidly expanding area. Furthermore, drugs targeting neurotransmitters are
not exclusively used for the treatment of CNS disorders. Since the brain controls
numerous functions throughout the body, modification of neurotransmitters enables the
treatment of many non-neurologic problems such as high blood pressure, cardiac
arrhythmias, pulmonary bronchospasm, and irritable bowel syndrome (section 4.10).
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4.2 ACETYLCHOLINE AND THE CHOLINERGIC RECEPTORS

From the perspective of drug design, acetylcholine is one of the most important neuro-
transmitters in the human brain; neurons that use acetylcholine as a neurotransmitter are
referred to as cholinergic neurons. The cholinergic neuronal system can be found in the
CNS (especially in the cortex and caudate nucleus), in the autonomic nervous system,
and in the sensorimotor system. Acetylcholine (ACh) is the neurotransmitter in all gan-
glia, the neuromuscular junction, and the postganglionic synapses of the parasympa-
thetic nervous system. However, the autonomic innervation of most organs utilizes both
the parasympathetic (mediated by cholinergic neurotransmitters) and sympathetic
(mediated by adrenergic neurotransmitters, section 4.3) systems, with the effects of the
two usually being opposed. Table 4.1 shows the varying effects of cholinergic and
adrenergic stimulation on a diversity of organ systems throughout the body. Thus, if one
system causes an increase in some physiological action, the other will cause a decrease,
and vice versa.

Table 4.1 Responses of Effector Organs to Autonomic Nerve Impulses and Circulating
Catecholamines

Cholinergic impulses Adrenergic impulses

Response Receptor Response
Effector organs type
Heart
S-A node Decrease in heart rate; B Increase in heart rate
Vagal arrest
Atria Decrease in contractility B Increase in contractility and
and (usually) increase in conduction velocity
conduction velocity
A-V node and Decrease in conduction B Increase in conduction velocity
conduction system velocity; A-V block
Ventricles - B Increase in contractility,
conduction velocity,
automaticity, and rate
of idiopathic pacemakers
Blood vessels
Coronary Dilatation o Constriction
B Dilatation
Skin and mucosa - o Constriction (slight)
Skeletal muscle Dilatation o Constriction
B Dilatation
Cerebral - o Constriction (slight)
Pulmonary - o Constriction
Abdominal viscera - o Constriction
B Dilatation
Renal - o Constriction

(Continued)
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Table 4.1 Continued

Cholinergic impulses

Adrenergic impulses

Response Receptor Response
Effector organs type
Lung
Bronchial muscle Contraction B Relaxation
Bronchial glands Stimulation Inhibition
Stomach
Motility and tone Increase B Decrease (usually)
Sphincters Relaxation (usually) o Contraction (usually)
Secretion Stimulation Inhibition
Intestine
Motility and tone Increase o, Decrease
Sphincters Relaxation (usually) o Contraction (usually)
Secretion Stimulation Inhibition
Liver - B Glycogenolysis
Pancreas
Acini Secretion -
Islets Insulin secretion o Inhibition of insulin secretion
B Insulin secretion
Gallbladder and ducts Contraction Relaxation
Urinary bladder
Detrusor Contraction B Relaxation (usually)
Trigone and sphincter Relaxation o Contraction
Ureter
Motility and tone Increase Increase (usually)
Skin
Pilomotor muscles - o Contraction
Sweat glands Generalized secretion o Slight, localized secretions
Adrenal medulla Secretion of epinephrine -
and norepinephrine
Eye
Radial muscle of iris - o Contraction (mydriasis)
Sphincter muscle of iris Contraction (miosis) -
Ciliary muscle Contraction for near B Relaxation for far vision

vision

As do most neuronal systems, cholinergic receptors show multiplicity, and we
distinguish between nicotinic and muscarinic receptors, which differ in many respects.
Whereas acetylcholine (4.1) binds to both types of receptors, the plant alkaloids
nicotine (4.2) and muscarine (4.3) trigger a response only from nicotinic or muscarinic
cholinergic receptors, respectively. Nicotinic receptors are found in all autonomic gan-
glia (i.e., in the sympathetic system as well as the parasympathetic) and at the neuro-
muscular endplate of striated muscle. Muscarinic receptors occur at postganglionic
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parasympathetic terminals involved in gastrointestinal and ureteral peristalsis, glandular
secretion, pupillary constriction, peripheral vasodilation, and heart rate reduction.
Acetylcholine is normally an excitatory neurotransmitter, although it can occasionally
show an inhibitory action in cardiac muscle. There, hyperpolarization rather than depo-
larization occurs because only K* can cross the muscle membrane. In the CNS, cholin-
ergic inhibition is seen in the thalamus and brainstem.

4.2.1 Acetylcholine Metabolism

Acetylcholine is synthesized by the reaction
Choline + Acetyl-CoA — Acetylcholine + CoA—SH

which is catalyzed by choline acetyltransferase. Acetyl-coenzyme A (CoA) is ubiqui-
tous; choline is obtained from phosphatidylcholine (lecithin) and free choline. Some of
this choline is recycled after ACh is hydrolyzed by acetylcholine esterase (AChE), ter-
minating the neuronal impulse (see chapter 8). There is a high-affinity transport system
(K, = 1-5 M) for choline reuptake in the nerve endings, which can be inhibited by

hemicholinium (4.4). Unlike most other neurotransmitters, ACh itself is not taken up by
active transport into synapses.

,CH;

HCN \*
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Hemicholinium (4.4)

As ACh is synthesized, it is stored in the neuron or ganglion in at least three differ-
ent locations. Eighty-five percent of all ACh is stored in a depot and can be released by
neuronal stimulation; it is always the newly synthesized neurotransmitter that is
released preferentially. The surplus ACh can be released by K* depolarization only.
Finally, there is stationary ACh, which cannot be released at all. It has been assumed
that the neurotransmitter in cholinergic and some other neurons is released through the
exocytosis of small transmitter-filled synaptic vesicles.

Acetylcholine release is inhibited by one of the most potent toxins, the botulinus toxin
produced by the anaerobic bacterium Clostridium botulinum. The toxin, lethal at 1 ng/kg
in humans, enters the synapse by endocytosis at nonmyelinated synaptic membranes and
produces muscle paralysis by blocking the active zone of the presynaptic membrane



NEUROTRANSMITTERS AND THEIR RECEPTORS 207

where Ca**-mediated vesicle fusion occurs. Historically, botulinum toxin was of interest
because of its role in botulism food poisoning. However, botulinum toxin (“botox”) is
now used as a “therapeutic.” Disabling and possibly painful muscle contractions asso-
ciated with neurologic disorders, such as dystonia, can be relieved by injecting the
affected muscle with botulinum toxin. Botox injections are now also used cosmetically.
Injections of the toxin into the muscles over the forehead or around the eyes will
remove “age creases and skin wrinkles,” “restoring the youthful appearance” much
prized in our image-conscious society.

Acetylcholine is also found in non-neuronal tissues. The mammalian respiratory tract
is regulated by ACh; this neurotransmitter also has a direct effect on intestinal smooth
muscle and on the heart. It is therefore reasonable to consider ACh a hormone as much
as a neurotransmitter, as mentioned previously.

4.2.2 The Nicotinic Acetylcholine Receptor
4.2.2.1 Isolation of Acetylcholine Receptors

The isolation of the nicotinic acetylcholine receptor glycoprotein was achieved
almost simultaneously in several laboratories (those of Changeux, O’Brien, Brady, and
Eldefrawi) and was helped tremendously by the discovery that the electric organ (elec-
troplax) of the electric eel (Electrophorus electricus, an inhabitant of the Amazon
River) and related species, as well as the electroplax of the electric ray (Torpedo mar-
morata) of the Atlantic Ocean and the Mediterranean Sea, contains acetylcholine
receptors (AChR) in a much higher concentration than, for instance, in human neuro-
muscular endplates or brain tissue.

The discovery that the toxins of Elapid snakes bind almost irreversibly to the AChR
also facilitated the isolation and study of this receptor. The structure of these venoms
has been elucidated; those most widely used experimentally are the a-bungarotoxin
(BTX) of the Indian cobra and the toxin of the Siamese cobra. These compounds are
peptides containing from 61 to 74 amino acids, five disulfide bridges, and a high pro-
portion of basic arginine and lysine residues, often in close proximity. Venoms are toxic
because they block cholinergic neurotransmission by binding to the receptor.

The AChR is an integral membrane protein, deeply embedded into the postsynaptic
membrane. It can be solubilized by nonionic detergents such as Triton X-100, Tween
80, and others, or anionic detergents such as deoxycholate, a bile acid derivative.
Functionally, the regulation of ion permeability is lost when the receptor is removed
from the membrane; however, the ACh and BTX binding capacity is retained and
can be used for following the course of purification. In a typical isolation procedure,
the electric organ is homogenized in 1 M NaCl with Na,HPO, and EDTA, which sol-
ubilizes the acetylcholinesterase. The suspension is then centrifuged and the resulting
pellet extracted with detergent, solubilizing the AChR. This receptor solution can
then be purified further by polyacrylamide gel electrophoresis, by affinity partitioning,
or, most efficiently, by affinity chromatography either on an immobilized quaternary
ligand or on Siamese cobra toxin bound to an agarose bead matrix. The specific activ-
ities of the purified preparations range from 8 to 12 umol of binding sites per gram
of protein, and about 100—150 mg of receptor protein can be obtained from 1 kg of
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Torpedo electric organ. Compared to normal concentration standards, this yield is
exceptionally high.

4.2.2.2 Physicochemical Properties and Subunit Structure

The physical and chemical properties of the AChR have been elucidated. Optical rota-
tory dispersion measurements indicate that the receptor consists of about 34% helix
and 28-30% [-sheet structure—a high proportion of ordered secondary structure. Some
carbohydrates are part of the molecule. The DNA encoding the receptor has been
cloned and sequenced, revealing the complete amino acid sequence of the subunits.
The subunit structure of the AChR varies according to its origin. There are four pep-
tide chains, referred to as o (mass ~ 40 kD), B (~ 48 kD), v (~ 58 kD), and & (~ 64 kD),
which can be separated by electrophoresis. The receptor of Torpedo californica has an
0,30 chain composition, giving it a monomeric molecular mass of 250 kD. The o
chain is affinity-labeled specifically by [*H] bromoacetylcholine and by [*H] 4-N-
maleimidobenzyl-trimethylammonium iodide on Cys-192 and Cys-193 and therefore
must be the ACh binding subunit. The other chains are integral parts of the receptor and
do not dissociate, even in 8 M urea. The different chains have different amino acid
sequences but similar compositions. 4-N-Maleimidobenzyl-trimethylammonium
iodide, a specific affinity reagent, indicates the important fact that the quaternary-
ammonium-ion binding site (the -COO™ of glutamate) and an —SH group binding to
maleimide are in close proximity. [*H] Bungarotoxin ([*H] BTX) crosslinks the o and
B chains and probably also obstructs the ion channel. The B and vy chains are preferen-
tially labeled by a nitrene obtained from pyrene-sulfonylazide, a hydrophobic reagent
believed to attach itself to proteins within the core of the membrane (see figure 4.5).

Inside

Figure 4.5 This model of the nicotinic acetylcholine receptor shows two pentameric units cova-
lently linked through the & subunit. One of the units is shown in cross-section, indicating the selec-
tivity gate of the ion channel in the closed state. The 43 kD protein is shown, associated with the
receptor on the cytoplasmatic side.

The ligand binding sites of the AChR have been explored by a number of techniques.
The ACh binding site was first investigated using the MBTA affinity label. MBTA
binds to the native receptor with a K, = 8 x 10~> M but binds much more strongly after
reduction of the membrane preparation with dithioerythritol, a mild reducing agent. In
binding to the AChR, MBTA occupies half the sites that bind ['*I] BTX.
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Various pharmacologic and molecular biology studies have identified at least two
distinct types of nicotinic cholinergic receptors (cholinoceptors). The Ny receptor is
found in postganglionic neurons and in some presynaptic cholinergic terminals; the N,
receptor is found in skeletal muscle, at the neuromuscular endplate. Ligand binding
to either of these receptors leads to opening of Na* and K* channels with subsequent
cellular depolarization. These two receptors have differing structural features in terms
of their subunit construction. The N,, receptor has a pentameric structure consisting of
o, B, v, and & units; the N receptor has o and 3 subunits only.

4.2.3 The Muscarinic Acetylcholine Receptor

Even though the muscarinic receptor, which is present in postganglionic parasympa-
thetic synapses, is much more stereospecific and structure-specific than its nicotinic
counterpart, only since the 1980s have any molecular studies been undertaken to
explore similarities and differences between the two classes of AChR. It has been
labeled with the affinity label [*H] propyl-benzilylcholine-mustard (4.5).

O

I
¢ —C—0—CHyCHyN—CH,CH,CI

\ \
Q OH CH,CH,CH,

Propyl-benzilylcholine-mustard (4.5)

Muscarinic receptors may be classified into subtypes based upon their molecular
structure, signal transduction properties, and various ligand affinities. To date, three
types have been identified: M, , M, , and M,. All three subtypes are present in the cen-
tral nervous system, subserving functions such as memory, learning, pain perception,
and cortical excitability. The correlation of specific mentation processes to particular
receptor subtypes has not yet been achieved. Elsewhere, these three receptor subtypes
participate in various processes. M, receptors are present on nerve cells where they
facilitate impulse transmission from preganglionic axon terminals to ganglion cells. M,
receptors mediate acetylcholine effects on the heart; these receptors open K™ channels
in cardiac tissue, affecting sinoatrial pacemaker cells and thus slowing heart rate.
M, receptors regulate smooth muscle tone in the gastrointestinal tract and in bronchi,
causing stimulation of phospholipase C and increase in muscle tone. By an analogous
mechanism, M, receptors in various glands mediate increased glandular secretion. In
blood vessels, the relaxant action of ACh on muscle tone is indirectly mediated via M,
receptors that facilitate the release of nitric oxide.

4.2.4 Cholinergic Receptor Agonists

Increased stimulation of the AChR can be achieved in two ways: (1) by binding of the
directly acting cholinergic agonists to the AChR, triggering nicotinic or muscarinic
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effects, or both; and (2) by binding of the indirect agonists, which are drugs that inhibit
the hydrolysis of ACh by AChE, thus prolonging the action of available ACh.
The principal directly acting cholinergic agonists include methacholine, carbachol,
and betanechol—agents which, unlike acetylcholine, are used clinically.
Acetylcholine (4.1) has, of course, both nicotinic and muscarinic action. Because
it is very rapidly hydrolyzed by AChE and even by aqueous solution, it is not used
therapeutically.

CH CH
’ H, H, +/ } + /CHs
c~—cI O—C|H —CHs# N\ CH, H2N~—~|(|:——0—C—C—N\—CH} H,N— C— 0—-CH——CI[2—N\TCH3
CH
(¢} CH, 3 0 CH,4 e} H, 3
Methacholine (4.6) Carbachol (4.7) Bethanechol (4.8)

Methacholine (4.6) is hydrolyzed somewhat more slowly than acetylcholine because
of steric hindrance of the ester by the o--methyl group. Its activity is mainly muscarinic,
but it is used infrequently.

Carbachol (4.7) is a very potent agent because it is not an ester but a carbamate, and
is hydrolyzed slowly. It is used in glaucoma to reduce intraocular pressure.

Bethanechol (4.8) also has a prolonged effect, and finds application in stimulation of
the gastrointestinal tract and urinary bladder (both muscarinic effects) to relieve post-
operative atony.

CH
+ / 3 O
(0) N,
\H
B, \ N—CH;C=C—CHxN
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Muscarone (4.9) Arecoline (4.10) Oxotremorine (4.11)

Other cholinergic agonists have no therapeutic use. Muscarine (4.3) is an alkaloid
of the mushroom Anumita muscaria; muscarone (4.9) is its semisynthetic analog.
Pilocarpine (2.2) is found in the leaves of a shrub and can be used to increase salivation
or sweating. Arecoline (4.10) is also an alkaloid, and occurs in the betel nut that is
used as a mild euphoriant in India and Southeast Asia. Finally, oxotremorine (4.11) is
a synthetic experimental agent that produces tremors and is helpful in the study of
antiparkinsonian drugs.

4.2.4.1 Cholinergic Agonists: Structural Modifications of Acetylcholine

Structural modifications of acetylcholine influence the ability of analogs to function as
cholinergic agonists. These modifications fall into four categories: (1) changes in the
quaternary ammonium group; (2) changes in the ethylene chain; (3) changes in the ester
group; and (4) the creation of cyclic analogs of the neurotransmitter.
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Ammonium Group. The ammonium group of ACh can be replaced by other “-onium”
compounds (phosphonium, arsonium, or sulfonium), but only with the loss of 90% of
the activity. One of the methyl groups on the ammonium can be exchanged for larger
alkyl residues: for instance, the dimethylethyl derivative is about 25% active. However,
the insertion of larger groups or the replacement of more than one methyl leads to an
almost complete loss of activity. This finding implies that the size of the quaternary
ammonium group and its charge distribution are important to the activity of ACh, since
the hydrophobic auxiliary binding site next to the anionic site of the receptor is opti-
mized for two methyl groups, strengthening the ionic interaction. The uncharged carbon
analog 3,3—dimethyl-butyl acetate has only 0.003% activity. It is interesting to note that
many muscarinic agonists are fertiary amines—for example, pilocarpine (2.2), arecol-
ine (4.10), and oxotremorine (4.11). At physiological pH, however, these amines are
likely to be protonated and to occur in rigid ring structures. In this way, hydrogen bond-
ing between the protonated amino group and the -COO- group of the anionic site of the
receptor is not prevented by the intramolecular interaction of the -C=0 and -NH(CH,),
groups in the ligand. Such a bond would completely distort the ligand conformation and
prevent normal binding to the AChR.

Ethylene Chain. The ethylene bridge of ACh ensures the proper distance between
the ammonium group and the ester group, and is therefore critical in binding to the
receptor. Although it is rather dangerous to assign a definite distance between the -onium
and ester groups (estimated at about 0.6 nm), the “rule of five” states that there should
be no more than four atoms between the N* and the terminal methyl group. Lengthening
of the chain results in rapidly decreasing activity; interestingly, however, the 2-butyne
analog has 50% ACh activity. If the ethylene is branched, only methyl groups are
allowed, as shown in the muscarinic agonist methacholine (4.6). The o-methyl analog
of ACh has more nicotinic activity.

Ester Group. The ester group does not lend itself to much modification either. Large
aromatic acid moieties in the ester produce ACh antagonists rather than agonists, some of
which are useful as anticholinergic agents. If ethers and ketones replace the ester, some
activity is retained. The only useful replacement for the acetate has been a carbamate
group, resulting in carbachol (4.7), which is highly active because of its slow hydrolysis.

Cyclic Analogues of ACh. Cyclic ACh analogues include the naturally occurring
agonists muscarine (4.3), pilocarpine (2.2), and arecoline (4.10), all of which are mus-
carinic compounds. Dioxolanes such as (4.12) are muscarinic analogs of very high
potency. Cyclization is a good drug design strategy in that in constrains conformational
flexibility, thereby increasing receptor specificity.

0 \ .
/Q—OBVN\

2-Methyl-4 trimethyl-ammonium-
methyl-1,3-dioxolane (4.12)
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4.2.4.2 Cholinergic Agonists: Mode of Binding of Acetylcholine

The acetylcholine molecule is highly flexible, and its preferred conformation is
therefore hard to define. X-ray crystallographic studies suggest that ACh acts as the
gauche conformer, and it is possible to distinguish a “methyl side” and a “carbonyl side,”
corresponding, respectively, to the muscarinic and nicotinic actions of the molecule.
However, this is merely a general approximation, for although the muscarinic activity is
quite specific, steric parameters are rather irrelevant to the action of nicotinic agonists.

It is generally accepted that the ammonium group of ACh binds ionically to a car-
boxylate anion of glutamate or aspartate on the receptor, aided by van der Waals inter-
action of the methyl groups with the adjacent hydrophobic accessory binding site.
About 0.59 nm removed from this, the carbonyl group forms a hydrogen bond with an
acceptor, perhaps with histidine, as in acetylcholinesterase. In muscarinic agonists a
third binding point, involving the methyl group of the acetate, may assume increased
significance. Whereas the primary structural requirements for nicotinic agonists are a
quaternary ammonium and a carbonyl group, the muscarinic agonists are characterized
by an ammonium and a methyl group. The carbonyl group is the primary hydrogen-
binding site in both nicotinic and muscarinic receptors.

Once the drug binds to its receptor it can exert its therapeutic effect. Given the impor-
tance of the cholinergic system both inside and outside of the CNS, it is not surprising
that therapeutic exploitation of cholinergic messenger molecules can be targeted at sys-
temic problems. Cholinergic agonists (cholinomimetics) enjoy widespread use in the
treatment of gastrointestinal and urinary tract problems. In clinical problems involving
reduced smooth muscle activity without obstruction, cholinomimetics with muscarinic
effects may be of use. These clinical problems include postoperative ileus (bowel paral-
ysis following its surgical manipulation) and urinary retention (bladder atony, either
postoperatively or secondary to spinal cord injury [the so-called neurogenic bladder]).
Cholinomimetics, such as bethanechol (4.8), may be used for such disorders. For urinary
tract problems with some degree of obstruction (e.g., benign prostatic hypertrophy),
a-adrenergic blockade is more effective.

4.2.5 Cholinergic Receptor Antagonists

The peripheral cholinergic synapses (other than neuromuscular endplates) are mus-
carinic. Drugs that inhibit the interaction of ACh with the AChR are cholinergic block-
ing agents (or parasympatholytics) and must not be confused with the ganglionic and
neuromuscular blocking agents, which act on nicotinic receptors.

Antimuscarinic agents have numerous clinical uses. A heart attack (especially one
affecting the inferior wall of the heart) may depress the electrical system of the heart,
impairing cardiac output. The judicious parenteral use of atropine or some other
antimuscarinic agent may be of value in increasing the heart rate. Antimuscarinics are
widely used for gastrointestinal and genitourinary indications. In the treatment of simple
traveler’s diarrhoea (or other mild, self-limited gastrointestinal hypermotility conditions)
antimuscarinics provide rapid relief; frequently they are combined with an opioid drug
(see chapter 5), which has an additive antiperistaltic effect on bowel motility. Selec-
tive M1 antimuscarinics have some value in the treatment of peptic ulcer disease
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(section 4.6.5). Atropine has been used to treat urinary urgency associated with bladder
inflammation; oxybutynin (4.13), another tertiary amine antimuscarinic, has been used
to relieve bladder spasm following urologic surgery. Tolterodine (4.14), an M3-selective
antimuscarinic, has been used for the suppression of adult urinary incontinence.
Scopolamine (4.15) is a time-honored remedy for motion sickness. A variety of antimus-
carinics (e.g., homatropine (4.16), cyclopentolate (4.17), tropicamide (4.18)) have been
used in ophthalmologic disorders (uveitis, iritis) and to enable dilation of the pupils
(mydriasis) during ophthalmoscopic examination of the retina. Finally, anticholinergics
have been used in the treatment of Parkinson’s disease (section 4.4.4), but their use has
been limited since the widespread adoption of dopaminergic therapies.
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The oldest anticholinergics are the tropane alkaloids of Atropa belladonna (night-
shade). Atropine (2.1) and scopolamine (4.15) are derivatives of tropine, a fused
piperidino—pyrrolidine ring system, esterified by atropic acid. Atropine is the racemate
of (—)hyosciamine, whereas scopolamine has an epoxide ring. In large doses, all of
these anticholinergic agents have central excitatory and hallucinogenic effects and were
prominent in medieval “witches’ brews.” A synthetic homolog, homatropine (4.16), has
a shorter duration of action. These agents are mixed M,—M, antagonists.
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These tropine derivatives are esters of tertiary bases with a bulky acid component
(atropic acid, mandelic acid). In general, a number of cholinergic blocking agents have
been developed by substituting a larger acid for the acetyl group of ACh and increasing
the size of the N-substituents. Among the quaternary compounds, tridihexethyl bromide
(4.19) and propantheline bromide (4.20) are notable; among the tertiary amines
oxyphencyclimine (4.21) shows high activity. Numerous analogs are known and are
used therapeutically (e.g., methylatropine and methylscopolamine).
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4.2.5.1 Cholinergic Antagonists: Ganglionic Blocking Agents

Ganglionic blocking agents interfere with the nicotinic ACh receptors in the ganglia.
Although ganglia are, functionally, normal receptors, they probably differ structurally
from the receptors at the neuromuscular endplate, and show different accessibility.
Ganglionic and neuromuscular blocking agents are therefore two structurally different
groups of anticholinergic drugs.

Ganglionic blockade by tetraethylammonium salts (4.22) has been known for a long
time; however, the prototype blocking agent is hexamethonium (1.1), a bisquaternary
compound with six methylene groups separating the two cationic groups. Some secon-
dary and tertiary amines such as trimetaphan (4.23) and mecamylamine (4.24) were in
use at one time, since they had longer durations of action in controlling hypertension
by decreasing vasoconstriction. However, because none of these compounds can dis-
tinguish sympathetic from parasympathetic ganglia, they have numerous side effects.
Consequently, they have largely been replaced by the more selective B-adrenergic
blocking agents.
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4.2.5.2 Cholinergic Antagonists: Neuromuscular Blocking Agents

Neuromuscular blocking agents are widely used in surgery. They are capable of relax-
ing the abdominal muscles without the use of deep anesthesia, and make surgery much
easier for both the surgeon and the patient. There are two major categories of such
agents: (1) competitive neuromuscular agents, which occupy the same site as ACh; and
(2) depolarizing neuromuscular blocking agents, which mimic the action of ACh but
persist at the receptor.

Competitive neuromuscular agents. These agents were developed through the study
of curare, the arrow poison of South American Indians. Crude curare contains a number
of isoquinoline and indole alkaloids, the best known of which is tubocurarine (3.10), a
tertiary—quaternary amine in which the distance between the two cations is rigidly fixed
at about 1.4 nm (the “curarizing distance”). A similarly rigid, large molecule is the syn-
thetic steroid derivative pancuronium (4.25), a bisquaternary derivative with an N*-N*
distance of 1.1 nm. Two acetylcholine molecules built into a rigid framework are clearly
discernible. With curarization, the neuromuscular junction becomes insensitive to ACh
and the motor nerve impulse, and the endplate potential falls dramatically. Numerous
bulky analogs have been developed.
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Depolarizing neuromuscular blocking agents. These were discovered through mim-
icking the N*—N™ distance described above with aliphatic compounds. Decamethonium
(1.2), in an extended conformation, approximates this distance, and is the prototype of
the depolarizing blocking agents. This drug binds normally to the AChR and triggers



216 MEDICINAL CHEMISTRY

the same response as does ACh—a brief contraction of the muscle—which, however, is
followed by a prolonged period of transmission blockage accompanied by muscular
paralysis. A related compound, succinylcholine (3.25, succamethonium), has the same

*—N* distance, even though the ten intervening atoms are not all carbon. It has a short,
self-limiting action since it is easily hydrolyzed by serum cholinesterase. Besides depo-
larizing muscle, both compounds depolarize autonomic ganglia.

The structure—activity relationships of neuromuscular blocking agents are instruc-
tive. The most interesting aspect of these correlations is that between the N*—N* dis-
tance and the receptor structure. As the number of atoms between the -onium groups is
increased beyond 10, the activity decreases until a second peak is reached at around the
16-atom distance (hexacarbacholine (4.26) and related compounds), which corresponds
to a distance of about 2 nm. It is not necessarily the N*—N* distance that is essential; any
induced positive charge will be appropriate. The p-nitrobenzyl-hexamethonium
chloride derivative (4.27), for instance, carries the positive charge on its two phenyl rings
rather than on formal cationic ammonium ions; this is due to the electron-attracting nitro
groups of this compound, which, together with the ammonium ions, dramatically
decrease the m-electron density of the rings. The induced charge distance increases to
about 2 nm, and the hexamethonium derivative is therefore inactive as a ganglionic
blocker but becomes a very effective curarizing agent. It is interesting to note that lower
invertebrates (cladocerans, annelid worms, rotifers) are more sensitive to compounds
with an N*-N* distance of 16 than those with an N*—N™* distance of 10, whereas in animals
of phylogenetically higher taxa, such as mammals, this sensitivity is reversed.
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The nicotinic AChRs in the ganglion cell and in the neuromuscular endplate are dif-
ferent. The difference probably consists of dissimilar accessory sites. In addition, the
neuromuscular site can accommodate not only compounds with an N*—N* distance of
10 atoms but also those with an N™—N™ distance of 16 atoms.

4.2.6 The Clinical-Molecular Interface: Alzheimer’s
Dementia as a Cholinergic Disorder

Alzheimer’s disease is a common neurological disorder affecting approximately 20% of
persons over the age of 80 years. Clinically, Alzheimer’s is characterized by loss of
short-term memory, impaired cognition, decline in intellectual function, and decreased
ability to carry out the activities of daily life. At the gross anatomical level, Alzheimer’s
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disease is associated with brain atrophy and loss of the outer gray matter of the cerebral
cortex. At the cellular level, the histopathology of Alzheimer’s reveals “plaques and
tangles,” where plaques are composed of B-amyloid peptide and tangles are composed
primarily of phosphorylated tau protein. It is believed that the accumulation of neuro-
toxic aggregates of B-amyloid peptide is concomitantly linked with degeneration of
cholinergic pathways in the CNS. This degeneration subsequently leads to progressive
regression of memory and learned functions and to the other symptoms of Alzheimer’s
disease.
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Therapeutic approaches to Alzheimer’s disease initially targeted the cholinergic
systems. In early work, drug treatment with either choline replacement or cholinergic
agonists was of negligible value. However, cholinesterase enzyme inhibitors such as
donepezil (4.28), rivastigmine (4.29), and galantamine (4.30) are of definite sympto-
matic value in the treatment of Alzheimer’s disease. By inhibiting the catabolic break-
down of acetylcholine, these agents prolong the effective half-life of acetylcholine as a
neurotransmitter, thereby alleviating some of the symptoms of the disease. About 70%
of people show time-limited improvement in their memory when on these agents.
Unfortunately, these agents are only symptomatic and do not treat the underlying cause,
namely the accumulation of neurotoxic [-amyloid aggregates. Future research in
Alzheimer’s disease is targeting other potential receptors, such as by blocking the
synthesis of B-amyloid by inhibiting the secretase enzyme system involved in the con-
version of amyloid precuror protein to B-amyloid, or by binding to B-amyloid and
inhibiting its aggregation into a neurotoxic form. Since the average age of the popula-
tion is on the increase, the frequency of Alzheimer’s disease is increasing rapidly and
requires urgent attention.

Donepezil (4.28)

Galantamine (4.30)
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4.3 NOREPINEPHRINE AND THE ADRENERGIC RECEPTORS
4.3.1 The Adrenergic Neuronal System

Norepinephrine is another important neurotransmitter, and the receptors that respond to
norepinephrine and its analogs are referred to as adrenergic receptors. The adrenergic
system, also sometimes known as the sympathetic nervous system, is found both periph-
erally (PNS) and centrally (CNS). Myelinated B-fibers originate in the spinal cord and
meet ganglion cells remote from the effector organ. Long, unmyelinated C-fibers then
transmit the impulse along the adrenergic axon from the ganglion to the synapses.

Peripherally, all organs are innervated sympathetically (as well as parasympatheti-
cally), and in most cases the adrenergic action of this system is opposite to the cholin-
ergic effects. The neurotransmitter secreted by the nerve endings is norepinephrine and,
to a lesser extent, epinephrine.

Centrally, two systems can be distinguished:

1. The noradrenergic pathways, primarily situated in the locus ceruleus—a deeply
pigmented (hence the name, alluding to its blue color) small cell group involved in
behaviour, mood, and sleep. The cortex, some thalamic and hypothalamic centers,
and the cerebellar cortex are innervated from here. The noradrenergic pathways of
the tegmentum are less well known.

2. The adrenergic pathways that use epinephrine as a neurotransmitter, which have
been explored only recently. One of these systems is also tegmental and is mixed
with noradrenergic cells. The other is thalamic-hypothalamic, involved with the
vagus nerve. Some adrenergic fibers are also found in the fourth ventricle and the
spinal cord.

4.3.2 Adrenergic Neurotransmitter Metabolism

The adrenergic system produces neurotransmitters belonging to the chemical class
of substances known as catecholamines. These are derivatives of catechol (4.31,
o-dihydroxybenzene), with a [-aminoethyl side chain. The biogenetically related
catecholamines and the pathways leading to their biosynthesis are well-studied bio-
chemical pathways. Starting with tyrosine (4.32), the main pathway goes through dihy-
droxyphenylalanine (4.33) (DOPA), dopamine (4.34) (DA), norepinephrine (2.4) (NE,
also called noradrenaline in the European literature), and finally epinephrine (4.35)
(E, or adrenaline). The pathway is shown in figure 4.6.

While dopamine is an intermediate for NE and E, it is also a neurotransmitter in its
own right. Dopamine and the dopaminergic receptor, as well as drugs that act on it, are
discussed below.

4.3.2.1 Key Enzymes in Catecholamine Biosynthesis

The enzymes involved in catecholamine biosynthesis have been studied intensively
and are the targets of many drugs. The key enzyme is tyrosine hydroxylase, which
requires a tetrahydrofolate coenzyme, O,, and Fe?, and is quite specific. As usual for
the first enzymes in a biosynthetic pathway, tyrosine hydroxylase is rate limiting, and
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is therefore the logical point for the inhibition of NE synthesis. DOPA decarboxylase
acts on all aromatic amino acids and requires pyridoxal phosphate (vitamin By) as a
cofactor. Dopamine B-hydroxylase, located in the membranes of storage vesicles, is a
copper-containing protein—a mixed-function oxygenase that uses O, and ascorbic acid.
Finally, phenylethanolamine N-methyltransferase, located in the adrenal medulla (the
main site of epinephrine synthesis) and in the brain, uses S-adenosyl-methionine as a
methyl donor.

4.3.2.2 Catecholamine Storage

Catecholamine storage utilizes synaptic vesicles of different sizes in different organs.
The largest ones (up to 120 nm) are found in the adrenal medulla (part of the adrenal
glands which are found just above the kidneys in the abdomen) and are called chro-
maffin granules. Catecholamines are stored as their ATP complexes, in a proportion of
4:1, in association with the acidic protein chromogranin. This keeps the neurotransmit-
ter in a hypo-osmotic form even though its concentration is very high (up to 2.5 M) and
also protects it from enzymatic oxidation by monoamine oxidase. The vesicles also
contain the enzyme dopamine B-hydroxylase, proof that NE is synthesized in the vesi-
cle. The vesicles themselves are formed in the cell body and are transported along the
axon to the terminal region.

4.3.2.3 Catecholamine Release

The release of catecholamines has been studied mainly in the adrenal medulla, which
is analogous to the nerve cell. In the medulla, the neuronal impulse releases ACh
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Figure 4.6 Biosynthesis of catecholamines.

(embryologically, the medulla is a modified ganglion and therefore uses ACh as a
transmitter). This allows the inflow of Ca?*, which triggers fusion of the chromaffin cell
membrane with the secretory vesicle, resulting in exocytosis of the entire vesicle con-
tents including all of the vesicle proteins. The release and turnover of catecholamines
is subject to complex regulation, the most important type of which is modulation by
presynaptic receptors. Adrenergic agonists acting on these receptors will decrease—
whereas antagonists will increase—neurotransmitter release, and also seem to have an
effect on regulating neurotransmitter synthesis. In addition, prostaglandins of the E
(PGE) series are potent inhibitors of neural NE release through a feedback loop involv-
ing Ca®" ions. These presynaptic receptors also respond to neuropeptide Y (NPY)
(section 4.10.2), enkephalin (chapter 5), dopamine (section 4.4), muscarinic agonists,
and angiotensin (chapter 5), in addition to adrenergic o. and [} agonists (section 4.3.6).
Acetylcholine and cAMP also seem to regulate catecholamine release. These presy-
naptic heteroreceptors are more likely to have a regulatory role in adrenergic synapses
than are the autoreceptors.

4.3.2.4 Catecholamine Metabolism and Reuptake

The metabolism of catecholamines is much slower and more complex than that of ACh.
The degradative pathways are shown in figure 4.7. The principal, although nonspecific,
enzyme in the degradation is monoamine oxidase (MAO), which dehydrogenates
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Figure 4.7 Degradative metabolism of norepinephrine.

aliphatic amines. MAO is, in itself, an important target in drug design and is discussed
separately in chapter 8 since it represents a non-messenger target in drug design. The
intermediate aldehyde is then oxidized to the corresponding carboxylic acid or, occasion-
ally, is reduced to the alcohol. Monoamine oxidase is found mainly in mitochondrial
membranes, and occurs in multiple isozyme forms. It is a flavoenzyme in that it contains
a riboflavin coenzyme. It seems to act only on certain forms of neurotransmitter. It does
not, for example, affect the bound transmitter stored in vesicles, nor, curiously, the trans-
mitter just released. That MAO inhibitors do not increase the intensity of nerve stimula-
tion implies that there is no enzymatic destruction of freshly released transmitter.
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The other enzyme in catecholamine catabolism is catecholamine O-methyltransferase
(COMT), a cytoplasmic enzyme that uses S-adenosyl-methionine to methylate the
3—OH of catecholamines and render them inactive. The methylated compounds are not
taken up into the synapse.

The principal mechanism for the deactivation of released catecholamines is, however,
not enzymatic destruction but reuptake into the nerve ending. The presynaptic membrane
contains an amine pump—a saturable, high-affinity, Na*-dependent active-transport
system that requires energy for its function. The recycled neurotransmitter is capable of
being released again, as experiments with radiolabelled [PH]NE have shown, and can be
incorporated into chromaffin granules as well. Many drugs interfere with neurotrans-
mitter reuptake and metabolism, as discussed in subsequent sections.

4.3.3 Adrenergic Receptors: The o0 Receptor Family

The adrenergic receptors have been studied extensively and thoroughly by pharmacolog-
ical methods. There are two major groups of receptors, designated as o and 3, which are
in turn subdivided into o, o, B,, B,, and B, receptors on the basis of their apparent drug
sensitivity. The existence of receptor multiplicity was first suggested by Sir Henry Dale
in the mid-1920s, but was formalized and proven by Ahlquist in 1948. Multiple receptors
such as these were termed isoreceptors, in analogy to isoenzymes (or isozymes).

The o receptors are generally excitatory, as shown in table 4.2, and mediate a con-
stricting effect on vascular, uterine, and intestinal muscle when stimulated by an agonist.
They respond to different adrenergic agonists in the following order: epinephrine >

Table 4.2 Norepinephrine and Epinephrine Receptors

B, receptors

e Epinephrine and norepinephrine are equally potent agonists
e Found in high density in the heart and cerebral cortex
e Linked to adenylate cyclase

e Marked regional variations in brain

e Practolol is a selective antagonist

B, receptors

e Epinephrine is more potent than norepinephrine
e Found in high density in the lung and cerebellum
e Linked to adenylate cyclase

e Terbutaline and salbutamol are selective agonists

o), receptors

e Located postsynaptically on blood vessels and in peripheral tissues
e Prazosin is a selective antagonist of receptors localized in the heart

o, receptors

e Clonidine, epinephrine, and norepinephrine are selective ligands

e Clonidine is a selective agonist

o Effects mediated through stimulation of phospholipase activity and mobilization of intracellular Ca**
e Located on presynaptic nerve terminals in the periphery

e Localized in the pancreas
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norepinephrine > isoproterenol. The B receptors are usually inhibitory on smooth
muscle but stimulate the myocardium. Their drug sensitivity is: isoproterenol >
epinephrine > norepinephrine. None of these receptors is truly tissue specific, and many
organs contain both o and 3 adrenoceptors, although usually one type predominates.

Studies using radiolabeled agonists and antagonists have identified o receptors in
both brain and peripheral tissues and have demonstrated that the binding properties
are essentially the same in both of these locations. Early pharmacological and physio-
logical studies supported the existence of two types of o receptor (o, o, ). These
two basic types have varying anatomical and histological localizations. Some tissues
possess only o), receptors, some possess only o, receptors and some possess mixtures
of both. The brain, for example, contains proportions of both o, and o, receptors with
highly variable distributions in different brain regions. The primary amino acid
sequences of both the o, and o, receptors have been determined. The sequences of these
two o receptors are not more closely related to each other than either is to any of the
three proteins that make up the B-adrenergic receptor family. Not surprisingly, the o
adrenergic receptors share marked structural similarities with dopamine receptors
(discussed in detail in section 4.4.1) and with other members of the G-protein-linked
receptor family (section 2.9).

Recent cloning and sequence analysis studies suggest that there are three subtypes of
o, receptors and three subtypes of o, receptors. The three subtypes of the o, receptor
have been designated o, 0.5, and o, and tend to be differentially distributed in the
kidney, liver, and aorta, respectively. Cloning studies reveal that each arises from a dif-
ferent chromosome and each contains a different number of amino acids: o, [466
amino acids], o, [515], o, [560]. Similarly, there are three subtypes of o, receptors,
designated o,,, 0,5, and o.,.. As with the o -receptor subtypes, each o, receptor is
encoded on a different chromosome and contains a varying number of amino acids: o,
[450 amino acids], o, [450], o, [461]. The o, receptor has been shown to activate
phosphoinositide-specific phospholipase C (PI-PLC), resulting in liberation of diacyl-
glycerol (DAG) and inositol triphosphate (IP,), while the o, receptor has been linked
to activation of Ca®* channels. All three of the known subtypes of the o, receptor are
linked to inhibition of adenylyl cyclase activity. As with other receptors linked to inhi-
bition of adenylyl cyclase, these receptors have relatively short C-terminal tails.

4.3.4 Adrenergic Receptors: The B Receptor Family

Hydropathicity analyses of the B-adrenergic receptor suggests that it possesses seven
membrane-spanning hydrophobic regions (I-VII), each 20-24 amino acids in length. In
addition, there is a long intracellular C-terminal hydrophilic sequence, a shorter extra-
cellular N-terminal hydrophilic sequence, and a long cytoplasmic loop between trans-
membrane segments V and VI. Numerous sites accessible to phosphorylation are
located on the C-terminal portion of the protein, while sites for N-glycosylation are on
the N-terminal extracellular segment. The transmembrane hydrophobic helices are
involved in the formation of the catecholamine binding site, and residues in the
C-terminal sequence seemingly play a role in the interaction between the receptor and
GTP-binding proteins. Finally, an aspartate in transmembrane segment III and two ser-
ines in segment V are believed to interact with the amino and catechol hydroxyl groups,
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Figure 4.8 Schematic structure of the mammalian f,-adrenergic receptor. There are seven
membrane-spanning helical regions composed of hydrophobic amino acid sequences, and at least
two glutamine-linked glycosylation sites near the N-terminal. P shows potential sites of phospho-
rylation by cAMP-linked protein kinase; arrows indicate serine and threonine molecules that can
be the site of regulatory phosphorylation by receptor kinase.

respectively. This structure for the B adrenergic receptor is similar to other G-protein-
linked receptors whose cDNAs have been cloned (chapter 2), and is shown in figure 4.8.

Three distinct and pharmacologically important B receptor subtypes exist: B, B,,
and B,. The genomic organization of the genes encoding the biosynthesis of these three
receptor proteins is somewhat unusual. The B, and B, receptor proteins are encoded by
genes lacking introns. (An intron is a region of a gene that tends to be a non-coding
sequence; introns range in size from fewer than 100 nucleotides to over 10,000
nucleotides. Introns differ from coding sequences in that frequently they can be exper-
imentally altered without changing the gene function. Moreover, introns seem to accu-
mulate mutations rapidly during evolution, leading to hypotheses that introns are
composed mainly of “genetic junk”.) The B, receptor protein, on the other hand, is
encoded by an intron-containing gene, which provides an opportunity for alternative
splicing as a means of introducing functional heterogeneity into the receptor. Although
each of these receptors is structurally distinct, having varying numbers of amino acids
(B, [477 amino acids], B, [410], and B, [402]), they all exert their final effect by means
of a cAMP secondary messenger.

The three B-adrenoreceptor subtypes have varying localizations and functional prop-
erties. The brain contains both B, and B, receptors; the density of 3, receptors varies in
different brain areas to a much greater extent than does that of 3, receptors. 3, recep-
tors predominate in the cerebral cortex; 3, receptors are more common in the cerebel-
lum. Likewise, there is a coexistence of B, and [, receptors in the heart, with both
receptor subtypes being coupled to the electrophysiological effects of catecholamines
upon the myocardium. 3, receptors tend to predominate in the lung.

The f3, receptor is distinct from the B, or B, receptor. In humans, the [, receptor is
linked to obesity, diabetes, and control of lipid metabolism. mRNA for B, receptors is
selectively expressed in brown adipose tissue in newborn humans. Polymorphism
is common within the structure of the B3, receptor. A Trp64Arg point mutation in the 3,
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gene was first described in the Pima Indians, a population with a high incidence of
obesity. In the human receptor, this substituted amino acid at position 64 lies at the
junction of the first transmembrane spanning domain and the first intracellular loop. A
large number of studies suggest associations between the Trp64Arg [3, receptor variant
and an increased capacity to gain weight, resistance to weight loss, increased blood
pressure, and coronary heart disease.

The B receptor is highly stereospecific, preferentially binding only to certain
stereoisomers of drugs. The conformational preference is a phenyl/NH, trans arrange-
ment, meaning that the agonist molecule is extended, with the m-OH and S-OH coinci-
dent on the same face of the molecule. The agonist molecule therefore has a polar and
a nonpolar side.

4.3.5 Adrenergic Drugs: Presynaptic and Synaptic Effects

Presynaptic adrenergic drug effects may be classified as follows:

Drugs acting on catecholamine synthesis
Drugs acting on catecholamine metabolism
Drugs acting on catecholamine storage
Drugs acting on catecholamine reuptake
Drugs acting on presynaptic receptors

NS

These classes afford a logical, mechanistic approach to adrenergic drugs and each class
will be discussed individually.

4.3.5.1 Drugs Interfering with Catecholamine Synthesis

These drugs include various enzyme inhibitors; mechanisms of enzyme inhibition are
discussed in chapter 8. However, some of these agents have other, nonenzymatic points
of attack. The most widely used of these compounds is o-methyldopa (4.36). Like
many methyl analogs of enzyme substrates, this drug is a competitive inhibitor of
DOPA decarboxylase, and was believed to decrease blood pressure by decreasing avail-
able NE through inhibition of its synthesis. Other findings, however, indicated that
a-methyldopa is metabolized to o-methyl-NE, which then stimulates the central presy-
naptic o, receptors, thus decreasing NE release. The analogous o-methyltyrosine
inhibits tyrosine hydroxylase, but is not used as a drug. (Other DOPA decarboxylase
inhibitors will be discussed in connection with dopamine.)

CH,
P

OH

I
H,C—C—C
NH,

OH
OH
o-Methyldopa (4.36)
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4.3.5.2 Drugs Interfering with Catecholamine Metabolism

This group of drugs consists primarily of compounds that block the enzyme monoamine
oxidase (MAO). While useful as hypotensive and antidepressant drugs, their side effects
can be serious. We discuss them briefly as enzyme inhibitors in chapter 8.

4.3.5.3 Drugs Interfering with Catecholamine Storage and Reuptake

These drugs can act in two different ways. The Rauwolfia alkaloid reserpine (3.1) and
related natural or semisynthetic compounds interfere with the membranes of synaptic
vesicles and deplete nerve endings of NE and dopamine (and, incidentally, of serotonin
in serotonergic neurons). The resulting decrease in available neurotransmitter results in
hypotension as well as in sedation. It seems that NE reuptake into the vesicles is also
impaired. Because more effective drugs are available, reserpine is seldom if ever used,
and only as a hypotensive agent. Interestingly, however, reserpine had been used for
centuries in India and is one of the few examples of an “ethnopharmacologic” agent
successfully introduced into Western therapeutics.

Reserpine (3.1) Amphetamine (4.37)

(+)-Amphetamine (4.37, phenylisopropylamine) has been historically used as a
mood elevator and psychomotor stimulant by persons who must stay awake (truck-
drivers, students), and it is still illicitly used as an appetite suppressant (anorectic) and
as a mood-altering drug. A specific amphetamine-binding site related to anorectic activ-
ity has been described in the hypothalamus. In addition, amphetamines have multiple
neuronal effects: they inhibit neurotransmitter reuptake, increase transmitter release, are
direct o agonists, and may also inhibit the enzyme monoamine oxidase. Amphetamine
is, however, a dangerous drug. In high doses, or when given intravenously (as “speed,”
the street drug), it can cause symptoms of paranoid psychosis by releasing dopamine
in the CNS. It also has cardiovascular effects, and its use is followed by a depressive
“letdown” period.

The second mode of interference with neurotransmitter storage is the prevention of
neurotransmitter release from storage vesicles. Compounds acting in this way are known
as adrenergic neuronal blocking agents. Among these are guanidine compounds such as
guanethidine (4.38), and quaternary ammonium compounds such as bretylium (4.39).
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Guanethidine, rarely used as a hypotensive drug, also causes some catecholamine
depletion, but unlike reserpine it does not cross the blood—brain barrier and thus has no
central sedative effects. It acts selectively because it is taken up into the neuron by the
same amine pump that transports the neurotransmitter.

NH § CH
—CHZCHQ—NH\V\// @ )
\ CHy—N——CH;
NH,
CH,CHj
Guanethidine (4.38) Bretylium (4.39)

4.3.5.4 Drugs Interfering with Catecholamine Uptake

This group of drugs can also be divided into two categories. The first of these consists
of the false neurotransmitters. Tyramine (4.40), produced by the decarboxylation of
tyrosine (and especially the B-hydroxy derivative of tyramine, octopamine, 4.41), can
be taken up through the presynaptic membrane by the rather unselective uptake-1
mechanism. Tyramine then enters the storage granules to a certain extent (even though
the vesicular uptake mechanism is more specific than the presynaptic pump) and dis-
places NE which, when released, causes postsynaptic effects. In addition, tyramine
competes with NE for monoamine oxidase and protects the neurotransmitter from
destruction, thus elevating its actual concentration.

OH

NH,

HC—CH~NH,
HO |
OH

Tyramine (4.40) Octopamine (4.41)

Octopamine (4.41), which carries a B-hydroxyl group, is taken up even more readily
into storage vesicles and is, in turn, released when the neuron fires. As an adrenergic
agonist, octopamine is, however, only about one-tenth as active as NE; therefore, it acts
as a very weak neurotransmitter. Compounds such as this behave like neurotransmitters
of low potency, and are called false transmitters. On the other hand, octopamine may be
a true transmitter in some invertebrates, with receptors that cannot be occupied either
by other catecholamines or by serotonin.

The other group of drugs acting on catecholamine recycling are the true reuptake
inhibitors, which block the amine pump of the reuptake-1 mechanism in central adren-
ergic, dopaminergic, and serotonergic neurons.
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4.3.5.5 Drugs Acting on Presynaptic Adrenergic Receptors

As mentioned in section 4.3.3, there are two kinds of o receptor in brain and peripheral
tissues. The crucial experiments have shown that brain tissue prelabeled with PH]NE
will release neurotransmitter upon electrical stimulation or exposure to K*. The release is
reduced by the o agonist clonidine (4.42) and stimulated by the o antagonist yohimbine
(4.43). Since the adrenoreceptor involved in this latter experiment plays a vital role in mod-
ulating neurotransmitter release, it must be presynaptic and located on the nerve-ending
membrane. A similar selectivity has also been shown by peripheral tissues (heart, uterus),
leading to the distinction of o, (postsynaptic) and o, (presynaptic) adrenergic receptors.
There are also presynaptic 3 receptors, which show a feedback regulation opposite to that
of the o, receptors; that is, their excitation by a neurotransmitter increases NE release.

(s

Clonidine (4.42)

Yohimbine (4.43)

Epinephrine and norepinephrine show the same affinity for both o, and ., receptors as
do some antagonists such as phentolamine (4.44). Sometimes receptor selectivity depends
upon the drug concentration: dihydroergocryptine (4.45), a partial o-blocking agent, binds
at a low concentration to o, receptors; at higher concentrations, however, o, binding takes
over, at the point where the Scatchard plot indicates a positive cooperativity of sites. This
concentration dependence is logical, considering the NE-release stimulation at a high dose
of the blocking agent but not at a low dose, where the blocking action is not severe.

Other imidazolines related to clonidine, like naphazoline (4.46), are also ., agonists.
In general, a-methyl substituents on phenethylamines increase their o, affinity, as does
loss of the 3—OH group. Loss of the 4-OH group of the catechol nucleus promotes ¢,
activity.

4.3.6 Adrenergic Drugs: Postsynaptic Effects

Adrenergic drugs may also exert postsynaptic effects. There is a considerable body of
classical structure—activity correlation studies in the adrenergic field for these effects. It
may be summarized as follows:

1. Phenolic hydroxyls are important for adrenergic agonist activity. Removal of the
4-OH group leaves intact only o-agonist activity, whereas removal of the 3—OH
group abolishes both o- and B-agonist activity. The 3-OH group can, however,
be replaced by a sulfonamide (soterenol) or a hydroxymethyl (salbutamol) group.
3-Amino compounds can be extremely potent. Replacement of the 4-OH group by
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any such group leads to an almost total loss of pharmacological action; alternatively,
the resultant compound may become an antagonist.
2. The two-carbon side chain is essential for activity, although some exceptions are
known. The benzylic carbon (next to the ring) must have the R absolute configuration.
The alcoholic hydroxyl can be replaced only by an amino or hydroxymethyl group.
4. Small (-H, -CH,) N-substituents produce o, activity; larger ones (-CH(CH,),, aryl)
lead to [ activity.

W

4.3.6.1 o-Adrenergic Agonists

These compounds include NE, which acts on both o and B receptors, and epinephrine,
which is more active on [3 receptors. As mentioned previously, catecholamines lacking
a 4-OH group, such as phenylephrine (4.47) and methoxamine (4.48), show almost
pure o, activity. They are both vasoconstrictors, used in treating hypotension (low blood
pressure) and nasal congestion. These drugs may also inhibit insulin release.

CH, OH CH, CH,
NH — CH—I
HZC/ H-CH—NH
C|H OCH,
~OH
H,CO
OH Methoxamine (4.48)
Phenylephrine (4.47)

Clonidine (4.42) is an o, agonist. Therapeutically, clonidine is a central antihyper-
tensive agent, which may perhaps act on the baroreceptor (blood pressure sensor) reflex
pathway, on cardiovascular centers in the medulla, and also peripherally. As is evident
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from the discussion above, clonidine and o-methyldopa act in the same way. Clonidine
also abolishes symptoms of opiate withdrawal and stimulates histamine H, receptors
(section 4.6.3). It seems to have an interesting psychopharmacological activity as well,
acting as an antianxiety agent that stimulates o, adrenoceptors and therefore decreases
NE levels.

4.3.6.2 o-Adrenergic Antagonists

Because of their peripheral vasodilator effect, these drugs are used in the treatment of
hypertension. They act beneficially in shock and frostbite by increasing peripheral cir-
culation. Some, like phenoxybenzamine, also have cholinergic effects, indicating that
these antagonists cross-react with the AChR.

Chemically, adrenergic blocking agents are a varied group, bearing little resemblance
to the adrenergic agonists, since they use accessory binding sites of the receptor.
Benzodioxanes such as piperoxan (4.49), and quinazolines like prazosin (4.50), all
carry bulky, basic side chains. Phentolamine (4.44) is a rather nonselective older drug
of imidazoline structure. There are a few “irreversible” alkylating agents such as
phenoxybenzamine (4.51) and its congeners, which carry a B-chloroethylamine side
chain capable of reacting covalently with nucleophilic -OH or -NH, groups. Although
these compounds are useful drugs and experimental tools, they are slowly removed
from the receptor and are therefore not truly irreversible. All of them act through IP, as
second messenger.
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Phenoxybenzamine (4.51)

Yohimbine (4.43) is an o, antagonist. Yohimbine, an indole alkaloid closely related
to reserpine—an 0. antagonist—has been evaluated as a potential treatment for male
erectile dysfunction. Naphazoline (4.46) and other o-agonist imidazoline compounds
are nasal decongestants, used by inhalation to decrease swelling of the nasal mucosa.
Overdependence on and overuse of these drugs can lead to rebound swelling.

o-receptor blocking agents have a number of limited clinical applications. The most
specific use of an o-adrenergic antagonist is in the management of pheochromocytoma.
A pheochromocytoma is a tumor of the adrenal gland which excretes a mixture of
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epinephrine and norepinephrine, producing hypertension, accelerated heart rate, and
cardiac arrhythmias in the patient. o-receptor antagonists may be of value in people
with this tumor to prevent acute cardiac and hypertensive episodes; o-receptor blockade
may also have use in the treatment of benign prostatic hyperplasia (BPH). This disorder
of older men involves progressive urinary symptoms as the enlarging prostate slowly
pinches the urethra closed. Multiple well-controlled clinical studies have shown the
efficacy of o, -receptor antagonists (e.g., prazosin (4.50), doxazosin (4.52), terazosin
(4.53)) in patients with BPH.
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Doxazosin (4.52) Terazosin (4.53)

4.3.6.3 B-Adrenergic Agonists

Isoproterenol (4.54) is a pure § agonist, and was the compound that first demonstrated
the existence of adrenergic isoreceptors. It acts on both B, and [3, receptors, and there-
fore produces a number of side effects in addition to its primary use as a bronchodila-
tor. Another specific B agonist is methoxyphenamine (4.55). Studies on compounds
such as these and related congeners have led to the identification of several structure—
activity rules concerning 3 agonists with regard to B, and B, selectivities:

CH,
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OH

Methoxyphenamine (4.55)

Isoproterenol (4.54)

1. Modification of the catechol ring can dramatically increase P, activity, such as
bronchodilation. The [3,/f, index increases when a 3—-OH group is substituted for a
sulfonamide (soterenol, 4.56), hydroxymethyl (albuterol, 4.57), or methylamino
group. Inclusion of the nitrogen into a carbostyryl ring (an o-dihydroquinolone)
leads to a compound (4.58) that is 23,000 times more active than isoproterenol and
also extremely selective. This compound carries a somewhat different N-substituent,
a tert-butyl group, like albuterol.
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2. Modification of the intermediate aminoethanol side chain between the catechol and
the terminal amine can produce surprising effects, as exemplified by prenalterol
(4.59), in which the insertion of an oxygen and a carbon atom between the alcohol
and phenyl groups changes the parent compound (B,/B, = 11.5) into a very selective
B, agonist (B,/B, = 0.075). Although many of these  agonists are useful in the
management of heart failure, their apparently “cardioselective” (B,) activity does not
necessarily reflect true receptor selectivity.

3. Tertiary amines are not active; the B, activity of secondary amines is increased by
branched arylalkyl chains.

These basic design principles have been of value in the design and synthesis of varying
B agonists with varying [ receptor selectivities.

Although [3 agonists (as well as B antagonists) have been thoroughly investigated for
many years, active compounds have continued to emerge over the past decade, reflect-
ing the immense clinical importance of these classes of drugs. B agonists have many
potential therapeutic benefits. By stimulating 3, receptors, hence activation of adenylate
cyclase and cAMP, B, agonists augment all heart functions including force of contrac-
tion (systolic force, inotropism), rate of contraction (sinoatrial rate, chronotropism), and
electrical conduction velocity within the heart (conduction velocity, dromotropism).
Although, in theory, 3, agonists would be valuable in heart failure, their use does carry
the risk of cardiac arrhythmias. Nevertheless, the cardiostimulatory effects of 3 agonists
such as epinephrine is exploited in the treatment of cardiac arrest. 3, agonists produce a
uterine relaxant effect and may be used in obstetrics to prevent premature labour.
However, 3, agonists enjoy a much wider application in the treatment of lung disease.

Treatment of Asthma. Broadly speaking, pulmonary diseases can be categorized into
two broad groups: restrictive lung diseases (in which lung compliance is reduced,
resulting in inadequate pulmonary inflation) and obstructive lung diseases (in which
the tubes transporting air to and from the lungs [bronchi, bronchioles] are reduced in
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diameter, hindering air entry and promoting air trapping within the lungs); of these two
groups, obstructive diseases are much more common. The restrictive diseases are usu-
ally caused by infiltrative diseases of the lung, such as silicosis, farmer’s lung or coal
miner’s pneumoconiosis. The obstructive diseases may be either acute (e.g., asthma) or
chronic (e.g., emphysema, chronic bronchitis; collectively these latter two disorders are
called chronic obstructive pulmonary disease [COPD]). Asthma is the prototypic
obstructive lung disease and is a medical disorder in which therapeutic manipulation of
adrenergic messengers has been of crucial importance; accordingly, 3, agonists play a
central role in the day-to-day management of obstructive pulmonary diseases.

Asthma is characterized by recurrent episodic shortness of breath caused by
bronchoconstriction arising from airway hyperreactivity and inflammation. Clinically,
the patient with asthma wheezes and may even become cyanotic as the breathing prob-
lem worsens. Allergic inflammation of the bronchial lining is an important causative
factor in asthma. Leukotrienes are formed during this inflammatory process, and as the
inflammation develops the bronchi become hypersensitive to a wide range of spasmo-
genic stimuli, including exercise, cold air, or even cyclooxygenase inhibitor drugs
(see chapter 8). The first-line treatment of choice for an acute asthma attack is the use
of a short-acting aerosolized [, sympathomimetic. 3, agonists (e.g., terbutaline (4.60),
salbutamol (4.61)) mediate rapid bronchodilation in the lungs, and are thus a crucial
component in the initial pharmacological treatment of asthma.
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If B, mimetics have to be used more frequently than three times per week, then the phar-
macological management should also attack the inflammatory component of the disease.
This may be achieved using either anti-inflammatory steroids (see section 5.1) or long-
acting, selective leukotriene receptor antagonists (e.g., zafirlukast, see chapter 8). Since [3
agonists are therapeutic for asthma, it stands to reason that § antagonists are not; in fact,
the use of B antagonists can precipitate catastrophic worsening in asthmatic patients.

Following on the clinical successes of [3, agonists, continuing work endeavors to
identify therapeutic indications for other B agonists. 3, agonists may have value in the
treatment of obesity, type II diabetes, and irritable bowel syndrome. Most recent work
has focused on the development of 3, agonists for the treatment of obesity. The pre-
liminary stages of this work have been reviewed by Weyer (1999). Various aryloxy-
propanolamines and arylethanolamines have been explored as molecular platforms for
the development of {3, agonists. However, development of several 3, agonist compounds
has been discontinued as a result of their lack of efficacy.
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Although [ agonists also mediate metabolic effects, such as the conversion of glycogen
to glucose (glycogenolysis) in both liver and skeletal muscle, these effects have not yet
been amenable to meaningful therapeutic exploitation.

4.3.6.4 B-Adrenergic Antagonists

B antagonists (or B-blockers) are perhaps the most important adrenergic drugs
since they are used not only for neurological indications but also for a wide variety of
non-neurologic indications in organ systems throughout the body, reflecting the
far-reaching and pervasive influence of adrenergic neurotransmitter messenger mole-
cules. Beta-blockers have been used extensively in the management of systemic arter-
ial hypertension, a disease very prevalent in the Western world. Arterial hypertension
(“high blood pressure”), sometimes called “the silent killer,” predisposes to stroke,
heart attack, and peripheral vascular disease. Hypertension may be either systolic (pres-
sure against arterial wall during heart contraction) or diastolic (pressure against arterial
wall at rest) as defined by the blood pressure recording (systolic/diastolic). If the pres-
sure is high for prolonged periods of time, it leads to damage of the arterial wall, which
in turn predisposes to atherosclerosis with thickening of the arterial wall and narrowing
of the arterial diameter. Hypertension may be treated with a number of agents, including
B-blockers, diuretics, and angiotensin converting enzyme (ACE) inhibitors.

In addition, B-blockers may be used for other cardiovascular indications. For
instance, [ antagonists protect the heart by blocking cardiac workload above basal
levels; this effect is used prophylactically in the treatment of angina pectoris (a tight,
squeezing retrosternal chest pain arising from decreased blood supply to the muscles
of the heart as a result of partial blockage of a coronary artery). Beta-blockers also
slow the heart rate, and thus may be employed to treat tachyarrhythmias (also called
tachycardia)—a disorder characterized by too high a heart rate. As a side effect,
[B-blockers can cause bradycardia (too slow a heart rate), and can worsen an underlying
asthmatic propensity.

Certain B-blockers are also used to treat neurologic disorders, such as migraine
headache and benign essential tremor. Tremor may be defined as a more or less regu-
lar, rhythmic oscillation of a body part around a fixed point, usually in one plane.
Benign essential tremor is a common familial disorder affecting 415 out of 100,000
adults over the age of 40 years. The tremor has a frequency of 6-8 Hz and may affect
the head, larynx (and thus voice), or upper extremities. Beta-blockers may also be
exploited for their anxiolytic actions whereby they reduce hand trembling and chest
palpitations in people undergoing emotional stress. Musicians competing in classical
music competitions, public orators, and even championship snooker players have
all been known to take B-blockers to settle the “shakes” prior to major competitions—
representing another aspect of “drug doping” in competitive sports. Finally, when
applied topically to the eye, B-blockers can be used to treat glaucoma (increased pres-
sure within the orb of the eye).

Structurally, B antagonists are much closer to B agonists than to either their o coun-
terparts or anticholinergic agents. The first useful B antagonist, discovered in 1948, was
dichloroisoproterenol (4.62, DCI), obtained by simple replacement of the catechol
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hydroxyls by chlorine atoms. However, DCI is also a partial B agonist, and therefore
cannot be used as a hypotensive drug. Propranolol (4.63) was the first major -blocker
to be commercialized. Structure—activity studies using compounds such as DCI and
propranolol have led to the identification of some rules and regularities:

o CHj, OH
— CHNH-CIT | /M
e 0—CHz CH-CHsNH-CH
CH,4 CH,
Cl OO
Cl
Dichloroisoproterenol, DCI (4.62) Propranolol (4.63)

1. The catechol ring system can be replaced by a great variety of other ring systems,
varying from phenylether (oxprenolol, (4.64)) and sulfonamides (sotalol (4.65)
to amides (labetalol, (4.66)), indoles (pindolol, (4.67); benzpindolol, (4.68)), and
naphthalene (propranolol, (4.63)).

2. The side chain is either the unchanged isopropylaminoethanol seen in isoproterenol or
an aryloxy-aminopropanol. The side-chain hydroxyl groups are essential to activity.

3. N-substituents must be bulky to ensure affinity to the B receptors; isopropyl is the
smallest effective substituent.
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Oxprenolol (4.64) Sotalol (4.65) Labetalol (4.66)

It is advantageous to have selective 3, or 3, blockers, but this goal has been difficult to
achieve since most organs have both types of 3 receptors in different proportions. While
-blockers—primarily propranolol (4.63) and the mixed o.—f-blocker labetalol (4.66)—
are antihypertensive agents, the 3, activity of most of these compounds makes them
useful in the management of some forms of angina pectoris and in cardiac arrhythmia,
and they show promise in preventing second heart attacks. As mentioned, labetalol is a
phenylethanolamine derivative that is a competitive inhibitor of ,, 3,, and o, adrener-
gic receptors. It is more potent as a [ antagonist than an o antagonist. Labetolol has
two stereogenic carbon atoms and thus exists as a mixture of four stereoisomers; this
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mixture is used clinically. The different stereoisomers have varying activities as o
and [ antagonists. All of the B-antagonist properties reside in the (IR,1'R)-isomer;
o/,-antagonist properties are in the remaining three isomers, with the (1S,1'R)-isomer
having the greatest activity. Clinically, labetolol has some advantages in the manage-
ment of hypertension since the o-receptor blockade produces hypotensive vasodilation,
while the B-blockade component prevents the reflex tachycardia that may be associated
with the vasodilation. Unfortunately, at the pharmacokinetic level, labetolol is hindered
by an extensive first-pass effect.

Because adrenergic agents such as B-blockers find such extensive use as hypotensive
drugs, the etiology and drug combination treatment of hypertension are of considerable
interest. A discussion in any detail of this complex and confusing field goes beyond the
scope of this book, however. Other aspects of hypertension will be discussed in con-
nection with the renin and vasopressin systems and calcium channel blockers.

Clinically, there now exists an abundance of B-blocker congeners. Propranolol was
the first B-blocker to be introduced into therapy, in 1965. Now, four decades later, more
than 20 different analogs have been marketed in different countries: alprenolol, bupra-
nolol, pindolol, oxprenolol, talinolol, sotalol, timolol, metoprolol, metipranol, atenolol,
bunitrolol, acebutolol, nadolol, carazolol, penbutolol, mepindolol, carteolol, befunolol,
betaxolol, celiprolol, bisoprolol, bopindolol, esmolol, carvedilol, and tertatolol. (Of these
compounds, acebutolol, atenolol, betaxol, bisoprolol, esmolol, and metoprolol are f3, selec-
tive agents.) This avalanche-like increase in commercially available B-sympatholytics
is driven by market forces rather than by medicinal chemistry. Variation of the basic
molecular structure will often create a new patentable chemical entity, but not neces-
sarily a drug with a novel or improved action.

4.3.7 The Clinical-Molecular Interface: Depression
as an Adrenergic Disorder

Depression is one of the most common disorders of mood (affective disorders). It is
characterized by a specific alteration in mood (sadness, apathy), a negative self-concept
(self-reproach, self-blame), regressive and self-punitive wishes (desire to hide or die),
vegetative changes (insomnia, anorexia, loss of libido), and change in activity level
(agitation or listlessness). Traditionally, depression was classified as either reactive or
endogenous. A reactive depression was a response to a psychosocial precipitating factor,
such as death of a spouse; an endogenous depression occurred in the absence of a pre-
cipitating factor and arose from a biological predisposition. Depressions have also been
categorized as bipolar or unipolar. A bipolar depression (manic-depressive illness)
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involves both manic and depressive episodes in the same person and is a biologically
different disorder from a unipolar illness, which involves just the depression. Since
depression is a common and potentially life-threatening disorder, drug design of anti-
depressants has been an ongoing activity for many decades.

According to the classical amine hypothesis of antidepressant action, tricyclic anti-
depressant drugs (TCAs) elevate the mood of patients suffering from depression and
decrease the probability of suicide by interfering with the reuptake of NE or serotonin
(section 4.5). Secondary amines such as desipramine (4.69) or nortriptyline (4.70)
are potent inhibitors of NE uptake, whereas the tertiary amines imipramine (4.71),
amitriptyline (1.4), and doxepin (4.72) are more effective as serotonin uptake inhibitors.
According to this hypothesis, reuptake inhibition (i.e., blocking of the amine pump)
increases the concentration of the neurotransmitter in the synaptic gap and thus the
central adrenergic (or serotonergic) tone, resulting in mood elevation. Unfortunately,
this simple and attractive hypothesis cannot explain a number of facts:
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1. The latency period of weeks or even months that occurs between the initiation of
therapy and the antidepressant effect when tertiary tricyclics are used. Secondary
amines act faster, but in both cases, although elevated neurotransmitter levels
become rapidly apparent, the clinical improvement lags far behind.

2. Cocaine (4.73), the local anesthetic tropane alkaloid of coca leaves, is a potent NE
reuptake inhibitor but has no antidepressant activity.
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The problem with the tricyclic-based neurotransmitter—receptor hypothesis of antide-
pressant activity is that it was based on observations in normal rat brain. Unfortunately,
there are few techniques suitable for in vivo work on human CNS receptors of
depressed patients. In addition, compounds related to dopaminergic and serotonergic
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functions also act as antidepressants, as will be shown later. Thus, it is likely that
endogenous depression is a biologically heterogeneous syndrome; a single neurotrans-
mitter hypothesis explaining the mode of action of all antidepressant drugs is not
currently feasible.

In the 1970s and 1980s, the tricyclic antidepressants dominated the clinical manage-
ment of depression. Given the somewhat distasteful and unpopular (in the lay press and
movies) nature of frontal lobotomies in the 1950s and ECT (electroconvulsive therapy)
in the 1960s, the molecular approach of tricyclic antidepressants seemed downright civ-
ilized. Given their widespread use (and misuse), they were sometimes simply referred
to as the “tricyclics.” However, it is important to observe that, like the benzodiazepine
molecule (section 4.7.5), the tricyclic moiety is a privileged structure, with a number of
successful molecules having this tricyclic structure. Antihistamines, antidopaminergics
(e.g., phenothiazines, chapter 4), anticonvulsants (e.g., carbamazepine, chapter 7), and
perhaps even anti-prion drugs (chapter 9) may also have tricyclic structures. Various
tricyclic drugs have anticholinergic properties, and people who attempt overdoses with
tricyclic drugs experience life-threatening anticholinergic side effects. In addition, tri-
cyclic molecules may also influence brain Zn*" metabolism, especially at the level of
the glutamatergic NMDA receptor (section 4.9.3). Recognizing that the interaction
between a drug and its receptor is a precise dance between atoms and molecular frag-
ments, we see that the three-dimensional interplanar orientation of the various rings
is crucial to an appreciation of their varying modes of action. Quantum pharmacology
calculations emphasize this point.

In more recent years the tricyclic antidepressants have lost their position as the
mainstay of therapy for depression and have been gradually supplanted by the selective
serotonin reuptake inhibitors (SSRIs), such as fluoxetine. The tricyclics, however, do
continue to be valuable in the management of chronic pain states such as headache or
neuropathy.

An effect different from that of tricyclic antidepressants has been shown by the
simple salt Li,CO,, commonly referred to “licarb” or simply as “lithium.” It has been
used since about 1970 in the long-term management of manic-depressive disorder, but
it is not useful in acute mania, since its mood-stabilizing effects are seen only after
8-10 days. The mode of action of Li salts remains to be fully elucidated. Apart from
interferences with transmembrane ion fluxes (via ion channels and pumps), Li* appears
to facilitate membrane depletion of phosphatidylinositol bisphosphates, the principal
lipid substrate used by various receptors in transmembrane signaling; blockade of this
signal transduction pathway impairs the ability of neurons to respond to the activation
of neurotransmitter receptors. Lithium may also affect the GTP-binding proteins respon-
sible for signal transduction initiated by the formation of the agonist—receptor complex.
Based upon mechanisms such as these, various reports have claimed that Li* acceler-
ates catecholamine reuptake, stimulates NE turnover, and inhibits NE release—all of
which are in direct opposition to TCA activities.

4.4 DOPAMINE AND THE DOPAMINERGIC RECEPTORS

Dopamine (3,4—dihydroxyphenyl-B-ethylamine, DA) (4.34) is a catecholamine inter-
mediate in the biosynthesis of NE and epinephrine. There are several very important
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central brain structures showing specific DA receptors. Approximately 80% of DA
receptors in the brain are localized in the corpus striatum, which receives major input
from the substantia nigra and participates in coordinating motor movements.
Additional DA receptors are found diffusely throughout the brain cortex. DA has there-
fore been identified as a fully-fledged neurotransmitter. Because of DA’s crucial
involvement in psychosis and its proven role in neurological movement disorders such
as Parkinson’s disease, dopaminergic drugs are the subject of very active research.
Furthermore, in large doses, DA can also act on peripheral vascular o, adrenoceptors
and cardiac B, receptors, but it has its own receptors in several vascular (arterial) beds,
where its effect is not inhibited by the B-blocker propanolol (4.63).

4.4.1 Dopamine Metabolism and Receptors

Dopamine metabolism was covered in the discussion of general catecholamine bio-
chemistry. Dopamine is stored in synaptic vesicles, and this storage can be manipulated.
Although the reuptake of released DA is the major deactivating mechanism, MAO and
COMT act enzymatically on DA in the same way as on NE. However, following the
degradative pathway of NE, DA will finally be metabolized to homovanillic acid
(3-methoxy-4-hydroxy-phenylacetic acid), since it lacks the B-hydroxyl group.

The dopamine receptors have been studied extensively by classical pharmacological
methods, receptor labeling techniques, and gene cloning experiments. These experi-
ments have revealed that, as with most neurotransmitters, several DA receptor popula-
tions exist. In the brain, DA receptors are located both pre- and postsynaptically. Five
subtypes of DA receptors can be grouped into two main classes: D1-like and D2-like.
There are a number of distinctions between these two classes of receptors. D1-like
receptors activate adenylate cyclase; D2-like receptors inhibit adenylate cyclase. The
Dl-like receptors, like the [-adrenergic receptors, are transcribed from intronless
genes. Conversely, the D2-like receptors contain introns, thus providing an opportunity
for alternatively spliced products. In terms of molecular mass, D1-like receptors are
slightly larger than D2-like receptors. D1-like subtypes include the D1 (encoded on
chromosome 5) and D5 (chromosome 4) receptors; D2-like subtypes include the
D2 (chromosome 11), D3 (chromosome 3), and D4 (chromosome 11) receptors. The
primary amino acid sequence for the entire DA receptor class ranges from 387 residues
for D4 to 477 for D5. D2-like receptors have smaller C-terminal intracellular segments
but a larger intracellular loop between the sixth and seventh transmembrane segments.
Two D2 receptor isoforms have been identified: D2 long and D2 short—D?2 long has a
29 amino acid insert between the fifth and sixth membrane-spanning segments.

A strong correlation exists between the clinical doses of antipsychotic drugs and their
affinity for brain D2 receptors. This observation led to the hypothesis that psychotic dis-
orders resulted from overactivity of the D2 receptor subpopulation. The relative affini-
ties of D2, D3, and D4 receptors for typical (haloperidol, chlorpromazine) and atypical
(clozapine) antipsychotic molecules, together with the selective expression of D3
receptor mRNA in brain limbic areas, has led to the additional hypothesis that success-
ful agents for psychiatric illness should also have the ability to antagonize stimulation
of D3 or D4 receptors. Finally, long-term administration of antipsychotic agents leads
to an increased density of D2 receptors in the basal ganglia region of the brain, causing
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Parkinson’s disease-like movement disorders. Therefore, the motor dysfunctions
observed in patients chronically treated with antipsychotics are seemingly due to alter-
ations in D2 receptor density.

4.4.2 Presynaptic Dopaminergic Drug Effects

Presynaptic dopamineregic drug effects may be subdivided in the same way as that in
which adrenergic drugs were classified in section 4.3.5:

Dopamine synthesis inhibitors
Dopamine metabolism inhibitors
Dopamine storage inhibitors
Dopamine reuptake inhibitors
Presynaptic dopaminergic agonists

M

These enable a logical, mechanistic understanding and will be discussed individually.

4.4.2.1 Dopamine Synthesis Inhibitors

Dopamine synthesis inhibitors interfere with the enzymes involved, and are identical to
those discussed in section 4.3.5 (e.g., oi-methyltyrosine (4.74), a tyrosine hydroxylase
inhibitor). In this case, o.,-adrenergic receptor effects are irrelevant, and only the clas-
sical competitive inhibitory effect is of any consequence.

HO CO,H

NH,
o-Methyltyrosine (4.74)

Carbidopa (4.75), a hydrazine analog of a-methyldopa, is an important DOPA decar-
boxylase inhibitor. It is used to protect the DOPA that is administered in large doses in
Parkinson’s disease (section 4.4.4) from peripheral decarboxylation. DOPA concentra-
tions in the CNS will therefore increase without requiring the administration of
extremely high, toxic doses of DOPA. The exclusive peripheral mode of action of car-
bidopa is due to its ionic character and inability to cross the blood—brain barrier. Because
of this effect, carbidopa is co-administered with DOPA in a single tablet formulation as
a first-line therapy for Parkinson’s disease. Benserazide (4.76) has similar activity.
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The arylamino acid decarboxylase inhibitory action of DL-a-fluoromethyldopa
(4.77) has also been described. By affecting the enzyme through covalent binding, this
compound completely inhibits both catecholamine and serotonin synthesis. Unlike
6-hydroxydopamine, o-fluoromethyldopa does not destroy the neurons, and unlike
reserpine it does not deplete chromaffin tissue in the adrenal gland.

4.4.2.2 Dopamine Metabolism Inhibitors

Dopamine metabolism inhibitors interfere with monoamine oxidase and catecholamine-
O-methyltransferase. Monoamine oxidase will be discussed separately in chapter 8.

4.4.2.3 Dopamine Storage Inhibitors

The storage and release of DA can be modified irreversibly by reserpine (3.1), just as
in vesicles containing other catecholamines and serotonin. Dopamine release can be
blocked specifically by y-hydroxybutyrate (4.78) or its precursor, butyrolactone, which
can cross the blood-brain barrier. High doses of amphetamines do deplete the storage
vesicles, but this is not their principal mode of action. Apparently, amantadine (4.79),
an antiviral drug that is likewise beneficial in parkinsonism (and also perhaps to relieve
fatigue in multiple sclerosis), may also act by releasing DA.

NH,
O

4
CH5s~CH5~CH5C

\OH
OH
y-Hydroxybutyrate (4.78)

Amantadine (4.79)

4.4.2.4 Dopamine Reuptake Inhibitors

Dopamine reuptake can be inhibited specifically by benztropine (4.80), an anticholin-
ergic drug, as well as by amphetamines. Several specific DA reuptake inhibitors have
been discovered, such as tandamine (4.81), bupropion (4.82), and nomifensine (4.83),
which are all potent antidepressants. Tandamine also inhibits NE uptake.
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4.4.3 Postsynaptic Dopaminergic Drug Effects
4.4.3.1 Dopamine Agonists

Besides dopamine itself, several highly active DA agonists are known, all exhibiting
the extended [B-phenethylamine structure corresponding to a frans conformation.
(-)-Apomorphine (4.84), known for its emetic (i.e., vomit inducing) effect, is both a
pre- and a postsynaptic DA agonist or partial agonist, depending on the system; both
hydroxyl groups are necessary for activity. Interestingly, apomorphine is now also
being evaluated as an oral agent for the treatment of erectile dysfunction. N-alkylation,
B-hydroxylation (of DA), and o-methyl substitution all reduce central DA activity but
increase interaction with the peripheral adenylate cyclase.

CH,

I
N HO NH,
HO o
oH ADTN (4.85)

Apomorphine (4.84)

Extremely active compounds are found among 2-aminotetralines. 6,7-Dihydroxy-
2-aminotetraline (4.85, ADTN) and its N-(n-propyl) derivative are well-studied
2-aminotetraline derivatives. Nomifensine (4.83) is related to these aminotetralines
and is used as an antidepressant drug. The catechol analog of nomifensine (with two
hydroxyls on the 4-phenyl ring) is also a potent inhibitor of NE and DA uptake.

The ergot alkaloids and their derivatives are a rich source of catecholaminergic
drugs. Ergot (Claviceps purpurea) is a parasitic fungus found on grasses and cereals
(rye). The long black sclerotium (“ergot”) of the fungus is cultivated. Because the fungus
is more valuable than the cereal crop, fields are artificially infected and the mixture of
indole alkaloids is extracted from the ripe sclerotia. One of these indole peptide alka-
loids, ergocryptine (4.86), is an a-adrenergic antagonist; however, its dihydro derivative
(on the double bond of the pyridine ring) is a potent D2 agonist that is used as a
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vasodilator with central effects and has been advocated as a physical and mental geriatric
performance enhancer. Other ergot alkaloids have a hypotensive effect and also cause
smooth-muscle contraction, specifically in the uterus. This property is utilized in obstet-
rics to stop postpartum bleeding. There is a structural correlation between DA and ergot
alkaloids: the parent tetracyclic indole acid, lysergic acid, can be considered as con-
taining an extended phenylethylamine moiety. Amides of lysergic acid are hallucino-
gens and will be discussed among serotonergic drugs.
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A novel and very interesting group of compounds is represented by bromocriptine
(4.87). It is used in parkinsonism and for inhibiting the excessive excretion of prolactin,
a peptide hormone of the pituitary that regulates lactation. It also inhibits the secretion
of growth hormone, another product of the anterior pituitary, and has been evaluated
in the treatment of acromegaly, a form of gigantism arising from excessive growth
hormone production.

4.4.3.2 Dopamine Antagonists (Neuroleptics)

The medicinal chemistry of dopamine antagonists (antidopaminergics) is dominated by
endeavors to design therapeutic molecules for major psychiatric disorders such as psy-
chosis. Psychosis is a severe psychiatric disorder in which mental functioning is suffi-
ciently impaired to interfere with the patient’s capacity to meet the normal demands of
everyday life. This impairment involves a marked inability to correctly interpret reality,
and is often accompanied by severe distortions of perception, intellectual functioning,
mood, motivation, and behavior, together with personality decompensation and regres-
sion. The individual has little, if any, insight into either the nature or severity of his or
her disturbance. There are many types of psychosis, including schizophrenia, paranoid
psychosis and affective psychosis.

Schizophrenia is a complex group of psychotic disorders manifested by typical dis-
turbances of thinking, mood, and behavior. The associated disintegration of mental
status is attributable to a thought disorder, accompanied by misinterpretations of
reality and frequently by delusions and hallucinations (i.e., they may believe that some
external force is controlling their mind and actions). The term schizophrenia has
generally been misinterpreted as meaning “splitting of the mind”; there is a popular
misconception that this involves multiple, split personalities. (This Dr Jekyll/Mr Hyde
view of schizophrenia as a state characterized by alternating, conflicting personalities
is incorrect.) In schizophrenia, the split consists of incongruity between the individual’s
various mental functions, such as a fragmentation between thought content and
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emotional response. Paranoid psychosis, on the other hand, is a psychotic disorder in
which delusions, generally persecutory but sometimes grandiose, are the dominant
abnormality (e.g., “the government has planted listening devices in my teeth and are
monitoring everything that I do; they are against me, everyone is against me”). Finally,
affective psychoses are a group of psychoses characterized by a single disorder of
mood, typically extreme depression, which dominates the mental life of the patient,
incapacitating the patient and sometimes culminating in suicide. Clearly, the psychoses
are an exceedingly complex and heterogeneous array of mental state abnormalities. It
is daunting to think that a single receptor (or family of receptors) can subserve such a
complicated assortment of psychiatric illnesses.

Nevertheless, dopamine antagonists are successful antipsychotic drugs (neuroleptics)
and are very widely used in the symptomatic management (not cure) of all forms of
psychosis. The antidopaminergics were discovered in 1952 by Delay and Daniker who,
when working for the French pharmaceutical company Rhone-Poulenc, became the
first to synthesize chlorpromazine (1.3) while searching for a drug with improved anti-
histaminic properties. Instead, they recognized the major sedative action of the drug in
agitated schizophrenics, and a new era in the management of affective disorders began.
The tricyclic thymoleptics were derived from chlorpromazine a few years later.
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The first and original ring system used in neuroleptic drugs is phenothiazine (4.88).
In order for neuroleptic activity to occur, the distance between the ring nitrogen and
side-chain nitrogen must be three carbon atoms. Shorter chains (like promethazine with
an ethylamine side chain) are merely antihistamines with a strong sedative action. For
optimal activity, the ring substituent in position 2 must be electron attracting.

Thioxanthenes lack the ring nitrogen of phenothiazine, and the side chain is attached
by a double bond. In all cases, the cis isomer (relative to the substituted phenyl ring)
is more active. Electron-attracting substituents seem to have a cumulative effect. For
instance, pifluthixol (4.89), with a fluorine and a trifluoromethyl substituent, is 5—10
times more potent than its parent flupenthixol (4.90), and has an inhibitory effect
(IC5, = 9.7 x 107'° M) on the DA-sensitive adenylate cyclase of the striatum.

The butyrophenones are chemically unrelated to the phenothiazines, but show a simi-
lar antipsychotic action. They were developed by P. A. Jansen and derived from fentanyl-
type analgesics (see chapter 5). More than 4000 derivatives have been synthesized, of
which the three most widely used antipsychotics are shown. Pimozide (4.91) is clearly
derived from benperidol (4.92), even though it is no longer a butyrophenone.

Recently a number of novel, non-classical chemical structures, referred to as “atypi-
cal neuroleptics,” have been described: clozapine (4.93), risperidone (4.94), olanzapine
(4.95), and sertindole (4.96). These atypical neuroleptics have two distinguishing
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features: an affinity for 5-HT, serotonin receptors as well as for D2 receptors, and relative
anatomical selectivity for limbic structures rather than for basal ganglia structures
within the brain. Clozapine also exhibits high affinity for dopamine receptors of the D4
subtypes in addition to H, histamine and muscarinic acetylcholine receptors. Clozapine
may also lead to bone marrow failure (agranulocytosis), mandating the need for close
blood monitoring for people on this agent.
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The pharmacology of all these neuroleptics is extremely complex. Briefly, phenoth-
iazines and related drugs have a calming effect on psychotic patients, without produc-
ing excessive sedation. Other central effects include the important antiemetic effect
in disease-, drug-, or radiation-induced nausea, but not so much in motion sickness.
Butyrophenones are more effective antiemetics than phenothiazines and also potentiate
the activity of anesthetics.

Much of current medicinal chemistry concerning antipsychotics is exploring the var-
ious subtypes of DA receptors, and how specific or mixed antagonists at the various
receptors can influence the natural history and course of major psychiatric illnesses.

The mode of action of antipsychotic neuroleptics is that of postsynaptic dopamine,
especially D2, receptor blockage. The inhibition of [*H] haloperidol (4.97) binding by
neuroleptics versus the inhibition of apomorphine (4.84) effects shows an excellent cor-
relation (r = 0.94), and even average clinical doses correlate well (r = 0.87) with drug
binding. Although such a correlation does not prove causality, it is a strong indication
of a uniform mechanism of action, especially the correlation with an in vivo measure of
daily clinical dosage.
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Haloperidol (4.97)

The most common side effects of many antipsychotics are the so-called extrapyra-
midal symptoms: rigidity and tremor (that is, parkinsonian symptoms), continuous rest-
less walking, and facial grimacing. The final, even more severe side effect of many
neuroleptics is tardive dyskinesia, which is manifested by stereotypic involuntary
movements of the face and extremities. This syndrome, which is more prevalent in older
patients after prolonged use of neuroleptics, does not respond well to antiparkinsonian
drugs. Tricyclic dopamine antagonists also have complex cardiovascular side effects
and antimuscarinic activity. Sedation and hypotension are also common problems. The
hypotensive effect is due to o-adrenergic activity but wears off with prolonged admin-
istration, just as the sedative activity tends to disappear, even though the latter is quite
useful in the management of agitated paranoid schizophrenics.

In addition to the antidopaminergic neuroleptics, there are some new and different
developments probing into the origin of schizophrenia. The neuropeptide neurotensin
(NT), a cotransmitter in dopaminergic neurons, may have an antipsychotic effect
through modulation of DA release. Thus, drugs acting on NT receptors could be neu-
roleptics. Similarly, the sulfated octapeptide form of the neuropeptide cholecystokinin
(CCK) inhibits DA release by presynaptic depolarization. Other studies indicate
reduced CCK and somatostatin concentration in brains of schizophrenics. Other neuro-
transmitters, such as glutamate, adenosine, and serotonin, are also being evaluated. All
these developments are potential avenues for improved control of schizophrenia, espe-
cially in patients who do not respond to conventional neuroleptic treatment or show
severe tardive dyskinesia.
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It should be emphasized that, whereas neuroleptic control of schizophrenic symptoms
has been spectacularly successful since the 1960s, neuroleptic treatment does not cure
the psychotic patient, who will almost certainly relapse if medication is discontinued.
Nor does our molecular insight answer any questions about the nature, etiology, or
possible biochemistry of psychiatric disorders.

4.4.4 The Clinical-Molecular Interface: Parkinson’s Disease
as a Dopaminergic Disorder

Deterioration of the dopaminergic neuronal pathways, known under the name of
Parkinson’s disease, is manifested in a collection of neurological movement disorders
of unknown etiology. The symptoms include a resting tremor (sometimes referred to as
a “pill rolling tremor”), difficulty in initiating movement (akinesia), rigidity, stooped
posture, shuffling gait (referred to as a festinating gait), and speech and swallowing dif-
ficulties. This is an incurable and slowly progressing disease, sometimes leading to total
invalidism.

The mechanism of the neurological symptoms in Parkinson’s disease was discovered
from the ability of reserpine to cause akinesia in humans by the depletion of central cat-
echolamine stores. The dopamine levels in patients who died from parkinsonism were
found to be extremely low because of deterioration of the dopaminergic neuronal cell
bodies and the pathways connecting the substantia nigra with the corpus striatum.

Some new light was shed on the molecular cause of Parkinson’s disease by an acci-
dent. In 1982, drug addicts used a “designer” drug (a noncontrolled analog of a known
and illegal narcotic) contaminated with 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
(4.98, MPTP). Its major quaternary metabolite, MPP* (4.99), which is a dopaminergic
neurotoxin, produced a severe and tragically permanent parkinsonism. It did so by
killing dopamine-producing cells in the brain. The effect serves as a model of
Parkinson’s disease, although rats do not seem to be sensitive to MPTP.

MPTP (4.98) MPP" (4.99)

Since Parkinson’s disease arises from a deficiency of DA in the brain, the logical
treatment is to replace the DA. Unfortunately, dopamine replacement therapy cannot be
done with DA because it does not cross the blood—brain barrier. However, high doses
(3-8 g/day, orally) of L(—)-DOPA (levodopa), a prodrug of DA, have a remarkable
effect on the akinesia and rigidity. The side effects of such enormous doses are numer-
ous and unpleasant, consisting initially of nausea and vomiting and later of uncontrolled
movements (limb dyskinesias). The simultaneous administration of carbidopa (4.75) or
benserazide (4.76)—peripheral DOPA decarboxylase inhibitors—allows the adminis-
tration of smaller doses, and also prevents the metabolic formation of peripheral DA,
which can act as an emetic at the vomiting center in the brainstem where the
blood-brain barrier is not very effective and can be penetrated by peripheral DA.
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With prolonged administration, L-DOPA causes undesirable involuntary movements.
Moreover, after 4-5 years, Parkinson’s patients tend to become resistant to L-DOPA;
this resistance occurs because the neurons required to convert the L-DOPA to dopamine
are gradually dying off during the progression of the disease. This deficiency of
dopamine transmission in the brain may be compensated by using ergot derivatives
(e.g., bromocriptine (4.87), lisuride (4.100), cabergoline (4.101), pergolide (4.102)) or
nonergot compounds (e.g., ropinirole (4.103), pramipexole (4.104)). These compounds
are direct agonists for dopamine receptors and do not require conversion of L-DOPA to
dopamine. These direct agonists stimulate various dopamine receptors (D1, D2, D3)
and share similar adverse effects to L-DOPA. Drugs that possibly mobilize DA stores,
like amantadine (4.79), are sometimes of some use in treating certain forms of
Parkinson’s disease. Another potential mechanism of action for amantadine may
involve blockade of ligand-gated ion channels of the NMDA type, ultimately leading to
diminished release of acetylcholine. Since Parkinson’s disease is not only a deficiency
of dopamine but also an alteration in the dopamine/acetylcholine concentration ratio
within the brain, anticholinergic agents may be of value. Clinically, anticholinergics are
better for the suppression of the tremor of Parkinson’s disease, whereas the dopaminer-
gics are better for the bradykinesia (slow movements).

Another approach to the therapy of Parkinson’s disease involves the use of enzyme
inhibitors. For example, inhibition of the enzyme monoamine oxidase B (MAO-B) by
selegiline (4.105) improves the duration of L-DOPA therapy because it inhibits the
breakdown of dopamine but not of NE. Likewise, inhibitors of catechol-O-methyl-
transferase (COMT) can also be exploited as agents for the treatment of Parkinson’s
disease. L-DOPA and dopamine become inactivated by methylation; the COMT
enzyme responsible for this metabolic transformation can be clocked by agents such as
entacapone (4.106) or tolcapone (4.107), allowing higher levels of L-DOPA and
dopamine to be achieved in the corpus striatum of the brain.
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In addition to successful dopaminergic-based therapies, antimuscarinic anticholiner-
gic agents (see section 4.2.5) are also used as antiparkinsonism drugs, because the
removal of inhibiting dopaminergic effects exaggerates the excitatory cholinergic func-
tions in the striatum. Antagonists at muscarinic cholinoceptors, such as benztropine
(4.80) or biperiden (4.108), suppress striatal cholinergic overactivity in the brain,
thereby improving tremor and to a lesser extent rigidity; akinesia, however, is not
helped by such agents. (On the other hand, the dopaminergic agents work well for aki-
nesia, but do poorly against the tremor symptoms.)

There are many complications in the manipulation of dopamine and acetylcholine
receptors for the treatment of Parkinson’s disease. As discussed, anticholinergics are of
benefit for the tremor of Parkinson’s. However, a dementia can sometimes accompany
Parkinson’s disease and, as discussed in section 4.2.6, anticholinergics may in fact
worsen symptoms of dementia. Also, there is an inverse relationship between Parkinson’s
disease and psychosis. Parkinson’s disease is a deficiency of dopamine and is treated
with dopaminergics; psychosis is symptomatic of an excess of dopamine and is treated
with antidopaminergics. A side effect of treating Parkinson’s disease with dopaminer-
gics is confusion and psychotic delusions; a side effect of treating psychosis with
antidopaminergics is the development of parkinsonian features (e.g., resting tremor,
stumbling gait).

4.5 SEROTONIN AND THE SEROTONERGIC RECEPTORS

Serotonin (4.109, 5-hydroxytryptamine, 5-HT) is a central neurotransmitter that is also
found peripherally in the intestinal mucosa and in blood platelets, where its role is incom-
pletely elucidated; it even occurs in plants such as bananas. Although there is an enormous
literature on the biochemistry and pharmacology of serotonin, our knowledge of its
biological role remains somewhat fragmented. The diverse physiological effects of
5-HT influence the cardiovascular system, the cerebrovascular system, the digestive
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system, the hematological system, and the central nervous system. Because of this diverse
participation in many physiological processes, 5-HT active agents exert pharmacological
effects in the plethora of disease states, including sleep disorders, modulation of circadian
rhythms, eating disorders, depression, stimulation of bowel activity, migraine headache,
and platelet aggregation (including the role of platelets in stroke and heart attack).

The serotonergic neuronal system in the CNS is rather restricted, localized by fluores-
cence histochemistry and autoradiography to the raphe region of the pons and brainstem,
and projecting inferiorly to the medulla and spinal cord. The functional correlations of
serotonergic neurons are equally difficult to elucidate, but work in this area has been
helped by neurotoxins such as 5,6- and 5,7-dihydroxytryptamine, which destroy seroton-
ergic neurons in the same way that 6-hydroxydopamine atrophies adrenergic networks.

4.5.1 Serotonin Metabolism

Serotonin metabolism, shown in figure 4.9, bears considerable similarities to that of the
catecholamines. Serotonin itself is transformed in the pineal gland into melatonin
(4.110), a hormone active in lightening skin pigmentation and suppressing the function
of the female gonads. The B-adrenergic innervation of the pineal gland is governed by
light: darkness increases cAMP formation and activation of the acetyltransferase
enzyme, resulting in increased melatonin synthesis. Although situated near the thala-
mus, the pineal gland is not part of the CNS; it is a peripheral organ as far as the
blood-brain barrier is concerned.

Melatonin (4.110)

Serotonin is stored in synaptic vesicles and blood platelets in the form of an ATP com-
plex in the ratio of 2:1. Very little is known about its release, but exocytosis is the
assumed mechanism. The released neurotransmitter is deactivated primarily by reuptake,
but a significant amount is metabolized by MAO to the corresponding indoleacetic acid.

4.5.2 Serotonin Receptors

The characterization and classification of serotonergic receptors is continually under-
going rapid and controversial development, and has to be viewed as “in progress.” Over
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Figure 4.9 Biosynthesis and degradation of serotonin.

the past decade, receptor cloning and sequencing has greatly facilitated clarification of
this confusing picture. The large number of 5-HT receptors may be divided into five
subtype families. The 5-HT, family contains receptors that are negatively coupled to
adenyl cyclase through a G-protein and includes the 5-HT,,, 5-HT,;, 5-HT,, 5-HT g,
and 5-HT ;. receptors. Biochemical and pharmacological data suggest that the 5-HT
receptor, found in rats and mice, and the 5-HT,, receptor, found in humans and other
species, are functionally equivalent species homologs. This story is made even more
confusing by the discovery of two genes that encode the human 5-HT,  receptor, des-
ignated 5-HT,;,, and 5-HT,,;. The 5-HT, family stimulates phosphoinositide-specific
phospholipase C (PI-PLC) and includes the 5-HT,,, 5-HT,;, and 5-HT,. (formerly des-
ignated the 5-HT,.) receptors. Activation of 5-HT,, receptors also mediates neuronal
depolarization, a result of the closing of potassium channels. To date, the 5-HT; family
is homomeric, consisting of only one subtype protein. This receptor belongs to a
ligand-gated ion channel superfamily; subunits of the 5-HT, receptor exhibit sequence
similarity to the nicotinic acetylcholine and GABA , receptors. The 5-HT; receptor is a
serotonin-gated cation channel that causes rapid depolarization of neurons by a tran-
sient inward ion current that is mediated by the opening of a transmembrane ion chan-
nel protein for cations. The 5-HT, receptor, like other proteins in the ligand-gated ion
channel superfamily, possesses pharmacological binding sites for alcohols and anes-
thetic agents. The 5-HT, , 5-HT, , and 5-HT, family includes receptors coupled to the
stimulation of adenylyl cyclase—an effect opposite to that of the 5-HT, family. Two rat
5-HT, receptor clones, differing only in the C-terminus amino acid sequence, have been
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identified. The 5-HT family is a group of receptors that is coupled to neither adenylyl
cyclase nor PI-PLC; the family has two subtypes: 5-HT;, and 5-HT,.

This array of receptor families and subtypes may be grossly divided into two groups
on the basis of their protein structure. The 5-HT, receptor has a tube-like structure and
is a transmembrane ion channel protein. The other 5-HT receptor families tend to
exhibit the typical seven transmembrane-spanning segments common to receptors cou-
pled with G-proteins. The 5-HT receptors can also be distributed into two groups on the
basis of their gene structures. The 5-HT, receptors are derived from genes that contain
multiple introns. Other 5-HT receptors, such as the 5-HT, family, are encoded by genes
lacking introns.

The various receptors also subserve different potential clinical applications. 5-HT,,
receptors are involved in psychosis, depression, and anxiety. 5-HT,,and 5-HT . recep-
tors seem to be involved with migraine headache. 5-HT,, receptors are useful thera-
peutic targets for schizophrenia and depression. 5-HT,, receptors, on the other hand,
influence gastric motility and migraine headaches. The potential uses for 5-HT,. ligands
include anxiety, depression, obesity and cognitive disorders; 5-HT,. knockout mice
have cognitive disorders, epilepsy and obesity. Because of the widespread presence of
neurons in the gastrointestinal tract, 5-HT, receptors have potential for the treatment of
irritable bowel syndrome and chemotherapy-induced vomiting. Other potential thera-
peutic indications for 5-HT, drugs include anxiety, anorexia, and drug abuse. 5-HT,
receptors are located centrally in the brain and peripherally in a variety of organs;
accordingly, centrally active 5-HT, ligands may play a role in the treatment of schizo-
phrenia or Parkinson’s disease, while peripherally active ligands may be useful for
urinary incontinence or irritable bowel syndrome. 5-HT, receptor ligands are effective
antipsychotics and antidepressants. 5-HT, receptor active agents may have use in the
treatment of pain associated with migraine.

4.5.3 Serotonin Receptors: Presynaptic Drug Effects
4.5.3.1 Serotonin Synthesis Inhibitors

Synthesis inhibitors block tryptophan hydroxylase, the first rate-determining enzyme in
serotonin synthesis. Although p-chlorophenylalanine (4.111) can decrease serotonin
levels by more than 90%, this agent does not cause the sedation that is seen after cate-
cholamine depletion with reserpine. Therefore, reserpine, although capable of deplet-
ing 5-HT vesicles, causes sedation by a catecholaminergic mechanism that inhibits
uptake-2. It acts on the membrane of the synaptic vesicle and seems to prevent 5S-HT
and catecholamine uptake into the granule.
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4.5.3.2 Serotonin Reuptake Inhibitors

Reuptake through the presynaptic membrane is the major deactivation mechanism for
serotonin. It is prevented by the tricyclic antidepressants (see section 4.3.7), among
which the tertiary amines are more potent at serotonergic terminals than are the
secondary bases, whereas the reverse is true for catecholaminergic synapses.
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Recently, a number of selective 5-HT reuptake inhibitors have enjoyed widespread
clinical success in the treatment of depression. Fluoxetine (4.112), sertraline (4.113),
fluvoxamine (4.114), and paroxetine (4.115) belong to this more recently developed
group of SSRIs (selective serotonin reuptake inhibitors). They are dimethylaminoethyl
or dimethylaminopropyl derivatives of ring systems usually carrying an electron-
attracting substituent (-CF, or -CN). All of these drugs are potent antidepressants, with
a lower cardiotoxicity than the classical tricyclic agents, which strongly suggests that
endogenous depression is a function of the availability of catecholamines as well as of
serotonin. This does not contradict the previous discussion of the involvement of adren-
ergic systems (section 4.3.7). In fact, both mechanisms probably contribute to antide-
pressant action. A number of compounds exploit this twofold mechanism. Venlafaxine
(4.116), for example, is an inhibitor of both serotonin reuptake and norepinephrine
reuptake. At low therapeutic doses, venlafaxine behaves like an SSRI; at higher doses
(e.g., more than 225 mg/day) it produces effects attributable to norepinephrine reuptake
inhibition. Therefore, when administered in doses greater than 300 mg/day, it may
confer a broader range of therapeutic effects than SSRIs alone.

When an SSRI agent is used with a MAO inhibitor, a dangerous pharmacodynamic
interaction may occur. The combination of increased stores of monoamine together
with reuptake inhibition leads to a phenomenon termed serofonin syndrome. This
syndrome, which arises from a marked increase in synaptic serotonin, is clinically
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characterized by muscle rigidity, hyperthermia (fever), myoclonus (brief lightning-like
muscle twitches), and rapid changes in the patient’s mental status.

4.5.4 Serotonin Receptors: Postsynaptic Drug Effects
4.5.4.1 Physiological Effects of Serotonin

The postsynaptic physiological effects of serotonin are varied and widespread. The
administration of serotonin leads to powerful smooth-muscle effects in the cardiovascu-
lar and gastrointestinal systems. Vasodilation and hypotension may result, partly
through central effects, if the serotonin concentration in the CNS is increased by admin-
istration of the serotonin precursor 5-hydroxytryptophan. Unlike serotonin, this precur-
sor can cross the blood—brain barrier. Intestinal mobility is also influenced by serotonin.

Serotonin has an effect on the hypothalamic control of pituitary function (see chapter 5),
in central thermoregulation (attributed to the 5-HT,, receptor), and in pain perception
(probably the 5-HT, receptor), where increased serotonergic function potentiates opiate
analgesia. The administration of 5-HT reuptake inhibitors like fluoxetine increases the
anorectic effect of 5-hydroxytryptamine and induces a selective suppression of non-
protein caloric intake in rats. The involvement of serotonin in endogenous psychiatric
depression has been mentioned.

Another controversial but exciting area of research is the potential role of serotonin
in sleep. 5-Hydroxytryptamine may trigger slow-wave sleep (non-REM sleep), whereas
the muscarinic AChR and NE are involved in REM sleep (rapid-eye-movement sleep,
paradoxical sleep, dream sleep). In addition to the aminergic regulation of sleep, recent
research has identified several other presumed sleep factors: delta-sleep-inducing
peptide, sleep-promoting substance, interleukin-1, and muramyl peptides.

4.5.4.2 Serotonergic Agonists
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The serotonergic agonists constitute a limited group of compounds, initially including
serotonin (4.109) itself, bufotenin (4.117), a natural product found in plants as well
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as toad-skin secretion (hence the name; Bufo = toad), bufotenin methyl ether, and a
piperazine derivative called quipazine (4.118). Based upon these molecular prototypes
and other molecular platforms, an increasing number of analogs have been prepared
and tested over the years. The majority of work has focused on 5-HT,, agonists. In the
early 1990s, a structure—activity relationship study of substituted 8-OH-DPAT analogs
demonstrated the highest 5-HT,, agonist activity for the cis C-1 substituted derivatives,
with allyl being the optimal substituent whereas cis C-3 substitution destroyed activity.
By the mid 1990s, quantum pharmacology calculations had been used to generate a
binding site model of the 5-HT, , receptor based on 20 agonists of two chemotypes. Now,
a decade later, 5-HT, , agonists are still being studied as potential anxiolytic/antidepressant
molecules; agents that have been evaluated include alnespirone, sunepitron, and ebalzotan.
Using quantum pharmacology calculations as a guide, progress has also been made in
the identification of potential agonists for the 5-HT,; receptor. The past decade has
witnessed the development of multiple 5-HT ;,,, receptor agonists, termed triptans, as
potential therapeutics for migraine. A potent 5-HT, agonist has been described and
developed as a potential therapy for migraine. Unfortunately, its clinical development
has been sidelined by nonmechanism-based liver toxicity. For the remainder of the
5-HT receptor subtypes, antagonists are, in general, more therapeutically valuable
than agonists.

Another interesting serotonergic agonist is fenfluramine (4.119), used in the mid
1990s to control appetite. Although structurally an amphetamine, it acts by a seroton-
ergic rather than a catecholaminergic mechanism. Fenfluramine caused serotonin
release, inhibited reuptake, and was even a 5-HT agonist. Chronic use of fenfluramine
caused failure of heart valves and pulmonary hypertension, a pathology perhaps related
to involvement of 5-HT,; receptors. A number of young women taking fenfluramine as
a diet aid died. Assigning the causality of these deaths to the fenfluramine molecule was
delayed by the fact that fenfluramine was frequently co-administered with a much older
amphetamine-like anorexiant called phentermine (4.120), in a combination agent called

“Fen-Phen.”
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4.5.4.3 Serotonin Antagonists

Cinanserin (4.121) is not only an antiserotonin drug but also an analgesic and immuno-
suppressant. Cyproheptadine (4.122) is an antihistamine, in addition to being a 5-HT
blocking agent. The other compounds shown are all semisynthetic derivatives of lyser-
gic acid, obtained from ergot alkaloids. Methysergide (4.123) is related to the ergot
alkaloid ergonovine, an oxytocic (uterus-contracting) drug. It is one of the most potent
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5-HT antagonists and is used for the prevention, but not the treatment, of migraine
headaches. Ergotamine (4.124), another ergot alkaloid, can be used for treating existing
migraines, since it probably acts as a vasoconstrictor. Ketanserin (4.125), a 5-HT,
antagonist, is a clinically effective hypotensive agent that acts through a unique mech-
anism. Related compounds show anxiolytic activity. The diethylamide of lysergic acid,
LSD (4.126), is a widely studied and abused hallucinogen. (The acronym originates
from the German name: Lyserg-Saure-Diethylamid.)
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Because of the widespread importance of serotonin, the development of serotonin
antagonists is a continuing area of research endeavor. 5-HT,. antagonists have been
clinically evaluated as antidepressants; 5-HT, antagonists may have clinical utility as
antipsychotics.

4.5.4.4 Serotonergic Drugs as Hallucinogens and Psychotomimetic Agents

These drugs seem to act on central 5-HT neurons in a manner that is not clear. They
decrease the turnover of serotonin, possibly through a presynaptic receptor in the raphe
cells. Since 5-HT is an inhibitory neurotransmitter in many of its actions, the removal
of this inhibition could lead to behavioral changes. However, to discredit this simple
hypothesis, there are a number of LSD derivatives that are not hallucinogens (e.g., the
2-bromo derivative). The effects of LSD are also seen in animals with raphe lesions that
have destroyed the serotonergic neurons.

There are indications that other psychotomimetic agents also act through a central
5-HT mechanism. Four groups can be distinguished:

. Lysergic acid diethylamide and related indolalkylamines
. Phenylethylamines (e.g., mescaline)

. Cannabis derivatives

. Anticholinergics

W N =

LSD (4.126) is a rather structure-specific compound. Only the (+)-isomer is active, and
alkylamides other than the diethyl derivative, including some cyclic analogs (the pyrro-
lidide and morpholide analogs), have very low activity. Lysergic acid does contain the
3-indolylethylamine moiety, and it is therefore not surprising that other such structures
are also hallucinogens. Among natural products, psilocin (4.127) and its phosphate
ester, psilocybin, occur in a Mexican mushroom (Psilocybe). Harmaline (4.128), an
alkaloid (from Peganum harmala and some other plants), and some related compounds
are also effective hallucinogens.
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After the ingestion of hallucinogens, a great variety of symptoms may occur, includ-
ing dizziness; perceptual changes of size, time, and distance; visual hallucinations;
mood changes; and potential panic. These effects may last for about 12 hours. Tolerance
develops quickly, and there is cross-tolerance with phenylethylamines but not with
amphetamines. The psychological hazards (“bad trip”) of LSD use are very real; the
physiologically harmful effects, if any, are not clear cut.
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Phenylethylamine, a fragment of LSD, and a number of alkoxyphenylethylamines
have been used by various aboriginal societies as hallucinogens. The best known is
mescaline (4.129), which occurs in a number of cacti (Lophophora, Trichocereus)
native to Mexico. In large doses (300-500 mg) it causes vivid and colorful hallucina-
tions, perception of the environment as unusually beautiful, and increased insight
(“mind-expanding experience”). The effect is increased by attaching a methoxy group
to the ortho position and using alkyl substituents.
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The third group of psychotomimetic compounds comprises the cannabinoids,
represented by A’-tetrahydrocannabinol (THC) (4.130), the principal active ingredient
of marijuana and hashish, produced by the hemp Cannabis sativa. It is not considered
a hallucinogen, is not habit forming, and seems to have no adverse physiological effects
except in habitual consumers of large quantities. Extremely high doses may lead to
paranoid depersonalization.

The emotional propaganda (both pro and con) surrounding cannabinoids notwith-
standing, cannabinoid derivatives—if not THC itself—have interesting therapeutic pos-
sibilities. One of the cannabinoid derivatives in clinical use, nabilone (4.131), has a very
selective antiemetic activity in patients suffering from toxic side effects of cancer
chemotherapy. Other derivatives show anticonvulsant and analgesic activity, and also
decrease ocular pressure in glaucoma. The structure—activity correlations of these com-
pounds have been explored quite thoroughly.

4.5.5 The Clinical-Molecular Interface: Migraine Headache
as a Serotonergic Disorder

Although migraines produce severe headaches, not all severe headaches are migraines.
As a headache disorder, migraines have distinctive diagnostic criteria. A classical
migraine onsets with an “aura,” which may be brightly colored lights or bright lighten-
ing displays in the visual fields. The pain then occurs as a pounding, pulsatile, throbbing
headache localized to one side of the head and associated with photophobia (dislike
of light), phonophobia (dislike of noise), nausea, and perhaps vomiting. A common
migraine lacks the aura phase. Migraine is a familial problem in 70% of patients and
occurs more frequently in women than in men, with 14-15% of women experiencing
migraine headaches. A complicated migraine headache is a migraine associated with
neurologic problems, such as weakness over half of the body. In younger women
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(especially those who both smoke and are receiving the birth control pill), migraine can
be a risk factor for stroke.

Since migraine is so common and so painful, numerous therapies have been put
forth over the years. The simplest therapies are the analgesics such as acetaminophen,
acetylsalicylic acid, or codeine. Such analgesics are acceptable if the headaches are
infrequent. However, daily use of such analgesics can, paradoxically, make the head-
aches worse in a phenomenon referred to as analgesic rebound headaches. For people
who experience several migraines per week, the use of a prophylactic agent to prevent
migraine occurrence is indicated. A wide variety of drugs have enjoyed success as
migraine prophylactic agents, including B-adrenergic blockers (propranolol), tricyclic
antidepressants (amitriptyline), Na* channel active anticonvulsants (valproic acid,
4.132), and Ca*" channel active agents (verapamil, 4.133, diltiazem, 4.134).

However, the class of agents with the greatest success against migraine has been
based on a serotonergic approach. The success of serotonergic drugs reflects the fact
that the mechanism of migraine involves a vascular (‘“vasomotor”) component. Current
studies on migraine have revealed the involvement of numerous serotonergic nerve
endings in blood vessels within the meninges (coverings over the brain); during a
migraine attack these cranial blood vessels become swollen and inflamed. Over the
past decade, the acute treatment of migraine has been revolutionized by the “triptans,”
including sumatriptan (4.135), naratriptan (4.136), rizatriptan (4.137), and zolmitriptan
(4.138). These compounds are selective agonists for 5-HT,, and 5-HT; receptors,
which are found on blood vessels in the meninges and mediate vasoconstriction in these
vessels. In addition to the triptans, the ergot alkaloids are also effective against
migraine. The efficacy of ergot derivatives in migraine is so specific that it almost con-
stitutes a diagnostic test. Traditionally, ergotamine, when given during the aura, is par-
ticularly effective. Dihydroergotamine (4.139) is commonly employed intravenously
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for the treatment of a severe intractable migraine. Another ergot derivative, methysergide
(4.123), is a safer compound for chronic prophylactic use. The interactions of ergots
with serotonin receptors is complex, since these agents can be agonists, antagonists, or
partial agonists at one or more of the various serotonin receptors. Ergotamine and
methysergide are serotonin antagonists as well as partial agonists effective at 5-HT,
receptors.

ZT

Dihydroergotamine
(4.139)

4.6 HISTAMINE AND THE HISTAMINE RECEPTORS

The role of histamine as a central neurotransmitter has long been recognized, and a con-
siderable amount of research has been directed toward elucidating its central effects and
receptors. The additional discovery of the duality of the histamine receptor (i.e., both
inside and outside the brain) has added another dimension to this complex field, leading
to new and successful therapeutic as well as theoretical investigations.
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4.6.1 Structure, Conformation, and Equilibria of Histamine

Protonation has been an important aspect in the design of some histamine antagonists.
Figure 4.10 shows the tautomeric equilibria between different histamine species and the
respective mole percentages of these species. The most important among them is the
N'—H (tele-) tautomer, which also appears to be the active form of the agonist on both
receptors. Tautomerism does not appear to be important in H, receptor binding (in the intes-
tine); however, it does seem to be important to gastric H,—receptor activity. Histamine may
play the role of a proton-transfer agent, in a fashion similar to the charge-relay role of the
imidazole ring in serine esterases. The percentage of the monocation tautomers is greatly
influenced by substituents in position 4, which alter the electron density on the N™ atom,
an important consideration in modifying the receptor-binding properties of histamine.

Histamine metabolism differs from that of classical neurotransmitters because hista-
mine is so widely distributed in the body. The highest concentrations in human tissues
are found in the lung, stomach, and skin (upto 33 g/g tissue). Histamine metabolic path-
ways are simple; histamine is produced from histidine in just one step (see figure 4.11).
The principal production takes place in the mast cells of the peritoneal cavity and con-
nective tissues. The gastric mucosa is another major storage tissue. Histamine can be
found in the brain as well.

Histamine is released from mast cells in antigen—antibody reactions, as in anaphylaxis
and allergy, which are the most widely known physiological reactions to histamine.
However, these potentially fatal reactions are not caused by histamine alone. Other agents
present in mast cells, such as serotonin, acetylcholine, bradykinin (a nonapeptide), and a
“slow-reacting substance” or leukotriene (see chapter 8) also contribute. In the stomach,
where histamine induces acid secretion, its release seems to be regulated by the peptide
hormone pentagastrin.

4.6.2 Histamine Receptors

Classically, these receptors have also been divided into three groups. The first of these,
the H, receptors, were described by Schild in 1966. The H, receptors were discovered
in 1972 by Black et al. The H, receptor subtype was described by Arrang in 1983. The
H, receptor is found in the smooth muscle of the intestines, bronchi, and blood vessels
and is blocked by the “classical” antihistamines. The H, receptor, present in gastric
parietal cells, in guinea pig atria, and in the uterus, does not react to H, blockers but
only to specific H, antagonists. H, receptors also appear to be involved in the
immunoregulatory system and may be present in T lymphocytes, basophil cells, and
mast cells. H, receptors are found predominantly in brain but are also localized in
stomach, lung, and cardiac tissue.

H,, H,, and H, receptors are present in the CNS. Tricyclic antidepressant drugs seem
to interact with histamine receptors in the CNS. Histamine receptor subtypes in the
CNS and the central neurotransmitter role of histamine have been the subject of many
recent investigations. Currently there are three central histamine receptors:

1. H, receptors are widely distributed, especially in the cerebellum, thalamus, and
hippocampus, and are located on neurons, astrocytes, and blood vessels. H, receptors
in brain vary widely from species to species. Since histamine does not easily cross
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Figure 4.11 Histamine metabolism.

the blood-brain barrier, central receptors can use only the locally synthesized
histamine. Occupation of the H, receptor by an agonist does not activate adenylate
cyclase (AC); it appears to use phosphoinositol as second messenger. H, receptors
are not very specific and are occupied by antidepressants and neuroleptics as well.
This explains the sedative effect of all three classes of drugs. The H, receptors are
easily solubilized and have been purified on lectin affinity columns, indicating their
glycoprotein nature.
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2. H, receptors are localized to the cortex and striatum and are found in neurons, glial
cells (astrocytes), and blood vessels. They are coupled to AC; their stimulation has
a central disinhibitory effect, due to the decrease in Ca**-activated K* conductance.
Thus the role of the central histamine receptor may not be information transmission,
but sensitization of brain areas to excitatory signals from “waking amines.”

3. H, receptors have been described and seem to be localized in cortex and substantia
nigra; these seem to be presynaptic autoreceptors, controlling histamine release and
synthesis. They are activated by histamine concentrations that are two orders of
magnitude lower than those necessary for triggering postsynaptic receptors. Their
blockade may potentially lead to increased blood flow and metabolism combined
with a central arousal, whereas their stimulation (or inhibition of central H, receptors)
could have a sedative effect.

Knowledge of the physiological role of histamine in the CNS and evidence for the
existence of discrete neuronal networks that could be called histaminergic are still evolv-
ing. Histamine-mediated hypothermia, emesis, and hypertension have been shown to
exist, and the well-known sedative effects of H, antihistamines are centrally mediated.

4.6.3 Histamine Agonists

CH,CH,NH,
CH,CH,NH,  CH,CH,NH,

CH; CH,CH,NH, -
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— L /S PN
HN_ N N N\
v — \=/
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A selection of agonists is shown. 4-Methylhistamine (4.140) is selective for the H,
receptor, whereas the 2-methyl derivative (4.141) is a weak but usable H, agonist. The
fact that the 2-pyridyl (4.142) and 2-thiazolyl rings (4.143) also lend H, activity to
histamine derivatives shows that tautomerism is not an issue in H, activity. Large alkyl

HN
N
/C —— S(CH,);N(CHj3),
H,N
Dimaprit
(4.144)

groups on C-4 decrease activity and lead to partial agonists, whereas side-chain
N-substitution enhances the antagonistic properties of the molecule.

An interesting histamine agonist is dimaprit (4.144), which was described in the late
1970s. It is a selective H, agonist, having between 19% and 70% H, activity, with no
effect on the H, receptor. The isothiourea system in dimaprit has a planar electron
sextet, like that of the imidazole ring in histamine, and is capable of tautomerism as
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well as of donating and accepting hydrogen. It produces a higher maximum gastric acid
secretion in dogs than does histamine.
The pharmacological effects of histamine may be summarized as follows:

1. The circulatory effects are manifested as arteriolar dilation and increased capillary
permeability, causing plasma loss. The localized redness, edema (hives, wheal), and
diffuse redness seen in allergic urticaria (rash) or physical skin injury result from
these circulatory changes. Vasodilation also causes a decrease in blood pressure.

2. The effects on the heart (H, response) are minor, but the heart rate increases.

3. Humans and guinea pigs are very prone to bronchoconstriction by histamine (an H,
effect), and severe asthmatic attacks can be triggered by small doses, provided the
person suffers from asthma and is therefore very sensitive to histamine.

4. Stimulation of gastric acid secretion is the most important H, response; it is blocked
only by H, antagonists. As mentioned before, the hormone gastrin may be involved
in histamine release, because H, antagonists block gastrin-induced acid secretion.

5. H, receptors are involved in mediating the neuroregulatory influence of the brain on
stomach, lung, and heart. Structural alterations of histamine result in (R)-¢-methyl-
histamine (4.145), a potent and selective H, agonist. Replacement of the amino
group with bioisosteric polar cationic groups yields imetit (4.146) and immepip
(4.147), other potent and selective H, agonists.

) _>__©H HN>iS \_S'z (:m H

H,N
(R)-o-Methylhistamine Imetit Immepip
(4.145) (4.146) (4.147)

4.6.4 Histamine Antagonists
4.6.4.1 H, Antagonists

Antagonists of the H, receptor were first discovered by Bovet in 1933. They do not bear
any close resemblance to the agonist since their binding involves accessory binding sites.

Ethylenediamines, aminoalkyl ethers, and aminopropyl compounds, for which X is
nitrogen, oxygen, and carbon, respectively, show a general H, antagonist structure.
Cyproheptadine (4.122), a serotonin antagonist, is also a potent antihistamine (about
150 times more active than diphenhydramine, 2.5), and so is promethazine (3.5) and
its derivatives, which, formally at least, can be considered a result of ring closure
connecting the two aryl rings in a diphenyl-ethylenediamine.

The unpleasant sedative CNS effect of most antihistamines, combined with their
slight anticholinergic activity, is exploited for the prevention of motion sickness.
Diphenhydramine (2.5), in the form of an 8-chlorotheophylline salt (dimenhydrinate,
4.148), is widely used for this purpose. The theophylline derivative was originally
added to counteract the drowsiness produced by diphenhydramine, since it is a central
excitant related to caffeine.
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Several nonsedative H, inhibitors have been marketed—for example, astemizole
(4.149) and terfenadine (4.150). They are quite polar molecules and therefore cannot
cross the blood-brain barrier to reach central histamine receptors. This is a good
example of drug design exploiting knowledge of the pharmacokinetic processes to
preclude undesirable CNS side effects.

Astemizole
(4.149)
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(4.150)

4.6.4.2 H, Antagonists

Antagonists of the H, receptor were first reported in 1972 by Black and co-workers, and
work in this area was successively continued by the same group in an elegant series of
investigations based on considerations that were guided by molecular pharmacological
principles. One of the compounds that showed weak H,-antagonist activity, guanyl-
histamine, was the point of departure in the development of these drugs. Extension of
the side chain was found to increase the H,-antagonist activity, but some agonist effects
were retained. When the very basic guanidino group was replaced by the neutral
thiourea, burimamide (4.151) was obtained. Although an effective drug, it cannot be
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absorbed orally. The addition of a 4-methyl group further improved binding to the H,
receptor. Introduction of the electron-withdrawing sulfur atom into the side chain
reduced the ring pK,. The proportion of the cationic form was also decreased, and the
tele tautomer became predominant. Reduced ionization improved the membrane per-
meability of the molecule; the oral absorption of the resulting compound, metiamide
(4.152), was excellent, and the compound had an activity 10 times higher than that of
burimamide. However, metiamide still showed some side effects in the form of hema-
tological and kidney damage, which were attributed to the thiourea group.

HyCHyCHyCHy NH— C—NH—CH; Hs-CHz CHy CH5 NH— C —NH—CH;
S
HN N
AN HN N
Burimamide Metiamide
(4.151) (4.152)

A satisfactory replacement was found by substituting another electron-withdrawing
group on guanidine while retaining the appropriate pK,. A cyano group proved suitable,
and the safe and effective cimetidine (4.153) resulted, which became a drug of choice
in treating peptic ulcer. It then became clear that an imidazole nucleus was not
absolutely necessary for H,-antagonist activity. The furan derivative ranitidine (4.154)
is even more active than cimetidine, and famotidine (4.155) is seven times more active
still. Since none of these compounds is lipid soluble (their average partition coefficient
is only 2, compared with coefficients of up to 1000 for typical H, antagonists), they do
not produce any sedative CNS action since they cannot cross the blood-brain barrier.
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H, Antagonists and the Treatment of Peptic Ulcers. Treatment of peptic ulcers is a
complicated and multilevel therapy in which H, antagonists are very successful and
widely used (and abused). Peptic ulcers may affect either the stomach (gastric ulcers,
less common overall but more common in people with iatrogenic [i.e., physician-
induced] ulcers from the use of nonsteroidal anti-inflammatory drugs [NSAIDs]) or
the duodenum (duodenal ulcers). The lining of the stomach or duodenum is attacked by
the digestive juices to such an extent that the protective mucous layer on the surface has



268 MEDICINAL CHEMISTRY

been “eaten through,” exposing the inner submucosal connective tissue layer. This
mucosal damage is promoted by Helicobacter pylori bacteria that colonize the gastric
lining. The penetrating damage of the digestive acids may erode into blood vessels,
causing life-threatening gastrointestinal hemorrhages (“upper GI bleeds”), or it may
perforate through the stomach, causing either peritonitis (inflammation of the peri-
toneal cavity within the abdomen) or pancreatitis. To facilitate healing, prevent ulcer
recurrence, and relieve pain, the medicinal chemistry approach is multipronged and
involves lowering aggressive acid output, augmenting the mucous-based protection,
and/or eradicating the Helicobacter pylori.

The concentration of acid in the stomach may be reduced either by neutralizing the
acid or by inhibiting acid production. Acid neutralization is inexpensively achieved by
using a nonabsorbable antacid such as CaCO,, Mg(OH),, or AI(OH),. Inhibition of acid
production may be realized by one of three approaches. First, pirenzepine (4.156) is an
anticholinergic agent (relative M1 receptor specificity) that does not cross the
blood-brain barrier, but which binds to acid-secreting cells in the gut to downregulate
their production. Secondly, omeprazole (4.157) is a proton pump (H*, K*-ATPase)
inhibitor that blocks the transport of H* into the gut. Thirdly, H, histamine antagonists
(e.g., cimetidine, ranitidine) can be used to prevent acid secretion from parietal cells

that are contained within the stomach.
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The next major class of drugs for peptic ulcer disease is the mucoprotectants and
other protective agents. Sucralfate (4.158) is a carbohydrate-based drug (chapter 8)
which forms an impenetrable paste that adheres to the stomach lining defect, providing
a protective barrier. Misoprostol (4.159) is a semisynthetic prostaglandin derivative that
promotes mucus production. Carbenoxolone (4.160) has a mineralocorticoid-type
action that also promotes mucus production.

Finally, since the microorganism Helicobacter pylori plays an important role in the
pathogenesis of ulcers, antibacterial agents such as amoxicillin (4.161), metronidazole
(4.162), or even colloidal bismuth compounds (e.g., 4.163) may also be used.

The nonsurgical treatment of peptic ulcer is a superb example of how multiple mole-
cular approaches can be used to therapeutically attack a single clinical problem from
multiple directions. Also, the medical management of peptic ulcer disease demonstrates
how antagonists of neurotransmitter messenger molecules (acetylcholine, histamine) can
be used to treat nonneurological disorders. The role of B-adrenergic agonists and antag-
onists in the treatment of cardiopulmonary diseases is a similar example. Since these
messenger molecules are useful both inside and outside the CNS, the drug designer must
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also remember that drugs designed to target CNS receptors can have systemic side
effects and that drugs targeting systemic problems can have CNS side effects.

4.6.4.3 H, Antagonists

Several lines of evidence suggest a role for H, receptors in cognitive processes. The use
of H, antagonists in learning and memory disorders has been suggested. Thioperamide,
a prototypic H, antagonist, enhances arousal patterns in cats, an observation which has
been confirmed using other nonthiourea H, blockers.
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4.6.5 The Clinical-Molecular Interface: The Many Uses and
Abuses of H, Receptor Antagonists

H, receptor antagonists (antihistamines) are among the most widely used therapeutic
agents. Indeed, sometimes the exact same molecule (e.g., diphenhydramine) is mar-
keted in different aisles in the same pharmacy under many brand names for different
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indications. Antihistamines are usually the first drugs used to treat allergic reactions.
They are very effective at reducing the “runny nose and itchy eyes” (allergic rhinitis and
allergic conjunctivitis) of allergies. However, since they are effective at reducing the
runny nose of allergies, antihistamines are frequently used in “cold remedies.” The
nasal congestion of a cold (viral upper respiratory tract infection) arises via a different
mechanism from the nasal congestion of allergies; thus, the use of antihistamines in
over-the-counter cold remedies is questionable at best. Regrettably, the antihista-
mines are usually listed as one of several active agents within a “shotgun” cold remedy.
A person taking such a medication may be taking the antihistamine unknowingly. This
can cause problems. Since H, receptors are diffusely located throughout the brain, cold
remedies can cause drowsiness (a danger to those operating moving equipment) and
may, rarely, even trigger seizures in a person with a predisposition to epileptic seizures.

The same molecules used to treat allergies and “cold symptoms” have many other
uses. Antihistamines are particularly effective as antiemetics in suppressing nausea
associated with gastrointestinal illnesses. They can also be used to treat the symptoms
of motion sickness or even vestibular disturbances (vertigo). Because of their ability to
induce sedation, antihistamines are widely used in over-the-counter sleep aids.

4.7 INHIBITORY AMINO ACID NEUROTRANSMITTERS:
Y-AMINOBUTYRIC ACID (GABA)

GABA is the most comprehensively studied inhibitory neurotransmitter, and there are
many reviews of its biochemistry and pharmacology. The reason for this great interest
is the discovery that the most popular drugs of the 1970-1980s, the benzodiazepine
tranquilizers or “anxiolytics,” as well as the previously popular barbiturates, act on the
GABAergic neuronal system.

4.7.1 Neuronal Systems and GABA Metabolism

There are numerous GABAergic neuronal pathways in the CNS. y-Aminobutyric acid
is found in high concentrations in the cerebellum, is also found in the hypothalamus,
thalamus, and hippocampus, and occurs in low concentrations in practically all brain
structures as well as in the spinal cord. The amounts present are relatively high—on a
pmol/g order of magnitude—rather than the nanomolar quantities seen with most major
neurotransmitters. y-Aminobutyric acid also occurs in glial cells, where its role is less
well defined.

The biosynthesis of GABA occurs only in the neurons, since it cannot penetrate the
blood-brain barrier, and no peripheral precursor is known. The synthesis is tied to the
Krebs cycle through o-ketoglutarate. y-Aminobutyric acid is formed by the decarboxy-
lation of L-glutamate, catalyzed by glutamic acid decarboxylase (GAD), an enzyme
found only in the mammalian CNS and in the retina. This reaction is irreversible. The
cofactor of GAD is pyridoxal phosphate (vitamin B,). Since GAD is the rate-determining
enzyme, GABA metabolism can be regulated by the manipulation of this enzyme, the
manipulation of pyridoxal, or both.
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Y-Aminobutyric acid can be deactivated and recycled by the transamination reaction
with o-ketoglutarate to yield glutamate. This reaction circumvents the usual oxidative
route, insofar as glutamate can be decarboxylated to yield GABA once again. This
transamination is catalyzed by the enzyme GABA transaminase (GABA-T), which is
widely distributed. Therefore, free GABA cannot be found anywhere except in the
brain. The transaminase enzyme also depends on pyridoxal phosphate as a cofactor.

4.7.2 Characterization of GABAergic Receptors

GABAergic receptors have been investigated extensively over the past 20 years. The
great increase in research activity in this area was largely due to the recognition that the
extremely widely used benzodiazepine tranquilizers (e.g., diazepam, Valium) act
through the GABA receptor. Currently three major GABA receptors are recognized:
GABA,, GABA,, and GABA...

The GABA, receptor was first cloned using partial protein sequence followed by
cDNA expression of GABA-activated channels in Xenopus oocytes. The GABA, recep-
tor is an ionophore complex; it is a 275 kDa heteropentameric glycoprotein composed
of five different subunit peptides selected from a group of at least 19 different but
closely related polypeptides. These subunit peptides are divided into six classes: o, [3,
v, 9, €, and p. There are 6 subtypes of the o subunit, 4 subtypes of the  subunit, 4 sub-
types of the v subunit, and 3 subtypes of the p subunit. There is 30% sequence homol-
ogy between subunit peptides and 70% sequence homology within a subunit class.
A typical GABA, receptor could consist of two o subunits, two [ subunits, and a
Y subunit to yield the pentameric structure. However, an array of other compositions is
possible, depending upon which subunit proteins are used. Different combinations of
subunits with differing pharmacologies and conductances are expressed in different
areas of the brain. Each GABA, subunit contains four o-helical membrane-spanning
domains (M1-M4). A membrane-spanning region from each of the M2 domains from
each of the pentameric subunits forms the walls of a central ion channel pore. The seg-
ment between M3 and M4 within each subunit is a long variable intracellular domain
that contributes to receptor specificity in regulating intracellular mechanisms. The
GABA, receptor is a member of a superfamily of ligand-gated ion channel receptors,
which also includes the acetylcholine receptor and the 5-HT, serotonin receptor.

Less is known about GABA,, receptor structure. GABA, receptors are coupled indi-
rectly to K* channels. These receptors, which are always inhibitory, are coupled to
G-proteins. When activated, GABA,, receptors decrease Ca** conductance and inhibit
cAMP production. The GABA,. receptor is probably little more than a subtype of the
GABA, receptor. It contains the p subunit peptide and is located primarily, if not
exclusively, in the retina.

The neuronal activity of GABA shows different inhibitory mechanisms reflecting the
GABA, and GABA, receptors. The first mechanism is the conventional hyperpolariza-
tion of an excitatory neuron by increased Cl™ ion flux, which makes the neuron unable
to fire when it receives a normal impulse. The second is the partial (presynaptic) depo-
larization of an excitatory neuron, which causes a decrease in neurotransmitter release
when this neuron receives an electrical impulse.
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4.7.3 GABA Receptors: Presynaptic Drug Effects

Presynaptic drug effects can interfere with the metabolism, storage, release, and reuptake
of GABA, as they can with the functioning of other neurotransmitters.

4.7.3.1 GABA Synthesis Inhibitors

GABA synthesis inhibitors act on the enzymes involved in the decarboxylation and
transamination of GABA. Glutamic acid decarboxylase (GAD), the first enzyme in
GABA biosynthesis, is inhibited easily by carbonyl reagents such as hydrazines [e.g.,
hydrazinopropionic acid (4.164) or isonicotinic acid hydrazide (4.165)], which trap
pyridoxal, the essential cofactor of the enzyme. A more specific inhibitor is allylglycine
(4.166). All of these compounds cause seizures and convulsions because they decrease
the concentration of GABA.
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(4.164) (4.165) (4.166)

4.7.3.2 GABA Metabolism Inhibitors

In contrast to GABA synthesis inhibitors, inhibitors of GABA-T, the transaminase
active in eliminating GABA, increase the concentration of this neurotransmitter. The
most potent of these agents are gabaculine (4.167) and vigabatrin (4.168), both of
which protect against drug-induced seizures.
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4.7.3.3 GABA Reuptake Inhibitors

Another mechanism involves several GABA reuptake inhibitors, such as nipecotic acid
(4.169) and other related compounds such as tiagabine (4.170). Mechanistically, these
may be thought of as glial GABA uptake blockers. By this mechanism, they block
uptake of GABA into adjacent glial cells and thus block GABA breakdown.

4.7.3.4 Agents Affecting GABA Release

High doses of imipramine, haloperidol, and chlorpromazine (at 1 UM concentrations) are
known to inhibit GABA release in vitro. Baclofen, [B-(p-chlorophenyl)-GABA] (4.171), is
a valuable compound which enhances GABA release and is therefore an indirect agonist.
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Tiagabine Baclofen
(4.170) (4.171)

It is an orally active muscle relaxant and is used in treating the spasticity and muscle
rigidity of spinal cord injuries, cerebral palsy, and other related neurologic disorders.

4.7.4 GABA Receptors: Postsynaptic Drug Effects
4.7.4.1 GABA Agonists

Directly acting GABA agonists usually bear some resemblance to the neurotransmitter.
Muscimol (4.172), an isoxazole isolated from the mushroom Amanita muscaria
(“deadly fly agaric”), is a hallucinogen with a receptor affinity greater than that of
GABA (0.9 nM versus 9.4 nM on Triton-treated membranes) on the GABA,; receptor.
A number of related compounds have been synthesized and have also proved to be
active, among them THIP (gaboxadol) (4.173). Progabide (4.174) is another novel
GABA agonist that bears a resemblance to the benzodiazepines.
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4.7.4.2 GABA Antagonists

An important direct antagonist is the alkaloid (+)-bicuculline (4.175), which binds to all
synaptic GABA sites. Being a lactone, it is sensitive to hydrolysis. Its binding is influ-
enced by salts; that is, [*H] bicuculline binding in the presence of 50uM NaSCN or
200 uM NacClO, is more “specific” than in the absence of salts, and only 30-50% of it
can be displaced by GABA or muscimol. This is a further indication of GABA receptor
multiplicity. Interestingly, benzylpenicillin (4.176) can antagonize GABA in doses below
2 uM, and can thus be epileptogenic. Under most circumstances this is not clinically rel-
evant since benzylpenicillin does not cross the blood-brain barrier. However, when used
to treat diseases such as meningitis (in which the structural integrity of the blood—brain
barrier is jeopardized), benzylpenicillin can contribute to the development of seizures.

4.7.5 GABAergic Drugs: Benzodiazepines

The benzodiazepines are probably the most clinically important class of GABA-active
compounds. Benzodiazepines modify affective responses to sensory perceptions;
specifically, they render individuals less responsive to anxiety-producing stimuli and
therefore exert a strong anxiolytic action. In addition, benzodiazepines exert sedating,
anticonvulsant, and muscle relaxant effects.

The benzodiazepines were discovered by Leo Sternbach at the Hoffman—La Roche
laboratories, and their pharmacology was elucidated by Randall of the same company.
An enormous variety of these compounds exist. Since about 3500 benzodiazepine com-
pounds have been investigated, the neurologic structure—activity relationships of these
drugs have been well established and the central features can be generalized as follows:

1. R, should be an electron-attracting group. Other substituents should not be attached
to any of the carbons on that ring.

2. R, and R, can be varied. Replacement of the lactam oxygen by sulfur decreases
activity.

3. The phenyl group is necessary for activity; halogen substituents are preferred in the
ortho position.

Despite these GABAergic structure—activity properties, the benzodiazepine moiety is
an extremely versatile building block or molecular platform upon which to design non-
GABAergic drugs. In fact, benzodiazepines have been referred to as privileged struc-
tures. The term “privileged structure” was introduced by Evans et al. in describing the
development of benzodiazepine-like cholecystokinin antagonists based on asperlicin, a
natural product. By their definition, Evans and co-workers concluded that the benzodi-
azepine ring system was a privileged structure since it was “a single molecular frame-
work able to provide ligands for diverse receptors” and that “judicious modification of
the benzodiazepine structure could be a viable alternative in the search for new recep-
tor agonists and antagonists.” For instance, benzodiazepines are found in multiple types
of CNS agents and are ligands for both ion channels and G-protein coupled receptors.
Derivatives of benzodiazepines which are analgesics, cholecystokinin antagonists,
angiotensin II antagonists, vasopressin antagonists, and bradykinin agonists have been
described. Because of this versatility, libraries of benzodiazepines have been created to
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provide leads in drug discovery. Quantum pharmacology calculations have been used to
design in silico libraries of benzodiazepine analogs for use as potential building blocks
in the design of bioactive molecules.

Nevertheless, the GABAergic properties of benzodiazepines remain their most impor-
tant clinical application. Over the past 30 years, the most widely used benzodiazepine
drug has been diazepam (1.6). It is an anxiolytic, sedative, and muscle relaxant; the anx-
ious, depressed person becomes more outgoing and relaxed. There have been many
diazepam analogs. Oxazepam (4.177) and lorazepam (4.178) have similar effects.
Temazepam (4.179), flunitrazepam (4.180), and flurazepam (4.181) are useful sedative-
hypnotics. Clonazepam (4.182) is a clinically useful anticonvulsant. Brotizolam (4.183),
a novel benzodiazepine analog, seems to be an effective sedative-hypnotic. Midazolam
(4.184) is an imidazolo-benzodiazepine that is water soluble and thus easily injectable.
It is a hypnotic sedative with marked amnestic (i.e., memory loss) properties and is used
in dentistry, endoscopic procedures, and induction to anesthetics in the elderly and in
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cardiac patients. These previous analogs are termed 1,4-benzodiazepines since the
two nitrogen atoms within the diazepine ring are situated in a 1-4 arrangement with two
carbon atoms between them; clobazam (4.185) is a 1,5-benzodiazepine, having its
nitrogens in a 1-5 arrangement with three carbons between them. Clobazam is now a
benzodiazepine of choice for epilepsy, with improved anticonvulsant activity in the
presence of decreased likelihood of tolerance developing to the anticonvulsant effects.

4.7.5.1 Mode of Benzodiazepine Action

The mode of action of benzodiazepines is apparently based on augmentation of
inhibitory neurons. The benzodiazepine receptor is an integral part of the GABA,
receptor, which is itself a chloride ion channel. From electrophysiological studies it is
known that these benzodiazepines increase the frequency of channel opening in
response to GABA. The resulting increased chloride conductance of the neuronal mem-
brane effectively short-circuits responses to depolarizing inputs. At the molecular level,
benzodiazepine receptor agonists increase the affinity of GABA to its receptor. Thus, at
a given concentration of GABA, binding to the receptors will be increased, causing an
augmented response and a corresponding diminution in excitability.

This mode of action imparts a variety of clinical uses upon the benzodiazepine class
of molecules. Probably first and foremost is their use as anxiolytics in the treatment of
anxiety disorders. In the context of psychiatric disorders, anxiety consists of apprehen-
sion, tension, and excessive concern over danger that is either minor in degree or largely
unrecognized; it is accompanied by signs of increased activity of the sympathetic ner-
vous system. Free-floating anxiety occurs when there is no conscious recognition of a
specific external danger. Generalized anxiety disorder is characterized by the frequent
presence of excessive free-floating anxiety and overconcern, to the level that it inter-
feres with emotional comfort and effectiveness in living. Benzodiazepines are particu-
larly effective in the management of such disorders. Benzodiazepines are also quite
useful in the treatment of panic disorders (anxiety attacks associated with episodic fear-
fulness) and phobic disorders (anxiety attacks associated with intense fear of a situation
that the person consciously recognizes as harmless). Thus, while the antidopaminergics
(“major tranquilizers”) are useful for the treatment of major psychiatric disorders, the
benzodiazepines (“minor tranquilizers”) are the drugs of choice for minor psychiatric
disorders. Benzodiazepines have also found utility as anticonvulsants, sleep-inducing
agents, and general anesthetics.

4.7.5.2 Receptor Characterization and Drug Classification

Several receptors have been described for benzodiazepine agonists. The benzodiazepine
receptor is part of the GABA, protein. As stated above, this protein is a pentamer com-
posed of combinations of structurally related subunit families (o, B, v, 8, p), some of
which exist in multiple isoforms. The o-subunit bears the benzodiazepine (BDZ) binding
site. The Type I BDZ receptor, which displays high affinity for a wide range of benzo-
diazepine analogs, contains an o, subunit, whereas the Type Il BDZ receptor, which has
a lower affinity for such agents, contains o, or o, subunits. Since an increasing number
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of compounds with affinity for these receptors are not benzodiazepines, it may be more
acceptable to employ the alternative nomenclature: ®, for Type I BDZ and w, for Type
II BDZ. The ®, receptor is located in brain areas involved with sedation; , receptors
are highly concentrated in areas responsible for cognition, memory, and psychomotor
functioning. Zolpidem (4.186) was the first non-benzodiazepine ®, agonist marketed;
it is a hypnotic agent with minimal anticonvulsant and anxiolytic effects. Zaleplon
(4.187) is another w, agonist used in the treatment of insomnia.

Inverse benzodiazepine agonists such as DMCM (4.188) are anxiogenic and convul-
sive: they are called inverse agonists because they bind to agonist sites but have effects
opposite to those of GABA. Competitive benzodiazepine antagonists (e.g., Ro 15-1788,
4.189) also bind to this site; they are inactive by themselves, but prevent agonist and
inverse agonist binding.
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4.7.6 GABAergic Drugs: Barbiturates

A large and still used group of these drugs is the barbiturates—sedative-hypnotic
compounds that are used in a