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FOREWORD

Electricity is the driving factor of the modern world. Humanity is demanding more and
more energy as the demand for better life quality, and industry development is increasing.
The history of modern civilization begun more than one century ago when electricity
generators and infrastructure for electricity transmission were invented. As the demand
for electrical power has increased, the electrical power systems have been expanded over
large distances and become more complex. There has been, thus, a continuous need for
innovation to create more efficient and reliable components.

Recently, the electrical power systems have gone through a deregulation process, and
electricity market has been created aiming to stimulate competition, achieve fair electrical
energy price, encourage the investments for modernization and commissioning new power
plants, etc. However, the immediate effects of the electricity market were additional
problems in power system operation.

The limited conventional energy resources and the need for environment protection, on
one hand, and the advantages of actual robust simulation hardware and software tools, on
the other hand, encouraged the humanity to successfully exploit the Aeolian, solar, and
other nonconventional resources. The share of electricity generation from renewable
energy sources has significantly increased in the last years, and the targets are very
ambitious for the future. Largewind farms are developed onshore and offshore, resulting in
significant change in the generation pattern and thus changes in the power flow. Moreover,
under the increasing share of generation from renewables, changes in power flows may
sometimes occur quite often during one hour. This problem, in effect, requires strength-
ening the transmission grid.

The power system operators are, thus, facing bigger challenges than that in the past, such
as limitations in scheduling and handling generation resources due to the electricity
market, operation of the transmission networks close to their technical limits due to
difficulties in constructing new transmission facilities, and generation uncertainties due to
the intermittency and less inaccurate forecasts of the renewable energy sources, or even due
to natural forces like earthquakes and storms.

The major grid blackouts experienced in the last years prove that investments and
innovation are always required in the power system infrastructure, management, and
education. The operational manual of the ENTSO-E network has been updated in order to
prevent major incidents that occurred in the past due to permissive rules. In a strongly
interconnected continental power system, as it is the ENTSO-E network, collaboration
between power system operators based on clear rules is critical.

As a reaction to the technical issues of power systems, new concepts are under
development. It is expected that the new ideas for more intelligent electrical networks
(Smart Grids) and creation of continental supergrids may improve the power system
security while satisfying the customers’ needs as regards the quantity and quality. This may
be seen as a new era of electricity.
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This book is a successful collection of theories and applications, from modeling for
dynamic analysis, methods for stability assessment and control strategies that finally help
the reader to understand the causes and effects of power system blackouts and, on one hand,
to understand why some preventive actions are required in order to ensure appropriate
security levels and avoid the blackouts. The authors of this book, both from academia and
industry, are active specialists in CIGRE and IEEE-PES activities.

Education has been a critical ingredient for creating a sustainable electricity industry.
Investment in education is the minimum condition to create professionals.

Andr�e Merlin
President of CIGRE
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1

INTRODUCTION
Mircea Eremia and Mohammad Shahidehpour

Motto: The “millennial” generation have also been called the Net generation because they
are the first generation that has not known life without the Internet.

Power systems are the most complex systems ever devised by man. This is primarily for
several reasons. The electrical transmission networks can consist of hundred or even
thousands of substations to which power plants, lines, transformers, and/or consumers are
connected. These substations are typically distributed across wide geographical areas,
which can be separated by tens, hundreds, or even thousands of kilometers. Finally,
generation sources that exist within these networks can at times be located at great
distances from each other, yet must operate synchronously to continuously balance
the load.

In order to achieve operation security and economical benefits, the electrical power
systems have been expanded at all levels and interconnections have been developed linking
neighbor electrical networks from local to national level and from national to continental
and even to planetary dimension.

Expanding the power system interconnections is critical to allow transfer of the
electrical energy over long distances from locations where the primary energy resources
are available to the large consumers that include cities and industries. The actual trend is
to exploit the clean energy sources, for example, wind and solar, which causes changing
of the usual generation pattern. The strong wind and high-rated power wind turbines
suitable for the offshore locations in North Sea, the U.S. coast Mid-Atlantic, and so
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on are attractive “ingredients” for designing large generation projects. Similar attention
is paid to the sunny land in North Africa or Australia to construct large photovoltaic
power plants.

However, changing the generation pattern may require strengthening parts of
the electrical network by increasing the transmission capacity or even by developing
new transmission corridors when the new clean resources-based power plants are
located very far from the consumption areas. Engineers think thereby to design
supergrids that allow transferring large amount of electrical energy over large distances.
In most cases, superhighways consisting of high-voltage direct current (HVDC)
links are required. The power electronic-based technologies become vital for the
power system operation. In the AC transmission systems, the FACTS devices may
significantly contribute to controlling the state parameters and deal with transient
processes.

Furthermore, advanced digital technologies have been implemented for protection and
control functions, able to anticipate, detect, and correct the changes occurring in the power
system parameters.

Most important is to realize that, although there are significant benefits provided by all
upgrades in the power systems, the amount of information has increased significantly. This
is in fact the biggest challenge for the power system operators that are responsible to safely
operate the power system. Furthermore, in the planning and operation activity, the system
operators need accurate modeling of the power system components and phenomena as well
as robust tools for both steady-state and dynamic analyses.

Although there are a large number of benefits of the power system inter-
connections, adverse effects are also recorded, which include increased risk of system
instability, especially related to voltage, generators’ angles, and low-frequency interarea
oscillations.

On the other hand, the transition toward open access electrical networks and
development of the electricity market lead to increased stressing conditions for the power
system operation and current congestions. In interconnected power systems, the physical
paths do not match the commercial contracts and “parasite” flow may create additional
problems. These may also explain the major grid blackouts that have occurred recently
even in highly developed regions from United States, Japan, and European countries, and
so on. For these reasons, the power system stability problem is one of the most important
concerns of the power systems engineers.

However, the electrical energy is one of the humankind’s development “pylons.”
Stable and economical operation of power systems, subjected to environment protection,
is the main concern for power system engineers, who are continuously looking for
solutions to improve the power quality to the final consumer. This may include
the upgrade toward more “intelligent/smart” networks following the advancements
in telecommunications, hardware and software computation technologies, power
electronics, sensors, metering systems, wide area coordination systems, new electro-
technical materials, new generation technologies, and so on. Smart grids might be our
wish to create opportunities for better technologies able to coexist in harmony with the
nature.

Sir Isaac Newton once said about himself “If I have seen further than others it is
because I have stood on the shoulders of giants.” It is therefore our duty to acknowledge
prior work of great specialists, as mentioned also in the large number of references. In the
field of power system stability, it is worth mentioning some of the most important books
that were published over the years:
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Crary, S.B. Power system stability,
1947.

Zhdanov, P.S. – Power system stability
(in Russian), 1948.

Kimbark, E.W. Power system stability, 1948,
1950, 1956. (reprinted in 1995)

Venikov, V.A. Transient phenomena in
electric power systems, 1965.

Anderson, P.M. and Fouad, A.A. Power
system control and stability, 1977
(2nd edition in 2003).

Kundur, P. Power system stability and control,
1994.

Taylor, C. Power system voltage stability,
1994.

Pavella, M., Murthy, P.G. Transient stability
of power systems: Theory and practice,
1994.

Padyar, K.R. Power system dynamics.
Stability and control, 1996.

Machowschi, J., Bialek, J., Bumby, J. Power
system dynamics and stability, 1997
(2nd edition in 2008).

Sauer, P., Pai, M.A. Power system dynamics
and stability, 1998.

Ilic, M., Zaborsky, J. Dynamic and control in
large electric power systems, 2000.

Marconato, R. Electric power systems.
Vol. III. Dynamic behaviour, stability and
emergency controls, 2008.

Van Cutsem, T., Vournas, C.D. Voltage
stability of electric power systems, 1998.

The idea of this book was born 7–8 years ago, encouraged by Professor Prabha Kundur
after the visit to Romania as Distinguished Lecturer of IEEE. This is also the result of a
strong relationship between coauthors after collaboration in a large number of activities
organized under IEEE-PES and CIGRE, projects developed at European level or various
educational programs. Several schools from seven countries have therefore joined to share
their knowledge with other engineers. Each chapter reflects mainly the tradition and
experience in topic of power system dynamics, stability, and control of the contributors’
schools.

Part I of the book, comprising Chapters 2–7, is devoted to “Power system modeling
and control.”

The theory and modeling of the synchronous generator in steady state, under dynamic
behavior as well as when subjected to a short circuit, are presented in the first part of
Chapter 2. Modeling of various excitation systems and power system stabilizers is also
included in the first part, as they are vital components of the synchronous generator for its
stable operation. The second section is devoted to the induction motor, which is the most
important dynamic component of the load. Starting from the known form of the electric
circuits equations, the fundamental equations in the d-q reference frame are developed for
steady-state and transient operation studies. Other theories of load modeling are provided
in Chapter 11.

Chapter 3 presents the modeling of the main components of the classical power
plants, which include steam, gas, or hydraulic turbines. The first part provides the steam
systems configurations, the corresponding mathematical models, and the governing
systems. The next part includes the basic configurations and the model block diagrams of
combined cycle power plants. The last part of the chapter includes the modeling of
hydraulic prime movers and the main auxiliary control systems used in power system
studies.

The wind turbine generating systems have gained their place in the power systems
because the share of electrical energy produced by wind sources reaches high percentages
in some countries and is continuously growing. From the power system operation point of
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view special attention must be dedicated to wind turbine systems due to their intermittency
in power generation. Chapter 4 describes the theory of energy extraction from wind and
transformation into electrical energy. The classification of wind turbine systems and types
of electrical generators are then provided. The second part presents the modeling and the
vector control of the doubly fed induction generator and the permanent magnet synchro-
nous generator-based wind turbine systems. The fault ride-through capability of these
generation systems are described in the final.

Appropriate design of power system components and their protection systems is very
important in order to avoid the effects of undesired but inevitable disturbances, for
example, short circuits. Chapter 5 focuses on “Short-circuit currents calculation” methods
in meshed and nonmeshed networks, based on the newest recommendations of the IEC
Standards 60900-1– 4. Three applications are provided in the final where calculation of
the single-phase and the symmetrical three-phase short-circuit currents is performed for
three different network configurations. These help the reader to understand what steps are
needed to perform such calculations.

The main electrical quantities of the power system that define the electrical energy are
the frequency and the voltage. As the load is affected by variation of either quantity,
appropriate control actions are of great importance. Keeping the frequency and the voltage
in predefined limits is also important for the stability of the power system.

The basic theory of “Active power and frequency control” is shown in Chapter 6. After
a short presentation on the situation in Europe and United States, the chapter continues with
the fundamental characteristics of frequency control, that is, system dynamics, inertia,
droop, regulation, and dynamic frequency response. In order to understand the power
system frequency performances, it is important to adequately model the power plants
governors. Special attention is paid here to the thermal governor and hydraulic governor,
respectively. In the second part of the chapter, development of a new model of thermal
governor is presented. Then, the theory of area generation control in isolated systems as
well as in multiarea systems is shown.

Amore exhaustive approach of the “Voltage and reactive power control” is observed in
Chapter 7. The principles and technologies used for controlling the voltage either by
directly focusing on voltage or by acting on the reactive power are discussed in this chapter.
Equations for a simple radial network are first written; then more complex models are
developed for voltage control at regional and national levels, where centralized and
coordinated actions are usually performed. This latter approach, which assumes a
hierarchization of the control actions, similar to frequency control, is developed in detail.
Greater attention is paid to the secondary voltage regulation system based on the Italian
experience. This chapter also includes examples of hierarchical grid voltage control
systems already in operation in some power systems (Italy and France) and implementation
studies in other systems.

The second part of the book, titled “Power system stability and protection,” compris-
ing Chapters 8–12, is devoted to evaluation of different forms of power system stability as
well as analysis of critical situation experienced in power systems together with possible
preventive or remedial solutions.

A “Background of power system stability” is provided in Chapter 8, as a preamble for
the next chapters. Classification of the types of stability in a power system and a short
description of each type are provided, based on reference publications of IEEE and CIGRE
working groups. Before beginning to evaluate the stability of an electrical generator or the
power system as a whole, it is very important to understand the nature of the problem that
may cause instability and what quantity is most affected.

4 INTRODUCTION



Small disturbances can occur at any moment in power systems as both the loads and
the power plants are characterized by a dynamic behavior. Safe operation of the
interconnected power systems assumes also that all generators are coherent to each other,
that is, they do not oscillate against each other. The theory of “Small-disturbance angle
stability and electromechanical oscillations damping” in power systems is presented in
Chapter 9, where all dynamic models are developed from an automatic system point of
view, appropriate for dynamic simulations. The causes of electromechanical oscillations
and the major factors affecting the damping of oscillations are first identified, and then
solutions for improvement of oscillations damping are proposed. One of these solutions
also includes the design of the power system stabilizer and tuning its parameters. To better
understand the theory, various applications are presented in the chapter.

Chapter 10, titled “Transient stability” covers the angle stability problem in the case of
large disturbances. The power system behavior, in general, and the synchronous generator,
in particular, are evaluated from simple to complex. The transient stability analysis begins
from the classical theory of the equal area criterion and integration methods and moves to
the more complex Lyapunov-based methods, emphasizing the Russian school in mathe-
matics and applications of Lyapunov theory in power systems. Dynamic equivalents are
also included in this chapter as a tool in transient stability assessment of large inter-
connected power systems. An educational exercise with equal area criterion and integration
of swing equation using both the trapeze method and the Runge–Kutta method on a simple
power system is presented at the end of chapter.

Small-disturbance and large-disturbance angular stabilities are related to the synchro-
nous generator. However, stability problems in power systems, as regards keeping the
voltage within secure operating limits, may appear due to the load. Chapter 11 relates
“Voltage stability” issues and explains the interaction between network, loads, and control
systems and the mechanisms leading to voltage instability. Voltage stability is assessed
here by methods and indices such as sensitivity analysis, modal analysis, the smallest
singular value, participation factors, or bifurcation theory. When a power system is
subjected to under-voltage problems, the means employed to bring the voltage within
security limits, for example, on-load tap changers or generators excitation systems, can
sometimes have opposite results worsening the voltage level. Based on such issues, some
countermeasures are discussed in the final.

Beyond any evaluation of the power system dynamic behavior, either seen as a whole
or decomposed in individual components, timely and correct actions are necessary through
dedicated protection systems in critical moments. Chapter 12, titled “Power system
protection,” presents a vision on the protection systems in the modern power systems,
which are based on digital devices, advanced telecommunication infrastructure, and wide
area coordination. Reliability, selectivity, speed of performance, recording for statistic
analysis, or adaptation to the power system conditions are the advantages of the new
protection systems, which are briefly discussed in this chapter.

The third part of the book approaches the problems of “Grid blackouts and restoration
processes.” The power systems are continuously subjected to critical events or stressed
operating conditions, which may push the system beyond the safety limit. The technology
has continuously advanced, but the major grid blackouts that happened around the
world in the last two decades shows that the power systems are still vulnerable. Maybe
the reason is that new causes of system security challenges have been added, such as:
still aged transmission infrastructure, increased number of natural disasters, higher
number of uncertainty factors caused by the electricity market, rapid changes in network
operation due to intermittent renewable energy sources, insufficient training of human
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operators, or even military attack. However, many of these causes may reside in financial
aspects.

On this line, Chapter 13, titled “Major grid blackouts: analysis, classification, and
prevention,” discusses the most important partial or total blackouts that occurred in power
systems over the years. The chain of power system conditions and events that have led to
blackout, also including the resynchronization, are first explained. Learning from history is
very important for the human in order to design better machinery or to better train the
engineers assisting the machinery, since the blackouts have major economical and social
implications.

On the other hand, Chapter 14, titled “Restoration processes after blackouts,” presents
the way in which a power system can be reenergized after a blackout by contribution of
individual power plants, through their black-start capability. The analysis is focusing on
modeling the gas turbine and combined cycle power plants in the dynamic process of
system restoration.

A deeper evaluation of the transient phenomena is presented in Chapter 15, based on
“Computer simulation of scale-bridging transients in power systems.” The chapter shows
how various scale-bridging phenomena ranging from electromagnetic to electromechan-
ical transients are modeled efficiently. Simulation of a blackout based on this theory is also
provided.

The book is written in a didactic fashion and addressed to a broad category of power
system engineers, from master and Ph.D. students to practicing engineers involved in
power system operation and design, equipment manufacturers, telecommunications, and
so on.

6 INTRODUCTION



PART I

POWER SYSTEMMODELING
AND CONTROL

Handbook of Electrical Power System Dynamics: Modeling, Stability, and Control. Edited by Mircea Eremia and
Mohammad Shahidehpour.
� 2013 by The Institute of Electrical and Electronics Engineers, Inc. Published 2013 by John Wiley & Sons, Inc.

7



2. Synchronous Generator and Induction Motor
Mircea Eremia and Constantin Bulac

3. Modeling the Main Components of the Classical Power
Plants
Mohammad Shahidehpour, Mircea Eremia, and Lucian Toma

4. Wind Power Generation
Mohammad Shahidehpour and Mircea Eremia

5. Short-Circuit Currents Calculation
Nouredine Hadjsaid, Ion TriSstiu, and Lucian Toma

6. Active Power and Frequency Control
Les Pereira

7. Voltage and Reactive Power Control
Sandro Corsi and Mircea Eremia

8 Part I



2

SYNCHRONOUS GENERATOR AND
INDUCTION MOTOR

Mircea Eremia and Constantin Bulac

2.1 THEORY ANDMODELING OF SYNCHRONOUS GENERATOR1

Synchronous generators are the principal supplying source in power systems, converting
the mechanical power, provided by a hydraulic, steam, gas, or wind turbine, into electrical
energy.

2.1.1 Design and Operation Principles

The main components of a synchronous generator are (Figure 2.1):

� The stator is the stationary part, made up in cylindrical form, provided on the inner
surface with equidistant slots recessed by the windings of the three phases (a, b, and
c), displaced in space from each other by 120 electric degrees.

� The rotor is the mobile part, rotating inside the stator, which contains also a field
(excitation) winding (supplied with a direct current) and damper or amortisseur
windings consisting of bars connected to end rings that form the so-called squirrel
cage (in steady state passed by no current). The direct current in the field winding
produces a magnetic field, which is stationary relative to the rotor, but rotating
relative to the stator with a speed equal to the rotor speed. In this way, alternating

1 This chapter reflects, to some extent, theories from Dr. Prabha Kundur’s book Power System Stability and

Control [1].
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voltages displaced by 120� in time are induced in the stator windings, having the
frequency given by the rotor speed and the number of magnetic pairs of poles.

The magnetic circuit of the machine consists of five basic sections: the air gap, the
stator teeth, the back of the stator, the pole core with shoes, and the rotor yoke (Figure 2.7).
By summing the total current in all five sections, we find the total current (ampere-turns) of
pole excitation necessary to produce a given flux in the air gap of the machine.

In any machine, the currents in all the windings combine to produce the resultant flux.
The action of the machine depends on the facts, first that the flux induces voltages in the
windings and second that the flux interacts with the currents to produce torque.

Figure 2.1 shows a cross section of a synchronous generator with one pair of poles [1].
The flux spreads throughout the whole machine, but its effect depends primarily on the

distribution of flux density round the air gap; the attention is therefore focused on this
region. At any instant the curve of flux density around the air gap circumference may be of
any form and is not necessarily sinusoidal. Themain flux of an ACmachine is defined to be
that determined by the fundamental component of the curve of air gap flux density, and
the radial line where the fundamental density is a maximum is called the axis of the
flux. The main flux is then completely defined by a magnitude and a direction [2].

In order to calculate the flux due to a given system of currents it is first necessary to
determine the magnetomotive force (mmf) due to the currents. Figure 2.2 is a developed
diagram for a two-pole machine extending between angular position 0 and 2p. The currents
in the conductors of a coil are distributed in slots as indicated and form two bands,
symmetrically distributed about the points A and B.

The currents in two bands flow in opposite directions. Since the current distribution is
known, the mmf round any closed path can be found; in particular, the mmf round a path
crossing the air gap, such as ACDFGH. Because of the high permeability of the iron, all the
mmf round the closed path can be assumed to appear across the air gap at the point F, if A is
chosen as a point of zero air gap flux density, which, for a symmetrical distribution of
current, must occur at the center of each band. Hence, a curve of mmf distribution round the
air gap can be drawn for any value of current flowing in the coil. Thus, although
magnetomotive force is fundamentally a line integral round a closed path, a value can
be associated with each point along the air gap circumference, giving the space distributed

q-axis

d-axis

Axis of phase b

θ

Field winding

Armature winding

Air gap

Axis of phase a

Axis of phase c

Stator

a

b

c
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c

b
Roto

r
N

S

Field line

Figure 2.1. Schematic diagram of a three-phase synchronous machine.
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mmf curve of the machine. If the conductors are assumed to be located at points around the
air gap circumference, the mmf curve is a stepped curve, but the fundamental component,
which, by symmetry, is zero at the points A and B, can be drawn as in Figure 2.2. The radial
line at the point of maximum mmf (x–x in Figure 2.2) is called the axis of the mmf, and
since this depends only on the conductor distribution, it is also the axis of the coil. The
curve shows the instantaneous magnitude of the mmf, which depends on the instantaneous
value of the current.

The mmf curve determines the flux density curve:

� If the machine has a uniform air gap, and if saturation is neglected, the flux density is
everywhere proportional to the mmf.

� In a salient pole machine, because the flux density is not proportional with mmf, in
order to calculate the flux, it becomes necessary to resolve the mmf wave into
component wave along the direct and quadrature axes.

On either axis a sinusoidal mmf wave produces a flux density distribution, which can
be determined [2]. The flux density curve is not sinusoidal, but because of the symmetry of
the pole about its axis, its fundamental component has the same axis as the mmf producing
it. Hence, if the harmonics are ignored, an mmf wave on either the direct or the quadrature
axes produces a proportional sinusoidal flux density wave on the same axis, the factors of
proportionality being different for the two axes. By this means the flux components on the
two axes, due to any current, can be found and, if there is no saturation, the resultant flux,
and hence the resultant flux density wave, is obtained by combining them.

In practice, the armature windings and round rotor machine field windings are
distributed in many slots so that the resulting mmf and flux waveforms have nearly
sinusoidal space distribution.

To obtain a sinusoidal emf in the conductors of the stator winding requires a sinusoidal
distribution of induction around the periphery of the rotor. In the case of salient poles, it is
advisable for this purpose to use the shape of the pole pieces: it is necessary to construct a
salient pole machine with a nonuniform air gap gradually increasing from the center of the
pole to the edges.

When the generator is connected to the network, the stator windings carry alternating
currents with the pulsation equal to that of the network. These currents generate in turn a
rotating magnetic field interacting with the field produced by the excitation current,
resulting in an electromagnetic torque (Ce) that, under steady-state conditions, is equal to
the mechanical torque applied to the rotor (Cm). To obtain a constant torque, both the stator
and the rotor magnetic fields must rotate with the same speed (to be synchronous).

If Cm is not equal to Ce, the rotor speed and so the rotor electromagnetic field speed is
different from the stator electromagnetic field speed. Therefore, eddy currents occur in the
damper bars, so is in the solid steel of the rotor (the solid steel of the rotor can be considered
as an equivalent damper winding), with a frequency equal to the slip frequency. These

x

x

2ππ

Space distribution
of mmf

0

C D

H G

A

F

B A

Figure 2.2. The developed diagram of

the air gap circumference along a straight

line and the fundamental sine wave of

the magnetic flux density [2].
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induced currents produce an electromagnetic field, which, according to the Lenz’s law,
oppose the change that has produced them. Therefore, if the rotor speed is oversynchro-
nous, the induced currents cause an increase in the electromagnetic torque Ce, and the rotor
decelerates. Otherwise, if the rotor speed is subsynchronous, the induced currents cause the
decrease in electromagnetic torque and the rotor accelerates.

The number of the magnetic poles (P) determinates the mechanical speed vm of the
rotor and the frequency f of stator currents. Denoting by p ¼ P=2 the number of pairs of
poles, and n the rotor speed (rot/min), the frequency (Hz) of the induced emf is given by

f ¼ vðrad=sÞ
2p

¼ p � vmðrad=sÞ
2p

¼ ðp � 2p � nÞ=60
2p

¼ p � n
60

¼ p � fm (2.1)

which in steady state is equal to the power system frequency.
In terms of the design and rotation speed 2 of the rotor, the synchronous generators are

classified in two categories:

� Round (cylindrical) Rotor Generators or Turbogenerators.

– have cylindrical shaped rotor;

– are driven by high-speed steam or gas turbines (they have one or maximum two
pairs of poles);

– the conductors wounded on the field winding are placed into longitudinal slots,
providing a constant air gap; because of the symmetry these machines are called
isotropic.

� Salient Pole Generators or Hydrogenerators.

– the rotor is made up of several pairs of salient poles, distributed on the periphery of
a polar wheel;

– are driven by low-speed hydraulic turbines, imposing a large number of pairs of
poles (p� 3).

Generally, the angles are measured in electrical radians or electrical degrees. The
angle covered by a pair of poles is 2p rad or 360 electric degrees (Figure 2.3).

In order to establish the relationship between electrical degrees, used in voltage and
current wave expressions, and geometrical degrees defining the stator position, equation
(2.1) is multiplied by 2pt, obtaining

2pf t ¼ p2pfmt

N S

180 el. deg.

360
2p

180

360/2p
el

geom

θ
=

θ
 

Figure 2.3. The relationship between mechanical

and electrical angles.

2 The synchronous mechanical speed depends on the frequency and the number of pairs of poles. At the frequency

of 50Hz, the synchronous speed is 3000 rot/min for one pair of poles, 1500 rot/min for two pairs of poles, 1000 rot/

min for three pairs of poles, and so on.
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or

vt ¼ pvmt

It results

uel ¼ pugeom

On the other hand, the relationship between the angle expressed in radians and the
angle expressed in electrical degrees is given by the equality:

dðradÞ
dðel: deg:Þ ¼

2pf

360f

or

dðradÞ ¼ 314

360f
dðel: deg:Þ ¼ dðel: deg:Þ

57:3

2.1.2 Electromechanical Model of Synchronous Generator: Swing
Equation

The swing equation relates the differential equation that describes the acceleration
(deceleration) of the synchronous generator and turbine (prime mover) due to any
imbalance between mechanical torque and electromagnetic torque:

J
dvm

dt
¼ Ca

a ¼ Ca
m � Ca

e (2.2)

where J is the combined moment of inertia of the rotating mass, in kg�m2; vm is the
angular velocity of the rotor, in mechanical radians per second (mech. rad/s); Ca

a is the
accelerating torque, in N�m; Ca

m is the mechanical torque, in N�m; Ca
e is the electro-

magnetic torque, in N�m; and t is the time, in seconds.
The differential equation (2.2) can be normalized and expressed in per unit (p.u.)

defining the inertia constant H as the rotor kinetic energy stored in rotating mass (in
Joule¼Watt� second) referred to the generator base rating (Sb in VA):

H ¼ 1

2
� Jv

2
0m

Sb
ðsÞ (2.3)

where v0m is the rated angular velocity of the rotor, in mech. rad/s.
Expressing the moment of inertia J from (2.3) as

J ¼ 2HSb

v2
0m

and substituting in equation (2.2) obtain

2H

v2
0m

Sb
dvm

dt
¼ Ca

m � Ca
e
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or

2H
d

dt

vm

v0m

� �
¼ Ca

m � Ca
e

Sb=v0m
(2.4)

For the left-hand side of equation (2.4), we take into account that

vm

v0m
¼ vr=p

v0=p
¼ vr

v0

where vr is the angular velocity of the rotor, in el. rad/s; v0 is the rated angular velocity of
the rotor, in el. rad/s; and p is the number of pairs of poles of the synchronous generator.

The right-hand side of equation (2.4), representing the difference between the
mechanical and electromagnetic torques, expressed in p.u., is approximately equal to
the difference between the mechanical input power and electrical output power:

Ca
m � Ca

e

Sb=v0m
¼ Ca ¼ Cm � Ce � Pm � Pe (2.40)

where Cm;Ce are the mechanical and electromagnetic torques, in p.u.; Pm;Pe are the
mechanical power and electrical power, in p.u., referred to Sb; and Ca is the accelerating
torque, in p.u.

From (2.4) it results

2H
d

dt

vr

v0

� �
¼ Ca ¼ Cm � Ce � Pm � Pe (2.400)

In addition, denoting by

v ¼ vr � v0

v0
¼ vr

v0
� 1

� �
(2.5)

and taking into account that

dv

dt
¼ d

dt

vr

v0

� �
(2.50)

from equation (2.400) it results the equation of motion in per unit

2H
dv

dt
¼ Cm � Ce � Pm � Pe (2.6)

Denoting by d the angle (in electric radians) giving the position of rotor, at an instant t,
with respect to a synchronously rotating reference system (with v0), and by d0 its value at
the instant t¼ 0 (see Figure 2.4a and b), then

d ¼ vrt þ d0 � v0t ¼ vr � v0ð Þt þ d0
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resulting that

dd

dt
¼ vr � v0 ¼ v0

vr � v0

v0

� �
¼ v0v (2.7)

and

d2d

dt2
¼ v0

dv

dt
¼ v0

2H
Cm � Ceð Þ

and thus we obtain another form of the equation of motion

2H

v0

d2d

dt2
¼ Cm � Ce � Pm � Pe (2.8)

Usually, the differential equation of motion contains also a damping torque compo-
nent, obtained by adding a term proportional to the speed deviation v, in equations (2.6)
and (2.8), respectively,

2H
dv

dt
þ Dv ¼ Cm � Ce � Pm � Pe (2.9)

2H

v0

d2d

dt2
þ D

v0

dd

dt
¼ Cm � Ce � Pm � Pe (2.90)

where D, the damping coefficient, may be determined either from design data or by test;
D is in p.u. torque/p.u. speed deviation.

The time interval in which the synchronous generator, starting from standstill, reaches
the synchronous speed v0, when an acceleration torque equal to Ca¼ 1 p.u. is applied, is
defined as the mechanical starting time of the generator, denoted by M.3

r

r

rt

0t

Imaginary
synch. axis
(at instant )t

Imaginary
synch. axis
(at = 0)t

q
t

-axis
(at instant )

S

N d
t

-axis
(at instant )

Synch. real axis
(at instant )t

d
t

-axis
(at = 0)

(a) (b)

Synch. real
=axis (at 0)t

q-axis
(at = 0)t

r

r t

+j

+1
d-axis (at instant

δ

ωω

ω

ω

ω
ω

ω

ω

ω

ω

δ

δ

δ

)t

q
t

-axis
(at instant )

q
t

-axis
(at = 0)

Figure 2.4. The definition of angles.

3 In the technical literature, the mechanical starting time is denoted by also Ta. This notation will be used in a

further chapter.
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From equation (2.400), we achieve

d

dt

vr

v0

� �
¼ Ca

2H

Integrating the last equation in time domain, it results

vr

v0
¼ 1

2H

ðt
0

Ca dt

Therefore, for vr=v0 ¼ 1 and Ca¼ 1, as well as for the starting value vr=v0 ¼ 0 (the
machine is in standstill), we obtain

1 ¼ 1

2H

ðM
0

dt ¼ M

2H

Thus, the mechanical starting time of the generator, in seconds, is

M ¼ 2H

The electromechanical model of the synchronous generator, in p.u., is given by the
following differential equations, also called swing equations:

M
dv

dt
þ Dv ¼ Cm � Ce � Pm � Pe

dd

dt
¼ v0v

�������
������� (2.10)

or

M

v0

d2d

dt2
þ D

v0

dd

dt
¼ Cm � Ce ffi Pm � Pe

����
���� (2.100)

At the equilibrium point, the rotor speed v reaches a stable value, that is, vr ¼ v0 and
v ¼ 0, respectively, and therefore, from (2.10) and (2.100) it results

dd

dt

����
d¼d0

¼ 0;
d2d

dt2

����
d¼d0

¼ 0

where d0 is the rotor angle at the equilibrium point.
Considering the last two equations, from equation (2.100) it results that at the

equilibrium point

Pm ¼ Pe dð Þ

that is, the mechanical power is equal to the electrical power.
Replacing d/dt by s, the Laplace operator, the following block diagram representing

the swing equation is obtained (see Figure 2.5).
The swing equation can also be expressed in absolute values. Thus, considering

expressions (2.40), (2.5), and (2.50), equation (2.9) becomes
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M

v0

dvr

dt
þ D

vr � v0

v0
¼ Ca

m � Ca
e

Sb=v0
(2.11)

It results that

dvr

dt
þ D

M
vr � v0ð Þ ¼ v0

MSb
v0C

a
m � v0C

a
e

� �
(2.110)

or

dvr

dt
þ D

M
vr � v0ð Þ ¼ v0

MSb
Pa
m � Pa

e

� �
(2.1100)

where Pa
m;P

a
e are the mechanical and electrical powers, in MW.

Equation (2.1100) together with equation (2.7) forms the electromechanical model of
the synchronous generator expressed in absolute values:

dvr

dt
þ D

M
vr � v0ð Þ ¼ v0

MSb
Pa
m � Pa

e

� �
dd

dt
¼ vr � v0

��������

�������� (2.12)

This model is also known as the second-order model since it contains two first-order
differential equations.

2.1.3 Electromagnetic Model of Synchronous Generator

2.1.3.1 Basic Equations. In developing the equations of a synchronous machine, the
following assumptions are made [1]:

(i) The stator windings are sinusoidally distributed along the air gap as far as the
mutual effects with the rotor are concerned.

(ii) The stator slots cause no appreciable variation of the rotor inductances with rotor
position.

(iii) Magnetic hysteresis is negligible.

(iv) Magnetic saturation effects are negligible; the machine equations will be
developed first by assuming linear flux–current relationships.

In order to study the power system operating conditions, the synchronous generators
are represented as a number of equivalent windings, magnetic coupled and rotating.

From Figure 2.1, the following circuits are identified (Figure 2.6):

� Stator Circuits. The three stator windings a–a0, b–b0, and c–c0, distributed 120�

apart in trigonometric rotation direction. The voltages at the stator winding terminals

s

Ce

Cm
Ms D

δω ω
+

1+

Figure 2.5. Block diagramof the swing equation.
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are va, vb, and vc, and the currents are ia, ib, and ic. Using the generator convention,
the stator current is considered positive when it is out of the machine.

� Rotor Circuits. The field (excitation) winding f–f0 is taken as the direct axis, which is
simply called d-axis, and the quadrature axis, which is 90� ahead of the direct axis in
the rotational direction, is called q-axis. In this case, it is usual to say that the q-axis is
leading the d-axis. Choosing the positive direction of the q-axis as reference is
arbitrarily. Moreover, consider that the damper windings are disposed on the two
rotor axes. The number of these windings characterizes the accuracy of the generator
modeling. Common models use one damper winding in the d-axis, called D, and one
in the q-axis, called Q. These windings are permanently short-circuited.

The rotor position is given by the electrical angle u (electric radians) measured
between the d-axis and the axis of phase “a” (u ¼ vrt).

In order to establish the equations describing the operation of synchronous generator,
the state quantities at the circuits terminals—voltages and currents—are associated
according to the generator convention for stator circuits a, b, c, while for the field circuit
f they are associated according to the load convention. Arbitrarily directions can be chosen
for the damper circuit currents since they are in short circuit.

By applying the Faraday’s law of induction, the following instantaneous voltage
equations and magnetic flux equations, expressed in p.u., are obtained.

VOLTAGE EQUATIONS.

� For the Stator Windings

va tð Þ ¼ �Ra � ia tð Þ þ dca tð Þ
dt

(2.13a)

vb tð Þ ¼ �Rb � ib tð Þ þ dcb tð Þ
dt

(2.13b)

vc tð Þ ¼ �Rc � ic tð Þ þ dcc tð Þ
dt

(2.13c)

where Ra, Rb, and Rc are the resistances of phases a, b, and c, respectively;c is the flux
linkage of stator windings a, b, and c.
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Figure 2.6. The circuits of the synchronous generator: (a) rotor circuit; (b) stator circuit.

18 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



These equations can be expressed in matrix form:

vS½ 
 ¼ � RS½ 
 iS½ 
 þ d

dt
cS½ 
 (2.14)

where

RS½ 
 ¼
Ra

Rb

Rc

2
4

3
5

� For the Rotor Windings

vf tð Þ ¼ Rf � if tð Þ þ dcf tð Þ
dt

(2.15a)

0 ¼ RD � iD tð Þ þ dcD tð Þ
dt

(2.15b)

0 ¼ RQ � iQ tð Þ þ dcQ tð Þ
dt

(2.15c)

or in matrix form

vR½ 
 ¼ RR½ 
 iR½ 
 þ d

dt
cR½ 
 (2.16)

where

RR½ 
 ¼
Rf

RD

RQ

2
4

3
5

MAGNETIC FLUX EQUATIONS. The flux linkage in the phase a winding at any instant is
given as follows:

ca tð Þ ¼ �laaia � labib � lacic þ laf if þ laDiD þ laQiQ

Similar expressions can be written for the flux linkages of windings b and c, as well as
for the others windings of the synchronous generator:

Stator Rotor

ca tð Þ
cb tð Þ
cc tð Þ
cf tð Þ
cD tð Þ
cQ tð Þ

2
666666666664

3
777777777775
¼

laa lab lac laf laD laQ

lba lbb lbc lbf lbD lbQ

lca lcb lcc lcf lcD lcQ

lf a lf b lf c lf f lfD lfQ

lDa lDb lDc lDf lDD lDQ

lQa lQb lQc lQf lQD lQQ

2
666666666664

3
777777777775
�

�ia

�ib

�ic

if

iD

iQ

2
666666666664

3
777777777775
¼

LSS LSR

LRS ¼ LTSR LRR

" #
�ia

�ib

�ic

if

iD

iQ

2
666666666664

3
777777777775

(2.17)
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Note that the negative sign associated with the stator winding currents is due to the
adopted direction (the receivers rule but with negative sign).

Before calculating self- and mutual inductances from the magnetic flux equations,
some additional explanations are necessary. The self- and mutual inductances of the stator
circuits vary with the rotor position and magnetic circuit permeance (P).

The magnetic flux produced by a stator winding follows a path through the stator iron,
air gap, rotor iron, and back to the stator through the air gap (Figure 2.7).

Since the periphery of rotor is not uniform, there are differences along the air gap
created between the rotor and stator that are more pronounced for salient pole generators.
As the rotor changes its position in time, changes in the permeance of the magnetic path
occur. Decomposition in Fourier series of the real variation curves results in one constant
term and variable harmonic terms. As the north and south poles of the phase windings have
symmetrical influences, the permeances follow a second-order harmonic variation. In
practical calculations only the first term is retained, higher order even harmonics being
small enough to be neglected. The permeance can therefore be written as [1]

P ¼ P0 þ P2 cos 2a

where a stands for the angular position of a certain point located on the periphery of rotor
measured from the d-axis (Figure 2.8).

(i) Self-Inductance of the Stator Windings. The self-inductance of the stator phase
a winding laa is equal to the ratio of the flux linking the phase a winding to
the current ia, while the influence of the other currents is neglected. The self-
inductance reaches its maximum when the phase axis overlaps on the d-axis,
that is, when the angular position is u ¼ 0�, then reaches its minimum for u ¼ 90�

and again a maximum for u ¼ 180�, and so on (Figure 2.9). The inductance is
directly proportional to the permeance, which has a second-order harmonic
variation.

Figure 2.7. Detail of the magnetic circuit.

N S

–90 0 90 180 270

–90 0 90 180 270

d-axis q-axisP

α

α

Figure 2.8. Variation of permeance with rotor

position [1].
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The self-inductance laa of the phase a, due to the air gap magnetic flux, is
given by [1]

lgaa ¼ Lg0 þ Laa2 cos 2u

In order to find the self-inductance laa, we should add the stator leakage
inductance Lal, due to the leakage flux lines (not crossing the air gap), to lgaa,
which gives

laa ¼ Lal þ lgaa ¼ Lal þ Lg0 þ Laa2 cos 2u ¼ Laa0 þ Laa2 cos 2u (2.18a)

Similarly, the expressions for the other stator self-inductances are obtained:

lbb ¼ Lbb0 þ Lbb2 cos 2 u � 2p

3

� �

lcc ¼ Lcc0 þ Lcc2 cos 2 u þ 2p

3

� �

Since the windings of the phases b and c are designed identical to that of phase
a, but displaced from it by 120� and 240�, respectively, we next consider that
Laa0 ¼ Lbb0 ¼ Lcc0 and Laa2 ¼ Lbb2 ¼ Lcc2, resulting

lbb ¼ Laa0 þ Laa2 cos 2 u � 2p

3

� �
(2.18b)

lcc ¼ Laa0 þ Laa2 cos 2 u þ 2p

3

� �
(2.18c)

In equations (2.18a), (2.18b), and (2.18c), the stator self-inductances com-
prises a second harmonic term superimposed on a constant term. Higher order
harmonic terms have been neglected.

(ii) Stator Mutual Inductances. The mutual inductance between any two stator
windings is always negative and exhibits a second harmonic variation because of
the rotor shape. It has a maximum value when the direct axis coincides with the
bisectrix of the angle formed by their axes. Therefore, the inductance lab has a
maximum absolute value when u ¼ �30� ð�p=6Þ or u ¼ 150� 5p=6ð Þ. The
variation of the mutual inductance between phases a and b, and between phases
a and c in terms of angle u is shown in Figure 2.9.

0 90 180 270 360

Laa0

Laa2laa

Lab0

Lab2
lab lac

θ Figure 2.9. Variation of self-inductance laa

and mutual inductances lab and lac of the

stator winding a in terms of the angular

position u.
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Thus, the variations of stator mutual inductances can be represented as
follows:

lab ¼ lba ¼ �Lab0 þ Lab2 cos 2u � 2p

3

� �

¼ �Lab0 � Lab2 cos 2u þ p

3

� � (2.19a)

lbc ¼ lcb ¼ �Lab0 � Lab2 cos 2u � pð Þ (2.19b)

lca ¼ lac ¼ �Lab0 � Lab2 cos 2u � p

3

� �
(2.19c)

Note that Lab2 ¼ Laa2 and Lab0 ffi Laa2=2.

(iii) Mutual Inductance Between Stator and Rotor Windings. With the air gap
variation due to stator slots neglected, the rotor circuit permeance may be con-
sideredconstant (thepermeance isnot fluctuating).However, themutual inductance
variations are due to the relative motion between the windings themselves. A
coupling between the stator and rotor windings does not exist when they are
perpendicular on each other, thus the mutual inductance is zero; the coupling has
a maximum when the windings are lined up and also the mutual inductance is
maximum. Given the sinusoidal distribution for mmf and flux waves, it results

laf ¼ lf a ¼ Lmd cos u (2.20a)

laD ¼ lDa ¼ LmD cos u (2.20b)

laQ ¼ lQa ¼ LmQ cos u þ p

2

� �
¼ �LmQ sin u (2.20c)

The mutual inductances between phase b winding and the rotor circuits are
obtained by replacing u with (u � 2p=3), and by (u þ 2p=3) for phase c winding.

(iv) Rotor Inductances. All the rotor self-inductances are constant since the effects
of stator slots and saturation are neglected. They are represented with single
subscript notation:

lf f ¼ Lf f ¼ Lf denotes self-inductance of the rotor winding;

lDD ¼ LDD ¼ LD denotes self-inductance of the damper winding in the D-axis;

lQQ ¼ LQQ ¼ LQ denotes self-inductance of the damper winding in the Q-axis.

Moreover, because the d-axis and q-axis are displaced by p=2 from each
other, the mutual inductances between the windings placed on different axes
are zero. Thus,

lfD ¼ lDf ¼ LfD denotes mutual inductances of the windings in the d-axis (damper D
and field f );

lfQ ¼ lQf ¼ 0 denotes that the mutual inductances between windings located in different
axes are zero;

lDQ ¼ lQD ¼ 0.

Substituting the expressions of these inductances into equation (2.17), it
results
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ca ¼ �ia Laa0 þ Laa2 cos 2u½ 
 þ ib Lab0 þ Laa2 cos 2u þ p

3

� �h i
þ ic Lab0 þ Laa2 cos 2u � p

3

� �h i
þ if Lmd cos u þ iDLmD cos u � iQLmQ sin u

(2.21a)

cb ¼ ia Lab0 þ Laa2 cos 2u þ p

3

� �h i
� ib Laa0 þ Laa2 cos 2 u � 2p

3

� �	 


þ ic Lab0 þ Laa2 cos 2u � pð Þ½ 
 þ if Lmd cos u � 2p

3

� �

þ iDLmD cos u � 2p

3

� �
� iQLmQ sin u � 2p

3

� � (2.21b)

cc ¼ ia Lab0 þ Laa2cos 2u � p

3

� �h i
þ ib Lab0 þ Laa2 cos 2u � pð Þ½ 


� ic Laa0 þ Laa2 cos 2 u þ 2p

3

� �	 

þ if Lmd cos u þ 2p

3

� �

þ iDLmD cos u þ 2p

3

� �
� iQLmQ sin u þ 2p

3

� � (2.21c)

Similarly, the rotor circuit flux linkages equations become

cf ¼ Lf if þ LfDiD � Lmd ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 

(2.22a)

cD ¼ LDf if þ LDDiD � LmD ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 

(2.22b)

cQ ¼ LQQiQ þ LmQ ia sin u þ ib sin u � 2p

3

� �
þ ic sin u þ 2p

3

� �	 

(2.22c)

If the magnetic flux equations (2.21) and (2.22) are written in matrix form,
it results

Stator Rotor

ca

cb

cc

cf

cD

cQ

2
6666666666664

3
7777777777775
¼

LSS uð Þ½ 
 LSR uð Þ½ 


LRS uð Þ½ 
 ¼ LSR uð Þ½ 
T LRR½ 


2
6666666664

3
7777777775
�

�ia

�ib

�ic

if

iD

iQ

2
6666666666664

3
7777777777775

(2.23a)
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or

cS uð Þ
cR uð Þ

" #
¼

LSS uð Þ½ 
 LSR uð Þ½ 

LSR uð Þ½ 
T LRR½ 


" #
�

iS½ 

iR½ 


" #
(2.23b)

where u is the rotor angle position, defined by convention as the angle between
rotor d-axis and axis of phase a.

Concluding, it results that the inductances matrices from equations (2.23) are

LSS½ 
 ¼

Laa0 þ Laa2 cos 2uð Þ �Lab0 � Lab2 cos 2u þ 2p

3

� �
�Lab0 � Lab2 cos 2u � p

3

� �
�Lab0 � Lab2 cos 2u þ 2p

3

� �
Laa0 þ Laa2 cos 2u � 2p

3

� �
�Lab0 � Lab2 cos 2u � pð Þ

�Lab0 � Lab2 cos 2u � p

3

� �
�Lab0 � Lab2 cos 2u � pð Þ Laa0 þ Laa2 cos 2u þ 2p

3

� �

2
66666664

3
77777775

LSR½ 
 ¼ LSR½ 
T ¼

Lmd cos u LmD cos u �LmQ sin u

Lmd cos u � 2p

3

� �
LmD cos u � 2p

3

� �
�LmQ sin u � 2p

3

� �

Lmd cos u þ 2p

3

� �
LmD cos u þ 2p

3

� �
�LmQ sin 2u þ 2p

3

� �

2
6666664

3
7777775

LRR½ 
 ¼
Lf f LfD 0

Lfd LDD 0

0 0 LQQ

2
64

3
75

In establishing the terms of inductances matrices equations, the following equalities
were taken into account: Laa0 ¼ Lbb0 ¼ Lcc0; Lab2 ¼ Laa2, and Lab0 ffi Laa0=2.

Note that the inductance matrices LSSðuÞ and LSRðuÞ depend on the rotor position, that
is u, whereas the terms of matrix LRR are constant. Denoting by vr, the rotor speed then
u ¼ vrt resulting that LSSðuÞ and LSRðuÞ are periodically time variable functions.

Using the matrix equation (2.23b) for studying the synchronous generator operation
leads to a complex calculus. This justifies the approach of new variables more adequate
comparative to the stator phase quantities: ia, ib, ic, va, vb, vc, and so on. This indispensable
transformation is given by Park transformation.

2.1.3.2 Park Transformation. The transformation proposed by Park is based on the
two-reaction theory originally developed by Blondel [3] and the further exposition of the
concept by Doherty and Nickle [4].

The Park transformation, proposed initially in 1929 [5], consists in replacing the three
stator windings a, b, and c by three fictitious rotor windings called d, q, 0 (rotor coordinates
system) (Figure 2.10):

� The windings disposed in the d-axis and q-axis are rotating together with the rotor,
and there are no mutual couplings between them.

� The 0-axis is independent of the d-axis and q-axis since zero-sequence currents flow
through it only in unbalanced conditions.
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The main advantage of the Park transformation is that all windings from Figure 2.10
are stationary to each other, thus self- and mutual inductances are constant in time. This
observation helps considering more simple equations using d, q, 0 components instead of
phase quantities a, b, c.

Considering the flux equations (2.21) of the rotor circuit windings

cf ¼ Lf if þ LfDiD � Lmd ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 


cD ¼ LDf if þ LDDiD � LmD ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 


cQ ¼ LQQiQ þ LmQ ia sin u þ ib sin u � 2p

3

� �
þ ic sin u þ 2p

3

� �	 


it can be seen that the stator currents are similarly combined in each axis. This suggests
the transformation of the stator phase currents into new state variables. Therefore, the
following relations for the currents in d, q, 0 axes are proposed [1]:

Id ¼ kd ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 

(2.24a)

Iq ¼ �kq ia sin u þ ib sin u � 2p

3

� �
þ ic sin u þ 2p

3

� �	 

(2.24b)

The terms kd and kq are chosen so as to simplify the expressions of related equations.
Usually, they are taken equal to 2/3, although

ffiffiffiffiffiffiffiffi
2=3

p
can also lead to a simple form.

In balanced conditions, the expressions of the stator currents are

ia ¼ Im sin vstð Þ

ib ¼ Im sin vst � 2p

3

� �

ic ¼ Im sin vst þ 2p

3

� � (2.25)

where vs ¼ 2pf is the angular velocity for stator currents, in electrical radians/second (el.
rad/s) and Im is the peak value of the stator current.

Iq

-axisd

-axisq

VQ = 0

Vq
Lq

LQ

LD Lf

If

VD= 0 Vf

Ld

Id

Vd

I0V0

L0

LmD

Lmd

LfD

LmQ

Pseudo-stationary

Figure 2.10. Representation of the

synchronous generator windings

after Park transformation.
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Substituting equations (2.25) in (2.24a) gives

Id ¼ kd Im sin vstð Þcos u þ Im sin vst � 2p

3

� �
cos u � 2p

3

� �
þ Im sin vst þ 2p

3

� �
cos u þ 2p

3

� �	 


¼ kdIm sin vstð Þcos u þ sin vstð Þcos 2p
3

� sin
2p

3
cos vstð Þ

	 

� cos u cos

2p

3
þ sin u sin

2p

3

	 
�

þ sin vstð Þcos 2p
3

þ cos vstð Þsin 2p

3

	 

� cos u cos

2p

3
� sin u sin

2p

3

	 


After appropriate calculations and reduction of equation terms, it results

Id ¼ kdIm sin vstð Þcos u 1þ 2 cos2
2p

3

� �	 

� 2 cos vstð Þsin u sin2 2p

3

� �� 
¼ 3

2
kdIm sin vstð Þcos u � cos vstð Þsin u½ 


or

Id ¼ 3

2
kdIm sin vst � uð Þ (2.26a)

Choosing kd equal to 2/3, it results equal peak values for the currents Id and Im.
From equation (2.24b), under balanced load conditions, it results

Iq ¼ �kq
3

2
Imcos vst � uð Þ (2.26b)

The best choice is again kq¼ 2/3 for which the peak value of the q-axis current Iq is
equal to the peak value of the stator current Im.

The two currents, Id and Iq, together produce a field identical to that produced by the
original phase currents, ia, ib, and ic. Therefore, the third current I0 should have no
contribution to the mmf produced in the air gap. The current I0 is the zero-sequence current
adopted from the theory of symmetrical components:

I0 ¼ 1

3
ia þ ib þ icð Þ

Under balanced conditions we have ia þ ib þ ic ¼ 0, which gives

I0 ¼ 0 (2.26c)

Note that I0 is the instantaneous value of current, which may vary with the time in any
manner.

Park transformation from the a, b, c system to the d, q, 0 system gives

Id

Iq

I0

2
664

3
775 ¼ 2

3

cos u cos u � 2p

3

� �
cos u þ 2p

3

� �

�sin u �sin u � 2p

3

� �
�sin u þ 2p

3

� �
1

2

1

2

1

2

2
666666664

3
777777775
�

ia

ib

ic

2
664
3
775 ¼ P½ 


ia

ib

ic

2
664
3
775 (2.27)
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The inverse transformation from d, q, 0 to a, b, c variables is given by

ia

ib

ic

2
64

3
75 ¼

cos u �sin u 1

cos u � 2p

3

� �
�sin u � 2p

3

� �
1

cos u þ 2p

3

� �
�sin u þ 2p

3

� �
1

2
666664

3
777775 �

Id

Iq

I0

2
64

3
75 ¼ P½ 
�1

Id

Iq

I0

2
64

3
75 (2.270)

Park has chosen the coefficients equal to 2/3 and 1/2 (for zero-sequence component) in
order to simplify the expressions. Note that when using these values, the transformation
matrix [P] is not orthogonal, that is, P½ 
�1 6¼ P½ 
T.

2.1.3.3 Park Equations of Synchronous Generator4. STATOR FLUX LINKAGES IN

d, q, 0 COMPONENTS. Stator and rotor flux linkage equations can be written under matrix
form:

cS½ 

cR½ 


" #
¼ LSS½ 
 LSR½ 


LSR½ 
 LRR½ 


" #
� iS½ 


iR½ 


" #
(2.23b)

Applying the inverse transformation only for the stator currents in the right member of
equation (2.23b), we obtain

cS½ 

cR½ 


" #
¼ LSS½ 
 LSR½ 


LRS½ 
 LRR½ 


" #
� P½ 
�1 0

0 1½ 


" #
� IP½ 


iR½ 


" #
(2.28)

where

IP½ 
T ¼ Id Iq I0½ 

Appling the Park transformation for stator flux linkages, it results

cP½ 

cR½ 


" #
¼ P½ 
 0

0 1½ 


" #
� cS½ 


cR½ 


" #
(2.29)

where

cP½ 
T ¼ cd cq c0

� �
From equations (2.29) and (2.28), it results

cP½ 

cR½ 


" #
¼

P½ 
 0

0 1½ 


" #
�

cS½ 

cR½ 


" #
¼

P½ 
 0

0 1½ 


" #
:

LSS½ 
 LSR½ 

LRS½ 
 LRR½ 


" #
:

P½ 
�1 0

0 1½ 


2
4

3
5: IP½ 


iR½ 


" #

¼
P½ 
 � LSS½ 
 P½ 
 � LSR½ 


LRS½ 
 LRR½ 


" #
:

P½ 
�1 0

0 1½ 


2
4

3
5: IP½ 


iR½ 


" #

4 Note that although lower cases are used to designate instantaneous values, upper cases are used in the following

in order to represent quantities obtained by Park transformation.
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then
cP½ 

cR½ 


" #
¼

P½ 
 � LSS½ 
 � P½ 
�1
P½ 
 � LSR½ 


LRS½ 
 � P½ 
�1
LRR½ 


2
4

3
5: IP½ 


iR½ 


" #
¼

L0SS
� �

L0SR
� �

L0RS
� �

LRR½ 


2
4

3
5: IP½ 


iR½ 


" #
(2.30)

After appropriate substitutions and calculations (including trigonometric reductions), it
results

cd ¼ � Laa0 þ Lab0 þ 3

2
Laa2

� �
Id þ LmdIf þ LmDID

cq ¼ � Laa0 þ Lab0 � 3

2
Laa2

� �
Iq þ LmQIQ

c0 ¼ � Laa0 � 2Lab0ð ÞI0

(2.300)

Note that although the rotor currents do not suffer any modification, for simplification
of notations upper cases If, ID, IQ have been used instead of if, iD, iQ.

Defining new inductances

Ld ¼ Laa0 þ Lab0 þ 3

2
Laa2

Lq ¼ Laa0 þ Lab0 � 3

2
Laa2

L0 ¼ Laa0 � 2Lab0

(2.31)

or

L0SS
� � ¼ Ld 0 0

0 Lq 0

0 0 L0

2
64

3
75 (2.310)

then flux linkages equations in d, q, 0 coordinates (2.300) become

cd ¼ �LdId þ LmdIf þ LmDID (2.32a)

cq ¼ �LqIq þ LmQIQ (2.32b)

c0 ¼ �L0I0 (2.32c)

It results also that

L0SR
� � ¼ P½ 
 � LSR½ 
 ¼

Lmd LmD 0

0 0 LmQ

0 0 0

2
64

3
75 (2.33)

L0RS
� � ¼ LRS½ 
 � P½ 
�1 ¼

3

2
Lmd 0 0

3

2
LmD 0 0

0
3

2
LmQ 0

2
6666664

3
7777775 (2.330)
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The d, q, 0 components of the stator flux linkages are seen to be related to the
components of stator and rotor currents through constant inductances, which are the main
benefit of the Park transformation.

ROTOR FLUX LINKAGES IN d, q, 0 COMPONENTS. Substituting the currents Id and Iq from
expressions (2.24) in equations (2.22) of rotor flux linkages, it results

cf ¼ Lf If þ LfDID � 3

2
LmdId (2.34a)

cD ¼ LDf If þ LDDID � 3

2
LmDId (2.34b)

cQ ¼ LQQIQ � 3

2
LmQIq (2.34c)

The Park transformation has resulted in constant inductances in the stator and rotor
linkage equations, that is, they do not change with the rotor position. However, the
mutual inductances between the stator and rotor quantities are not reciprocal. This can
be seen in equations (2.34a) and (2.32a), where the mutual inductance associated with
the flux linking the field winding due to current Id flowing in the d-axis stator winding
includes the term 2/3, whereas the mutual inductance associated with flux linking the
d-axis stator winding due to field current If does not include the term 2/3. By appropriate
choice of the per unit system for the rotor quantities this issue can be avoided
(see Section 2.1.3.4).

Note that the saturation effects are neglected. Furthermore, as shown earlier, the
component I0 does not appear in the rotor flux linkage equations since it produces no mmf
in the air gap.

STATOR VOLTAGE EQUATIONS IN d, q, 0 COMPONENTS. Consider the stator voltage
equations (2.13a), (2.13b), and (2.13c) of the three phases, in matrix form:

vS½ 
 ¼ �R � iS½ 
 þ d

dt
cS½ 
 (2.14)

where Ra ¼ Rb ¼ Rc ¼ R represents the resistance of the stator winding.
Appling the inverse Park transformation, it results

P½ 
�1
VP½ 
 ¼ �R P½ 
�1

IP½ 
 þ d

dt
P½ 
�1 cP½ 


� �
(2.35)

Because P½ 
�1 is a function of angle u, the last term of the right-hand side can be
expressed under the form

d

dt
P½ 
�1

cP½ 

� �

¼ P½ 
�1 d

dt
cP½ 
 þ du

dt

d

du
P½ 
�1

� �
cP½ 
 (2.36)
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where

d P½ 
�1

du
¼ d

du

cos u �sin u 1

cos u � 2p

3

� �
�sin u � 2p

3

� �
1

cos u þ 2p

3

� �
�sin u þ 2p

3

� �
1

2
666664

3
777775 ¼

�sin u �cos u 0

�sin u � 2p

3

� �
�cos u � 2p

3

� �
0

�sin u þ 2p

3

� �
�cos u þ 2p

3

� �
0

2
666664

3
777775

¼

cos u �sin u 1

cos u � 2p

3

� �
�sin u � 2p

3

� �
1

cos u þ 2p

3

� �
�sin u þ 2p

3

� �
1

2
666664

3
777775:

0 �1 0

1 0 0

0 0 0

2
664

3
775

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
P1½ 


¼ P½ 
�1
P1½ 


(2.37)

where P1½ 
 is a 90� rotational operator in the d–q plan.
Taking into account equations (2.36) and (2.37), equation (2.35) can be written as

P½ 
�1
VP½ 
 ¼ �R P½ 
�1

IP½ 
 þ P½ 
�1 d cP½ 

dt

þ du

dt
P½ 
�1

P1½ 
 cP½ 


Multiplying the last equation by P½ 
, we obtain

VP½ 
 ¼ �R IP½ 
 þ du

dt
P1½ 
 cP½ 
 þ dcP

dt
(2.38)

where

P1½ 
 cP½ 
 ¼
0 �1 0

1 0 0

0 0 0

2
64

3
75

cd

cq

c0

2
64

3
75 ¼

�cq

cd

0

2
64

3
75

Developing equation (2.38), it results

Vd ¼ �RId � cq

du

dt
þ dcd

dt
(2.39a)

Vq ¼ �RIq þ cd

du

dt
þ dcq

dt
(2.39b)

V0 ¼ �RI0 þ dc0

dt
(2.39c)

where Vd;Vq are the voltages induced in the d-axis and q-axis; Id; Iq are the currents in the
d-axis and q-axis; cd;cq;c0 are the d, q, and 0 windings flux linkages; du=dt ¼ v is the
rotor angular velocity; for f ¼ 50Hz, pu ¼ v ¼ vS ¼ 314 el. rad/s.
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The following observations can be drawn:

� Equations (2.39) have a similar form to those of a static coil, except for thecqðdu=dtÞ
and cdðdu=dtÞ terms. They are called speed voltages and are due to the flux change
in space by the rotation of the field windings. The terms dcd=dt and dcq=dt are
called transformer voltages and are due to the flux change in time.

� The transformer voltages can be, in general, neglected and thus the speed voltages
are dominant terms in the stator voltage expressions; under these circumstances, it
can be inferred that the voltage Vq in the q-axis is induced by the flux attached to the
d-axis; this is because we have assumed that the q-axis leads the d-axis by 90�. Also,
the voltage Vd in the d-axis is induced by a flux attached to an axis lagging the d-axis
by 90�, that is, the negative q-axis [1].

ROTOR VOLTAGE EQUATIONS. The voltage equations of the rotor circuits, which remain
unchanged by Park transformation, are

Vf ¼ Rf If þ
dcf

dt
(2.40a)

0 ¼ RDID þ dcD

dt
(2.40b)

0 ¼ RQIQ þ dcQ

dt
(2.40c)

where Vf is the field-winding voltage, Rf is the field-winding resistance, RD, RQ are the
damper windings resistances.

Under balanced conditions the zero-sequence circuit can be neglected.
Regrouping, on one hand, the circuits d, f, and D, and, on the other hand, the circuits q

and Q, the Park equations describing the synchronous machine operation can be written
under the form

Vd

�Vf

0

2
64

3
75 ¼ �

R 0 0

0 Rf 0

0 0 RD

2
64

3
75: Id

If

ID

2
64

3
75�

cq

du

dt
0

0

2
664

3
775þ

dcd

dt

� dcf

dt
dcD

dt

2
6666664

3
7777775 (2.41)

Vq

0

2
4

3
5 ¼

R 0

0 RQ

2
4

3
5: �Iq

IQ

2
4

3
5þ

cd

du

dt

0

2
64

3
75þ

dcq

dt

dcQ

dt

2
664

3
775 (2.42)

with the relationships between flux linkages and currents:

cd

cf

cD

2
64

3
75 ¼

Ld Lmd LmD

3

2
Lmd Lf LfD

3

2
LmD LDf LDD

2
66664

3
77775:

�Id

If

ID

2
64

3
75 (2.43)
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cq

cQ

	 

¼

Lq LmQ

3

2
LmQ LQQ

" #
:
�Iq
IQ

	 

(2.44)

ELECTRIC POWER AND TORQUE. The instantaneous three-phase power pro-
duced by the electrical machine through the stator is

PðtÞ ¼ vaia þ vbib þ vcic (2.45)

Replacing the a, b, c components with d, q, 0 components gives

PðtÞ ¼ 3

2
VdId þ VqIq þ 2V0I0
� �

(2.450)

Substitution of voltage components from equations (2.39) into equation (2.450) gives

PðtÞ ¼ 3

2
�RId � vrcq þ

dcd

dt

� �
Idþ

	
�RIq þ vrcd þ

dcq

dt

� �
Iq þ 2 �RI0 þ dc0

dt

� �
I0




where the rotor speed is vr ¼ du=dt.
Rearranging of terms, we obtain

PðtÞ ¼ 3

2
Id
dcd

dt
þ Iq

dcq

dt
þ 2I0

dc0

dt

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Rate of change of armature magnetic energy

þ cdIq � cqId
� �

vr|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
Power transferred accross the air gap

� I2d þ I2q þ 2I20

� �
R|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

Armature resistance loss

2
6664

3
7775

(2.4500)

The air gap torque Ce is obtained by dividing the power transferred across the air gap
by the rotor speed expressed in mechanical radians per second:

Ce ¼ 3

2
cdIq � cqId
� � vr

vm
¼ 3

2
cdIq � cqId
� � pf

2
(2.46)

TRANSIENT PROCESSES OR STATES IN SYNCHRONOUS GENERATOR.
Synchronous generators are subjected to the following transient processes or states:

(i) Stator transient states are associated with the transformer voltages. After a
sudden change in the system, the transformer voltages disappear and the speed
voltages are dominant in the system response. For example, due to a short circuit
the transformer voltages generate DC components of the stator phase currents,
which attenuates in a fraction of a second, since the resistance is present, a period
relatively short comparative to the time frame taken in stability studies.
Consequently, a possible simplification consists in neglecting the transformer
voltages in the stator equations.

(ii) Rotor transient states are associated with the terms dcf =dt, dcD=dt, and so on, of
the rotor windings equations. Two dynamic behaviors are identified:

� subtransient dynamic response, associated with the damper windings and eddy
currents;
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� transient dynamic response, associated with the field winding;

(iii) Mechanical states, associated with the shaft motion.

2.1.3.4 Representation of Synchronous Generator Equations in Per Unit.
PER UNIT SYSTEM DEFINITION. Expressing the electrical quantities in the per unit system
(p.u.) is usually preferred in the power system analysis in order to normalize the variables
or the system quantities and to simplify the calculations by eliminating the actual system of
units. Expressing the electrical quantities in per units help, in some cases, improving the
convergence of computation algorithms.

A certain quantity X expressed in the international system of units (SI) is transformed
into the per unit system, usually represented with the subscript �, by referring it to a base
value Xb given also in the international system of units, that is,

X� ðp:u:Þ ¼ X ðSIÞ
Xb ðSIÞ

When transforming the electrical quantities in per units, only a part of the base values
can be chosen independently, the other ones being determined using the existing relation-
ship between the power system quantities. Usually, the base values are chosen so that the
main power system quantities, usually the voltages, expressed in p.u., are equal to 1 for
rated conditions.

In the case of synchronous generators, per unit system is used to eliminate some
arbitrary constants and simplify the mathematical equations, so that equivalent circuits
(ECs) be easier to obtained. In this respect, the base values are chosen in a way to satisfy the
following [1]:

a. The per unit mutual inductances between different windings are to be reciprocal
(e.g., Laf� ¼ Lfa�). This hypothesis allows the synchronous generator model to be
represented by equivalent circuits.

b. All the per unit inductances between rotor and stator circuits in each axis are to be
equal (e.g., Laf � ¼ LaD�).

Per Unit System for the Stator Quantities. The base values of the stator quantities,
indicated with the subscript sb, are defined as follows:

(i) The independent base quantities are

� base voltage (V sb)—peak phase-to-neutral rated voltage, in V;

� base current (Isb)—peak rated current, in A;

� base frequency (fb)—rated frequency in Hz (it is unique in the system and thus the
subscript s is omitted).

(ii) The remaining base values are determined as follows:

� Base three-phase power (Ssb) is taken equal to the rated three-phase apparent
power of the generator, in VA:

Ssb ¼ Sng ¼ 3V snIsn ¼ 3
V sbffiffiffi
2

p � Isbffiffiffi
2

p ¼ 3

2
V sbIsb

where Vsn and Isn are the rotor voltage and current of the generator.
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� Base impedance (Zsb):

Zsb ¼ V sb

Isb

� Base angular speed (vb):

vb ¼ 2pf bðin el: rad=sÞ

respectively, mechanical angular base speed (vmb):

vmb ¼ 1

p
vbðin mechanical rad=sÞ

(p being the number of pair of poles).

� Base inductance (Lsb):

Lsb ¼ Zsb

vsb
ðin HÞ

� Base flux (csb):

csb ¼ LsbIsb ¼ V sb

vsb
ðinWbÞ

� Base torque (Csb):

Csb ¼ Ssb

vsb
¼ 3

2
� VsbIsb

vsb
� p ¼ 3

2
� p � csb � Isb ðin N�mÞ

� Base time (tb) is defined as the time interval required for the rotor to perform a
rotation of 1 el. rad at synchronous speed:

tb ¼ 1

vb
¼ 1

2pf b

� Time derivation operator:

d �ð Þ
dt�

¼ 1

vb
� d �ð Þ
dt

Per Unit System for Rotor Quantities. In order to represent the rotor voltages and the
fluxes crossing the rotor in the per unit system, the base quantities attached to the field
winding (f) are indicated with the subscript fb, while the quantities attached to the damper
windings (D) and (Q) are indicated with the subscripts Db and Qb.

VOLTAGE EQUATIONS IN PER UNIT. In order to express the stator voltage equations in per
units, equations (2.39) are divided to Vsb and the angular speed du=dt is replaced by vr.

For example, dividing equation (2.39a) to Vsb,

Vd ¼ �RId � vrcq þ
dcd

dt
(2.39a)

and taking into account that
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V sb ¼ IsbZsb ¼ csb

Lsb
vbLsb ¼ vbcsb

it results

Vd

V sb
¼ � R

Zsb
� Id
Isb

� vr

vb
� cq

csb

þ d

dt

1

vb
� cd

csb

� �

or, using the per unit system notations

Vd� ¼ �R�Id� � vr�cq� þ
dcd�
dt�

(2.390a)

Similarly

Vq� ¼ �R�Iq� þ vs�cd� þ
dcq�
dt�

(2.390b)

V0� ¼ �R�I0� þ dc0�
dt�

(2.390c)

Note that if all quantities are expressed in p.u., the stator equations (2.390a), (2.390b),
and (2.390c) holds the original form.

In the same manner, the rotor voltage equations can also be expressed in p.u. In this
respect, taking into account that Vfb ¼ vbcfb ¼ ZfbIfb, by a similar calculation as the
previously used one to deduce equation (2.390a), from (2.40a) it results

Vf� ¼ Rf�If� þ
dcf�
dt�

(2.400a)

Expressing equations (2.40b) and (2.40c) in p.u., we obtain

0 ¼ RD�ID� þ dcD�
dt�

(2.400b)

0 ¼ RQ�IQ� þ
dcQ�
dt�

(2.400c)

FLUX LINKAGE EQUATIONS IN PER UNIT. The stator flux linkages are expressed in per
units by dividing all terms of equation (2.32) to the base flux csb ¼ LsbIsb, which gives

cd� ¼ �Ld�Id� þ Lmd�If� þ LmD�ID� (2.320a)

cq� ¼ �Lq�Iq� þ LmQ�IQ� (2.320b)

c0� ¼ �L0�I0� (2.320c)

where

Lmd� ¼ LmdIfb

LsbIsb
; LmD� ¼ LmDIDb

LsbIsb
; LmQ� ¼ LmQIQb

LsbIsb
(2.47)
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The rotor flux linkages from equations (2.34) can also be expressed in per units if all
terms of each rotor flux are divided to appropriate base flux. Thus,

cf� ¼ Lf�If� þ LfD�ID� � L0md�Id� (2.340a)

cD� ¼ LDf�If� þ LD�ID� � L0mD�Id� (2.340b)

cQ� ¼ LQ�IQ� � L0mQIq� (2.340c)

where

LfD� ¼ LfDIDb

LfbIfb
; L0md� ¼

3

2
� LmdIsb

LfbIfb
; LDf � ¼ LDf Ifb

LDbIDb

L0mD� ¼
3

2
� LmDIsb

LDbIDb
; L0mQ� ¼

3

2
� LmQIsb

LQbIQb

(2.48)

Let us now consider that the mutual inductances between two rotor windings are
reciprocal. For instance for LfD� ¼ LDf� from (2.48), we achieve

LfDIDb

LfbIfb
¼ LDf Ifb

LDsIDb

Using also the equality LfD ¼ LDf , we obtain

LDbI
2
Db ¼ LfbI

2
fb

Multiplying both terms of the last expression by vb and taking into account that
vbLDbIDb ¼ VDb and vbLfbIfb ¼ Vfb, it results

VDbIDb ¼ VfbIfb

Therefore, the reciprocity of mutual inductances is valid only if the last equality holds.
Moreover, assuming that the stator and rotor mutual inductances on each axis are

equal, that is, Lmd� ¼ L0md�, we obtain

LmdIfb

LsbIsb
¼ 3

2

LmdIsb

LfbIfb
) LfbI

2
fb ¼

3

2
LsbI

2
sb

Multiplying both members by vb and taking account of vbLsbIsb ¼ Vsb, it results

VfbIfb ¼ 3

2
VsbIsb ¼ Ssb

Therefore, the base apparent power for the rotor circuits must be equal to the base
apparent power for the stator circuits and equal to the rated apparent power of the
synchronous generator. Thus, the product of base voltage and base current attached to
each rotor winding is uniquely defined by this condition.
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Therefore, in order to define a complete per unit system it is necessary to know either
the base voltage or the base current for the rotor circuits. The stator self-inductances Ld�
and Lq�, associated with the fluxes produced by the currents Id and Iq, respectively, are the
leakage inductance (Ll) due to flux that does not link any rotor circuit and the mutual
inductances due to flux that links the rotor circuits in the d-axis (Lad), and q-axis (Laq),
that is,

Ld� ¼ Ll� þ Lad�; Lq� ¼ Ll� þ Laq�

One way of defining the base current in the rotor circuits is to consider the equality
between mutual inductances of the windings disposed on each axis, expressed in per
unit [1].

Thus, as stated earlier Lad�¼ Lmd�¼ LmD�, which gives

Ifb ¼ Lad

Lmd

Isb; IDb ¼ Lad

LmD

Isb

whereas considering Laq�¼ LmQ�, we obtain

LQb ¼ Laq

LmQ

Isb

so that the per unit system is completely defined.
This per unit system is known in literature as Lad or Xad base reciprocal per unit system,

because the base current in any rotor circuit is defined as that which induces in each phase a
per unit voltage equal to per unit Lad�, that is, the same voltage as balanced three-phase
unit-peak armature currents [1].

OVERVIEW OF ELECTRICAL EQUATIONS IN P.U.: THE dqfDQKMODEL
5. Besides the d, q, and

f circuits, the complete set of equations assumes two amortisseur circuits in the q-axis,
denoted byQ and K, and one amortisseur circuit in the d-axis, denoted byD. Therefore, the
per unit equations are as follows:

� Stator Voltage Equations.

Vd ¼ �RId � vrcq þ
dcd

dt

����
���� (2.390a)

Vq ¼ �RIq þ vrcd þ
dcq

dt

����
���� (2.390b)

V0 ¼ �RI0 þ dc0

dt

����
���� (2.390c)

� Rotor Voltage Equations.

Vf ¼ Rf If þ
dcf

dt

����
���� (2.400a)

5 Although all quantities are expressed in per unit, for simplicity, we next drop the notation �.
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0 ¼ RDID þ dcD

dt

����
���� (2.400b)

0 ¼ RQIQ þ dcQ

dt

����
���� (2.400c)

0 ¼ RKIK þ dcK

dt

����
���� (2.49)

� Stator Flux Linkage Equations.

cd ¼ � Lmd þ Llð ÞId þ LmdIf þ LmdID
���� (2.50)

cq ¼ � Lmq þ Ll
� �

Iq þ LmqIQ þ LmqIK
���� (2.51)

c0 ¼ �L0I0jj (2.52)

� Rotor Flux Linkage Equations.

cf ¼ Lf If þ LfDID � L0mdId
���� (2.53)

cD ¼ LDf If þ L1DID � L0mDId
���� (2.54)

cQ ¼ L1QIQ þ LmqIK � LmqIq
���� (2.55a)

cK ¼ LmqIQ þ L2KIK � LmqIq
���� (2.55b)

Additional to the systems of equations presented earlier, we have also added here
equations corresponding the winding K attached to the q-axis, that is, equation (2.49) to
voltages, equation (2.55b) to flux linkages, aswell as new terms to equations (2.51) and (2.55a).

Observations [1]

� Equations (2.55a) and (2.55b) hold true in the assumption that the per unit mutual
inductances LQK and Lmq are equal, which means that the q-axis stator and rotor
circuits link the mutual flux Lmq only.

� For the sake of simplicity, expression in per unit both for the machine’s quantities
and for the electrical network’ quantities is preferred in power system stability
analysis. The exception is the time t, which is expressed in seconds, and the per unit
term dc=dt in equations (2.390), (2.400), and (2.49) is replaced by 1=vbð Þ � dc=dtð Þ.

� If the base frequency is taken equal to the frequency of the stator quantities, the per
unit reactance of a stator winding is equal to the per unit inductance since the angular
velocity is equal to unity.

2.1.3.5 Equivalent Circuits for the d- and q-Axes. Developing the equivalent
circuits is a common practice for the synchronous generator representation although the
generator performance can be directly evaluated using equations (2.390), (2.400), (2.49)–
(2.55). Furthermore, the reciprocal per unit system is used.

The d-axis equivalent circuit can be drawn using the flux linkage equations for rotor
and stator circuits in d-axis:
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cd ¼ � Lmd þ Llð ÞId þ LmdIf þ LmdID (2.50)

cf ¼ Lf If þ LfDID � L0mdId (2.53)

cD ¼ LDf If þ L1DID � L0mdId (2.54)

where Ll and Lmd are the leakage inductance and the mutual inductance, respectively, and
Ld ¼ Ll þ Lmd, knowing that in per unit Lmd ¼ LmD ¼ Lad and LDf ¼ LfD. It may also be
written that Lq ¼ Ll þ Lmq, where Lmq is the mutual inductance.

The equivalent circuit shown in Figure 2.11, developed using the above presented
equations, illustrates the relationship between flux linkages and currents in the d-axis.

The relationships between flux linkages and currents in the q-axis are

cQ ¼ L1QIQ þ LmqIK � LmqIq (2.55a)

cK ¼ LmqIQ þ L2KIK � LmqIq (2.55b)

which also helps in developing an equivalent circuit for the q-axis.
Introducing the rotor circuit per unit leakage inductances as given by

Lfd ¼ Lf � LfD (2.56a)

LD ¼ L1D � LfD (2.56b)

LQ ¼ L1Q � Lmq (2.56c)

LK ¼ L2K � Lmq (2.56d)

and the voltages and flux linkages, we obtain the circuits with complete characteristics as
shown in Figure 2.12 [1].

The damper windings are placed in slots near the air gap and therefore the flux linking
the damper circuit is almost the same with the flux linking the air gap. For this reason, the
series inductance (LfD � Lmd) represented in the d-axis equivalent circuit is usually
neglected (Figure 2.12b). However, this is not strictly valid for short-pitched damper
circuits and solid rotor iron paths [1].

In the q-axis equivalent circuit, the field winding is not represented since the
amortisseurs represent the overall effects in this axis. We may, thus, assume that the q-
axis stator and rotor circuits link the mutual flux Lmq only (Figure 2.12b).

d

D f

Ll
LfD–Lmd

L1D–LfD Lf–LfDLmd

Id ID
If

Stator
leakage

inductance

Stator–rotor
mutual

inductance

Damper
circuit

Excitation
circuit

ψψ

ψ

Figure 2.11. Equivalent circuit illustrating the

relationship c� I in the d-axis.
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The d- and q-axis equivalent circuits shown in Figure 2.13 do not include the stator
resistance and the speed voltages.

Another version of the simplified equivalent circuits for the direct- and quadrature-
axis model with a single damper winding from Figure 2.13a and b is given in IEEE Std.
1110-2002 [6] (Figure 2.14a–c).

The equivalent circuit from Figure 2.14a includes an ideal transformer representing
the fact that there are different numbers of turns on the armature and field winding, just as
in the case of the primary and secondary windings of a transformer. The variables V

0
f and I

0
f

correspond to the actual values of field voltage and current that would be measured at the
field-winding terminals. The variables Vf and If correspond to the values of field voltage
and current reflected to the armature winding through the field in direct-axis armature
winding turns ratio, Nafd .

It is common to represent synchronous machine using a per unit representation, rather
than actual units, in which case an ideal transformer may or may not be required, depending
on the choice of the base for the per unit system. Whether in actual units or in per unit, the
ideal transformer is typically left out of the equivalent circuit, resulting in the equivalent
circuit of Figure 2.14b, in which the field voltage and current are as reflected to the
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armature winding. The choice of the field-winding base values is equivalent to selecting a
turns ratio in the equivalent circuit of Figure 2.14a.

2.1.3.6 Steady-State Operation of the Synchronous Generator. Application
of Park transformation (d, q, 0) for stator currents under balanced conditions allows
us to obtain direct-sequence currents; similar situation applies to stator voltages and flux
linkages.

Under steady state, the rotor quantities are also constant, thus all time derivative terms
are set to zero, whereas the zero-sequence components are absent and vr ¼ vs ¼ 1 p.u.
From equations

0 ¼ RDID þ dcD

dt
(2.400b)

0 ¼ RQIQ þ dcQ

dt
(2.400c)

yield RDID ¼ RQIQ ¼ 0. Therefore, the damping currents ID and IQ are zero. This situation
is to be expected since, under steady-state conditions, the rotating magnetic field due to the
stator currents is stationary with respect to the rotor.

EQUIVALENT CIRCUIT AND PHASOR DIAGRAM. Taking into account the previous consider-
ations, the equations of stator and rotor voltages and flux linkages become

Vd ¼ �RId � vrcq ¼ �RId þ XqIq (2.57a)

Ll LfD Lfd Rfd

Lmd

LD

RD

Vf Vf

1:Nafd

If If

ID

Id

d

Ideal transformer

(a)

(b) (c)
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Lmd

LD

RD

Vf

IfId

d

Ll

Lmq

LQ

RQ

Iq

q

IQ

ψ

ψ ψ

Figure 2.14. d-axis equivalent circuits with a single d-axis damper winding including an ideal

transformer (a) and without ideal transformer (b); q-axis equivalent circuit with a single q-axis

damper winding (c).
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Vq ¼ �RIq þ vrcd ¼ �RIq � XdId þ XmdIf ¼ �RIq � XdId þ Ef (2.57b)

Vf ¼ Rf If (2.4000a)

cd ¼ �LdId þ LmdIf ; cq ¼ �LqIq

cf ¼ LmdIf � LmdId

cD ¼ LmDIf � LmdId; cQ ¼ �LmQIq

where Xd ¼ v0Ld and Xq ¼ v0Lq are called direct-axis and quadrature-axis synchronous
reactance, respectively;

Ef ¼ XmdIf ¼ v0Lmd

Vf

Rf

(2.58)

is the emf induced by the field current If under no-load conditions of the synchronous
generator.

Indeed, under no-load conditions when Id ¼ Iq ¼ 0, from (2.57a) and (2.57b) it results
that Vd ¼ 0 and Vq ¼ Ef . Therefore, the phasor _Ef lies along the q-axis.

The steady-state equations (2.57a and b) were written in the (d, q) reference frame
attached to each generator. In order to use them in the algebraic-differential equations of
the power system mathematical model, it is necessary to transform these equations to the
(þ1, þj) reference frame of the grid. For this, the connection between the two reference
frames is therefore considered:

_A ¼ �A ej d�ðp=2Þð Þ

The voltage and current vectors at the generator terminals are defined as

�V ¼D Vd þ jVq

�I¼D Id þ jIq

Substituting the expressions of Vd and Vq from the expressions (2.57a) and (2.57b),
give

�V ¼ �R Id þ jIq
� �þ jEf þ XqIq � jXdId

If the term jXq
�I ¼ jXq Id þ jIq

� �
is added and subtracted, then

�V ¼�R�I þ jEf � jXq
�I þ jXq

�I þ XqIq � jXdId

¼� Rþ jXq

� �
�I þ j Ef � Xd � Xq

� �
Id

� � (2.59)

Finally, the steady-state equation of the synchronous generator in the (d, q) reference
frame can be written as

�V ¼ �E � Rþ jXq

� �
�I (2.60)
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where
�E ¼ 0þ jEq ¼ j Ef � Xd � Xq

� �
Id

� �
and

Eq ¼ Ef � Xd � Xq

� �
Id (2.61)

Considering that Xd > Xq it results that Ef > Eq.
Taking into account the equation that links the two reference frames, the voltage

phasor expression becomes

_V ¼ �V ej d�p=2ð Þ

therefore, by multiplying the terms from equation (2.60) with ej d�p=2ð Þ, it results

_V ¼ _E � Rþ jXq

� �
_I (2.600)

The steady-state equivalent circuit of the synchronous generator can be drawn
(Figure 2.15) using equation (2.600).

If one assumes that R < Xq, the synchronous generator can be represented in steady
state by an emf orientated along the q-axis:

_V ¼ _E � jXq _I (2.6000)

In the case of isotropic synchronous generators (round rotor generators),Xd ¼ Xq ¼ Xs,
from (2.61) and (2.58) achieve

Eq ¼ Ef ¼ XmdIf (2.610)

Based on equation (2.600) and the equivalent circuit from Figure 2.15, the phasor
diagram of the synchronous machine under balanced steady state can be drawn (see
Figure 2.16), where di (internal rotor angle) is the phase shift between the emf Eq and the

jXqR I
V 0

E=jEq Figure 2.15. The equivalent circuit of the synchronous

generator.

Iq
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Id

d-axis

jXqI

( - )X X Id q d
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q-axis

I

Vq

V
RI

Ef

i

I (+ )m j

R (+1)e

i

δ

θδ
ϕ

Figure 2.16. Phasor diagram of the synchronous

machine under balanced steady state.
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terminal voltage _V , while w (power factor angle) is the phase shift between the terminal
voltage _V and the load current _I .

Computation of Steady-State Quantities.

Step a. Given the active power P, reactive power Q, and voltage V at the generator
terminals, the current and power factor angle are computed as follows:

_I ¼ _Sg
_V

� ��
¼ P� jQ

V e�jui
¼ P� jQ

V
ejui

or

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2 þ Q2

p
V

; w ¼ acos
P

VI

� �
(2.62)

Step b. Computation of internal rotor angle di.
From equation (2.6000), the emf _E and, at the same time, the rotor position in the

general reference frame (þ1, þj) can be calculated:

_E ¼ _V þ jXq _I ¼ Eq e
jdi (2.60000)

Next, from equation (2.61), Ef , the emf induced by the field current of the
synchronous machine under no-load conditions, is computed:

Ef ¼ Eq þ Xd � Xq

� �
Id (2.6100)

Step c. Given the value of the rotor angle di, the stator components of currents and
voltages are computed as follows:

Vd ¼ V sin d� uið Þ ¼ V sin di ; Vq ¼ V cos d� uið Þ ¼ V cos di

Id ¼ I sin di þ wð Þ ; Iq ¼ I cos di þ wð Þ
(2.63)

where di ¼ d� ui is the internal angle, that is, the phase shift between emf Eq and the
voltage V at the machine terminals.

Step d. The other quantities are determined as follows:
For vr ¼ 1:

� from equation (2.57b)

Vq ¼ �RIq þ vrcd ) cd ¼ Vq þ RIq

� from equation (2.57a)

Vd ¼ �RId � vrcq ) cq ¼ �Vd � RId
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� from equation (2.57b), it follows

Vq ¼ �RIq � XdId þ XmdIf ) If ¼ Vq þ RIq þ XdId
� �

=Xmd

Vf ¼ Rf If

Ce ¼ Pþ RI2

POWER EQUATIONS AND THE SALIENT POLE SYNCHRONOUS GENERATOR CHARACTERISTIC.
Consider the expression of the complex apparent power:

_S ¼ _V _I� ¼ �V ej d�p=2ð Þ � �I� e�j d�p=2ð Þ ¼ �V�I
�

¼ Vd þ jVq

� �
Id � jIq
� � ¼ Pþ jQ

Equating the real and the imaginary parts, it results

P ¼ VdId þ VqIq (2.64a)

Q ¼ VqId � VdIq (2.64b)

Neglecting the armature resistance R in equations (2.57a) and (2.57b), gives

Iq ¼ Vd

Xq

(2.65a)

Id ¼ Ef � Vq

Xd

(2.65b)

Vd ¼ V sin di (2.65c)

Vq ¼ V cosdi (2.65d)

Substituting equations (2.65a), (2.65b), (2.65c), (2.65d) in (2.64a) and (2.64b), we
obtain the expressions of active and reactive powers:

P ¼ EfV

Xd

sin di þ V2

2

Xd � Xq

XdXq

� �
sin 2di (2.66)

Q ¼ Ef V

Xd

cos di � cos2 di
Xd

þ sin2 di
Xq

� �
V2 (2.67)

Considering the case of a round rotor generator, for which Xd ¼ Xq ¼ Xs, the
expressions of the active and reactive powers from (2.66) and (2.67) reduce to

P ¼ EfV

Xs
sin di (2.68a)

Q ¼ Ef V

Xs
cos di � V2

Xs
(2.68b)
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As shown in equation (2.66), the active power characteristic of a salient pole
generator (Figure 2.17a) is composed of a main sinusoidal component, overlapped by
a second component of double frequency sinusoidal form. The magnitude of the second
component is proportional to the difference between the magnitudes of the d- and q-axis
components of the synchronous reactance and does not depend on the emf Ef.

The second-order harmonic displaces the maximum of the nonsalient pole generator
power characteristic; therefore, the critical angle dcr for which the maximum power is
obtained is smaller than 90�. This aspect should not be seen as a stability aggravation since
the initial angle d0 decreases simultaneously with it for the same mechanical power Pmec.
On the contrary, the power characteristic magnitude Pe increases for the same values Ef and
Xd compared to the salient pole machine characteristic.

Note that the increase of power Pe is important only for very small values of the emf Ef,
when the magnitude of the fundamental power characteristic ðEfV=XdÞ has the same order
as the magnitude of the second harmonic ððV2=2ÞðXd � XqÞ=ðXdXqÞÞ. Usually, when the
emf Ef has a considerable large value, the magnitude of the second harmonic is less than
10–15% of the fundamental magnitude and, consequently, its influence on the power
characteristic magnitude is very small (Figure 2.17b).

Observation
Since the representation of salient pole generators (for which Xd 6¼ Xq) requires large

computational effort, in static stability analysis the saliency is omitted, and their equivalent
reactance is taken equal to the direct synchronous reactance Xd. This assumption allows us
to neglect the second-order harmonic of the power characteristic.

A salient pole machine is represented as a round rotor machine even when, for
accuracy, the effect of saliency needs to be taken into account. A fictitious emf is
introduced in the round rotor generator model, which changes in terms of the generator
operation, so that the active and reactive powers of the equivalent generator reflect with
high accuracy the operation of the real salient pole generator. In order to obtain a correct
value for the angle di, the synchronous reactance of the equivalent round rotor generator,
of variable emf, is taken equal to the q-axis reactance Xq of the salient pole generator.

2.1.3.7 Synchronous Generator Behavior on Terminal Short Circuit. SHORT
CIRCUIT AT THE TERMINALS OF A SIMPLE R-L CIRCUIT. The electrical transient characteristics
of a synchronous generator can be simply visualized by analyzing the behavior when a

P
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cr0

(   )0

E Vf
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sinδi

Xd qX

Xd qX
sin 2δi(            )V 2
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Figure 2.17. Power-angle characteristics for salient pole generators.

46 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



three-phase short circuit occurs at the generator terminals. Such an analysis allows, on one
hand, the identification of phenomena occurring in the synchronous generator under
transient state and, on the other hand, the identification of some approximations necessary
for its representation in large-scale stability studies.

Therefore, given the inductive character of the synchronous generator electric circuits,
it is useful to analyze the transient response of a simple R-L circuit (Figure 2.18) supplied
with an AC sinusoidal voltage, having the form

v tð Þ ¼ Vm sin vt þ að Þ

where a is the angle on the voltage wave at which the fault occurs.
As known, the functioning equation of such a circuit is given by the Kirchhoff’s second

theorem written for instantaneous quantities, that is,

v ¼ L
di

dt
þ Ri (2.69)

from which, by integration, it results the expression of current

i ¼ Vm

Z
sinðvt þ a� wÞ þ C e�ðR=LÞt (2.70)

where Z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ v2L2

p
is the magnitude of the circuit impedance _Z ¼ Rþ jvL and

w ¼ atan vL=Rð Þ is the impedance angle.
The integration constant C is determined from the initial conditions. Therefore, if at

the instant t0 ¼ 0 a short circuit occurs at the circuit terminals by closing the switch K, then

C ¼ i0 � Vm

Z
sin a� wð Þ

However, since at t0 ¼ 0, i0 ¼ i 0ð Þ ¼ 0 (for open circuit), the above expression can be
written as

C ¼ �Vm

Z
sin a� wð Þ

Then

i ¼ Im sin ðvt þ a� wÞ � Im sin ða� wÞe�ðR=LÞt ¼ iAC þ iDC (2.71)

where Im ¼ Vm=Z is the maximum steady-state current. For a high X=R ratio, w ffi 90�.
There are two cases (Figure 2.19):

First Case (Figure 2.19a). If the short circuit occurs at an instant for which the
instantaneous value of the voltage is zero, a ¼ 0 at t ¼ 0, the instantaneous

L R

iv K
Figure 2.18. Basic R-L circuit supplied with an AC voltage.
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short-circuit current is composed of two components: an AC short-circuit current
component—the first termof equations (2.71)—anda transient current component—
the second term of equation (2.71)—called DC component, with initial value equal
but opposite to the AC component and that decays at an exponential rate.

For a ¼ 0, equation (2.71) becomes

i ¼ Im sin vt � wð Þ � IDC sin �wð Þe�ðR=LÞt (2.710)

where the initial value of IDC ¼ Im.
In this first case, at t0 ¼ 0 the maximum value of the superior envelop of the current

from equation (2.71) is 2Im:

Imax
env ¼ Im sin vt � wð Þj j þ IDC e

�ðR=LÞt ¼ Im sin �90�ð Þj j þ Im e0 ¼ 2Im
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Figure 2.19. Transients of currents upon a short circuit occurrence: (a) current waveforms with

maximum asymmetry; (b) symmetrical current waveform; (c) time constant of DC component

decay [7].
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The decaying component decreases with an exponential decrement factor defined
as its value any time after a short circuit. Assuming that the time constant is t ¼ L=R,
then the second term from (2.71) becomes IDC e�t=t . After an elapsed time equal to
the time constant, the current decays to about 63.3% from its initial value, that
is, the transitory component is reduced to 0.367 per unit (Figure 2.19c).

The presence of the DC component in the short-circuit current results in a current
wave shape envelope asymmetrical about the zero line and axis of the wave
(Figure 2.19b). If the DC transient component decays to zero in a short time, then
the short-circuit current is a symmetrical wave.

Second Case (Figure 2.19b). If the short circuit occurs at an instant when the
instantaneous voltage is maximum, a ¼ p=2 at t ¼ 0, there is no transient
component, and the short-circuit current is

i ¼ Im sinvt

which has the same shape as the steady-state curve with a peak value Im ¼ Vm=Z.

THREE-PHASE SHORT CIRCUIT AT THE TERMINALS OF A SYNCHRONOUS GENERATOR. In the
analysis of the three-phase short circuit at the terminals of a synchronous generator, we take
into account the following assumptions [7]:

� The impedances of the electrical network components (lines, transformers, reactors)
do not change in time.

� The rotating machines (generators and motors) are the main sources of short-circuit
currents. The flux linking each armature winding is trapped at the instant of short-
circuit occurrence. The flux, and so the inductance L, will then decay in terms of
machine time constants. Therefore, the decay of the AC component must also be
considered. Note also that the induction machines exhibit a pattern of the decay
different from the synchronous machines.

� The load currents have been neglected since, theoretically, they are much smaller
than the short-circuit currents. The load current is generally only a percentage of the
short-circuit current and determines the effective voltages of short-circuit sources
prior to the fault.

� The control systems, for example, excitation system and turbine governor, affect the
transient process for extended duration of the short circuit. The duration of a short-
circuit current depends mainly on the neutral grounding solution and on the
performances of the protective devices.

� In a three-phase electrical system, the currents and voltages are 120 electrical
degrees apart from each other. When a symmetrical three-phase short circuit occurs,
the (short circuit) instantaneous currents on the three phases of the synchronous
generator are as shown in Figure 2.20, while their sum is zero at any instant,
ia þ ib þ ic ¼ 0.

Envelope lines are drawn through the peaks of the alternating current waves. Also, a
dotted line is drawn half-way between the envelope curves to represents the wave
stabilization [2]. Thus, mathematically, the current can be split into two components: a
unidirectional or asymmetrical component and an alternating symmetrical component of
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frequency given by the power grid. Theword “asymmetrical” describes the shape of the AC
wave about the zero axis.

The Stator Current During a Three-Phase Short Circuit. In general, if a short circuit
occurs at or very near the terminals of an alternator, the stator current on one of the three
phases shown by an oscillogram would be of the form given in Figure 2.21.

The shape of the stator current wave, upon a short circuit occurring at the generator
terminals, shows that it contains two components:

� An alternating component, which decays initially very rapidly (in a few cycles) and
then relatively slow (in several seconds) until it reaches a steady-state value.

� A DC component, which decays exponentially in several cycles.

The variation with time of the alternating component of the current, for example, of
the a phase, is shown in Figure 2.22. This component is symmetrical about the zero axis.

The processes following a fault occurrence can be split into three time intervals: the
subtransient period, the transient period, and the steady state. The subtransient period lasts
for 1–5 cycles (on a 60Hz basis), while the transient period can last for 5–200 cycles.
Normally, if the short circuit occurs near the generator terminals, the protection systems
disconnect the generator from the network so that the steady-state conditions of a short
circuit is not reached.

Analyzing the envelopes, it is obvious from Figure 2.22 that the reduction of the short-
circuit current follows an exponential evolution. Short-circuit current damping is due to the
mutual coupling between the stator and rotor windings as well as between these windings

t

DC component
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short  circuit

Total stator current

Figure 2.21. Stator current upon a short-cir-

cuit occurrence.
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Figure 2.20. Instantaneous phase currents

of a synchronous machine during a three-

phase short circuit at its terminals.
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and the damper windings and any path of the induced currents through the body and poles
of the rotor [8].

The rms value of the armature current as function of time, t, under short-circuit
conditions, may be written as

IAC ¼ E00

X00
d

� E0

X
0
d

� �
e�t=T 00

d þ E0

X0
d

� V

Xd

� �
e�t=T 0

d þ V

Xd

(2.72)

where ððE00=X00
dÞ � ðE0=X0

dÞÞ e�t=T 00
d is the decaying subtransient component; ððE0=X0

dÞ �
ðV=XdÞÞ e�t=T 0

d is the decaying transient component; V=Xd is the steady-state component;
E00 and E0 are the generator internal voltage behind subtransient (X

00
d) and transient (X0

d)
reactances, respectively; T 00

d and T 0
d are the short-circuit direct axis subtransient and

transient time constants.
The current iAC, given in Figure 2.22, can be divided into three components,

corresponding to the three periods of the short circuit:

� The subtransient component given by the difference between the subtransient
envelope and the transient envelope. This component has an initial value equal
to ððE00=X00

dÞ � ðE0=X0
dÞÞ and decays with the d-axis short-circuit subtransient time

constant T 00
d , representing the time in which the difference between the subtransient

envelope and transient envelope is 1/e¼ 0.367 of the initial difference.
� The transient component given by the difference between the transient envelope
and the steady-state envelope. Its initial value is ððE0=X0

dÞ � ðV=XdÞÞ, and decays
with the d-axis short-circuit transient time constant T 0

d, representing the time in
which the difference between the transient envelope and steady-state envelope is
1/e¼ 0.367 of the initial difference.

� The constant component, steady value of short-circuit current, with the value V=Xd.

The values of the d-axis transient and subtransient reactances and time constants can
be deduced from the short-circuit oscillograms [2].

Except for the case when the short circuit occurs at the zero crossing of the current, the
AC components of short-circuit currents on the three phases include aDC component as an
offset of current waves with respect to the zero axis, which decays exponentially
(Figure 2.21). The initial value of this DC component depends on the instant at which
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Figure 2.22. Alternating component of the short-circuit armature current.

THEORY ANDMODELING OF SYNCHRONOUS GENERATOR 51



the short circuit occurs (t¼ 0); it reaches a maximum (which coincides with the peak value
of the initial AC current component of the phase in question) when the voltage behind the
subtransient reactance is zero. On the other hand, the DC current component is absent when
the short circuit occurs at the instant at which the voltage behind the subtransient reactance
is maximum. The DC current component decays with a time constant equal to the
subtransient short-circuit time constant T 00

d [8].
The power system analysis in the case of a short circuit considering both the DC

(asymmetrical) component and the alternating component involves high computational
effort. In order to simplify the computation, in many cases, the DC offset is either neglected
or treated separately [1].

The DC offset can be eliminated from the armature current by considering that the fluxes
are independent of time (dcd=dt ¼ 0, dcq=dt ¼ 0) in the stator voltage equations (2.390a) and
(2.390b).The termsdc=dt, called transformervoltages, represent thestator transients. Insteady
state, these terms are zero whereas upon a fault occurrence they increase instantaneously.

The Field Current During a Three-Phase Short Circuit. When a short circuit occurs
at the synchronous generator terminals, the rotor flux, so is the field current, is influenced.
Assuming constant field voltage, the field current varies with time as shown in Figure 2.23.

Envelope lines can also be drawn along the extreme values of the oscillatory wave of
the field current after the short circuit, and a line is drawn half-way between the envelope
lines. The field current can thus be divided into

� an alternating component, which reaches a maximum in the brief instant after the
short-circuit occurrence then it decreases in a damped oscillatory mod; it may be
considered as decayed after a time approximately equal to 4Ta (Ta is the armature
short-circuit time constant);

� a unidirectional component, which starts from an initial value equal with the steady
value if0, rises suddenly upon the occurrence of the short circuit and follows the
dotted curve until it finally returns to the steady value.

The synchronous machine behavior under short-circuit conditions presented above
assumed constant field (excitation) voltage. In practice, however, the automatic voltage
regulator (AVR) reacts immediately trying to restore the terminal voltage at the preset
value. In extreme conditions, such as short circuits, terminal voltage restoration is done by
forcing the field voltage to reach the maximum value called ceiling voltage in very short
time with the help of a high initial response circuit. In turn, this will cause the short-circuit
current to increase. An example of stator current pattern of a synchronous generator under
no load upon the occurrence of a three-phase short circuit is shown in Figure 2.24. The
effect of increased stator current of the AVR is obvious [8].

Solution of the Three-Phase Symmetrical Fault Currents Under Load Conditions. In
real operation, it is most probable for a generator to experience a short circuit at its terminal

Field current after
short  circuit Unidirectional component

Steady-state field current

if

t
if0

Figure 2.23. Field current of a syn-

chronous machine during a three-

phase short circuit at its terminals.
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when it delivers power. Two methods might be used in the solution of the three-phase
symmetrical fault currents [9]:

� Represent the Generator by an Internal Voltage Behind a Reactance. During each
stage of the dynamic process following the short circuit (subtransient, transient, and
steady state), the internal voltage can be calculated by one of the following equation:

_E 00 ¼ _V þ jX00
d _I g

_E 0 ¼ _V þ jX0
d _Ig

_E ¼ _V þ jXd _Ig

where _E 00, _E 0, and _E are the subtransient, transient, and steady-state internal voltages,
respectively; X00

d , X
0
d, Xd are the subtransient, transient, and steady-state reactances,

respectively; _V is the terminal voltage; and _I g is the prefault load current delivered by
the generator.
� Applying the Th�evenin’s Theorem and Superposition. The fault current is first
determined in the absence of load as the ratio of the voltage at the fault location
_V Th to the equivalent reactance of the network seen from the fault location _ZTh, both
calculated using theTh�evenin’s Theorem, that is, _I fault ¼ _V Th=_ZTh. The total current is
then determined by superposing the fault current _I fault with the load current _I g.

The mathematical models implemented in computer programs to perform simulation
of the short-circuit currents assume some simplifying hypothesis:

� The generator is represented by an equivalent circuit consisting of a voltage source
and an impedance of which value is chosen so as to represent the worst conditions
after the fault.

� The effect of generator load and speed change are ignored and the excitation action is
assumed constant.

EQUIVALENT CIRCUITS OF SYNCHRONOUS GENERATOR DURING FAULT. The d- and q-axis
equivalent circuits used to represent a salient pole synchronous machine for short-circuit
conditions help in deriving the short-circuit current equations and simulate the decaying
AC component as shown in Figure 2.23. These circuits are shown in Figure 2.25 for the
subtransient, transient, and steady-state periods.
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Figure 2.24. The effect of a typical regulator AVR for

a terminal three-phase short circuit on an unload ge-

nerator [8].

THEORY ANDMODELING OF SYNCHRONOUS GENERATOR 53



The reactance of the synchronous machine changes during disturbances. The most
important definitions are as follows:

� Leakage Reactance Xl. The armature leakage reactance is a parameter that accounts
for that part of the magnetic flux produced by the armature that does not cross the air
gap to link with the rotor winding. The flux leakage is formed by end-winding
leakage, slot leakage, and tooth tip leakage fluxes.

� Subtransient reactance X00
d is associated with the subtransient period and is due to

the flux leakage reactance and the armature flux crossing the air gap and penetrating
the rotor circuits.

� Transient reactance X0
d is associated with the transient period. The damper winding

current and the current in the rotor surface decay to zero after few cycles, associated
with the subtransient period. Thus, the transient reactance is due to the flux leakage
and the armature flux that penetrates the rotor to the field windings.

� Synchronous reactance Xd determines the steady-state current. If a short circuit is
involved, the synchronous reactance is defined after all currents in the field winding
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Figure 2.25. Equivalent circuits of a synchronous generator during subtransient, transient, and

steady state, after a terminal fault.

54 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



and dumper circuits have decayed. The synchronous reactance is, therefore, the sum
of the leakage reactance and the fictitious mutual reactance Xmd, which is much
larger than the leakage reactance. It has different values depending on weather or not
the magnetic core is saturated. The saturated synchronous reactance, determined by
neglecting the armature resistance, is the ratio of the open-circuit test voltage to the
armature short-circuit test current, for a given field excitation. The unsaturated
synchronous reactance is given by the ratio of the open-circuit test voltage on air gap
characteristic to the armature short-circuit test current (see Figure 2.32). The
saturated value may be only 60–80% of the unsaturated value.

� Quadrature-axis reactances (X00
q , X

0
q, and Xq). are defined mainly for salient pole

generators, due to the constructional features of the rotor to accommodate thewindings.
In salient pole generators, the peak of density of the flux wave is not in phase with the
peak of density of the mmf wave as it is the case of a round rotor generator.

2.1.4 Synchronous Generator Parameters

The inductances and resistances of the stator and rotor circuits, as used in Section 2.1.3 in
the synchronous generator equations, are referred to as fundamental or basic parameters.
These parameters are also used to identify the parameters of the d- and q-axis equivalent
circuits shown in Figures 2.13a, b and 2.14a–c. In a compact form, these parameters may be
handled in a vector form, as shown below:

uEC ¼ Rfd; RD; RQ; Lfd; LD; LQ; Ll; Lmd; Lmq; LfD; Naf d

� �
(2.73)

Note that the last parameter of this vector is the armature-to-field turn-ratioNafd, which
relates the actual field-winding variables (voltage, current, resistance, inductance) to their
values referred to the stator winding as in Figure 2.14. Because some of the parameters
from equation (2.73), such as Nafd and the leakage inductance Ll, cannot be uniquely
determined from measured responses of the synchronous generators, derived parameters
related to the observed behavior of the generator viewed from the terminals under suitable
test conditions are determined [10].

2.1.4.1 Operational Parameters. The operational parameters relating the stator
and rotor terminal quantities are in general used to determine the electrical characteristics
of the synchronous generator.

Use of the d–q transformation permits us to consider the generator as being composed
of two separate electrical networks representing the d- and q-axis as seen from the
generator rotor. The d-axis network represents those portions of the generator in which the
flow of current creates flux that links the field winding. The q-axis network represents
those portions of the generator in which the flow of current creates flux that does not link
the field winding.

A schematic representation of those two networks is shown in Figure 2.26a and b [11].
The d-axis network has two ports (terminal pairs): the field winding with terminal

variables Vf (field voltage) and If (field current), and the d-axis coil with terminal variables

d-axis

(a)

ψ

(b)

Id

d Vf

If
q-axis

networnetwork k

Iq

qψ
Figure 2.26. The d- and q-axis net-

works identifying terminal quantities.
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cd (d-axis flux linkage) and Id (d-axis current). The q-axis has only one port, with terminal
variables cq (q-axis flux linkage) and Iq (q-axis current).

The process of transformation to the rotating (d–q) reference frame results in the
following set of coupled equations that can be used to compute the actual fixed frame
armature voltage and currents:

Vd ¼ �RId � vrcq þ
dcd

dt
(2.390a)

Vq ¼ �RIq þ vrcd þ
dcq

dt
(2.390b)

The coupling is due to the speed voltage terms vrcd and vrcq. The d- and q-axis
networks are defined in such a fashion that the armature resistance R is external to the
networks.

It will be assumed that the d- and q-axis networks can be modeled as lumped element
networks composed of linear inductors and resistors. Such models should certainly be valid
for studies in which the generator can be considered to be operating in a perturbed
condition around some operating point.

The equivalent circuits of the synchronous machine in the d- and q-axes, as shown
in Figure 2.27, are widely used in stability studies. The stator is modeled through
the leakage inductance, the rotor is represented by the field winding and a damper winding
in the d-axis as well as one or two damper windings in the q-axis, whereas the mutual
coupling between stator and rotor is represented by the mutual inductances Lmd and Lmq.

In the representation from Figure 2.27, the mutual inductances LfD and Lmd (see
Figure 2.11) are assumed to be equal and (LfD � Lmd) disappeared. In these conditions,
equations (2.50), (2.53), and (2.54) for d-axis flux linkages in the operational form
become [1]

cd sð Þ ¼ �LdId sð Þ þ LmdIf sð Þ þ LmdID sð Þ (2.74)

cf sð Þ ¼ �LmdId sð Þ þ Lf If sð Þ þ LmdID sð Þ (2.75)

cD sð Þ ¼ �LmdId sð Þ þ LmdIf sð Þ þ L1DID sð Þ (2.76)

The fact that the d-axis network has two terminal pairs whereas the q-axis network has
one only is extremely significant [11].

For the linear and passive two-terminal network of the q-axis equivalent circuit
(Figure 2.27b), the following equation holds:

scqðsÞ ¼ �ZqðsÞIq (2.77)
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R

(a) (b)
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RQ

Iq

LQ

Lmq

Q

Ll

qVf
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RK K

Id

Rfd

If

ψ

ψ

ψ

ψ ψ

Figure 2.27. Structure of commonly used model [1,10,11].
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where Zq(s) is the input impedance of the q-axis network:

ZqðsÞ ¼ sLl þ sLmqðRQ þ sLQÞ
RQ þ sðLmq þ LQÞ (2.78)

with only one damper winding Q in the q-axis.
Hence, we may deduce the usual expression

cqðsÞ ¼ �LqðsÞIq (2.79)

where LqðsÞ is the so-called operational inductance of the q-axis.
Let us consider the linear and passive parts of the d-axis comprised between the inputs

Vf, If and the outputs scd, Id of Figure 2.27a.
The equations of this four-terminal network, in terms of operational impedances, are

of the form

scdðsÞ
Vf

" #
¼

_Z 11ðsÞ _Z 12ðsÞ
_Z 21ðsÞ _Z 22ðsÞ

" # �Id

If

" #
(2.80)

with

_Z 12ðsÞ ¼ _Z 21ðsÞ (2.81)

since the four-terminal network is reciprocal.
Note that the d-axis network requires three parameters to completely specify its

properties, that is, _Z 11ðsÞ, _Z 12ðsÞ, and _Z 22ðsÞ. Moreover, as it has a T-configuration
(Figure 2.28), we get

_Z 11ðsÞ ¼ _Z 1ðsÞ þ _Z 3ðsÞ
_Z 22ðsÞ ¼ _Z 2ðsÞ þ _Z 3ðsÞ
_Z 12ðsÞ ¼ _Z 3ðsÞ

(2.82)

where

_Z 1ðsÞ ¼ sLl; _Z 2ðsÞ ¼ Rfd þ sLf d; _Z 3ðsÞ ¼ sLmdðRD þ sLDÞ
RD þ sðLmd þ LDÞ (2.83)

Instead of the form (2.80), we generally use the following hybrid form, whose inputs
are the d-axis component of the stator current and the excitation voltage, and outputs are the
d-axis of the stator flux and the excitation current [11]:

cdðsÞ
If

" #
¼

LdðsÞ AðsÞ
s

�AðsÞ 1

Z22ðsÞ

2
664

3
775 �

�Id

Vf

" #
(2.84)

Z1( )s Z2( )s

Z3( )s Vf
s d

Id If

ψ
Figure 2.28. Linear passive and reciprocal four-terminal

T-network along the d-axis.
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where

LdðsÞ¼D Z11ðsÞZ22ðsÞ � Z2
12ðsÞ

sZ22ðsÞ (2.85)

AðsÞ¼D Z12ðsÞ
Z22ðsÞ (2.86)

The two parameters used in deriving the d-axis network presented here are Ld(s) and
A(s). Note from equation (2.84) that A(s) is the ratio of induced field current to d-axis
armature current (with field-winding short-circuited) and Ld(s) is the d-axis operational
inductance.

Hence, the relationship between the values of the terminal quantities from Figure 2.26
are given by

cdðsÞ ¼ AðsÞVf ðsÞ � LdðsÞ IdðsÞ (2.87)

cqðsÞ ¼ �LqðsÞ IqðsÞ (2.79)

where A(s) is the stator to field operational transfer function, Ld(s) is the d-axis operational
inductance, and Lq(s) is the q-axis operational inductance.

Taking into account equations (2.82) and (2.83) and carrying out the steps of equations
(2.85) and (2.86), the following expressions for the two d-axis operational transfer
functions A(s) and Ld(s), in terms of circuit elements of Figure 2.27a, are obtained [1]:

LdðsÞ ¼ Ld
1þ ðT4 þ T5Þsþ T4T6s

2

1þ ðT1 þ T2Þsþ T1T3s2

����
���� (2.88)

AðsÞ ¼ A0
1þ sTkd

1þ ðT1 þ T2Þsþ T1T3s2

����
���� (2.89)

where

A0 ¼ Lmd

Rfd

(2.90a)

Tkd ¼ LD

RD

(2.90b)

T1 ¼ Lmd þ Lfd

Rfd

(2.91a)

T2 ¼ Lmd þ LD

RD

(2.91b)

T3 ¼ 1

RD

LD þ LmdLfd

Lmd þ Lfd

� �
(2.91c)

T4 ¼ 1

Rfd

Lf d þ LmdLl

Lmd þ Ll

� �
(2.91d)

T5 ¼ 1

RD

LD þ LmdLl

Lmd þ Ll

� �
(2.91e)
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T6 ¼ 1

RD

LD þ LmdLfdLl

LmdLl þ LmdLf d þ LfdLl

� �
(2.91f)

It is worth noting that both the numerator and the denominator of Ld(s) are second-
degree polynomials in s. Thus, each of them admits two roots, which should be real, in that
the equivalent circuits have ohmic-inductive branches, that is, these roots may be associated
with time constants. We deduce that the transfer functions from equations (2.88) and (2.89)
may be written in more usual (factored) form [1,12]:

LdðsÞ ¼ Ld
ð1þ sT 0

dÞð1þ sT 00
dÞ

ð1þ sT 0
d0Þð1þ sT 00

d0Þ
����
���� (2.880)

AðsÞ ¼ Lmd

Rfd

1þ sTkd

ð1þ sT 0
d0Þð1þ sT 00

d0Þ
����
���� (2.890)

Based on similarities between d-axis and q-axis equivalent circuits, we may write the
expression for the q-axis operational inductance as

LqðsÞ ¼ Lq
ð1þ sT 0

qÞð1þ sT 00
qÞ

ð1þ sT 0
q0Þð1þ sT 00

q0Þ

�����
����� (2.92)

The models in Figure 2.27a and b, and equations (2.880), (2.890), and (2.92) share in
common three inductances and one resistance that characterize the machine steady-state
behavior [10]:

� Ll, The Armature Leakage Inductance. It is generally computed by the manufacturer
at the design stage. There is no standard test that allows its determination in a
practical manner (IEEE Std. 115-1995).

� Ld ¼ Lmd þ Ll, The Direct-Axis Synchronous Inductance. It is found by performing
an open-circuit test (IEEE Std. 115-1995, 10.3) and a sustained or steady-state short-
circuit test.

� Lq ¼ Lmq þ Ll, The Quadrature-Axis Synchronous Inductance. It is found by
performing a slip test (IEEE Std. 115-1995, 10.4.2).

� Rfd is the field resistance referred to the stator.

The information about the determination of the remaining elements of the parameters
vectors uEC, also shown in equation (2.73), or uOI (for operational inductance of the
equivalent circuits referred to the stator terminal) by dynamic test, can be found in the IEEE
Std. 1110-2002 (Sections 7.2.2 and 7.3). Another analytical method was introduced by
Canay [13] that yields an equivalent circuit fitting exactly the input operational inductance
in a given axis, Ld(s) or Lq(s), for an arbitrary number of damper windings.

2.1.4.2 Standard Parameters. The standard parameters are used to represent the
synchronous machine electrical characteristics in the form of effective inductances or
reactances seen from the machine terminals. These characteristics are determined so as to
reflect sustained transient and subtransient conditions. The corresponding time constants
determine the rate of decay of currents and voltages. The standard parameters can be
determined from the expressions of the operational parameters LdðsÞ, LqðsÞ, and AðsÞ [1].
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NEW FORMS OF THE d-AXIS TIME CONSTANTS. The time constants of the synchronous
machine T 0

d0, T
00
d0, T

0
d , and T

00
d can be expressed in terms of the fundamental parameters by

equating the numerators and denominators of equations (2.88) and (2.880), that is,

1þ sT 0
d0

� �
1þ sT 00

d0

� � ¼ 1þ s T1 þ T2ð Þ þ s2 T1T3ð Þ (2.93)

1þ sT 0
d

� �
1þ sT 00

d

� � ¼ 1þ s T4 þ T5ð Þ þ s2 T4T6ð Þ (2.94)

The new time constants are related to the terms (T1, . . . , T6) by appropriate
identification of the left and right terms of equations (2.93) and (2.94), that is [1]

T 0
d0T

00
d0 ¼ T1T3

T 0
d0 þ T 00

d0 ¼ T1 þ T2

;
T 0
dT

00
d ¼ T4T6

T 0
d þ T 00

d ¼ T4 þ T5

(2.95)

and may be obtained together with the appropriate typical parameters of a generator
through appropriate experimental identification test [12]. Using the four expressions from
(2.95), the expressions of the time constants that can result would be very complex.

In order to simplify the calculation of solutions of equations (2.93) and (2.94), we take
into account that in practice RD >> Rfd and therefore based on equations (2.91a)–(2.91f)
the following inequalities hold:

T4 � T5; T1 � T2

T4 � T6; T1 � T3

(2.96)

Hence, the right-hand side of equations (2.93) and (2.94) may be approximated as

1þ sðT1 þ T2Þ þ s2ðT1T3Þ � ð1þ sT1Þð1þ sT3Þ (2.970)

1þ sðT4 þ T5Þ þ s2ðT4T6Þ � ð1þ sT4Þð1þ sT6Þ (2.9700)

Comparing the right-hand side of the expressions (2.970) and (2.9700) with the
denominator and numerator of Ld(s), we achieve the classical identities [2]:

T 0
d0 � T1; T 00

d0 � T3; T 0
d � T4; T 00

d � T6 (2.98)

The parameters T1 to T6 given in equations (2.91) are expressed in per unit (or
radians). Conversion in seconds is performed by dividing them to v0 ¼ 2pf .

The meaning of the open-circuit time constants can be explained if assumes that no
load is applied at the stator terminals (DId ¼ 0). Therefore, the change in the d-axis flux
linkage from (2.87), taking into account (2.890), is [1]

DcdðsÞ ¼
Lmd

Rfd

1þ sTkd

ð1þ sT 0
d0Þð1þ sT 00

d0Þ
DVf (2.99)

Equation (2.99) shows that, under open-circuit conditions, the time response of the
d-axis stator flux to any change in the field voltage depends on the time constants T 0

d0 and
T 00
d0. Given that RD � Rfd, it results that T1 � T3 and also that T 0

d0 � T 00
d0.
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The time constants of synchronous machine are as follows [7]:

(i) The d-axis open-circuit subtransient time constant T 00
d0 characterizes the

initial decay of the transients in the d-axis variables of the synchronous
machine with the stator winding open-circuited. This time constant is charac-
teristic to the immediate period following a disturbance during which all
effects in the damper windings are considered and the field-winding resistance
is very small.

(ii) The d-axis open-circuit transient time constant T 0
d0 characterizes the decay of

transients in the d-axis variables of the synchronous machine with the stator
winding open-circuited, following the subtransient period, but prior to the steady
state, during which any effect in the damper windings is negligible.

(iii) The subtransient short-circuit time constant T 00
d defines the rate of decay of the

subtransient component of the stator current following a three-phase short circuit
that occurs at the machine terminals.

(iv) The transient short-circuit time constant T 0
d defines the rate of decay of the

transient component of the stator current when a three-phase short circuit that
occurs at the machine terminals.

(v) The armature time constant Tar defines the rate of decay of the DC component of
the stator current under the same conditions.

TRANSIENT, SUBTRANSIENT, AND SYNCHRONOUS INDUCTANCES. In addition to the time
constants defined so far (T 0

d0, T
00
d0, T

0
d, and T 00

d), there are other typical parameters that
derive from the d- and q-axis operational inductances Ld(s) and Lq(s).

The inductance LdðsÞ under steady-state, transient, and subtransient conditions is
determined assuming that during the subtransient period Rfd ¼ RQ ¼ 0, and that during the
transient period RD ¼ RK ¼ 1 [1].

� In steady state, since s ¼ 0, the d-axis operational inductance from equation (2.880)
becomes

Ldð0Þ ¼ Ld (2.100)

� Following a sudden change, as s ! 1, LdðsÞ tends to

Lð1Þ ¼ L00d ¼ Ld
T 0
dT

00
d

T 0
d0T

00
d0

(2.101)

which is called d-axis subtransient inductance.
� If the damper winding is neglected, at the limit, we obtain

Lð1Þ ¼ L0d ¼ Ld
T 0
d

T 0
d0

(2.102)

which is called d-axis transient inductance.
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Substituting the expressions of the time constants from equations (2.91) and (2.98) in
equations (2.101) and (2.102), we obtain

L00d ¼ Ll þ LmdLf dLD

LmdLf d þ LmdLD þ LfdLD
(2.1010)

L0d ¼ Ll þ LmdLfd

Lmd þ Lfd
(2.1020)

According to the law of constant flux linkages, we may assume that the rotor flux
linkages do not change instantly following a disturbance, that is, Dcf ¼ 0 and also
DcD ¼ 0, and the d-axis equivalent circuit from Figure 2.11 reduces to the circuit
illustrated in Figure 2.29 [1].

Calculating the equivalent inductance of the circuit from Figure 2.29, we get the
effective inductance Dcd=DId with the same expression as that in equation (2.1010)
representing L00d . In the absence of the damper winding, with LD ¼ 1, the inductance
corresponds to L0d and takes the form given by equation (2.1020).

Based on the similarities between the d-axis and q-axis equivalent circuits, the q-axis
open-circuit transient and subtransient time constants are achieved [1]:

T 0
q0 ¼

Lmq þ LQ

RQ

(2.103)

T 00
q0 ¼

1

RK

LK þ LmqLQ

Lmq þ LQ

� �
(2.104)

where LQ ¼ L1Q � Lmq is the q-axis inductance of the damper winding; LK ¼ L2K � Lmq is
the q-axis inductance of the second damper winding; RK is the resistance of the second
damper winding.

The q-axis subtransient and transient inductances are therefore given by

L00q ¼ Ll þ LmqLQLK

LmqLQ þ LmqLK þ LQLK
(2.105)

L0q ¼ Ll þ LmqLQ

Lmq þ LQ
(2.106)

In steady state, since s ¼ 0, the q-axis operational inductance LqðsÞ is

Lqð0Þ ¼ Lq (2.107)

d
D=0

f=0

Ll

LD LfdLmd

Id

ψ
ψ

ψ
Figure 2.29. Equivalent circuit in the d-axis

for incremental values, immediately follow-

ing a disturbance.

62 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



Note that the exact values of T 0
d0 and T 00

d0 are given by the poles of LdðsÞ and
those of T 0

d and T 00
d by the zeros of LdðsÞ. The exact and approximate (classical)

expressions for the standard parameters are summarized in Table 2.1. These expressions
apply to a synchronous machine model represented by the equivalent circuit shown
in Figure 2.27 that considers two rotor circuits in each axis with equal mutual
inductances [1].

The expressions of T1 to T6 from Table 2.1 are given in equations (2.91a)–(2.91f).
Note that

(i) similar expressions apply to the q-axis parameters;

(ii) all parameters are in per unit and all mutual inductances in the d-axis are assumed
equal;

(iii) time constants in seconds are obtained by dividing the per unit values given in
Table 2.1 by v0 ¼ 2pf .

CONSIDERING UNEQUAL MUTUAL EFFECTS. In deriving the parameters obtained above,
we have assumed that the mutual inductances in the d-axis are equal. Under real conditions,
however, the mutual inductances between the field winding and the damper could have
different values. Whereas calculation of the armature variables is performed with good
accuracy, the calculation of the field current could lead to large errors [1].

Consideration of unequal values of the mutual inductances require addition of a series
inductance Lpl in the d-axis equivalent circuit (Figure 2.30) [14]. This series inductance,
given by the difference between the two mutual inductances, that is, the mutual inductance
LfD of the path linking the field winding and an equivalent rotor iron circuit or rotor damper
bar circuit and the mutual inductance Lmd of the path linking the field winding and the
stator, Lpl¼ LfD� Lmd, is called differential leakage inductance, and corresponds to the
peripheral leakage flux (fpl) that links only the field winding and damper [1].

Rfd

LD

Lfd

RD

Lmd

(a) (b)

Ll

Vf

Lpl

d d
dt

Field winding

Damper

Armature
winding

pl

f

Air gap

md

l

D
ψ

φ
φ

φ
φ

φ

Figure 2.30. Unequal mutual effects in d-axis: (a) equivalent circuit; (b) flux paths [1,14].

T A B L E 2.1. Expressions for Standard Parameters of Synchronous Machine [1]

Parameter T 0
d0 T 0

d T 00
d0 T 00

d L0d L00d

Classical expression T1 T4 T3 T6 Ld
T4

T1

� �
Ld

T4T6

T1T3

� �

Accurate expression T1 þ T2 T4 þ T5 T3
T1

T1 þ T2

� �
T6

T4

T4 þ T5

� �
Ld

T4 þ T5

T1 þ T2

� �
Ld

T4T6

T1T3

� �
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Assuming again that during the subtransient period Rfd ¼ 0 and that during the
transient period RD ¼ 1, the standard parameters become

Ld ¼ Lmd þ Ll

L0d ¼ Ll þ 1

ð1=LmdÞ þ 1=ðLfd þ LplÞ ¼ Ll þ LmdðLfd þ LplÞ
Lmd þ Lfd þ Lpl

L00d ¼ Ll þ LDLfdLmd þ LDLplLmd þ LmdLf dLpl

LmdLfd þ LmdLD þ LDLfd þ LDLpl þ LfdLpl

�������������

�������������
(2.107)

T 0
d0 ¼

Lmd þ Lfd þ Lpl

Rfd

T 00
d0 ¼

1

RD

LD þ Lfd Lmd þ Lpl
� �

Lpl þ Lfd þ Lmd

� �

T 0
d ¼

1

Rfd

Lfd þ Lpl þ LmdLl

Lmd þ Ll

� �

T 00
d ¼

1

RD

LD þ LmdLplLfd þ LlLfdLmd þ LlLfdLpl

LfdLmd þ LfdLl þ LplLmd þ LplLl þ LmdLl

� �

���������������������

���������������������

(2.108)

Expressions (2.107) and (2.108) are based on the approximations associated with the
classical definition of the parameters [1].

SALIENT POLE MACHINE PARAMETERS. The expressions of the standard parameters
derived earlier are applicable only for turbogenerators (round rotor machines) because
two rotor circuits in each axis were considered. Hydrogenerators (salient pole machines)
are usually modeled with only one damper circuit in the q-axis, that is, the Q circuit. The
damper circuit is associated with the subtransient period only and thus the transient
parameters L

0
q (or X

0
q) and T

0
q0 are not specific for these generators. Thereby, the

expressions for the q-axis parameters of a salient pole machine are [1]

Lq ¼ Ll þ Lmq

L00q ¼ Ll þ LmqLQ

Lmq þ LQ

T 00
q0 ¼

Lmq þ LQ

RQ

������������

������������
(2.109)

As for the d-axis, the same circuits (field and damper) are considered for both salient
pole and round rotor generators and thus the expressions previously derived are also valid
for the d-axis.

In per units, the reactances and their corresponding inductances are equal. Hence, in
practice it is more usual to define the synchronous machine parameters as reactances.
Table 2.2 gives the main parameters of the synchronous generators with salient pole and
round rotor. The reactances are in per unit with stator base values equal to the correspon-
ding machine rated values [15].
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Analyzing the expressions for machine parameters given in Table 2.1 and from
expressions (2.90a) and (2.90b), and (2.91a)–(2.91f), we may infer that [1]

Xd � Xq > X0
q � X0

d > X00
q � X00

d (2.110)

and

T 0
d0 > T 0

d > T 00
d0 > T 00

d > Tkd

T 0
q0 > T 0

q > T 00
q0 > T 00

q

(2.111)

The armature time constant Tar is associated with the subtransient conditions of the
synchronous machine due to DC components of the armature current following a short
circuit, and hence it involves the subtransient inductances L00d and L00q . In per unit, the
armature time constant is given by

Tar ¼ 1

Ra

L00d þ L00q
2

� �
(2.112)

whereas its usual values are between 0.03 and 0.35 s.
The conventional method of determining synchronous machine parameters is from

short-circuit tests on unloaded machines. The test procedures are specified in IEEE
Standard 115-1995 [10]. These tests provide Xd, Xq, X

0
d, X

00
d , T

0
d0, T

0
d, T

00
d0, and T 00

d .
They do not, however, provide q-axis transient and subtransient constants. In addition, they

T A B L E 2.2. The Typical Values of the Parameters of Synchronous Generators [15]

Round Rotor Generators Salient Pole Generators

Parameter
Air

Cooled
Hydrogen
Cooled

Hydrogen/
Water Cooled 4 Pole Multipole

Synchronous
reactance

Xd p.u. 2.0–2.8 2.1–2.4 2.1–2.6 1.75–3.0 1.4–1.9
Xq p.u. 1.8–2.7 1.9–2.4 2.0–2.5 0.9–1.5 0.8–1.0

Transient
reactance

X0
d p.u. 0.2–0.3 0.27–0.33 0.3–0.36 0.26–0.35 0.24–0.4

X0
q p.u. — — — 0.3–1.0

Subtransient
reactance

X00
d p.u. 0.15–0.23 0.19–0.23 0.21–0.27 0.19–0.25 0.16–0.25

X00
q p.u. 0.16–0.25 0.19–0.23 0.21–0.28 0.19–0.35 0.18–0.24

Transient time constants T 0
d s 0.6–1.3 0.7–1.0 0.75–1.0 0.4–1.1 0.25–1

Subtransient time
constants

T 00
d s 0.013–0.022 0.017–0.025 0.022–0.03 0.02–0.04 0.02–0.06

T 00
q s 0.013–0.022 0.018–0.027 0.02–0.03 0.025–0.04 0.025–0.08

Transient open-
circuit time
constants

T 0
d0 s 6–12 6–10 6–9.5 3–9 1.7–4.0

T 0
q0 s — — — 0.5–2.0

Subtransient open-
circuit time
constants

T 00
d0 s 0.018–0.03 0.023–0.032 0.025–0.035 0.035–0.06 0.03–0.1

T 00
q0 s 0.026–0.045 0.03–0.05 0.04–0.065 0.13–0.2 0.1–0.35

Stator leakage reactance Xl p.u. 0.1–0.2 0.1–0.2
Stator resistance Ra p.u. 0.002–0.02 0.0015–0.005

Note: All values are unsaturated.
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do not include measurement of the field circuit during the short-circuit tests, and
consequently the field circuit is not specifically identified.

Several alternative testing and analytical methods have been proposed and used to
obtain better models: enhanced sudden short-circuit tests [16,17], stator decrement test
[17–19], frequency-response tests [20–24]. For more information, the reader can refer to
Refs [1,10].

2.1.5 Magnetic Saturation

The effects of stator and rotor iron saturation were neglected so far in the development of
basic equations of the synchronous generator and the analysis of its characteristics.
However, as known, in the case of a ferromagnetic circuit, the saturation occurs in the
iron leading to considerable nonlinearity. Therefore, in the general case of magnetic
circuits with air gap, as for the synchronous generators, where the closing path of the flux
linkages contains the magnetic iron and the air gap, a dependency exists between the
flux linkages c and the magnetomotive force vm as indicated by the characteristics in
Figure 2.31.

In the absence of saturation, this dependency is illustrated by the line OA called air
gap line or air gap characteristic, indicating the field current (or mmf) required to
overcome the reluctance of the air gap. In this case, the magnetic circuit reluctance is
dominated by the air gap reluctance.

In reality, the more the magnetomotive force increases, the more the iron saturates and
the characteristic c–vm diverts from the air gap line following the saturation curve OB.
Consequently, the mmf vmt necessary to obtain a given value ct of the total flux consists of
the mmf corresponding to the air gap line vmi and the mmf corresponding to the iron vmf,
that is, vmt ¼ vmi þ vmf.

Under these considerations, the degree of saturation in the rotor and stator iron can
be quantified by the saturation coefficient KS, defined as the ratio of the mmf necessary to
obtain the flux ct in the absence of saturation to the mmf necessary to obtain the same
flux considering the saturation effect. Therefore, observing the similarity of triangles
(Figure 2.31), it results

KS ¼ vmi

vmi þ vmf
¼ ct

ct þ cS

¼ 1

1þ ðcS=ctÞ
¼ 1

1þ S
(2.113)

where S ¼ cS=ct is the saturation function of the magnetic iron.

ψ

ψS

t

ψt+ψS

vmf

vmvmi vmt

A

B

0

ψ

Figure 2.31. Flux–mmf characteristics for a magnetic iron

circuit.
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By neglecting the magnetic saturation, linear dependency relationships are obtained
between the flux linkages, respectively between electromotive forces and the correspond-
ing currents, which in the case of synchronous generator the computational effort is much
simplified. Instead, by considering the iron saturation through considerable nonlinearities
makes more complicated the analysis of power system transients. Under these conditions,
from the dynamic analysis point of view, rigorously representation of synchronous
generator saturation is inadequate, since, in general, appropriate information is not
available for such approach. For this reason, approximate methods are used in practice
to represent the magnetic saturation [1,25,26].

2.1.5.1 Open-Circuit and Short-Circuit Characteristics. For a synchronous
generator, the data essential to the treatment of saturation and its influence on the ratio
performance/cost are given by the open-circuit and short-circuit characteristics drawn
based on measurements.

The open-circuit characteristic (OCC) gives the variation of terminal voltage v in
terms of the field current If under no-load and rated speed conditions. Knowing that under
no-load conditions the current is zero, that is Id ¼ Iq ¼ 0, from the synchronous generator
equations, it results

cq ¼ 0; vd ¼ 0

cd ¼ LmdIf ; v ¼ vq ¼ Ef ¼ XmdIf
(2.114)

from which, taking into account that the angular speed in per unit is vr ¼ 1, it results that
the flux cd and terminal voltage v, in per unit, are equal. Therefore, the open-circuit
characteristic gives either the variation of the terminal voltage or the variation of the flux
linkage in terms of the field current.

A typical open-circuit characteristic is shown in Figure 2.32. It can be seen that for
values of voltage at the armature terminals lower than 0.8, in per unit, the saturation is
practically inexistent and the open-circuit characteristic follows the air gap line indicating
the field current required to overcome the air gap magnetic resistance (reluctance).

However, for values of the terminal voltage greater than 0.8 p.u., magnetic saturation
occurs and, therefore, the open-circuit characteristic diverts from the air gap line. Taking
into account equations (2.114) for open-circuit conditions, it results that the departure
of this characteristic is an indication of the degree of saturation in the d-axis of the
synchronous generator.
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Figure 2.32. Typical open-circuit and short-circuit characteristics.
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The short-circuit characteristic (SCC) gives the variation of the short-circuit current in
terms of the field current If, with the generator operating at rated frequency in the steady
state and the armature terminals short-circuited (Figure 2.32). The SCC is linear since the
saturation is low or absent due to the demagnetizing effect of the armature reaction [1].

Under short-circuit conditions, if the stator resistance (R) is neglected, the terminal
voltage being equal to zero vd¼ vq¼ 0, from the steady-state equations of the synchronous
generator, it results that the induced emf is

Ef ¼ XdISC (2.115)

and, therefore, the unsaturated value of d-axis synchronous reactance, given by relation
Xd ¼ Ef =ISC, is constant.

It is obvious that, in the presence of magnetic saturation, the ratio Ef/ISC is not
constant, decreasing with the increase of the field (Figure 2.33). Therefore, the d-axis
synchronous reactance Xd is no longer an independent parameter of the synchronous
generator, taking different values depending on the operating state.

If the saliency is neglected (Xd ¼ Xq ¼ XS), and taking into account that the induced
emf is directly proportional to the field current intensity, then equation (2.115) can be
written as

KIf ¼ XSISC (2.116)

Since under rated short-circuit state ISC ¼ 1 p.u., and the corresponding field current is
IfSC (see Figure 2.32), from equation (2.116) it results

KIfSC ¼ 1:0 � XS;unsat (2.117)

where XS; unsat is the unsaturated value of synchronous reactance.
On the other hand, considering that under no-load conditions the terminal voltage is

1 p.u., according to Figure 2.32, the value of the field current corresponding to this voltage,
on the air gap characteristic, is If1 and thereforeKIf1 ¼ 1. Taking into account this equality,
from equation (2.117), the unsaturated value of the synchronous reactance is obtained:

XS;unsat ¼ IfSC

If1
(2.118)

If the effect of saturation is considered, then, according to Figure 2.32, in order to
obtain a terminal voltage equal to 1 p.u. (rated no-load voltage), the value of the necessary
field current is If2 > If1, and the saturated value of the synchronous reactance is

1

1.5

0.5

0.5 1 1.5 2 If

Xd

Ef

Isc

Figure 2.33. Variation of synchronous reactance.
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XS;sat ¼ IfSC

If2
<

IfSC

If1
¼ XS;unsat (2.119)

In conclusion, in the case of a nonlinear characteristic of the no-load condition, the
values of the synchronous reactance that should be taken into account in steady-state
stability studies under normal operating condition of the generator, do not perfectly
coincide with the values Xd, obtained from short-circuit measurements; however, the
characteristic of Xd variation—decreasing for large field currents—is also maintained
under these conditions.

Usually, information about synchronous reactance of the generators always contains
unsaturated values of the reactance. In steady-state stability assessment, in the calculation
of power characteristics, and so on, these values should be lowered by at least 20–30%.

For round rotor generators, with uniform air gap, the saturation has the same influence
both on the d- and q-axis synchronous reactances. Instead, for salient pole generators, the
higher value of the air gap along the q-axis removes the influence of the iron characteristic
on the q-axis synchronous reactance Xq, practically being independent of the saturation.

The short-circuit ratio (SCR) is a measure of the relative strength of rotor (field) and
stator ampere-turns. It is the ratio of the field current required to produce rated stator
voltage at rated speed on the open-circuit curve to the field current required to produce
rated stator current at short circuit. The unsaturated value is given by SCR ¼ If1=IfSC, and
is the reciprocal of the unsaturated per unit synchronous impedance. The saturated short-
circuit ratio is given by If2=IfSC, which is slightly different than the reciprocal of the per
unit synchronous reactance and may exhibit small fluctuations.

SCR is an indicator reflecting the degree of saturation having a practical significance
with respect to both the performance of the generator and its cost. Therefore, the lower the
degree of saturation, the lower is the SCR and has a minimum value, equal to the inverse of
reactance XS,unsat, in the absence of saturation [1].

2.1.5.2 Considering the Saturation in Stability Studies. In the representation
of magnetic saturation for stability studies, a simple method is necessary to determine the
saturation factor KS, defined according to (2.113), for any operating condition and to
introduce it in the calculation of synchronous generator parameters.

In developing a saturation model, the following assumptions are usually made [27]:

(i) Usually the only saturation data available for a machine is its open-circuit
characteristic. It is commonly assumed that the d-axis saturation characteristic of
the loaded generator is the same as the open-circuit characteristic. In using the
OCC when the generator is loaded it is necessary to assume some flux level to
identify the operating point. In somemodels the total air gap flux is used, while in
others the voltage behind subtransient reactance is used.

(ii) It is often assumed that for round rotor machines the d- and q-axis saturation
characteristics are the same. Several investigations have revealed that the q-axis of
round rotor machines saturates significantly more than the d-axis, leading to errors
in the calculation of the initial rotor angle and field excitation. Ideally, a generator
saturationmodel should allow for different d- and q-axis saturation characteristics.

(iii) Saturation functions can be used to represent saturation characteristics, including
two-piece linear, exponential, nonlinear, and quadratic. The choice has little
effect on the accuracy of the model and will normally be determined by ease of
implementation.
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(iv) In the coupled-circuit representation of saturation, it is usually assumed that the
leakage reactances are independent of saturation and that the leakage fluxes have
reduced contribution to the iron saturation. Hence, only the magnetizing reac-
tances Xmd and Xmq saturate and their saturation is determined by the air gap flux
linkages.

The saturated values of the mutual inductances are determined by

Lmd ¼ KSdLmd;unsat

Lmq ¼ KSqLmq;unsat

(2.120)

where KSd and KSq represent the degree of saturation in the d-axis and q-axis, respectively,
and Lmd,unsat and Lmq,unsat are the unsaturated values of Lmd and Lmq.

The factor KSd can be determined from the OCC. Let us consider an operating point
marked with “a” on the OCC to which the field current If ;a and flux ca corresponds
(Figure 2.34a).

Taking into account equation (2.113) of the saturation factor and the similarity of
triangles, it results

KSd ¼ ca

ca þ cS

¼ If ;0

If ;a
(2.121)

Regarding the determination of the degree of saturation in the q-axis, the following
issues are taken into account:

� For salient pole generators (hydrogenerators), since the closing path of the flux is
mainly air, the iron saturation along the q-axis is insignificant and therefore it can be
approximated that KSq ¼ 1 for all loading conditions.

� For round rotor generators (turbogenerators), magnetic saturation exists also in the
q-axis, and the factor KSq should be determined from the no-load saturation charac-
teristic along the q-axis. Since data referring to this characteristic are not available
(the magnetizing characteristic along the d-axis is obtained through open-circuit
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Figure 2.34. Open-circuit saturation characteristic of the synchronous generator used for eval-

uation of saturation effects under loaded conditions: (a) definition of the saturation factor in the

d-axis; (b) definition of saturation segments [1].
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measurement) it can be approximated, with good accuracy that KSq ¼ KSd. This
approximation is equivalent with the assumption that the air gap and themagnetic path
reluctance, respectively, are nonuniform along the rotor circumference.

Taking into account the above-presented issues, it results that, in order to represent the
effects of saturation, it is necessary to identify a suitable mathematical function, which can
quantify the deviation of OCC from the air gap line. In this regard, the OCC is divided into
three segments (Figure 2.34b) [1]:

� Segment I, corresponding to the interval in which saturation phenomenon does not
occur, is characterized by values of the flux linkages lower than the threshold value
cI, which is usually 0.8 p.u. In this case, it results

cS ¼ 0 (2.122)

� Segment II, corresponding to a partially saturation of the magnetic iron, is charac-
terized by values of the flux linkages greater than cI and lower than cII. The
threshold value cII over which full saturation of the magnetic iron occurs is usually
1.2 p.u. In this case, cS can be expressed by an exponential function:

cS ¼ AS e
BS ca�cIð Þ (2.123)

where AS and BS are constants depending on the saturation characteristic in the
segment II. Whenca ¼ cI, from equation (2.123) it resultscS ¼ AS and therefore this
representation results in a small discontinuity at the junction of segments I and II.
However, AS is normally very small and the discontinuity is inconsequential.
� Segment III, corresponding to full saturation of the iron, is characterized by values of
the flux linkages larger than cII. In this case, the deviation from the air gap
characteristic can be evaluated by

cS ¼ cG2 þ Lratioðca � cIIÞ � ca (2.124)

where Lratio ¼ Lmd;unsat=Lincr is the ratio of the slope of the air gap line, equal to the
unsaturated value of the inductivity Lmd;unsat, to the incremental slope of segment III of
the OCC.

Then, saturation characteristic for any given synchronous generator is completely
defined by parameters cI, cII, cG2, AS, BS, and Lratio.

The value of KSd, for any given operating condition, is computed as a function of the
corresponding air gap flux linkage given by

ca ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

md þ c2
mq

q
(2.125)

wherecmd andcmq are the d- and q-axis components of the air gap or mutual flux linkages.
The values of the two components cmd and cmq are given by

cmd ¼ cd þ LlId

cmq ¼ cq þ LlIq
(2.126)

where L1 is the leakage inductance.
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Multiplying equations (2.126) by vr and taking into account the stator equations

Vd ¼ �RId � vrcq

Vq ¼ �RIq þ vrcd

resulted by neglecting the transformer emf dcd=dt and dcq=dt in equations (2.39a) and
(2.39b), obtain

vrcmd ¼ vrcd þ vrLlId ¼ Vq þ RIq þ vrLlId ¼ Vmq

vrcmq ¼ vrcq þ vrLlIq ¼ �Vd � RId þ vrLlIq ¼ �Vmd

(2.127)

from which it results

Vmd þ jVmq ¼ Vd þ jVq þ R Id þ jIq
� �þ jvrLl Id þ jIq

� �
(2.128a)

and

_V a ¼ _V þ Rþ jXlð Þ_I (2.128b)

In the per unit system, given that vr ¼ 1, from equations (2.127) and (2.128) it results
that the flux linkage ca is equal to the air gap voltage magnitude Va.

Under these conditions, for any operating state characterized by values _V and _I of the
terminal voltage and armature current, respectively, the computation of the saturation
factors KSd and KSq is performed using the following algorithm:

1. Compute, using equation (2.128b), the emf _V a and its components Vmd and
Vmq.

2. Compute the air gap flux linkage ca ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

md þ c2
mq

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
md þ V2

mq

q
.

3. In terms of the value ofca computed at step 2, the deviationcS from the air
gap line is determined using equations (2.122), (2.123), or (2.124).

4. Using equation (2.121), determine KSd.

5. If the generator has round rotor then set KSq ¼ KSd, whereas if the
generator has salient rotor set KSq ¼ 1.

In detailed machine modeling, where the equations are expressed explicitly in terms of
mutual and leakage reactances, saturation can be accounted for simply adjusting the values
of Xmd and Xmq during the step-by-step computation, according to

Xmd;S ¼ Xmd

1þ KSd
; Xmq;S ¼ Xmq

1þ KSq

CROSS-MAGNETIZING PHENOMENON. It has been recognized that the magnetic coupling
between the direct and quadrature axes of saturated synchronous machine, known as cross-
magnetizing phenomenon, which in effect results in the accurate representation of the
saturation effect in the axis of the resultant ampere-turns, plays an important role in their
analysis. This magnetic coupling causes changes in the flux linkages in their direct and
quadrature axes. This could be represented in the phasor diagram in the form of two d- and

72 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



q-axis voltage drops, Edq and Eqd, which are proportional to the change in the d- and q-axis
flux linkages, respectively, and which can be called the cross-magnetizing voltages. The
values of these cross-magnetizing voltages are functions of the ampere-turns of both the
direct and quadrature axes [28]. In this case, the projections of the internal voltage behind
the leakage and Potier reactances on the direct and quadrature axes are used to define the
operating point on the corresponding saturation curves to determine Kd and Kq, respec-
tively. More details can be found in the IEEE Std. 1110-2002 [[6], Section 6.2.3].

2.1.6 Modeling in Dynamic State

2.1.6.1 Simplified Electromagnetic Models. The power system stability studies
are usually based on the following assumptions:

� Transformer emf due to variation in time of the flux linkages (dcd=dt and dcq=dt) is
neglected.

� The rotor speed vr ¼ du=dt is assumed equal to v0, since the deviations of the
angular speed are small.

� The stator winding resistance R, which has low value, is neglected.
� The magnetic saturation is neglected.

SYNCHRONOUS GENERATOR WITH ROTOR FIELD WINDING ONLY. In this particular case
assumes that only the field winding is located on the rotor besides the two fictitious
windings d and q, respectively, which are equivalent to the stator winding. Therefore, the
Park equations of the synchronous generator, expressed in p.u., become

Vd ffi �v0cq (2.129a)

Vq ffi v0cd (2.129b)

cd ¼ �LdId þ LmdIf (2.130a)

cq ¼ �LqIq (2.130b)

cf ¼ �LmdId þ Lf If (2.130c)

Vf ¼ Rf If þ
dcf

dt
) dcf

dt
¼ Vf � Rf If (2.131)

whereLd; Lq are thed-andq-axissynchronousinductances,Lf is thefield-windinginductance,
Lmd is the mutual inductance between the field winding f and the fictitious d winding.

Substituting the flux equations from (2.130a) and (2.130b) in (2.129a) and (2.129b), it
results

Vd ffi XqIq (2.1290a)

Vq ffi �v0LdId þ v0LmdIf ¼ �XdId þ EIq (2.1290b)

EIq ¼ v0LmdIf ¼ XmdIf (2.132)

where Xd ¼ v0Ld is the d-axis synchronous reactance, Xq ¼ v0Lq is the q-axis synchro-
nous reactance, and EIq is the emf proportional to the field current.
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Under no-load conditions, when Id ¼ Iq ¼ 0, from (2.1290b) it results that Vq ¼ EIq.
Therefore, EIq is called open-circuit electromotive force or open-circuit voltage.

The field current If is expressed from equation (2.130c) of the rotor circuit flux
linkages and substituted in equation (2.130a) of the d-axis flux linkages, which gives

cd ¼ � Ld � L2md

Lf

� �
Id þ Lmd

Lf
cf ¼ �L0dId þ

Lmd

Lf
cf (2.133)

Taking into account (2.133), from (2.129b) obtain

Vq ¼ �X0
dId þ E0

q (2.134)

where X0
d is the d-axis transient reactance, with

X0
d ¼ v0L

0
d ¼ v0 Ld � L2md

Lf

� �
(2.135)

and E0
q is the emf proportional to the rotor circuit flux linkages or the emf behind the

transient reactance:

E0
q ¼ v0

Lmd

Lf
cf (2.136)

It can be seen that, in the case of the simplified model, equation (2.129a) remains
unchanged since there is no rotor winding in the q-axis.

The relationship between EIq and E
0
q may be easily obtained by equating the two forms

(2.1290b) and (2.134) of the voltage Vq:

�XdId þ EIq ¼ �X0
dId þ E0

q

that is

EIq ¼ Xd � X0
d

� �
Id þ E0

q (2.137)

In order to establish the variation in time of the voltage E0
q, its definition expression

(2.136) is differentiated, taking also into account equation (2.131). It then results

dE0
q

dt
¼ v0

Lmd

Lf

dcf

dt
¼ v0

Lmd

Lf
Vf � v0Lmd

Rf

Lf
If (2.138)

Taking into account that

Ef ¼ v0
Lmd

Rf

Vf (2.58)

is the induced emf by the field current under no-load conditions (see Section “Equivalent
Circuit and Phasor Diagram”), and

T 0
d0 ¼

Lf

Rf

(2.139)

74 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



is the d-axis open-circuit time constant, that is, the time constant of the rotor winding when
the stator winding is open-circuited, the differential equation (2.138) becomes

dE0
q

dt
¼ v0Lmd

Rf

Rf

Lf
Vf � v0LmdIf

Rf

Lf
¼ ðv0LmdVf Þ=Rf � v0LmdIf

Lf =Rf

or

dE0
q

dt
¼ Ef � EIq

T 0
d0

(2.140)

Also, from (2.140) the relationship between Ef and EIq is obtained under the form

Ef ¼ EIq þ T 0
d0

dE0
q

dt
(2.141)

Substituting equation (2.137) of the emf EIq in (2.140), it results

dE0
q

dt
¼ 1

T 0
d0

�E0
q þ Ef � Xd � X0

d

� �
Id

h i
(2.1400)

Equations (2.140) and (2.1400), called damping equations of the field flux, expressing
the variation of the magnetic flux in the field winding (represented by E0

q in (2.136)) under
the influence of the excitation (Ef ), as well as of the armature reaction (Id).

Another form of the differential equation representing the variation in time of the emf
E0
q is obtained by eliminating the variables EIq and Id from equations (2.1290b), (2.134), and

(2.141). In this respect, from (2.1290b) the current Id is expressed and substituted in (2.134),
which gives

Vq ¼ �X0
d

Xd

EIq � Vq

� �þ E0
q (2.142)

Expressing EIq from (2.141) and substituting in (2.142) gives

Vq ¼ �X0
d

Xd

Ef þ T 0
d0

X0
d

Xd

dE0
q

dt
þ X0

d

Xd

Vq þ E0
q

or

T 0
d

dE0
q

dt
þ E0

q ¼
X0
d

Xd

Ef þ Xd � X0
d

Xd

Vq (2.143)

where

T 0
d ¼ T 0

d0

X0
d

Xd

(2.144)

is the transient short-circuit time constant defined assuming that the stator windings are
short-circuited.
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From equation (2.143) it results, by numerical integration, the variation in time of the
quantity E0

q under transient conditions.
In order to develop the phasor diagram of the synchronous generator with damper

winding neglected (only with field winding) under transient conditions (Figure 2.35), it is
necessary to express the emf E0

q, EIq, and Eq in terms of the d- and q-axis components of the
stator voltages and currents.

Therefore, if equation (2.1290b) is multiplied with j, gives

jEIq ¼ jVq þ jXdId

or using phasor notations

_EIq ¼ _Vq þ jXd _I d (2.145)

Substituting EIq from (2.1290b) in (2.137) gives

E0
q ¼ EIq � Xd � X0

d

� �
Id ¼ Vq þ X0

dId

Multiplying with j and using phasor notations gives

_E 0
q ¼ _Vq þ jX0

d _I d (2.146)

From equations (2.145) and (2.146), it can be seen that the emf phasors _EIq and _E 0
q are

located along the q-axis; previously it was shown that the emf _Eq is also located along
the q-axis. The voltage _E 0

q is the projection on the q-axis of the emf _E 0 (behind the
reactance X

0
d).

If in equation (2.60)

_Eq ¼ j XmdIf � Xd � Xq

� �
Id

� �
(2.60)

δIq

Id

Ed Vd

Vq

jX'dI
E'

jXqI

Eq

E'q

E Iq

X Iq d

( – )X X Id q d

X' Id d

V

I

q-axis

d-axis

+j

+1

Figure 2.35. Synchronous generator phasor diagramwith

damper winding neglected, under transient conditions, in

terms of Eq, EIq, and E0
q.
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we substitute equation (2.132) EIq ¼ XmdIf , gives

_EIq ¼ _Eq þ j Xd � Xq

� �
_I d (2.147)

The simplified model—a third-order model—of the synchronous generator, which
assumes only the existence of the field winding in the rotor (without damper circuits in the
d- and q-axis), is used in the dynamic analysis of the small-signal stability and less in
transient stability studies. The simplified model consists of the following equations:

a. The differential equation defining the component of transient emf E
0
q:

dE0
q

dt
¼ 1

T 0
d0

�E0
q þ Ef � Xd � X0

d

� �
Id

h i
(2.1400)

b. The swing equations (2.10) and (2.100), defining the variables v and d:

M
dv

dt
þ Dv ffi Pm � Pe

dd

dt
¼ v0v

(2.10)

or

M

v0

d2d

dt2
þ D

v0

dd

dt
� Pm � Pe (2.100)

c. Algebraic equations:

Id ¼
E0
q � Vq

X0
d

(2.1350)

Iq ffi Vd

Xq

(2.1290a)

A particular form of this model can be obtained if consider E0
q ¼ ct: on the time

interval of the analyzed dynamic condition.

SYNCHRONOUS GENERATOR WITH ONE DAMPERWINDING IN THE q-AXIS. In completing the
set of equations developed for the previous case—synchronous generator without damper
windings—the Park equations are written also for the damper winding Q in the q-axis.

Flux linkages equations (cq) and (cQ):

cq ¼ �LqIq þ LmQIQ (2.320b)

cQ ¼ �L0mQIq þ LQIQ (2.340c)

where Iq is the component of armature current in the q-axis and IQ is the current in the
damper circuit.

THEORY ANDMODELING OF SYNCHRONOUS GENERATOR 77



Equation of the d-axis terminal voltage component:

Vd ffi �v0cq (2.129a)

Equation of the damper circuit Q in the q-axis:

0 ¼ RQIQ þ dcQ

dt
(2.400c)

where RQ is the damper circuit resistance.
Rearranging the terms from equations (2.320b), (2.340c), (2.129a), and (2.400c) yields [1]

Vd ¼ XqIq þ EId (2.148)

Vd ¼ X0
qIq þ E0

d (2.149)

0 ¼ EId þ T 0
q0

dE0
d

dt
(2.150)

where Xq ¼ v0Lq is the q-axis synchronous reactance;
and

X0
q ¼ v0L

0
q ¼ v0ðLq � ðL2mq=LQÞÞ (2.151)

is the q-axis transient reactance;

EId ¼ �v0LmqIQ (2.152)

is the voltage proportional to the damper circuit current (q-axis);

E0
d ¼ �v0ðLmq=LQÞcQ (2.153)

is the voltage proportional to the damper circuit flux linkages (q-axis); and

T 0
q0 ¼ LQ=RQ (2.154)

is the open-circuit time constant of the q-axis damper winding.
In order to eliminate the variables Iq and EId, the current Iq is expressed from (2.148)

and substituted in (2.149), which gives

Vd ¼
X0
q

Xq

Vd � EIdð Þ þ E0
d (2.1490)

Expressing EId from equation (2.150) and substituting in (2.1490), gives the differential
equation:

T 0
q

dE0
d

dt
þ E0

d ¼
Xq � X0

q

Xq

� �
Vd (2.155)
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where

T 0
q ¼ T 0

q0

X0
q

Xq

(2.156)

is the short-circuit time constant of the q-axis damper winding.
Another form of the differential equation (2.155) may be obtained by eliminating Vd.

Therefore, taking into account equations (2.149) and (2.156), it results

dE0
d

dt
¼ 1

T 0
q0

�E0
d þ Xq � X0

q

� �
Iq

h i
(2.1550)

From equation (2.155) or (2.1550), by numerical integration, it results the variation in
time of the quantity E0

d in transient state.
Equation (2.1550) together with equations (2.1400) and (2.10) forms the model of the

synchronous generatorwith one damperwinding in the q-axis,which is a fourth-ordermodel:

dE0
d

dt
¼ 1

T 0
q0

�E0
d þ Xq � X0

d

� �
Iq

� �
(2.1550)

dE0
q

dt
¼ 1

T 0
d0

�E0
q þ Ef � Xd � X0

d

� �
Id

� �
(2.1400)

M
dv

dt
þ Dv ffi Pm � Pe

dd

dt
¼ v0v

(2.10)

or

M

v0

d2d

dt2
þ D

v0

dd

dt
� Pm � Pe (2.100)

Id ¼
E0
q � Vq

X0
d

(2.1350)

Iq ¼ Vd � E0
d

X0
q

(2.14900)

The phasor representation of the quantities corresponding to the simplified model is
shown in Figure 2.36.

The reference coordinates system (d, q), individual for each synchronous machine,
was introduced, which rotates at the speed v with respect to the general reference
coordinates system (þ1, þj).

The expression of the active power for a salient pole generator is

Pe ¼ Re _V � _I�f g ¼ VdId þ VqIq ¼
E0
qVd

X0
d

� E0
dVq

X0
q

þ VdVq

1

X0
q

� 1

X0
d

 !
(2.157)
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SYNCHRONOUS GENERATOR WITH ONE DAMPERWINDING IN THE q-AXIS, AND THE TRANSIENT

SALIENCY NEGLECTED (X0
q ¼ X0

d). Replacing X
0
q by X

0
d in equations (2.149) and (2.134), we

achieve the voltage phasor as

_V ¼ Vd þ jVq ¼ E0
d þ X0

dIq þ j E0
q � X0

dId

� �
¼ _E 0 � jX0

d _I (2.158)

where

_E 0 ¼ E0
d þ jE0

q (2.159)

is the phasor of transient emf behind the d-axis transient reactance X0
d.

It can be seen that the phasor _E 0 has the two components defined earlier:

E0
d ¼ �v0

Lmq

LQ
cQ (2.153)

E0
q ¼ v0

Lmd

Lf
cf (2.136)

Usually, transient stability computations are extended over a short time period (several
seconds), period in which first swing power system stability or instability is decided. If, in
this period, assumes that the rotor flux linkages cf and cQ are approximately constant and
equal to those before the disturbance, it results other assumptions that lead to the classical
model of the synchronous generator for transient stability studies (for short term). In this
case, according to equations (2.136) and (2.153), the componentsE0

q andE
0
d of the phasor _E

0

are constant under transient conditions with respect to the coordinates reference system (d,
q), individual for each synchronous generator. It results that the phasor _E 0 has constant
magnitude and constant direction in the reference system (d, q) that rotates with the speedv.

This particular model offers considerable computational simplicity, required for
simulation in time of the transient state, since it simplifies the interconnecting procedure
of the synchronous generator to the electrical network.

Equation (2.158) written for each synchronous generator, together with the algebraic
equations of nodal voltage that defines the operating state of the electrical network
(assuming the loads modeled by constant admittances), allows direct computation of
the transient state at the instants tþ.

Knowing the operating state of the system at a given instant, in order to obtain the
dynamic response for the variables E0

q and E0
d, equations (2.143) and (2.155), where X0

q is

+j

+1

q

X' Id d
E'q

Vq

d

X' Iq q Id

E'd Vd

I

Iq V

ω

δ

Figure 2.36. Phasor representation of the voltages and currents

in transient state.
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replaced by X0
d, are integrated and gives

T 0
d

dE0
q

dt
þ E0

q ¼
X0
d

Xd

Ef þ Xd � X0
d

Xd

Vq (2.143)

T 0
q

dE0
d

dt
þ E0

d ¼
Xq � X0

d

Xq

Vd (2.15500)

M
dv

dt
þ Dv ffi Pm � Pe

dd

dt
¼ v0v

(2.10)

or

M

v0

d2d

dt2
þ D

v0

dd

dt
ffi Pm � Pe (2.100)

After obtaining, for each synchronous generator, the values of E
0
q and E

0
d , at the end of

an integration step, the computation is continued by determining a new operating point of
the system, followed by a new integration step, and so on.

Under these considerations (X0
q ¼ X0

d), the expression (2.157) of the active power of
synchronous generator becomes

Pe ¼
E0
qVd � E0

dVq

X0
q

(2.160)

Figure 2.37 illustrates the phasor diagram of voltages and currents assuming X
0
q ¼ X

0
d

and the transient model of the synchronous generator.
When the rotor speed changes, the angle d0 of the phasor _E 0 relative to the synchronous

reference system (þ1, þj) may be used instead of angle d to measure the change in rotor
position.

Iq

Id

E'd

X' Id q

Vd

d

Vq

jX' 'dI

E'

X' Id d

E'q

qω

+1

+j

I

V

VE

IjXd

'δ
δ

(a) (b)

qd
j jEEeEE ''''  

Figure 2.37. Phasor diagram (a) and transient model (b) of the synchronous generator assuming

X 0
q ¼ X 0

d.
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Therefore, the classical model used for transient stability studies consists of two
electromechanical differential equations and one phasor equation as follows:

M

v0

d2d0

dt2
þ D

v0

dd0

dt
ffi Pm � Pe (2.161)

dd0

dt
¼ v0v (2.162)

_E 0 ¼ E0 ejd
0 ¼ _V þ jX0

d _I (2.163)

where the magnitude of emf _E 0 is constant during the transient period.
When the classical model is used, the active power of the synchronous generator has

the expression

Pe ¼ E0V
X0
d

sin d0 (2.164)

2.1.6.2 Detailed Model in Dynamic State. MODELING THE ELECTROMAGNETIC

SUBTRANSIENT PHENOMENA. In order to obtain a high accuracy in transient stability
computation, the synchronous generators are modeled by systems of nonlinear differential
equations obtained based on Park transformation where the rotor is represented by four
equivalent windings: the field winding, a damper circuit in the d-axis, and two damper
circuits in the q-axis, respectively.

The mathematical model is based on the following main assumptions:

� In the rotor d-axis there exists the field winding ( f ) and a damper circuit (D); in the
rotor q-axis, the magnetic influence of two damper circuits (Q and K) is considered.

� The magnetic saturation is neglected, whereas in the equations of the voltage
components Vd and Vq, the transformer emf and the voltage drop across the armature
resistance (Ra¼ 0) are neglected.

Under these assumptions, the operational equations with external parameters that give
the synchronous generator performances in transient operation, expressed in the coor-
dinates system (d, q) solidary with the rotor, are

� components of the terminal voltage:

Vd ffi �vcq; Vq ffi vcd

� components of stator flux linkages:

cd ¼ A sð ÞVf � Ld sð ÞId (2.87)

cq ¼ �Lq sð ÞIq (2.79)

where s denotes the operator d/dt.

We observe from (2.87) that the d-axis component of the stator flux is dynamically
related to the field voltage and to the d-axis component of the armature current. Also, from
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(2.79) we see that the q-axis component of the stator flux is related only to the q-axis
component of the armature current. Generic dynamic models (Figure 2.38) can be drawn
based on equations (2.87) and (2.79) [12].

In the sixth-order dynamic model there are a field circuit and an additional rotor circuit
that acts along the d-axis and two additional rotor circuits that act along the q-axis. The
transfer functions Ld(s), Lq(s), and A(s) are expressed under the form [1,2,12,29]

Ld sð Þ ¼ Ld
1þ sT 0

d

� �
1þ sT 00

d

� �
1þ sT 0

d0

� �
1þ sT 00

d0

� � (2.880)

Lq sð Þ ¼ Lq

1þ sT 0
q

� �
1þ sT 00

q

� �
1þ sT

0
q0

� �
1þ sT 00

q0

� � (2.92)

A sð Þ ¼ Lmd

Rf

1þ sTkdð Þ
1þ sT 0

d0

� �
1þ sT 00

d0

� � (2.890)

Substituting the expressions from (2.880), (2.92), and (2.890) in equations (2.87) and
(2.79), the following operational equations used to define the components Id and Iq of the
stator current are obtained:

Id ¼ Ef

Xd

1þ sTkdð Þ
1þ sT 0

d

� �
1þ sT 00

d

� �� Vq

Xd

1þ sT 0
d0

� �
1þ sT 00

d0

� �
1þ sT 0

d

� �
1þ sT 00

d

� � (2.165)

Iq ¼ Vd

Xq

1þ sT 0
q0

� �
1þ sT 00

q0

� �
1þ sT 0

q

� �
1þ sT 00

q

� � (2.166)

where Ef ¼ vðLmd=Rf ÞVf , Xd ¼ vLd, and Xq ¼ vLq.
Further on, the mathematical model of the synchronous generator is presented, where

the differential equations that defines the transient and subtransient emf in the reference
coordinates system (d, q) are obtained by decomposing in simple fractions the operational
equations of the stator current components. The result is a simple system of four first-order
differential equations that model the electromagnetic transients of the synchronous
generator.

Id

Ef
A s( )

L sd( )
ψd q( )=V-

+

(a) (b)

Iq
–Lq(s)

ψq (       )= – Vd

Figure 2.38. General dynamic model of the electromagnetic part of a synchronous generator for

analysis of electromechanical phenomena.
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In order to define the subtransient E00
d and transient E

0
d emf in the d-axis, the operational

equation (2.166) is decomposed as follows:

Iq ¼ Vd

Xq

Aq þ Bq

1þ sT 00
q

þ Cq

1þ sT 00
q

� �
1þ sT 0

q

� �
2
4

3
5 (2.167)

where the constants Aq, Bq, and Cq can be obtained by equating equations (2.166) and
(2.167); the following conditions result:

Aq þ Bq þ Cq ¼ 1

T 0
q0 þ T 00

q0 ¼ Aq T 0
q þ T 00

q

� �
þ BqT

0
q

T 0
q0T

00
q0 ¼ AqT

0
qT

00
q

(2.168)

then we achieve

Aq ¼ T 0
q0T

00
q0

T 0
qT

00
q

 Xq

X00
q

Bq ¼ 1

T 0
q

T 0
q0 þ T 00

q0

� �
� Xq

X00
q

T 0
q þ T 00

q

� �" #

Cq ¼ 1þ Xq

X00
q

T 00
q

T 0
q

� T 0
q0 þ T 00

q0

T 0
q

(2.169)

Substituting the constant Aq from (2.169) in (2.167) gives

Iq ¼ Vd

X00
q

þ Vd

Xq

1

1þ sT 00
q

Bq þ Cq

1þ sT 0
q

 !
(2.170)

The d-axis subtransient emf E00
d is defined using the equation

E00
d ¼ Vd � X00

qIq (2.171)

from which we obtain

Iq ¼ Vd � E00
d

X00
q

Equating with equation (2.170), it results

E00
d ¼ �X00

d

Xq

Vd

1þ sT 00
q

Bq þ Cq

1þ sT 0
q

 !
(2.1710)

The d-axis transient emf E0
d is also defined by

E0
d ¼ �Cq

Vd

1þ sT 0
q

(2.172)
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The operational equation (2.1710) becomes

E00
d ¼ � 1

1þ sT 00
q

X00
q

Xq

BqVd � E0
d

� �
(2.17100)

The following first-order differential system of equations corresponds to the opera-
tional equations (2.172) and (2.17100):

T 0
q

dE0
d

dt
þ E0

d ¼ �CqVd (2.173)

T 00
q

dE00
d

dt
þ E00

d ¼ �X00
q

Xq

BqVd � E0
d

� �
(2.174)

If the q-axis transient reactance X0
q is additionally introduced, given by equation

(2.156)

X0
q ¼ Xq

T 0
q

T 0
q0

(2.175)

and neglecting the subtransient time since they have small influence, the following
approximate values are obtained for the constants Bq and Cq:

Bq ffi Xq

X00
q

X00
q � X0

q

X0
q

(2.176a)

Cq ffi
X0
q � Xq

X0
q

(2.176b)

It results, then, the following form of the differential equations (2.173) and
(2.174):

T 0
q

dE0
d

dt
þ E0

d ¼
Xq � X0

q

X0
q

Vd (2.177)

T 00
q

dE00
d

dt
þ E00

d ¼
X00
q

Xq

E0
d þ

X0
q � X00

q

X0
q

Vd (2.178)

Integration of equations (2.177) and (2.178) gives the time response of the quantities
E0
d and E00

d , used to determine the q-axis armature current.
In order to define the subtransient E00

q and transient E
0
q emf in the q-axis, the operational

equation (2.165) is decomposed under the form

Id ¼ Ef

Xd

B0
d

1þ sT 00
d

þ C0
d

1þ sT 00
d

� �
1þ sT 0

d

� �" #

� Vq

Xd

Ad þ Bd

1þ sT 00
d

þ Cd

1þ sT 00
d

� �
1þ T 0

d

� �" # (2.179)
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Equating equations (2.165) and (2.179) and identifying the terms, give

B0
d ¼

TQ

T 0
d

¼ a ; C0
d ¼ 1� að Þ ; Ad ¼ T 0

d0T
00
d0

T 0
dT

00
d

 Xd

X00
d

Bd ¼ 1

T 0
d

T 0
d0 þ T 00

d0

� �� Xd

X00
d

T 0
d þ T 00

d

� �	 


Cd ¼ 1þ Xd

X00
d

T 00
d

T 0
d

� T 0
d0 þ T 00

d0

T 0
d

(2.180)

Substituting the expression of Ad in equation (2.179), it results

Id ¼ Ef

Xd

1

1þ sT 00
d

B0
d þ

C0
d

1þ sT 0
d

� �
� Vq

Xd

1

1þ sT 00
d

Bd þ Cd

1þ sT 00
d

� �
� Vq

X00
d

(2.181)

The subtransient emf E00
q is defined by

E00
q ¼ Vq þ X00

dId (2.182)

which gives

Id ¼
E00
q � Vq

X00
d

Substituting the expression of Id in equation (2.181), it results

E00
q ¼

X00
d

Xd

1

1þ sT 00
d

B0
dEf � BdVq

� �þ 1

1þ sT 0
d

C0
dEf � CdVq

� �	 


Let us denote by

E0
q ¼

1

1þ sT 0
d

C0
dEf � CdVq

� �
(2.183)

therefore

E00
q ¼

1

1þ sT 00
d

X00
d

Xd

B0
dEf � BdVq þ E0

d

� �
(2.184)

The following differential equations correspond to the operational equations (2.183)
and (2.184):

T 0
d

dE0
q

dt
þ E0

q ¼ C0
dEf � CdVq (2.185)

T 00
d

dE00
q

dt
þ E00

q ¼
X00
d

Xd

B0
dEf � BdVq þ E0

q

� �
(2.186)

Using the expression of the d-axis transient reactance from (2.144) and applying
simplifying assumptions, obtain the following approximate expressions for the sought
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constants [29]:

Bd ffi Xd

X00
d

X00
d � X0

d

X0
d

; Cd ffi X0
d � Xd

X0
d

B0
d ¼ a; C0

d ¼ 1� að Þ
(2.187)

The following form of the differential system of equations (2.185) and (2.186) is
obtained

T 0
d

dE0
q

dt
þ E0

q ¼ 1� að ÞEf þ Xd � X0
d

X0
d

Vq (2.188)

T 00
d

dE00
q

dt
þ E00

q ¼
X00
d

Xd

aEf þ E0
q

� �
þ X0

d � X00
d

X0
d

Vq (2.189)

Integration of differential equations (2.188) and (2.189) gives the time response of the
variables E0

q and E00
q used to determine the d-axis armature current.

Figure 2.39 shows the phasor diagram of the voltages when considering the sub-
transient electromagnetic phenomena.

INTERCONNECTION OF SYNCHRONOUS GENERATOR TO THE ELECTRICAL GRID. As previously
shown, the Park equations of the synchronous generator are referred to a local reference
system, individual for each machine (d- and q-axis), which rotates at the same speed vr as
the rotor.

Interconnection of the synchronous generator to the electrical grid requires a common
angular reference—the unique coordinates reference system (þ1, þ j) or (Re, Im), which
rotates at synchronous speed v0. Therefore, the rotational phasors of the electrical
parameters and the d- and q-axis of the synchronous generator are represented on the
same diagram (Figure 2.40). Let us denote by d the angle by which the rotor q-axis leads
the synchronous axis þ1.

Under steady-state conditions, d is the angle of the emf _Eq, whereas under dynamic
conditions, d varies in time with the rotor speed.

According to Figure 2.40, the coordinates system (d, q), associated to the synchronous
generator, rotates counterclockwise with the angle d� p=2 with respect to the coordinates
system (þ1,þ j), associated to the electrical grid. Therefore, the voltage phasor _V may be
expressed in two ways [43].

Ed

IX qq

Vd

d

Vq E"

IX dd

Eq

q

+1

+j

EIm

ERe

0
V

VRe

VIm

ω

ω
δ

Figure 2.39. The phasor diagram of the voltages when

considering the subtransient electromagnetic phenomena.
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(i) In terms of components Vd and Vq:

_V ¼ Vd þ jVq

� �
ej d�p=2ð Þ (2.190)

(ii) In terms of components VRe and VIm:

_V ¼ VRe þ jV Im ¼ V eju (2.191)

It, therefore, results

VRe þ jV Im ¼ Vd þ jVq

� �
ej d�p=2ð Þ ¼ Vd þ jVq

� �
cos d� p=2ð Þ þ j sin d� p=2ð Þ½ 


Identifying the real and imaginary components, obtain the transformation equations
from the coordinates system (d, q) to the coordinates system (þ1, þj)

VRe ¼ Vdcos d� p=2ð Þ � Vqsin d� p=2ð Þ ¼ Vdsin dþ Vqcos d

V Im ¼ Vqcos d� p=2ð Þ þ Vdsin d� p=2ð Þ ¼ �Vdcos dþ Vqsin d

or in matrix form

VRe

V Im

" #
¼ sin d cos d

�cos d sin d

" #
Vd

Vq

" #

The inverse transformation, that is, from the coordinates system (þ1, þj) to the
coordinates system (d, q), is given by the matrix relationship:

Vd

Vq

" #
¼ sin d �cos d

cos d sin d

" #
VRe

V Im

" #

For converting the components E00
Re and E00

Im of the phasor _E 00, from the coordinates
system (d, q) to the general coordinates system (þ1,þj), the following equations are
used:

E00
Re ¼ E00

d sin dþ E00
q cos d

E00
Im ¼ E00

q sin d� E00
d cos d

(2.192)

VRe

V d

V q

VIm

V

+1

d

q

+j

δ Figure 2.40. The dependence between the coordinates sys-

tem of the power grid (þ1, þj) and that of the synchronous

generator (d, q).
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If the voltage equations in the coordinates system (d, q)

Vd ¼ X00
qIq þ E00

d

Vq ¼ �X00
dId þ E00

q

are expressed in the unique reference system (þ1, þj), using the expressions (2.190) and
(2.192) give the following matrix equation:

VRe

V Im

" #
¼

X00
q � X00

d

� �
sin d cos d X00

q sin
2 dþ X00

d cos
2 d

� X00
q cos

2 dþ X00
d sin

2 d
� �

� X00
q � X00

d

� �
sin d cos d

2
64

3
75: IRe

IIm

" #
þ

E00
Re

E00
Im

" #

(2.193)

For a round rotor generators, with subtransient saliency neglected, the subtransient
reactances are equal X00

d ¼ X00
q ¼ X00, and equation (2.193) becomes

VRe

V Im

" #
¼

0 X00

�X00 0

" #
:

IRe

IIm

" #
þ

E00
Re

E00
Im

" #
(2.194)

or

VRe ¼ X00IIm þ E00
Re

V Im ¼ �X00IRe þ E00
Im

It results

_V ¼ VRe þ jV Im ¼ E00
Re þ jE00

Im

� �� jX00 IRe þ jIImð Þ ¼ _E 00 � jX00 _I (2.195)

where the phasor _E 00 stands for the subtransient emf behind the reactance X00.
Equations (2.193), in the general case, or (2.195), in the case of X00

d ¼ X00
q , are used for

interconnecting each synchronous generator to the electrical grid. In this respect, from
(2.193) obtain the phasor of currents injected by the synchronous generator into the
electrical network, which can also be expressed in terms of the terminal voltage phasor and
the subtransient emf phasor:

IRe

IIm

" #
¼

X00
q � X00

d

� �
sin d cos d X00

q sin
2 dþ X00

d cos
2 d

� X00
q cos

2 dþ X00
d sin

2 d
� �

� X00
q � X00

d

� �
sin d cos d

2
64

3
75
�1

:
VRe

V Im

" #
�

E00
Re

E00
Im

" #" #

(2.196)

With subtransient saliency neglected, gives

IRe ¼ 1

X00 E00
Im � V Im

� �
IIm ¼ 1

X00 VRe � E00
Re

� �
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or in phasor form

_I ¼ _E 00

jX00 �
1

jX00 _V (2.197)

that represents the Norton equivalent of the synchronous generator “seen” from its
terminals.

Therefore, the synchronous generator can be represented by one of the equivalent
circuits shown in Figure 2.41.

2.1.7 Reactive Capability Limits

2.1.7.1 Loading Capability Chart. The synchronous generator is the main equip-
ment in a bulk power system used for voltage control. A generator maintains the voltage at
its terminals to the predefined value by exchanging reactive power with the electrical
network. The produced/absorbed amount of reactive power needed for the generator to
control the voltage as required by the system operator may fall beyond the capability limits
of the generator.

The reactive capabilities of the synchronous generator depend on the type of cooling
employed and the environmental conditions such as pressure of cooling agent (e.g.,
hydrogen) or air temperature (which is variable with the season, e.g., summer or winter).

In order to develop the capability curves of the synchronous generator we start from
the phasor diagram of the synchronous machine under balanced steady state from
Figure 2.16, in which we neglect the resistance since it is much smaller then the reactance
and considering the round rotor generator, with XS ¼ Xd ¼ Xq. The saturation is also
neglected as it involves negligible differences. In terms of powers, we obtain the so-called
loading capability chart (Figure 2.42) [30].

In the following we define the three design limits of the generator that restrict
provision of reactive power.

(i) Armature Current Limit. The current produced by the generator results in
heating of the stator windings and significant damages if limiting actions are not
taken. For this reason, the value of the current carried in the stator winding must
be limited to a certain value. In the P–Q plane, this limit is a circle with center
in the origin and radius equal to the rated apparent power (Figure 2.42). The
complex output power is given by the expression

_S ¼ Pþ jQ ¼ _V g _I
�
g ¼ VgIg cos wg þ j sin wg

� �

E

Z I

V

(a) (b)

I Y E= Y″

I

V″″″

″

″

Figure 2.41. The equivalent circuits of the synchronous generator with magnetic saturation

neglected: (a) Th�evenin equivalent; (b) Norton equivalent.
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Assuming nominal terminal voltage and armature current as well as nominal
cooling conditions, the output apparent power is a combination of active and
reactive powers. At the limit, more reactive power may require reduction of the
active power and vice versa.

(ii) Field Current Limit. The excitation current carried in the rotor winding causes
also heating and energy losses and therefore a second limit is defined. In the plane
P–Q, this limit is given by the arc of the circle with origin in (�V2

g=XS) and radius
(VgEq=XS). The origin of this circle and, therefore, the length of the radius
depends on the size of the generator reactance. This circle is obtained by
multiplying the phasors of Vg, Eqð¼ XmdIf Þ, and XSIg from Figure 2.16 with
Vg=XS. Therefore, the output powers can be expressed as

P ¼ VgIg cos wg ¼
EqVg

XS
sin di (2.198)

Q ¼ VgIg sin wg ¼
EqUg

XS
cos di �

V2
g

XS
(2.199)

As seen in Figure 2.42, the field current limit is more restrictive then the
armature current limit and the two curves intersect at the point N. In some cases,
the point N is located on the prime mover limit and the field current limit is the
only restriction for the generated reactive power.

(iii) End Region Heating Limit. When operated in underexcitation the end-turn
leakage flux, as illustrated in Figure 2.43, enters axially (perpendicular) to the

Vg

XS

V Eg q
XS V Ig g

Qg

i

2

g

OQmin Qmax

Pmin

P
Field current limit

Prime mover limit

Armature current
limit

Pmax

Underexcitation Overexcitation

Q

ϕ

δ

Underexcitation
limit

Minimum technical
limit

Vg S/X2

Pg
N

Figure 2.42. Loading capability chart of a synchronous generator [30].
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Figure 2.43. View of stator winding end region.
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stator laminations causing eddy currents, which results in localized heating in
the end region of the armature [1]. The end region heating limits the amount of
output reactive power in underexcitation operation. When overexcited, the
end-turn leakage flux is small since the high field currents keep the retaining
ring saturated.

The steam turbine generators are more severely affected by this limit, and, in general,
operating in underexcitation is a highly stressing condition for the generator. For this
reason, most of the thermal and nuclear power plants are not required by the system
operator to provide leading reactive power. On the contrary, the hydrogenerators are
capable to operate in underexcitation, and sometimes they are used to provide reactive
power service only, similar to the synchronous condensers.

The reactive capability limits defined above are specific for the design characteristics
of the machine. However, these limits change for different terminal voltages, the cooling
conditions, and so on. Figure 2.44 shows the influence of the hydrogen pressure on the
generator capabilities.

Note that is Figure 2.44, the term PSIG, identified also by psi, denotes pound-force per
square inch; in metric system, 1 bar (105 Pa)� 14.5 psi.

The reactive capability limits may also be subjected to stability issues. For this reason,
in practical situations, more restrictions may be imposed by the use of excitation regulators.
Operating the generator at the physical/stability limits may be risky and therefore the
operational limits defined in the overexcitation and underexcitation regulators are more
restrictive than the physical limits.

2.1.7.2 The V Curves. The relationship between the apparent output power or the
armature current and the field current is sometimes represented graphically through the
V curves (Figure 2.45) [1,32]. These curves are shown with solid line for two values of
the output active power, in p.u. The V curves are expressed for various power factors
while holding the terminal voltage and speed at the rated values. The relationship of the
apparent power and the field current is also represented, with dashed line, for constant
power factors (p.f.).
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Figure 2.44. Reactive capability curve of a

hydrogen-cooled 800MVA rated generator [31].
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2.1.8 Description and Modeling of the Excitation Systems

2.1.8.1 Components and Performances of Excitation Control System. A
general functional block diagram of the excitation control system presents the feedback
control system that includes the synchronous machine and its excitation system
(Figure 2.46). The excitation system is the equipment providing field current for the
synchronous machine, including all power, regulating, control, and protective elements
[33].

The main subsystems of the excitation system are as follows:

(i) The exciter, which is an auxiliary structure producing the power required by the
synchronous generator field winding in form of DC voltage and current that can
be quickly varied.

(ii) The voltage regulator, which processes and amplifies the input control signals to
a level and form appropriate for control of the exciter. This includes both
regulating and excitation system stabilizing functions. The voltage regulator is a
synchronous machine regulator that functions to maintain the terminal voltage of
the machine at a predetermined value or to vary it according to a predetermined
plan. The excitation system stabilizer is an element or group of elements that
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Figure 2.46. General functional block diagram of the excitation control system.
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modify the forward signal by either series or feedback compensation to improve
the dynamic performance of the excitation control system.

(iii) Terminal Voltage Transducer and Load Compensator. The voltage output from
the transducer represents the main signal of the excitation control system. Load
compensator is used to control a voltage, which represents the voltage at an
internal or external point of the generator.

(iv) Power system stabilizer (PSS) is a compensation circuit aimed to provide
additional damping torque through excitation control.

(v) Limiters and protective circuits, include a wide area of control and protective
functions, which ensure that the capability limits of the exciter and synchronous
generator are not exceeded.

The excitation voltage may range from few volts up to 700V, while the DC field
current may approach 8000A on large turbogenerators.

If the excitation system if fed from the generator terminals, in case of a short circuit
near the generator, the terminal voltage may drop very much and the field voltage is
therefore affected. For this situation, and for others situations too, the excitation system
must be capable of field forcing, which is a control action that rapidly drives the field
voltage of a synchronous machine in the positive or in the negative direction for a limited
time. The positive ceiling voltage is defined as the maximum direct voltage that the
excitation system is designed to supply from its terminals under predefined conditions,
which can be 2–2.5 times the rated DC field voltage [33]. Excitation forcing in the
positive direction is required to maintain the stability of the synchronous machine when
large network perturbations occur, such as short circuits, which cause sudden voltage
drops at the machine terminals. In case of perturbations causing sudden increase of
voltage at the machine terminals, the polarity of the DC excitation voltage is rapidly
changed with the purpose of deexciting the machine. The negative ceiling voltage is the
maximum opposite polarity voltage that the excitation system can apply for a limited
time to the field circuit, which can be 1.5–2.5 times the rated DC field voltage with
negative sign.

The excitation response time must be small so that the automatic voltage regulator
be capable of controlling the terminal voltage when the generator is subjected to power
system disturbances or transients. The excitation system voltage response time is the time
in seconds for the excitation voltage to attain 95% of the difference between ceiling
voltage and rated field voltage under specified conditions. A high initial response
ensures a higher synchronizing torque required to maintain the generator stability. With
the advent of power electronics and development of static excitation systems this time
has decreased significantly.

2.1.8.2 Types and Modeling of Excitation Systems. The exciter generates the
field current If or the field voltage Ef (¼ vLmdVf =Rf ) that are applied to the field winding of
the synchronous generator. A change in the field voltage causes a change in the same
direction in the field current proportional to the rotor winding resistance. Excessive field
current causes overheating of the rotor winding while a very low current weakens the
coupling between the rotor and stator fields and the generator may loss the synchronism. In
the early years of the power systems, the field voltage Ef was left constant with occasional
manual adjustments. Currently, however, the field voltage is typically adjusted by a
feedback control to regulate the terminal voltage of the generator. Types of excitation
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dynamics are determined by (a) the nature of the source of DC voltage Ef and (b) the nature
of the feedback control arrangement [34].

Three distinctive types of excitation systems are identified by the IEEE Std. 421.1-
2007 [35,36] on the basis of the excitation power sources:

� Type DC excitation systems, which utilize a direct current generator with a
commutator typically at the end of the generator shaft as source of excitation
system power.

� Type AC excitation systems, which utilize an alternator and either stationary or
rotating rectifier to produce the direct current needed for the synchronous generator
field.

� Type ST excitation systems, in which excitation power is supplied through trans-
formers or auxiliary generator windings and thyristor rectifiers.

The types AC and STexcitation systems allow only positive current flow to the field of
the machine; on the other hand, some systems allow negative voltage, facts that lead the
current to zero. Special measures are made to allow the flow of negative field current when
it is induced by the synchronous machine.

DC EXCITERS. Early excitation systems, as used in the years from 1920s to 1960s, were
based on DC exciters, which directly supplied the main synchronous generator field
through slip rings. Primitive excitation systems employed mechanical devices to control
the exciter field by varying a control rheostat. However, this technology was slow
responsive.

DC Generator–Commutator Exciters. The IEEE Std. 421.1-2007 defines four types
of DC generator–commutator exciters [33]: with rotating amplifier, with static amplifier,
with continuously acting regulator employing static amplifiers, and separately excited with
noncontinuously acting rheostatic regulator.

One of the solutions was the use of a rotating amplifier (amplidyne) to supply the
exciter field through a DC commutator and slip rings (Figure 2.47). Variation in the
excitation current is obtained by an auxiliary series buck-boost exciter.

The auxiliary exciter (a permanent magnet generator, PMG) and the amplidyne are
driven by a DC motor coupled to both machines. The exciter output supplies the rest of its
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Figure 2.47. DC generator–commutator exciter with rotating amplifier. (Adapted from Ref. 33.)
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own field by self-excitation. The amplidyne can force the exciter field in the direction
indicated by the voltage regulator in order to maintain the generator terminal voltage at the
predefined value. If the amplidyne regulator is not available, a rheostat will provide a
manual control of the exciter field.

The type DC1A exciter model [36], shown in Figure 2.48, is used to represent field-
controlled DC commutator exciterswith continuously acting voltage regulators, especially
with direct acting rheostat, rotating amplifier and magnetic amplifier types. Continuously
acting regulator can initiate a corrective action for a sustained infinitesimal charge in the
controlled variable.

The principal input to this model is the output Vc from the terminal voltage transducer
and load compensator model (see Figures 2.46 and 2.61). At the summing junction, the
terminal voltage transducer output Vc is subtracted from the set point reference, Vref. To
improve the performance of the excitation system, a soft negative feedback unit is used to
provide a series of adjustment to field voltage of the generator; VF is the output of the soft
negative feedback unit of the excitation voltage [37]. The power system stabilizing signal
VS is added to produce an error voltage. In normal operating conditions these last two
signals are zero. The resulting signal is amplified in the regulator.

These voltage regulators utilize power sources that are essentially unaffected by
brief transients on the synchronous machine or auxiliaries buses. The time constants, TB
and TC, may be used to model equivalent time constants inherent in the voltage regulator,
but they are frequently small enough to be neglected, and provision should be made for
zero input data.

The major time constant TA and gain KA associated with the voltage regulators are
shown incorporating nonwindup limits typical of saturation or amplifier power supply
limitations. The voltage regulator output VR (see Figure 2.48) is used to control the exciter,
which may be either separately excited or self-excited (Figure 2.49a and b) [35]. KE is
computed so that initially VR ¼ 0, and the load compensator is not used [1].

The exciter saturation SE is a nonlinear function of the exciter output Ef and also should
be interpreted as a multiplier of Ef, that is, VX ¼ Ef SEðEf Þ. A signal derived from the field
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Figure 2.48. IEEE type DC1A—DC commutator exciter model. (Reprinted with permission from
Ref. 36.)

Sample data: Self-excited DC exciter:

KA ¼ 46 TA ¼ 0:06 TB ¼ 0; TC ¼ 0 TE ¼ 0:46

KF ¼ 0:1 TF ¼ 1:0 VRMAX ¼ 1:0 VRMIN ¼ �0:9

SEðEf1Þ ¼ 0:33 Ef1 ¼ 3:1 SEðEf2Þ ¼ 0:1 Ef2 ¼ 2:3
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voltage is used to provide excitation system stabilization VF, via the rate feedback with gain
KF and time constant, TF.

Starting from the expression of the per unit voltage across the self-excited DC exciter
field

Eef ¼ Ea þ EX (2.200)

the block diagram of the DC exciter model (Figure 2.50a) is obtained (see [35]).
As shown in Ref. 35, taking account of the resistance Ref, which comprises the

resistance of the field winding including any external field circuit resistances, and the
incremental inductance of the field circuit Lef, the following expression results:

VR ¼ KEEf þ S0EEf þ TE
dEf

dt
(2.201)

The block diagram from Figure 2.50a can be reduced to the form used in the models
for DC1 and DC2 exciters (Figure 2.50b), where

KE ¼ Ref

Rgb
� 1; TE ¼ Lefu

Rgb
; S0E ¼ Ref

Rgb
SE; VR ¼ Eef ; Ef ¼ EX

Lefu ¼ Lef
dIef
dEX

� �����
EX¼EX0

with EX0 being the value of EX at the operating point, and Ief is the exciter current.
For expression in per unit the base exciter resistance Rgb ¼ Rg was used.
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Figure 2.50. Block diagram of a self-excited DC exciter. (Reprintedwithpermission fromRef. 35.)
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Figure 2.49. Separately excited DC exciter (a) and self-excited DC exciter model (b). (Reprinted
with permission from Ref. 35.)
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It can be seen that adjustment of Ref affects the feedback path including the saturation
function S0E. The constant TE in the forward loop remains unaffected by change in Ref.

Others DC exciters models can be found in Ref. 36, that is, type DC2A excitation
system used to represent field-controlled DC commutator exciters with continuously acting
voltage regulators having supplies obtained from the generator or auxiliary bus, or type
DC3A excitation system used to represent older systems, in particular those DC commu-
tator exciters with noncontinuously acting regulators that were commonly employed
before the development of the continuously acting regulators.

AC ALTERNATOR SUPPLIED RECTIFIER EXCITATION. These excitation systems use an AC
alternator and either stationary or rotating rectifiers to produce the direct current needed for
the generator field. The early AC excitation systems used a combination of magnetic and
rotating amplifier as regulators [38], but the new systems use electronic amplifier
regulation.

Loading effects on such exciters are significant and the use of generator field current as
an input to the models allows these effects to be represented accurately. These systems do
not allow the supply of negative field current. Only the alternator supplied controlled
rectifier excitation system (AC4A model) provides negative field voltage forcing [33].

(i) Stationary Rectifier Systems In order to improve the dynamic and transient
stability of the synchronous generator, one required characteristic of an exci-
tation system is the ability to produce high level of exciter ceiling voltage very
rapidly following a change in the terminal voltage. With the advent of power
electronics and rectifying systems, the performances of the excitation systems
have been improving significantly.

Figure 2.51 shows the schematic diagram of an AC exciter (an alternator)
supplying DC to the generator excitation through a stationary rectifier bridge.
The exciter may be mounted on the same shaft as the main generator and driven
by the prime mover. Since the rectifier bridge supplying the generator field is
noncontrolled (it consists of diodes), the excitation system regulator controls the
DC excitation current by controlling the exciter field through the exciter rectifier.
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Figure 2.51. Alternator-rectifier exciter employing stationary noncontrolled rectifiers. (Adapted
from Ref. 33.)
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The exciter does not employ self-excitation, and the voltage regulator power is
taken from a source that is not affected by external transients. The diode
characteristic in the exciter output imposes a lower limit of zero on the exciter
output voltage [36].

In case of an alternator-rectifier exciter employing controlled rectifiers, the
diodes of the stationary rectifier are replaced with thyristors, and the firing angle
is given by a separate gate circuitry. Also, the automatic voltage regulator
controls the rectifier supplying the synchronous generator field, while the exciter
field is controlled by a separate exciter regulator.

The excitation system of the synchronous machine is provided with two
independent control systems:

� An automatic regulator, which automatically controls the DC excitation current
based on current and voltage measurements (through a current transformer and a
voltage transformer) from the generator terminals and other auxiliary control
functions; the firing angle of the controlled rectifier is adjusted so that the voltage
at the generator terminals is maintained at the desired value irrespective of the
generator load.

� Amanual regulator, which aims to maintain the generator field voltage at constant
value, by manual settings, as a temporary action when the automatic regulator is
not available for various reasons; the adjuster is a device or function by which the
set point is determined.

The AC exciter is self-excited with an independent AC output taken from the
exciter terminals through a power transformer and a power current transformer,
which is then introduced in the exciter rectifier to provide a DC voltage to the
exciter field.

Type AC1A excitation system model, shown in Figure 2.52, represents an
alternator-rectifier excitation system with noncontrolled rectifiers and feedback
from exciter field current.

Sample data:

KA ¼ 400 TA ¼ 0:02 TB ¼ 0 TC ¼ 0 KF ¼ 0:03

TF ¼ 1:0 KE ¼ 1:0 TE ¼ 0:80 KD ¼ 0:38 KC ¼ 0:20

VAMAX ¼ 14:5 VAMIN ¼ �14:5 VRMAX ¼ 6:03 VRMIN ¼ �5:43

SEðVE1Þ ¼ 0:10 VE1 ¼ 4:18 SEðVE2Þ ¼ 0:03 VE2 ¼ 3:14
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Figure 2.52. IEEE type AC1A—alternator-rectifier excitation system with noncontrolled rectifiers

and feedback from exciter field current model. (Reprinted with permission from Ref. 36.)
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The demagnetizing effect of the load excitation current If on the dynamics of
the exciter alternator output voltage VE is accounted for in the feedback path that
includes the constant KD. This constant is a function of the exciter alternator
synchronous and transient reactances. The exciter output voltage drop due to
rectifier regulation is simulated by inclusion of the constant KC, which is a
rectifier loading factor proportional to commutating reactance, and the rectifier
regulation curve, FEX ¼ f ðINÞ [36].

In this model, a signal VFE proportional to the exciter field current is derived
from the summation of signals from exciter output voltage VE multiplied by
KE þ SEðVEÞ and If multiplied by the demagnetization term, KD. In some
models, the signal proportional to the exciter field current signal VFE is used as
the input to the excitation system stabilizing block with output VF.

(ii) Rotating Rectifier Systems A rotating rectifier exciter is one case of a brushless
excitation system. The brushes and the slip rings are eliminated since the
alternator-exciter and the diode rectifiers are rotating with the shaft. Elimination
of the brushes and the slip rings eliminate the high-maintenance items.

The basic brushless excitation control system is illustrated in Figure 2.53. This
system incorporates also an alternator-rectifier main exciter and a PMG pilot
exciter, both driven from the synchronous machine shaft and rotating together
with the diode rectifier and the generator excitation [24]. It is, however,
impossible to meter any of the generator field quantities directly since all these
components are rotating and no slip rings are used.

The voltage regulator senses generator terminal voltage derived from the
potential transformers and compares this quantity with a constant reference
quantity derived internally. The difference between the sensed value and the
reference value determines the firing angle to the exciter rectifier thyristors.

The permanent magnet generator pilot exciter supplies DC voltage to the
alternator-exciter field through a controlled exciter rectifier. In turn, the
alternator provides excitation voltage to the main generator field through a
diode rectifier.

In order to achieve high initial response performances, the excitation system
provides a strong forcing action to increase the generator field excitation in
response to reduced terminal voltage values. Forcing actions refers to the amount
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Figure 2.53. Alternator-rectifier exciter employing rotating noncontrolled rectifiers (brushless

excitation control system). (Adapted from Refs [24,33,36].)
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of voltage applied to the machine field in excess of the amount that will produce
the desired machine output under given operating conditions.

The AC5A excitation system model (Figure 2.54) can be used to represent a
brushless excitation system. The regulator is supplied from a source, such as a
permanent magnet generator, which is not affected by system disturbances.
Unlike other AC models, this model uses loaded rather than open-circuit exciter
saturation data in the same way as it is used for the DC models [36].

The reader can find more details and also others types of excitation systems
models in IEEE Std. 421.5-2005 [36].

STATIC EXCITATION SYSTEMS. A static excitation system has no moving part and consists
basically of a transformer, a thyristor converter and a voltage regulator. A complete system
also includes control, field flashing, and deexcitation circuits. The excitation power is
generally derived from the generator terminals or auxiliary bus through the exciter trans-
former and the thyristor converter (rectifier). In some cases, the excitation power is derived
from an auxiliary winding of the generator, eliminating therefore the transformer.

For many of the static systems, the exciter ceiling voltage is very high. For such
systems, additional current field limiter circuits may be used to protect the exciter and the
generator rotor.

(i) Potential Source-Rectifier Exciter Employing Controlled Rectifiers In such an
excitation system, the excitation power is derived from the generator terminals
through a power potential (exciter) transformer and a controlled rectifier
(Figure 2.55). The voltage regulator controls the DC output of the rectifier
thyristors via pulse-triggering unit controls.
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Figure 2.55. Potential source-rectifierexciteremployingcontrolledrectifiers. (AdaptedfromRef. 33.)
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Sample data: Exciter and regulator:

KA ¼ 210 TA ¼ 0 TC ¼ 1:0 TB ¼ 1:0 KC ¼ 0:038

TC1 ¼ 0 TB1 ¼ 0KF ¼ 0 TF ¼ 0 ðnot usedÞ ILR ¼ 4:4 KLR ¼ 4:54

VRMAX ¼ 6:43 VRMIN ¼ �6:0 V IMAX; V IMIN not represented

V IMAX;V IMIN are the voltage regulator input limits and VRMAX;VRMIN are the
maximum and minimum voltage regulator outputs.

Since the excitation power is derived from the generator terminals, the
maximum exciter voltage available (ceiling voltage) is directly related to the
generator terminal voltage. When a severe fault occurs near the generator,
the terminal voltage is, therefore, affected and the ceiling voltage is reduced.
This limitation is mainly offset by the excitation system initial response and high
postfault field-forcing ability. The generators using such excitation systems
perform satisfactory when connected to a strong power system.

In a simpler configuration, the excitation power is taken from an auxiliary
winding of the generator, case in which the exciter transformer is eliminated.

The type ST1A excitation system model, shown in Figure 2.56, corresponds to
the potential source-controlled rectifier exciter excitation system (Figure 2.55).

The inherent exciter time constants of this excitation system type are very
small and exciter stabilization may not be required. Also, it may be desirable to
reduce the transient gain of these systems for other reasons. This model is
sufficiently versatile to represent transient gain reduction implemented either in
the forward path via time constants, TB and TC (in which caseKF would normally
set to zero), or in the feedback path by suitable choice of rate feedback
parameters, KF and TF. Voltage regulator gain and any inherent excitation
system time constant are represented by KA and TA, respectively. The time
constants TC1 and TB1 allow for the possibility of representing transient gain
increase, in which case TC1 would be greater than TB1.

The way in which the firing angle for the bridge rectifiers is derived affects the
input–output relationship, which is assumed to be linear in the model by choice
of a simple gain, KA. In a few systems, the bridge relationship is not linearized,
leaving this nominally linear gain a sinusoidal function, the amplitude of which
may be dependent on the supply voltage. As the gain is normally set very high, a
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linearization of this characteristic is normally satisfactory for modeling purpose.
The representation of the ceiling is the samewhether the characteristic is linear or
sinusoidal.

In many cases, the internal limits on VI can be neglected. The field voltage
limits that are functions of both terminal voltage and synchronous machine field
current should be modeled. A field current limiter is sometimes employed to
protect the generator rotor and exciter, as a result of the very high forcing
capability of these systems. The field current of generator If is constrained byKLR

(exciter output current limiter gain) and ILR (exciter output current limiter
reference) in the diagram. Proportional unit KLR has a windup lower limit. To
avoid this unit we can simply set KLR to zero [36].

(ii) Compound Source-Rectifier Exciter Employing Noncontrolled Rectifiers Very
rapid response and a largely self-regulating excitation action can be achieved
in a static system by “compounding” the excitation inputs so that the
excitation voltage is responsive both to generator output load current and to
themain generator terminal voltage. This system is also a form of self-excitation
system and the exciter input derives from themain generator terminals through a
power potential transformer (PPT), as voltage source, and a saturable-current
transformer (SCT), as current source. The regulator controls the excitation by
controlling the saturation of the current transformer through a controlled
rectifier (Figure 2.57). The voltage source supports operation during no-load
conditions, while under loaded conditions, a portion of the field excitation is
derived from the generator load current.

Self-excited units have the inherent disadvantage that the AC output voltage is
low at the same time the exciter is attempting to correct the low voltage.
However, combining the potential and current sources enable full excitation
power to be supplied through system disturbances with severely depressed
generator line voltage. This performance feature can be valuable in certain
power system applications.

The compound source-rectifier exciter systems can be found in various
configurations, designed by various companies. In Ref. 33, three other types
of compound exciter systems are presented with various capabilities.
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Sample data:

TR ¼ 0 TE ¼ 0:5 KE ¼ 1:0 KA ¼ 120 KF ¼ 0:05 VRMAX ¼ 1:0

TA ¼ 0:15 TF ¼ 1:0 KP ¼ 4:88 KI ¼ 8:0 KC ¼ 1:82 VRMIN ¼ 0

EfMAX ¼ 2:75 times d-axis synchronous reactance of the synchronous machine in p:u

Type ST2A excitation system model (Figure 2.58) is used to represent the
compound source-rectifier excitation system. It is necessary to form a model of
the exciter power source utilizing a phasor combination of terminal voltage _V g

and terminal current _Ig. TE is a time constant associated with the inductance of
the control winding. EfMAX represents the limit on the exciter voltage due to
saturation of the magnetic components.

The performances of power electronics and the advent of protection and
control systems have contributed to designing various static excitation systems.
Several other models of ST type excitation systems are presented in Ref. 36.

2.1.8.3 Control and Protective Functions. The excitation system of a synchro-
nous generator includes a wide number of principal control and protective functions
(Figure 2.59). In terms of structure of the excitation system, these functions may be
customized or some of them can be eliminated.

AUTOMATIC AND MANUAL REGULATORS. The excitation system includes an automatic
voltage regulator and a manual voltage regulator. The aim of the automatic regulator is to
maintain the generator terminal (AC) voltage to a predefined value. This action involves
the use of various additional control and protective functions, as shown in Figure 2.59. The
manual regulator is used when the automatic regulator is not available, including also
testing and generator start-up. It acts in the way to maintain the generator field voltage at
constant value. The manual regulator (DC) set point is adjusted by operator intervention
only and therefore care must be taken to keep the generator in safe operation.
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EXCITATION SYSTEM STABILIZING CIRCUITS. Some excitation systems are characterized by
significantly large time delays and therefore poor performances under dynamic operating
conditions. This is the case of all DC exciters and some of the AC exciters. When the
generator operates under no load, since the terminal voltage varies insignificantly, a high
regulator gain can leads to unstable excitation control. Therefore, excitation system
stabilizing circuits are introduced either in series or as a feedback path to improve the
dynamic performances of the excitation system. Figure 2.60 shows one simple example of
feedback compensating reaction.

Modern excitation systems employ solid-state technologies and simple configurations
and therefore are characterized by very fast response capabilities and very good dynamic
performances.

TERMINAL VOLTAGE TRANSDUCER AND LOAD COMPENSATION. The aim of the automatic
voltage regulator is to maintain the voltage at the generator terminals at a desirable value. In
some cases, a load compensation function is needed to perform this action. Reactive-drop
compensation is one of the compensation methods, which provides regulation of a voltage
that is not the generator terminal voltage, but other synthesized voltage using the terminal
voltage, the terminal current, and a variable compensating impedance. The other method,

Ve Σ Exciter
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THEORY ANDMODELING OF SYNCHRONOUS GENERATOR 105



referred to as line-drop compensation, provides voltage regulation to a point beyond the
machine terminals.

The compensation impedance, consisting of an adjustable resistance (Rc) and an
adjustable inductive reactance (Xc), is located between the generator terminals and the
point at which the voltage is controlled by this function. Normally the resistance is
neglected since the ratio R/X is very low. The compensation impedance and the sensed
current are used to generate a voltage drop that is added or subtracted from the sensed
terminal voltage, and the result is a intermediary compensation voltage, given by

Vc1 ¼ _V g þ Rc þ jXcð Þ_Ig
�� �� (2.202)

Figure 2.61a shows the load compensation circuit, while Figure 2.61b shows the block
diagram of the terminal voltage transducer and the load compensator.

For modeling purposes, the filtering associated with the voltage transducer may be
simply reduced to a time constant TR. For many excitation systems, this constant,
associated to the whole process, from sensing to load compensation, is very small and
therefore it may be set to zero. Taking TR into account a compensation voltage is obtained,
which is fed to the voltage regulator.

The compensation voltage Vc is compared to a reference voltage Vref as shown in each
of the excitation system models. The equivalent voltage regulator reference signal Vref is
calculated to satisfy the steady-state loop equations. If the load compensation is inactive or
absent, the excitation system attempts to maintain the terminal voltage determined by the
reference signal [36].

The reactive voltage compensation is visually used in one of the following two
ways [36]:

(i) When more than one generator units are sharing the same step-up transformer,
and there is no impedance interposed between them, they may attempt to control
the voltage slightly different. Therefore, the load compensator is used to create
artificial coupling impedance between the units so that they will share reactive
power appropriately for the same purpose. In such cases, Rc and Xc would have
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positive values. This situation corresponds to a regulating point within the
synchronous machine.

(ii) When a single unit is connected to the power system through significant
impedance, or when two or more generator units are connected through
individual transformers, it may be desirable to set the regulation point of the
voltage beyond the machine terminals. The compensation is normally about 50–
80% of the transformer impedance, in such way to obtain balanced voltage drops
across the transformers and allow paralleling for the generators. For these cases
Rc and Xc would take on the appropriate negative values.

When load compensation is not employed (Rc ¼ Xc ¼ 0), the load compensation
circuit reduces to a simple sensing circuit and comparator.

EXCITATION LIMITERS. Reactive power injection or absorption by the synchronous
machine and voltage control is limited by stability or thermal limits. Therefore, excitation
limiters are used to ensure proper operation of the generator (Figure 2.62a and b). They are
part of the excitation system voltage regulator.

For stability reasons, most excitation systems installed on synchronous generators are
designed with field-forcing capabilities, which allow field currents between the maximum
continuous current and the maximum excitation current for a limited period of time. So,
the aim of the overexcitation limiter (OEL) is to protect the generator against overheating,
and the field-forcing function must go hand in hand with the limiter. Historically, OELs
have not been modeled for power system simulations. Nowadays, the power systems are
more stressed and the generators are often reaching this limit for longer periods, increasing
the importance of appropriately modeling the OELs.

This limiter incorporates an integrator, with a lower limit of 0 at its output and a gain
1=To, in order to comply with the rotor limit under steady-state conditions (Figure 2.62a).
In this connection, a second limit of the excitation current, greater than If,max, but which
may be exceeded for a shorter time, should be considered. Thus, the only positive output
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signal VOEL from the integrator performs a function that is equivalent to the decrease of
the reference Vref of the voltage regulator. In other terms, the output signal lowers the
excitation voltage and therefore the reactive power delivered, that is, it deexcites the
generator in the attempt to bring back If to the limit value If,max [12].

The overexcitation limiter output signal VOEL generally enters the voltage regulator
through a low-value gate. The output of the low-value gate function is the lowest value of
the input values.

The underexcitation limiter (UEL) (Figure 2.62b) is designed to boost the generator
excitation whenever it senses a condition in which excitation level is determined to be too
low. The UEL is an auxiliary control circuit included in the excitation system that provides
the limit to which the voltage regulator is allowed to demand underexcited reactive current
(or reactive power) from the synchronous machine. UEL is typically applied to prevent
operation that jeopardizes the stability of the machine or that would lead to overheating in
the stator end region.

The UEL was originally implemented as a steady-state (slow) control, heaving little
effect on the first swing transients. Subsequently, as the performances of the excitation
have been improved, it was applied in faster control loops.

The UEL normally uses the terminal voltage and current, or a combination of the real
and reactive powers as inputs to determine the limit start point and provide the necessary
feedback. The limiter output signal VUEL generally enters the voltage regulator through a
high value (HV) gate or a summing junction as indicated in the block diagrams of the
various excitation systems. The output of the high-value gate function is the highest value
of the input values.

In the underexcitation limiter, an integrator with gain 1=Tu, which is in the range of
0.1 s�1, that is, Tu ffi T0 ffi 10 s, has an upper limit of 0. Therefore, if the underexcitation
limit is exceeded, the input signal of the integrator is negative. The negative output VUEL,
which subtracts from Vref, increases the excitation voltage; in other terms, it excites the
generator in the attempt to go back to the underexcitation limit. Under steady-state
condition, the integrator input is zero.

Thanks to the values of T0 and Tu, the limiter loops are slow and provide control for
slow phenomena, such as rotor and stator conductor heating. This means, for instance, that
the rotor thermal limit may be exceeded for some seconds, if a transient due to a short
circuit in the power system takes place. This function facilitates maintaining stability of the
machine upon occurrence of a disturbance in the power system [12].

The Volts-per-Hertz limiter and protection is designed to protect the generator by
limiting the ratio of terminal voltage to system frequency. A higher than nominal V/Hz
ratio is an indication of excessive magnetic flux resulted from overvoltages and/or low
frequencies. Overfluxing causes core overheating and may damage the generator and the
step-up transformer. Typical maximum V/Hz ratios for the generator under steady-state
operations are 105–110%.When the V/Hz limit is violated, an adjustment of the excitation
level is activated so as to maintain the V/Hz value within the permissible range. However,
since the synchronous machine can withstand a high level of magnetic flux for short
periods of time, an inverse time delay is used before the limiter is activated. For lower than
95% V/Hz there is a derating of the machine capability and also lower stability margins.
The V/Hz limiter is of greatest importance when the machine is operating at a non-
synchronous speed, such as during a start-up or during an islanding condition. When the
machine is synchronized to a system the V/Hz limiter functions essentially as an inverse
time voltage limiter [39].

An example of a V/Hz limiter model is shown in Figure 2.63.
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When the per unit volt/hertz ratio V/Hz exceeds a predefined limit, VHzlim, an
additional negative signal is introduced in the excitation system forcing the excitation
down. The V/Hz value is multiplied with the gain KVHz1. Before entering in the summing
point of the voltage regulator of the excitation system, a lag function is used to adjust the
V/Hz time [40].

It is worth mentioning that [36]

(i) field current limiters are not normally represented in large system studies; they
are becoming increasingly important in the representation of bus-fed static
systems employing fast-acting limiters;

(ii) terminal voltage and V/Hz limiters are not normally represented in excitation
system models. Some models, however, do provide a gate through which the
output of a terminal voltage limiter VOEL could enter the regulator loop. A
terminal voltage limiter function is also included with one of the supplementary
discontinuous excitation control models.

FIELD-SHORTING CIRCUITS
6. For the AC and ST type exciters (static exciters), the

current delivered by the exciter cannot be negative. Under some conditions—of pole
slipping and system short circuits—a negative current may be induced in the field of the
synchronous machine. If this current is not allowed to flow, a dangerously high voltage can
result across the field circuit. In some cases, damper windings or solid iron rotor effects
may limit the maximum voltage experienced by the field winding and rectifiers under such
conditions. In other cases, special circuitry is usually provided to bypass the exciter to
allow negative field current to flow. These take the form of either “crowbar” circuits (field
shorting) or nonlinear resistors (varistors) (Figure 2.64a and b) [1,36].

In the case of the crowbar, a field discharge resistor (FDR) is inserted across the field of
the synchronous machine by thyristors that are triggered on the overvoltage produced when
the field current attempts to reverse and is blocked by the rectifiers on the output of the
exciter.
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(Reprinted with permission from Ref. 36.)
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Varistors are nonlinear resistors that are connected permanently across the field of the
synchronous machine. During normal conditions, the resistance of these devices is very
high, and little current flows through them. The varistor current increases very rapidly as
the voltage across it is increased beyond a threshold level and thus limits the voltage seen
by the field winding and the rectifiers on the output of the exciter.

For more details, the reader can refer to Refs [1,36].

POWER SYSTEM STABILIZER. Power system stabilizers are used to enhance damping of
power system oscillation through excitation control. The expansion of electrical networks,
for economical and security reasons, through interconnection lines can arise small-signal
stability problems due to low-frequency interarea oscillations that may appear (sudden
electromagnetic oscillations of 0.2–1Hz). These oscillations correspond to a group of
synchronous generators that swing coherently, but against one or more groups of generators
in another area. There are also other types of oscillations within the power systems: local
oscillations—when a synchronous machine oscillates against other generator in the same
power plant or against the power system, and subsynchronous oscillations—when the
mechanical modes of the turbine-generator shaft system are excited.

The interarea oscillations and the local oscillations are strongly related to the power
system stability when subjected to small perturbations around the steady-state operation
point (Pnom), and are visible in the generators speed response under steady-state
conditions. The solution for the local and interarea oscillations problem is to add a
control loop, sensitive to oscillations, called “power system stabilizer” that allows
oscillations damping.

The AVR, contributing to power system stability enhancement under steady-state
conditions, can be insufficient in the case of transient stability. In practice, on the other
hand the torque added by the AVR to the synchronous generators is not sufficient to act
against oscillations that may appear in the power system. Therefore, with the development
of interconnections between power systems, high loading occurs on the interconnection
lines (especially the very high voltage lines) that contribute to the instability phenomena.

In order to cope with the oscillations and instability problems, the PSS can be added as
a reaction (correction) loop to the voltage regulator (AVR). This loop is designed to
produce a torque acting against oscillatory modes that occur at the generators shafts.
Commonly used inputs are shaft speed, terminal frequency, accelerating power, and
terminal voltage [36]. Under steady-state operating conditions the PSS has a zero output.
This is very effective method of enhancing small-signal stability performance. The transfer
function of the PSS must compensate the existing phase lag between the excitation and the
electric torque.

The stabilizer models provided in the following are generally consistent with the
excitation models and may be applicable for investigation of control modes of instability
that usually occur below 3Hz [36]. Stabilizer parameters should be consistent with the type
of input signal specified in the stabilizer model. Parameters for stabilizers with different
input signals may look very different while providing similar damping characteristics.

For pumping-storage units, the stabilizer can be used with the synchronous machine
operating in either the generating or pumping modes, but different parameters would
usually be required for operation in two modes.

TYPE PSS1A—POWER SYSTEM STABILIZER. In Figure 2.65 is presented the generalized
form of a power system stabilizer with a single input. Some common stabilizer input
signals (VSI) are speed, frequency, and power.
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In Figure 2.65, T6 may be used to represent a transducer time constant; stabilizer gain
is set by the term KS and signal washout is set by the time constant T5. In the next block, A1

and A2 allow some of the low-frequency effects of high-frequency torsional filters to be
accounted for. When not used for this purpose, the block can be used to assist in shaping
the gain and phase characteristics of the stabilizer, if required. The next two blocks allow
two stages of lead-lag compensation, as set by constants T1 to T4.

Stabilizer output can be limited in various ways. This model has only simple stabilizer
output limits, VSTMAX and VSTMIN. In some systems, the stabilizer output is disconnected
immediately from the regulator following a severe fault to avoid compromising the
regulator action during the first swing. This is accomplished, as shown in Figure 2.66,
by opening the output of the PSS for a predefined time TDR, if the terminal voltage Vg drops
below the minimum value VgMIN [36].

In other systems, the stabilizer output is limited as a function of generator terminal
voltage [35].

The stabilizer output VST is an input to the supplementary discontinuous control
models. If the discontinuous control models are not used, VS ¼ VST .

TYPE PSS2B—POWER SYSTEM STABILIZER. A dual-input stabilizer model that usually
uses combinations of power and speed or frequency to derive the stabilizing signal is shown
in Figure 2.67.

In particular, this model can be used to represent two distinct types of dual-input
stabilizer implementations as described below [36]:

a. Stabilizers that, in the frequency range of system oscillations, act as electrical
power input stabilizers. These use the speed or frequency input for the generation of
an equivalent mechanical power signal, to make the total signal insensitive to
mechanical power change.

b. Stabilizers that use a combination of speed (or frequency) and electrical power.
These systems usually use the speed directly, without phase-lead compensation,
and add a signal proportional to electrical power to achieve the desired stabilizing
signal shaping.

While the same model is used for two types of dual-input stabilizers mentioned above,
the parameters used in the model for equivalent stabilizing action will be very different.

Comparator
Open S1
if <V Vg gMIN

Reset time
delay TDR

VST VS

S1

Vg

VgMIN

Figure 2.66. Type DEC3A—discontinuous excitation controller temporary interruption of stabi-

lizing signal. (Reprinted with permission from Ref. 36.)
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Figure 2.65. Type PSS1A—single-input power system

stabilizer. (Reprinted with permission from Ref. 36.)
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In Figure 2.67, VSI1 would normally represent speed or frequency and VSI2 would be a
power signal. For each input, two washouts can be represented—Tw1 to Tw4—along with a
transducer or integrator time constant (T6, T7). The washout circuit is a high-pass filter that
prevents any steady change in frequency, speed, and power affecting the field voltage
because of the PSS action. The PSS is expected to act only during transient changes in the
stabilizing signal [41].

For the first type of dual-input stabilizer, KS3 would normally be 1 and KS2 would be
equal to T7/2H, where H is the inertia constant of the synchronous machine. These
constants determine the amount of damping determined by the power system stabilizer.

The indices, N (an integer up to 4) andM (an integer up to 5), allow a “ramp-tracking”
or simpler filter characteristic to be represented. Usual values are N ¼ 1 and M ¼ 5. The
ramp-tracking filter produces a zero steady-state error to ramp changes in the input integral
of electrical power signal.

Phase compensation is provided by the two lead-lag or lag-lead blocks—T1 to T4.
The lead-lag and lag-lead functions are used to compensate the phase shift between the
excitation voltage and the electrical torque of the machine. An additional block with lag
time constant T11 and lead time constant T10 can be used to model stabilizers that
incorporate a third lead-lag function.

Note: For many types of studies, the simpler single-input PSS1A model, with
appropriate parameters, may be used instead of the two-input PSS2B model.

2.1.8.4 Example

To illustrate the deduction of the operating equations, we consider the simplified schemes
for the exciter system, terminal voltage control block (VCB), and PSS. The IEEE ST1-
Type exciter scheme with a PSS input is shown in Figure 2.68a.

The following notations are used in Figure 2.68:

VC is the generator terminal voltage;

KA is the voltage regulator gain;

TA is the voltage regulator time constant;

VR is the voltage regulator output;

TR is the regulator input filter time constant;

KF is the excitation control system stabilizer gain;

TF is the excitation control system stabilizer time constant;

KS is the stabilizer gain;
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Figure 2.67. Type PSS2B—dual-input power system stabilizer. (Reprinted with permission
from Ref. 36.)
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Tw is the PSS washout time constant;

Ti is the time constants;

Vi is the intermediary variables;

DIinput is the input signal.

The control equations are given by

VE ¼ V ref � VC þ VS � VF

VF ¼ ðKF=TFÞVR � VFL

_VFL ¼ VF

V I ¼
V IMAX if VE � V IMAX

VE if V IMAX > VE > V IMIN

V IMIN if VE < V IMIN

8>><
>>:

_V ¼ ðKAV I � VRÞ=TA

_Ef ¼
EfMAX if _VR � EfMAX

_VR if EfMAX > _VR > EfMIN

EfMIN if _VR < EfMIN

8>><
>>:

����������������������������������

����������������������������������

(2.203)

� The terminal voltage (VC) (Figure 2.68b) is a function of the d- and q-axis voltages,
which, in turn, depend on the real and imaginary portions of the voltage at the
terminals (VR, VI), the current through the machine connection node (IR, II) and
the impedance seen from the synchronous machine terminals (RC þ jXC). The
complete set of equations for the terminal VCB is given by
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Figure 2.68. ST1-Type exciter with PSS input—VS (a); terminal voltage control block (b); lead-lag

power system stabilizer (c).
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_VC ¼ VCB � VCð Þ 1

TR

VCB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VR þ IRXC þ IIRCð Þ2 þ V I þ IRXC þ IIRCð Þ2

q (2.204)

IR
II

	 

¼ sin u cos u

�cos u sin u

	 

� IR

Iq

	 


where Id and Iq are the d-axis and q-axis currents, respectively.
� The lead-lag PSS structure is shown in Figure 2.68c. The control equations for this
PSS are given by

DIinput ¼
Dv ¼ vn � v0

or

DPa ¼ Pm � Pe

8><
>:

_V1 ¼ ðT1=T2ÞD_Iinput þ ðDIinput � V1Þ=T2

_V3 ¼ ðT3=T4Þ _V1 þ ðV1 � V3Þ=T4

_V5 ¼ KS _V3 � ðV3=TwÞ

_VS ¼
VSMAX if _V5 � VSMAX

_V5 if VSMAX > _V5 > VSMIN

VSMIN if _V5 < VSMIN

8><
>:

��������������������������

��������������������������

(2.205)

2.2 THEORY ANDMODELING OF THE INDUCTIONMOTOR

The induction/asynchronous motors represent a major part of the loads supplied from the
power system buses and are referred to as complex consumers (more than 60% of the
electrical energy generated in a power system is consumed by induction motors). For this
reason, the behavior and the dynamic characteristics of the load are, mainly, derived from
the dynamic characteristics of induction motors.

2.2.1 Design and Operation Issues

Similar to the synchronous generator, the main constructive elements of the induction
motor are the stator and the rotor, which are separated by the air gap. The stator is the
inductor part and consists of a magnetic core filled by insulated coils (windings) spatially
displaced by 120�. The rotor, like the stator, has a symmetrical structure and consists also
of a magnetic core filled by rotor coils (windings) and represents the induced part. Unlike
the synchronous generator, where the rotor winding (excitation winding) is connected to
a direct current source, the rotor windings of the induction motor is three-phase wye
connected and designed for the same pole pairs p as the stator windings. Their terminals
are connected to a passive external circuit through slip rings, in case of wound rotor,
or are short-circuited internally when the rotor has a simple or double squirrel cage
type construction.
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Induction motor rotors are made in two forms: short-circuited (squirrel cage) and with
slip rings. The first of these is simpler in construction and is more frequently used. The
winding of such a rotor is in form of a cylindrical cage (the so-called “squirrel cage”) of
copper or aluminum bars, short-circuited around the ends by two rings. The bars of this
winding are placed without insulation in the slots of the rotor (Figure 2.69a). Another
method in use is to pour molten aluminum into the slots of the rotor.

A slip-ring rotor, also known as a phase-wound rotor, has a winding made of insulated
wire (Figure 2.70a) and in most cases in three-phase wye connected. The free ends of this
winding are brought out to the slip rings on the rotor shaft.

Brushes bear on the slip rings and connect the rotor winding to a three-phase rheostat
(Figure 2.70b). This system permits the resistance of the rotor circuits to be varied. This is
very important in starting the motor.

An asynchronous machine is similar to a transformer in the sense that the power is
transferred from the stator (primary) to the rotor (secondary) winding only by mutual
induction. For this reason an asynchronous machine is often called an induction machine.

The induction machine operation is due to the fact that the ratio of the rotor
angular speed and the network frequency varies with the motor load and characteristics
of supply. The induction machines can operate as motor, generator or asynchronous
brake.

Figure 2.69. Squirrel-cage rotor induction machine: (a) squirrel cage of rotor; (b) squirrel cage

rotor [42].

Figure 2.70. Wound rotor induction machine: (a) rotor with slip rings; (b) slip-ring motor

connected to starting rheostat [42].
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When the induction motor is connected to the electrical grid (considered as a
balanced direct-sequence three-phase voltage source, of frequency f s) the currents
carried in the stator windings produce a rotating magnetic field of which fundamental
component has an angular frequency equal to that of the network, that is, vs ¼ 2pf s, and
an angular velocity vms ¼ vs=p [mech. rad/s], respectively. If the rotor rotates with an
angular velocity vmr ¼ vr=p [mech. rad/s] different from that of the rotating magnetic
field, then voltages, of frequency f r, directly proportional to the relative velocity
vs � vr ¼ p vms � vmrð Þ, are induced in the rotor windings, which produce induced
currents, carried in the rotor windings.

The slip speed of the rotor in per unit of the synchronous speed is

s ¼ vms � vmr

vms
¼ ðvs=pÞ � ðvr=pÞ

vs=p
¼ vs � vr

vs
¼ 1� vr

vs
(2.206)

and the frequency of the induced rotor voltage and, therefore, of the rotor currents are equal
to the slip frequency:

f r ¼ sf s (2.207)

The rotor currents, which are equal to the ratio of the induced voltages and the
corresponding winding rotor impedance at the rotor frequency f r, produce in turn a
magnetic field, which reacts with the magnetic field produced by the stator creating
therefore a torque. To obtain a positive torque (motor), the slip of the induction machine
should be positive, that is, vs > vr.

At no load, the slip is positive, but very low. Instead, if an antagonist torque, due to a
mechanical load, is applied to the rotor shaft, the rotor speed decreases and the slip
increases leading to higher values of the induced voltages and currents and therefore
achieve an increase in the produced motor torque. In this case the induction machine
operates as a motor.

When the rotor is driven by a prime mover at a speed greater than that of the rotating
magnetic field, that is, vs < vr, the slip is negative so the polarities of the induced voltages
are reversed, and the induction machine operates as a generator.

2.2.2 General Equations of the Induction Motor

2.2.2.1 Electrical Circuit Equations. The mathematical model of the induction
machine is developed in a similar way as that of the synchronous generator. First, the
electrical circuits equations of the induction machine are written in terms of phase
quantities appropriate for the stator (a, b, c) and rotor (A, B, C), then the Park transforma-
tion is applied to obtain the equations in rotor coordinates (d, q, 0). However, peculiar
characteristics of the induction machine are to be considered [1,29]:

� The rotor speed varies with the load, aspect that should be considered when selecting
the d–q reference frame.

� The rotor has a symmetrical structure and hence the equivalent circuits in the d- and
q-axes are identical.

� The neutrals of the three-phasewindings of the stator and rotor are isolated and hence
the zero-sequence component is missing.
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� Since there is no excitation source applied to the rotor windings, the dynamics of the
rotor circuits are determined by the slip s, rather than by the excitation control
system.

Furthermore, the loads rule is adopted to associate the direction of the currents in the
rotor and stator circuits (Figure 2.71); commonly one could assume that

� the magnetic circuits saturation is negligible;
� the air gap magnetic flux has a sinusoidal distribution.

The voltage equations of the induction machine are

� for the stator circuits:

va ¼ Rsia þ dca

dt

vb ¼ Rsib þ dcb

dt

vc ¼ Rsic þ dcc

dt

(2.208)

� for the rotor circuits:

vA ¼ RriA þ dcA

dt

vB ¼ RriB þ dcB

dt

vC ¼ RriC þ dcC

dt

(2.209)

Equations (2.208) and (2.209) can be written in matrix form as

vs½ 
 ¼ Rs is½ 
 þ dcs

dt

	 

(2.2080)

vr½ 
 ¼ Rr ir½ 
 þ dcr

dt

	 

(2.2090)
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Figure 2.71. Stator and rotor circuits

of the induction motor.
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where cs½ 
 ¼ ca;cb;cc½ 
t is the vector of the fluxes linking the stator windings,
cr½ 
 ¼ cA;cB;cC½ 
t is the vector of the fluxes linking the rotor windings, is½ 
 ¼
ia; ib; ic½ 
t is the vector of the stator windings currents, ir½ 
 ¼ iA; iB; iC½ 
t is the vector of
the rotor windings currents, and Rs;Rr are the resistances of the stator and rotor windings,
respectively.

Note that the positive directions of currents are into the windings.
The total fluxes linking the two windings are given by the following matrix form:

cs½ 

cr½ 


" #
¼

lss½ 
 lsr½ 

lsr½ 
t lrr½ 


" #
is½ 

ir½ 


" #
(2.210)

where lss½ 
 is the matrix of self- and mutual inductances of the stator windings, lsr½ 
 is the
matrix of mutual inductances between the stator and rotor windings, and lrr½ 
 is the matrix
of self- and mutual inductances of the rotor windings.

Considering the symmetrical structure of the rotor, it results that the self- and mutual
inductances of the stator and rotor windings, respectively, are constant, while the mutual
inductances between the two windings depend on the rotor position given by the angle u
(Figure 2.72):

u ¼ vrt þ u0 (2.211)

where u0 is the value of u at the instant t ¼ 0.
Substituting vr from (2.206) in (2.211) achieve the relationship that describes the

dependency of u in terms of the slip s and the angular velocity of the rotor field vs, in el.
rad/s:

u ¼ 1� sð Þvst þ u0 (2.212)

Therefore, laa ¼ lbb ¼ lcc ¼ Laa and lab ¼ lbc ¼ lca ¼ Lab for the stator windings, and
lAA ¼ lBB ¼ lCC ¼ LAA and lAB ¼ lBC ¼ lCA ¼ LAB for the rotor windings, respectively.
Hence,

lss½ 
 ¼
Laa Lab Lab

Lab Laa Lab

Lab Lab Laa

2
664

3
775 (2.213a)
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Figure 2.72. Definition of the coordinate

systems and angles used in the induction

machine theory.
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lrr½ 
 ¼
LAA LAB LAB

LAB LAA LAB

LAB LAB LAA

2
664

3
775 (2.213b)

Assuming a sinusoidal distribution of the magnetic flux in the air gap, the mutual
inductances between the stator and rotor windings have a sinusoidal variation in terms of u,
which defines the rotor position. Therefore, the mutual inductance between a stator
winding and a rotor winding is maximum when the axes of the two windings coincide,
decreases as the angle u increases and becomes zero when the axes are perpendicular,
decreases again as the angle increases and reaches a maximum negative value when the
axes are in opposition and so forth. Based on these aspects and considering the angles
defined in Figure 2.72, it results

lsr½ 
 ¼

LaAcos u LaAcos u þ 2p

3

� �
LaAcos u � 2p

3

� �

LaAcos u � 2p

3

� �
LaAcos u LaAcos u þ 2p

3

� �

LaAcos u þ 2p

3

� �
LaAcos u � 2p

3

� �
LaAcos u

2
6666666664

3
7777777775

(2.213c)

lrs½ 
 ¼ lsr½ 
t ¼

LaAcos u LaAcos u � 2p

3

� �
LaAcos u þ 2p

3

� �

LaAcos u þ 2p

3

� �
LaAcos u LaAcos u � 2p

3

� �

LaAcos u � 2p

3

� �
LaAcos u þ 2p

3

� �
LaAcos u

2
6666666664

3
7777777775

(2.213d)

where LaA is the maximum value of the mutual inductances.
From equations (2.210), (2.213a), (2.213b), (2.213c), and (2.213d), it results the

following expressions for the total flux linkage in the stator winding a and in the rotor
winding A:

ca ¼ Laaia þ Lab ib þ icð Þ þ LaA iA cos u þ iB cos u þ 2p

3

� �
þ iC cos u � 2p

3

� �	 


cA ¼ LAAiA þ LAB iB þ iCð Þ þ LaA ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 

(2.214)

With no neutral currents due to winding connections or balanced conditions, we have

ia þ ib þ ic ¼ 0

iA þ iB þ iC ¼ 0

(
(2.215)
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and equations (2.214) become

ca ¼ Lssia þ LaA iA cos u þ iB cos u þ 2p

3

� �
þ iC cos u � 2p

3

� �	 


cA ¼ LrriA þ LaA ia cos u þ ib cos u � 2p

3

� �
þ ic cos u þ 2p

3

� �	 
 (2.216)

where Lss ¼ Laa � Lab and Lrr ¼ LAA � LAB.
Similar expressions to (2.216) can be obtained also for the total flux linkage in the

windings of the b and c phases and of the B and C phases, respectively.

2.2.2.2 The d–q Transformation. As in the case of the synchronous machine, the
equations of the induction motor can be simplified by applying the change of variables. If
the d–q frame attached to the rotor was chosen for the synchronous generator, for the
induction motor it is more convenient to use a d–q frame rotating with the synchronous
speed. The q-axis is assumed to be p=2 ahead of the d-axis in the direction of rotation [1]
(Figure 2.72). Therefore, two Park transformation matrices are required: one to transform
the quantities and equations attached to the stator windings and the other to transform the
quantities and equations attached to the rotor windings.

Let us be the angle between the d-axis and the fixed stator phase a-axis at the instant t,
and ur be the angle between the d-axis and the rotational rotor phase A-axis at the same
instant. Selecting as time reference the instant at which the three axes (d, a, and A) overlap
then u0 ¼ 0 and, according to equation (2.211) and Figure 2.72, gives

u ¼ vrt ; us ¼ vst

ur ¼ us � u ¼ vs � vrð Þt ¼ svst

(
(2.217)

Therefore, the transformation matrices for the stator (a, b, c) and rotor (A, B, C) phase
quantities in (d, q, 0) quantities, known as the Park transformation matrices for the
induction motor, are

Ps½ 
 ¼ 2

3

cos us cos us � 2p

3

� �
cos us þ 2p

3

� �

�sin us �sin us � 2p

3

� �
�sin us þ 2p

3

� �
1

2

1

2

1

2

2
666666664

3
777777775

(2.218)

and

Pr½ 
 ¼ 2

3

cos ur cos ur � 2p

3

� �
cos ur þ 2p

3

� �

�sin ur �sin ur � 2p

3

� �
�sin ur þ 2p

3

� �
1

2

1

2

1

2

2
666666664

3
777777775

(2.2180)
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The two matrices are similar, the only difference being given by the angles us and ur,
which define the relative position of the stator and rotor winding, respectively, with respect
to the d–q reference frame.

By applying the Park transformation achieve the operating equations of the induction
machine written in a unique reference frame rotating with the synchronous speed vs.
The time dependence of the mutual inductances between stator and rotor windings is
therefore eliminated, and the inductances are constant.

2.2.2.3 Basic Equations in the d–q Reference Frame. Under balanced operating
conditions by applying the Park transformation to the systems of equations (2.208) and
(2.209) we achieve the equations of the induction motor in d–q coordinates:

� Stator Voltage Equations

vds ¼ Rsids þ dcds

dt
� dus

dt
cqs ¼ Rsids þ dcds

dt
� vscqs

vqs ¼ Rsiqs þ
dcqs

dt
þ dus

dt
cds ¼ Rsiqs þ

dcqs

dt
þ vscds

(2.219)

� Rotor Voltage Equations

vdr ¼ Rridr þ dcdr

dt
� dur

dt
cqr ¼ Rridr þ dcdr

dt
� svscqr

vqr ¼ Rriqr þ
dcqr

dt
þ dur

dt
cdr ¼ Rriqr þ

dcqr

dt
þ svscdr

(2.220)

These equations are similar to the stator equations of the synchronous generator. The
expression of each voltage contains three terms: the resistive voltage drop Ri, the transient
mmf dc=dt, due to the variation in time of the magnetic flux, and the speed voltage term.
The first two terms are familiar terms associated with the voltage of any static coil, while
the third term is peculiar to the specific situation at hand. Thus, the terms vscqs and vscds

in equations (2.219) represent the voltages induced in the stator windings by the
synchronously rotating flux waves. Similarly, the terms svscqr and svscdr in equations
(2.220) represent the voltages induced in the rotor windings that rotate at the slip speed svs

with respect to the synchronously rotating flux waves [1].
The d–q components of voltages, currents, and fluxes in equations (2.219) and (2.220)

are determined using the relationships between the phase components and the (d, q, 0)
components, defined by the Park transformation:

ds

qs
0s

2
4

3
5 ¼ Ps½ 


a

b

c

2
4
3
5 or

a

b

c

2
4
3
5 ¼ Ps½ 
�1

ds

qs
0s

2
4

3
5 (2.221)

for the stator quantities, and

dr

qr
0r

2
4

3
5 ¼ Pr½ 


A

B

C

2
4

3
5 or A

B

C

2
4

3
5 ¼ Pr½ 
�1

dr

qr
0r

2
4

3
5 (2.222)

for the rotor quantities, respectively.
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Therefore, applying the direct transformation (2.221) for the stator currents, gives

ids

iqs

i0s

2
64

3
75 ¼ Ps½ 


ia

ib

ic

2
64

3
75

and considering equation (2.218), which defines the Ps½ 
 matrix, gives

ids ¼ 2

3
ia cos us þ ib cos us � 2p

3

� �
þ ic cos us þ 2p

3

� �	 


iqs ¼ � 2

3
ia sin us þ ib sin us � 2p

3

� �
þ ic sin us þ 2p

3

� �	 


i0s ¼ 1

3
ia þ ib þ icð Þ ¼ 0

(2.223)

The inverse transformation is given by

ia ¼ ids cos us � iqs sin us

ib ¼ ids cos us � 2p

3

� �
� iqs sin us � 2p

3

� �

ic ¼ ids cos us þ 2p

3

� �
� iqs sin us þ 2p

3

� � (2.224)

Similar transformations apply to the expressions of the rotor currents and stator and
rotor voltages, respectively.

To determine the (d, q, 0) flux components, the matrix equation (2.210) is used taking
also into account (2.221) and (2.222). The currents vectors expressed in (d, q, 0)
components, obtained by application of Park transformation, are

iPs½ 
 ¼ Ps½ 
 is½ 
 ¼ ids; iqs; i0s
� �t

and iPr½ 
 ¼ Pr½ 
 ir½ 
 ¼ idr; iqr; i0r
� �t

Therefore,

is½ 
 ¼ Ps½ 
�1
iPs½ 
 and ir½ 
 ¼ Pr½ 
�1

iPr½ 


and equation (2.210) is then developed as

cs½ 
 ¼ lss½ 
 is½ 
 þ lsr½ 
 ir½ 
 ¼ lss½ 
 Ps½ 
�1
iPs½ 
 þ lsr½ 
 Pr½ 
�1

iPr½ 
 (2.225a)

cr½ 
 ¼ lrs½ 
 is½ 
 þ lrr½ 
 ir½ 
 ¼ lrs½ 
 Ps½ 
�1
iPs½ 
 þ lrr½ 
 Pr½ 
�1

iPr½ 
 (2.225b)

Equation (2.225a) is left-multiplied by Ps½ 
, and equation (2.225b) by Pr½ 
, which gives

cPs½ 
 ¼ cds;cqs;c0s

� �t ¼ Ps½ 
 lss½ 
 Ps½ 
�1
iPs½ 
 þ Ps½ 
 lsr½ 
 Pr½ 
�1

iPr½ 
 (2.226a)

122 SYNCHRONOUS GENERATOR AND INDUCTION MOTOR



cPr½ 
 ¼ cdr;cqr;c0r

� �t ¼ Pr½ 
 lrs½ 
 Ps½ 
�1
iPs½ 
 þ Pr½ 
 lrr½ 
 Pr½ 
�1

iPr½ 
 (2.226b)

Substituting the inductances matrices and Park transformation matrix achieve the
stator and rotor flux linkages in d–q components:

cds ¼ Lssids þ Lmidr

cqs ¼ Lssiqs þ Lmiqr

cdr ¼ Lrridr þ Lmids

cqr ¼ Lrriqr þ Lmiqs

8>>>><
>>>>:

(2.227)

with Lm ¼ 3=2LaA, the magnetizing reactance.
In equation (2.227), we see that application of Park transformation for induction motor

study corresponds, physically, to the replacement of the stator and rotor windings with two
fictitious windings, ds and qs, and dr and qr, respectively, disposed on the d–q frame, which
rotates with the synchronous speed vs set by the power grid.

2.2.2.4 Electric Power and Torque. The instantaneous power input to the stator is

ps ¼ vaia þ vbib þ vcic (2.228a)

or in terms of d–q components

ps ¼
3

2
vdsids þ vqsiqs
� �

(2.228b)

Similarly, the instantaneous power input to the rotor is

pr ¼
3

2
vdridr þ vqriqr
� �

(2.229)

The electromagnetic torque developed is obtained as the power associated with the
speed voltages (the instantaneous rotor power obtained by neglecting the winding losses
and the transient mmf) divided by the shaft speed in mechanical radians per second.
Substituting in equation (2.229) the voltages vdr and vqr with the corresponding speed
voltages �svscqr and svscdr, respectively, and taking into account that the rotor speed, in
radians per second, with respect to the d–q frame, is svs=p, achieve the expression of the
electromagnetic torque:

Ce ¼ 3

2

�svscqridr þ svscdriqr
� �

svs=p
¼ 3

2
p cdriqr � cqridr
� �

(2.230)

where p is the number of pole pairs.

2.2.3 Steady-State Operation of the Induction Motor

In steady-state operation, the derivatives in terms of time are zero. Hence, substituting the
flux linkages, expressed in equations (2.227), in (2.219) and (2.220), respectively, gives
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� stator voltage equations:

vds ¼ Rsids � vscqs ¼ Rsids � vsLssiqs � vsLmiqr

vqs ¼ Rsiqs þ vscds ¼ Rsiqs þ vsLssids þ vsLmidr
(2.2190)

� rotor voltage equations:

vdr ¼ Rridr � svscqr ¼ Rridr � svsLrriqr � svsLmiqs

vqr ¼ Rriqr þ svscdr ¼ Rriqr þ svsLrridr þ svsLmids
(2.2200)

On the other hand, under balanced steady-state conditions, the stator voltages may be
written as

va ¼ Vm cos vst þ að Þ ¼ ffiffiffi
2

p
Vcos vst þ að Þ ¼ ffiffiffi

2
p Uffiffiffi

3
p cos vst þ að Þ

vb ¼ Vm cos vst þ a� 2p

3

� �
¼ ffiffiffi

2
p

Vcos vst þ a� 2p

3

� �
¼ ffiffiffi

2
p Uffiffiffi

3
p cos vst þ a� 2p

3

� �

vc ¼ Vm cos vst þ aþ 2p

3

� �
¼ ffiffiffi

2
p

Vcos vst þ aþ 2p

3

� �
¼ ffiffiffi

2
p Uffiffiffi

3
p cos vst þ aþ 2p

3

� �
(2.231)

where Vm and Vare the phase-to-neutral peak and rms voltages, U ¼ ffiffiffi
3

p
V is the rms value

of phase-to-phase voltage, and a is the phase angle of va with respect to the time origin.
Application of Park transformation, defined by (2.218) and (2.221), to equation

(2.231), taking into account that, in accordance with (2.217), vst ¼ us, leads to

vds ¼ 2

3
� Vm cos us þ að Þcos us þ cos us þ a� 2p

3

� �
cos us � 2p

3

� �	

þ cos us þ aþ 2p

3

� �
cos us þ 2p

3

� �
 (2.232a)

vqs ¼ 2

3
� Vm cos us þ að Þsin us þ cos us þ a� 2p

3

� �
sin us � 2p

3

� �	

þ cos us þ aþ 2p

3

� �
sin us þ 2p

3

� �
 (2.232b)

v0s ¼ 1

3
� Vm cos us þ cos us � 2p

3

� �
þ cos us þ 2p

3

� �	 

(2.232c)

Taking into consideration the trigonometric identities

cos x � cos y ¼ 1

2
cosðxþ yÞ þ cosðx� yÞ½ 
 (2.233a)

cos x � sin y ¼ 1

2
sinðxþ yÞ � sinðx� yÞ½ 
 (2.233b)
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cos xþ cos x� 2p

3

� �
þ cos xþ 2p

3

� �
¼ 0 (2.233c)

sin xþ sin x� 2p

3

� �
þ sin xþ 2p

3

� �
¼ 0 (2.233d)

it can be written that

cos us þ að Þ � cos us ¼ 1

2
cos 2us þ að Þ þ cosa½ 
 (2.234a)

cos us þ a� 2p

3

� �
� cos us � 2p

3

� �
¼ 1

2
cos 2us þ a� 4p

3

� �
þ cosa

	 


¼ 1

2
cos 2us þ aþ 2p

3

� �
þ cosa

	 
 (2.234b)

cos us þ aþ 2p

3

� �
� cos us þ 2p

3

� �
¼ 1

2
cos 2us þ aþ 4p

3

� �
þ cosa

	 


¼ 1

2
cos 2us þ a� 2p

3

� �
þ cosa

	 
 (2.234c)

Summing equations (2.234) and taking into account the trigonometric identity
(2.233c), achieve

cos us þ að Þ � cos us þ cos us þ a� 2p

3

� �
� cos us � 2p

3

� �

þ cos us þ aþ 2p

3

� �
� cos us þ 2p

3

� �

¼ 3

2
cosaþ 1

2
cos 2us þ að Þ þ cos 2us þ a� 2p

3

� �
þ cos 2us þ aþ 2p

3

� �	 

¼ 3

2
cos a

Therefore, equation (2.232a), which defines the d-axis component of the stator
voltage, becomes

vds ¼ 2

3
� Vm � 3

2
� cosa ¼ Vm � cosa (2.235)

Similarly, the equation for the q-axis component of the stator voltage is obtained
taking also into account the trigonometric identity (2.233b)

cos us þ að Þ � sin us ¼ 1

2
sin 2us þ að Þ � sina½ 
 (2.236a)

cos us þ a� 2p

3

� �
� sin us � 2p

3

� �
¼ 1

2
sin 2us þ a� 4p

3

� �
� sina

	 


¼ 1

2
sin 2us þ aþ 2p

3

� �
� sina

	 
 (2.236b)
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cos us þ aþ 2p

3

� �
� sin us þ 2p

3

� �
¼ 1

2
sin 2us þ aþ 4p

3

� �
� sina

	 


¼ 1

2
sin 2us þ a� 2p

3

� �
� sina

	 
 (2.236c)

Summing equations (2.236) and taking into account the trigonometric identity (2.233d),
achieve

cos us þ að Þ � sin us þ cos us þ a� 2p

3

� �
� sin us � 2p

3

� �

þ cos us þ aþ 2p

3

� �
� sin us þ 2p

3

� �

¼ � 3

2
sin aþ 1

2
sin 2us þ að Þ þ sin 2us þ a� 2p

3

� �
þ sin 2us þ aþ 2p

3

� �	 

¼ � 3

2
sina

Therefore, equation (2.232b) becomes

vqs ¼ � 2

3
� Vm � � 3

2
� sina

� �
¼ Vm � sina (2.237)

Moreover, if the trigonometric identity (2.233c) is considered in (2.232c), the equation
of vqs becomes

v0s ¼ 0 (2.238)

The stator voltage components previously determined can be furthermore written as

vds ¼ Vm cos a ¼ ffiffiffi
2

p
Vcosa ¼ ffiffiffi

2
p Uffiffiffi

3
p cosa

vqs ¼ Vm sina ¼ ffiffiffi
2

p
Vsina ¼ ffiffiffi

2
p Uffiffiffi

3
p sina

v0s ¼ 0

(2.239)

Similarly, applying the Park transformation to the instantaneous steady-state stator
currents

ia ¼ Im cos vst þ bð Þ ¼ ffiffiffi
2

p
Icos vst þ bð Þ

ib ¼ Im cos vst þ b� 2p

3

� �
¼ ffiffiffi

2
p

Icos vst þ b� 2p

3

� �

ic ¼ Im cos vst þ bþ 2p

3

� �
¼ ffiffiffi

2
p

Icos vst þ bþ 2p

3

� � (2.240)

and using the trigonometric identities (2.233), the following equations can be obtained:

ids ¼ Im cos b ¼ ffiffiffi
2

p
Icos b

iqs ¼ Im sin b ¼ ffiffiffi
2

p
Isin b

i0s ¼ 0

(2.241)

where Im and I are the peak and rms currents and b is the phase angle of ia with respect to
the time origin.
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Since we have considered balanced steady-state conditions, the computation will be
further made with reference to a single phase.

Using the phasor representation for the phase quantities and taking into account
equations (2.239) and (2.241), then

_V s ¼ V eja ¼ V cos aþ jV sina ¼ vds þ jvqsffiffiffi
2

p ¼ Vds þ jVqs

_I s ¼ I ejb ¼ I cos bþ jI sin b ¼ ids þ jiqsffiffiffi
2

p ¼ Ids þ jIqs

(2.242)

Similarly, it can be shown that

_V r ¼ vdr þ jvqr
� �

=
ffiffiffi
2

p ¼ Vdr þ jVqr

_I r ¼ idr þ jiqr
� �

=
ffiffiffi
2

p ¼ Idr þ jIqr

(2.243)

From the steady-state stator equation (2.2190), it results

vds þ jvqs ¼ Rs ids þ jiqs
� �� vsLssiqs � vsLmiqr þ j vsLssids þ vsLmidrð Þ

¼ Rs ids þ jiqs
� �þ jvsLss ids þ jiqs

� �þ jvsLm idr þ jiqr
� � (2.244)

Dividing by
ffiffiffi
2

p
equation (2.244) and taking into account equations (2.242) and (2.243),

it results

_V s ¼ Rs _I s þ jvsLss _I s þ jvsLm _I r ¼ Rs _I s þ jvs Lss � Lmð Þ_I s þ jvsLm _I s þ _I rð Þ
¼ Rs _I s þ jXs _I s þ jXm _I s þ _I rð Þ

(2.2440)

where

Xs ¼ vs Lss � Lmð Þ (2.245a)

is the stator leakage reactance.
Similarly, from the rotor equations (2.2200), it results

vdr þ jvqr ¼ Rs idr þ jiqr
� �þ jsvsLrr idr þ jiqr

� �þ jsvsLm ids þ jiqs
� �

(2.246)

Taking into account equations (2.242) and (2.243), and dividing equation (2.246) byffiffiffi
2

p
obtain

_V r ¼ Rr _I r þ jsvsLrr _I r þ jsvsLm _I s ¼ Rr _I r þ jsvs L rr � Lmð Þ_I r þ jsvsLm _I s þ _I rð Þ
¼ Rr _I r þ jsXr _I r þ jsXm _I s þ _I rð Þ

(2.2460)

where

Xr ¼ vs L rr � Lmð Þ (2.245b)

is the rotor leakage reactance.
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Since the rotor windings are not connected to a supply (they are either short-circuited or
connected to a passive circuit), we have _V r ¼ ðvdr þ jvqrÞ=

ffiffiffi
2

p ¼ 0. Therefore, equation
(2.2460) can be written as

Rr

s
_I r þ jXr _I r þ jXmð_I s þ _I rÞ ¼ 0 (2.247)

Equations (2.2440) and (2.247) can be represented by the equivalent one-phase circuit
of the induction motor shown in Figure 2.73, where all quantities have been referred to the
stator. Therefore, the power transferred across the air gap to the rotor is

Pag ¼ Rr

s
I2r (2.248)

and the power losses in the rotor resistance are

DPr ¼ RrI
2
r (2.2480)

Therefore, the mechanical power transferred to the shaft is

Psh ¼ Pag � DPr ¼ Rr

s
I2r � RrI

2
r ¼

1� s

s
RrI

2
r (2.249)

and the electromagnetic torque developed by the motor is

Ce ¼ Psh

vmr
¼ pPsh

vr
¼ p

ð1� sÞvs

ð1� sÞ
s

RrI
2
r ¼

p

svs
RrI

2
r (2.250)

Equation (2.250) was written taking into account that vmr ¼ vr=p and vr ¼ 1� sð Þvs.
Since the above quantities Psh and Ce are per phase, for a three-phase motor the

electromagnetic torque developed at the shaft is

Ce ¼ 3
p

svs
RrI

2
r (2.2500)

As it can be seen in equations (2.250) and (2.2500), the electromagnetic torque depends
on the slip s. For the analysis of the torque–slip relationship, the current Ir is to be
eliminated from equation (2.2500). In this regard, the part to left of the nodes b–b0 of
the circuit of Figure 2.73 may be replaced by its Th�evenin’s equivalent. Figure 2.74 shows
the resulting simplified equivalent circuit, where

_V Th ¼ jXm_V s

Rs þ jðXm þ XsÞ

RTh þ jXTh ¼ jXmðRs þ jXsÞ
Rs þ jðXs þ XmÞ

(2.251)

Rs

Pag

Vs

Xs Xr

Xm
Rr

s

Is Ir

b

b′
Figure 2.73. Equivalent circuit of an induction motor

under steady-state conditions.
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From Figure 2.74, the rotor current is

_I r ¼ _V Th

ðRTh þ ðRr=sÞÞ þ jðXTh þ XrÞ (2.252)

and the expression (2.2500) of the steady-state three-phase electromagnetic torque is

Ce ¼ 3
p

svs
RrI

2
r ¼ 3

p

svs
Rr _I r _I

�
r ¼ 3

p

svs

RrV
2
Th

ðRTh þ ðRr=sÞÞ2 þ ðXTh þ XrÞ2
(2.253)

Replacing the quantities VTh, RTh, and XTh in equation (2.253) with their expressions
from (2.251) give the dependence Ce ¼ f sð Þ, where the stator voltage Vs is a parameter.
Figure 2.75 shows a typical relationship between electromagnetic torque and slip/speed.

2.2.4 Electromechanical Model of Induction Motor

The electromechanical equation or the equation of motion describes the motion of the
induction motor rotor subjected to the electromagnetic torque Ce, which is a motor torque,
and to the mechanical torque Cm of the driven mechanical load, which is a resistant
torque.When the machine operates as a generator, the roles of the two torques reverses, that
is, the mechanical torque Cm developed by the prime mover is a motor torque and the
electromagnetic torque Ce at the shaft becomes a resistant torque.

The motor operation will be considered in the following and apply the fundamental
law of mechanics. Therefore

J
dvmr

dt
¼ Ce � Cm (2.254)

where J is the combined moment of inertia of the rotating masses (rotor and driven load).

0–1.0 1.0–0.5 0.5
s (p.u.)

Ce (p.u.)

MotorGenerator Break

Figure 2.75. Torque–slip characteristic of an induction

motor.

RTh

Pag

VTh

XTh Xr

Rr

s

Is Ir

b

b′
Figure 2.74. Equivalent circuit suitable for evaluating

torque–slip relationship [1].
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As in the case of the synchronous generator, the inertia constant H is defined as the
rotor kinetic energy stored within rotating mass, at the synchronous speed v0;ms, divided
by the base power Sb, which usually is taken as the apparent motor rating, that is,

H ¼ ð1=2ÞJv2
0;ms

Sb
(2.255)

The term J is obtained from (2.255) then substituted in (2.254), which gives

2HSb

v2
0;ms

dvmr

dt
¼ Ce � Cm (2.256)

or

2H
dðvmr=v0;msÞ

dt
¼ Ce � Cm

Sb=v0;ms
¼ Ce� � Cm� (2.2560)

where Ce� and Cm� are the per unit torques, referred to the nominal torque:

Cn ¼ Sb

v0;ms
¼ Sn

v0;ms

From equation (2.206) of the slip, it results that vmr=vms ¼ 1� s, and the equation of
motion (2.2560) becomes

2H
d 1� sð Þ

dt
¼ Ce� � Cm� (2.257)

and

2H
ds

dt
¼ �Ce� þ Cm�

����
���� (2.2570)

Generally, the mechanical torque Cm is dependent on the speed and implicitly on the
slip. To express this dependency, an exponential model is used [1]:

Cm ¼ Cm0
vmr

v0;ms

� �m����
���� (2.258)

or a polynomial one

Cm ¼ Cm0 A
vmr

v0;ms

� �2

þ B
vmr

v0;ms
þ C

" #�����
����� (2.259)

where Cm0 stands for the resistant mechanical torque of the driven mechanism at the
synchronous speed, and m, A, B, and C are the coefficients which depend on the driven
mechanism type.
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2.2.5 Electromagnetic Model of Induction Motor

In order to develop the mathematical model of the induction motor for stability studies, as
for the synchronous generator, the stator transient phenomena are neglected, that is, in
(2.219) the time derivatives are zero. Under these considerations, and taking into account
that the rotor voltages are vdr ¼ vqr ¼ 0, the Park equations of the induction motor under
transient conditions are

� stator voltage equations:

vds ¼ Rsids � vscqs

vqs ¼ Rsiqs þ vscds

(2.21900)

� rotor voltage equations:

0 ¼ Rridr � svscqr þ
dcdr

dt

0 ¼ Rriqr þ svscdr þ
dcqr

dt

(2.260)

� stator flux linkage equations:

cds ¼ Lssids þ Lmidr

cqs ¼ Lssiqs þ Lmiqr
(2.2270)

� rotor flux linkage equations:

cdr ¼ Lrridr þ Lmids

cqr ¼ Lrriqr þ Lmiqs
(2.22700)

Next, the rotor currents idr and iqr are eliminated and a relationship between the stator
current _I s ¼ ids � jiqs

� �
=
ffiffiffi
2

p
and a voltage behind a transient reactance is sought. Thus,

from equation (2.22700) the rotor currents are achieved:

idr ¼ cdr � Lmids

Lrr
; iqr ¼

cqr � Lmiqs

Lrr
(2.261)

which are substituted in (2.2270), resulting

cds ¼ Lm

Lrr
cdr þ Lss � L2m

Lrr

� �
ids

cqs ¼ Lm

Lrr
cqr þ Lss � L2m

Lrr

� �
iqs

(2.262)

Substituting equation (2.262) of the stator flux linkages in (2.21900), we obtain

vds ¼ Rsids � vs
Lm

Lrr
cqr � vsL

0
ssiqs ¼ Rsids � X0

siqs þ e0d

vqs ¼ Rsiqs þ vs
Lm

Lrr
cdr þ vsL

0
ssids ¼ Rsiqs þ X0

sids þ e0q

(2.263)
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where

X0
s ¼ vs Lss � L2m

Lrr

� �
(2.264)

is the transient reactance of the induction motor,

e0d ¼ �vs
Lm

Lrr
cqr (2.265a)

is the d-axis transient mmf, and

e0q ¼ vs
Lm

Lrr
cdr (2.265b)

is the q-axis transient mmf.
Equations (2.263) can be written in a complex form:

vds þ jvqs ¼ Rs ids þ jiqs
� �þ jX0

s ids þ jiqs
� �þ e0d þ je0q

and dividing by
ffiffiffi
2

p
, we obtain

_V s ¼ Rs þ jX0
s

� �
_I s þ _E 0 (2.266)

where _E 0 ¼ 1ffiffiffi
2

p e0d þ je0q
� �

Equation (2.266) is represented by the equivalent circuit of the induction motor for
transient studies, given in Figure 2.76.

The time variation of the e0d and e
0
q components of the transient voltage _E 0 is obtained

using the rotor voltage equations (2.260), in which the expressions of the rotor currents
from (2.261) are substituted. Therefore

dcdr

dt
¼ �Rr

cdr

Lrr
� Lm

Lrr
ids

� �
þ svscqr

dcqr

dt
¼ �Rr

cqr

Lrr
� Lm

Lrr
iqs

� �
� svscdr

(2.267)

On the other hand, from the definition equations of voltages e0d and e
0
q, in (2.265a) and

(2.265b), the rotor flux linkage equations are obtained:

cdr ¼
Lrr

vsLm
e0q; cqr ¼ � Lrr

vsLm
e0d

R ′

′

s

Vs E

Xs

Is

Figure 2.76. Equivalent circuit of the induction motor for

transient studies.
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which are substituted in equation (2.267). After computation achieve the system of
differential equations:

de0d
dt

¼ � 1

T
0
0

e0d þ vs
L2m
Lrr

iqs

� �
þ svse

0
q

de0q
dt

¼ � 1

T 0
0

e0q � vs
L2m
Lrr

ids

� �
� svse

0
d

(2.268)

where

T 0
0 ¼

Lrr

Rr
(2.269)

is the transient open-circuit time constant (expressed in radians) of the induction motor.
This equation characterizes the decay of the rotor transients when the stator is open-
circuited [1].

By subtracting the reactances from equations (2.245a) and (2.264) gives

vs
L2m
Lrr

¼ Xs þ Xm � X0
s (2.270)

Taking into account equation (2.270), the differential equations (2.268) become

de0d
dt

¼ � 1

T
0
0

e0d þ Xs þ Xm � X0
s

� �
iqs

� �þ svse
0
q

de0q
dt

¼ � 1

T 0
0

e0q � Xs þ Xm � X0
s

� �
ids

h i
� svse

0
d

���������

���������
(2.271)

Observations

(i) As in the case of the synchronous generator, the induction motor equations can be
expressed in per unit. Since for the induction motor the rotor quantities are
referred to the stator, the same base quantities are chosen for both rotor and stator.
Therefore, the following independent base quantities are chosen:

� base voltage (Vb)—the peak value of the rated phase-to-earth voltage;

� base current (Ib)—the peak value of the rated current;

� base frequency (fb)—nominal frequency.

The reminder of the base quantities is determined in a similar way as for the
synchronous generator (see Section 2.1.3.4), using the relationship between them.

(ii) In many practical applications, especially for small-size induction motors,
since the time constant T 0

0 has low values, the transients from the rotor circuits
can be neglected [1]. Therefore, for the induction motor representation, the
steady-state equivalent circuit (Figure 2.73) is used together with equation
(2.253) representing the torque–slip relationship and the rotor equation of
motion.

The reader should note that the theory and performance of synchronous machines have
also been covered in other remarkable books (please see Refs. 44, 45, 46)
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3

MODELING THE MAIN COMPONENTS OF
THE CLASSICAL POWER PLANTS

Mohammad Shahidehpour, Mircea Eremia, and Lucian Toma

3.1 INTRODUCTION

The classical prime sources of electrical energy supplied by utilities are the kinetic energy
of water and the thermal energy derived from fossil fuels and nuclear fission. The prime
movers convert these sources of energy into mechanical energy that is, in turn, converted
into electrical energy by synchronous generators. In the last two decades, however, big
steps have been taken on the wind generation technology side. In general, wind turbine
generators tend to be quite different in both mechanical and electrical construction from
traditional large thermal, nuclear, and hydro power plants and they will be discussed in
Chapter 4.

Figure 3.1 shows the functional relationship of the prime mover system in the context
of the overall power system [1].

The electric system performance (voltages, power, frequency, etc.) is affected by the
action of the generators, condition of the network, and behavior of loads. The prime mover
system couples with the electrical system through mechanical power with its effects on
generator rotor speed and angle.

The prime mover energy supply system responds to commands for generation changes
from manual or automatic generation control (AGC) and from speed deviations. Internal
plant variables that affect mechanical power are the turbine values and boiler main steam
pressure.

The turbine control logic operating on control and intercept valves (IV) respondsmainly
to speed deviations. There may be override action frommain steam pressure (initial pressure
regulator) and electrical power (power load unbalance, fast valving, etc.). The automatic
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generation control determines the desired unit generation and imparts control action through
the governor speed changer or through the turbine boiler coordinated controls [1].

3.2 TYPES OF TURBINES

3.2.1 Steam Turbines

A steam turbine is generally composed of two or more cylinders, each of them with several
stages, that are driven by high-, medium- or low-pressure steam as described in Figure 3.2.

Between the high-pressure (HP) and intermediate-pressure (IP) cylinders there may or
may not be a reheater, and, in case of large units, the low-pressure (LP) cylinder is normally
split into two or more flows.

Depending on theway the cylinders are coupled, the next two turbine types are obtained:

� Turbines with shafts in tandem compound in which all turbine cylinders are coupled
on a single shaft, on which the generator is also coupled. These turbines are rotating
with 3000 rot/min (in the systems with f ¼ 50Hz) or with 3500 rot/min (in the
systems with f ¼ 60Hz).

Angle
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power

Mechanical
power
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Electric power system
- Generators
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- LoadsControl center

Turbine-generator
inertia

Governor
speed changer

Automatic generation
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valves

Boiler
input

Boiler
controls

Boiler
pressure
dynamics

Turbine/
Reheater

Turbine
valves

controls

Turbine/boiler
controls

Steam
flow rate

Main steam
pressure
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Desired unit
generation

Figure 3.1. Functional block diagram showing relationship of prime mover systems control

to complete system [1].

Figure 3.2. The structure of a steam turbine.
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� Steam turbine in “cross”, which has two shafts, at every shaft being connected one
generator. Usually, the second shaft rotates with a speed equal to half of the speed of
the primary shaft.

Internal, the steam turbine consists of rows of blades designed to extract the heat and
pressure energy of the steam and convert this energy into mechanical energy. To accom-
plish this goal, high-pressure steam is admitted through a set of control valves (CV) and
allowed to expand as it passes through the turbine, to be exhausted, usually to a condenser,
at relatively low pressure and temperature.

Thus, the type and arrangement of turbine blading are important in extracting all
possible energy from the steam and converting this energy into mechanical work of
spinning the turbine rotor and attached electric generator.

Two types of turbine blading are used: impulse blading and reaction blading (Fig-
ure 3.3) [2]:

� In impulse blading, the steam expands and its pressure drops as it passes through a
nozzle, leaving the nozzle at high velocity. This kinetic energy is converted into
mechanical energy as the steam strikes the moving turbine blades and pushes them
forward.

� The reaction blading operates on a different principle. Here the “nozzle” through
which the steam expands is moving with the shaft, giving the shaft a torque due to the
unbalanced forces acting on the blade intake and exhaust surfaces.

3.2.2 Gas Turbines

The gas turbine installations are thermal machineries that convert the chemical energy,
stored in the primary fuel, into mechanical energy. The working fluid used in this case is a
gas (air, carbon dioxide, helium, etc.).

The modern gas turbines are based on a Brayton (or Joule) thermodynamic cycle that
has a relatively low efficiency. The ideal Brayton cycle is made up of four completely
irreversible processes (Figure 3.4 ): 1-2 isentropic compression, 2-3 constant pressure heat
addition, 3-4 isentropic expansion, and 4-1 constant pressure heat rejection [3].

Figure 3.5 shows the typical internal combustion gas turbine power plant arrangement
(in open cycle).

The air is aspirated through the filter that eliminates mechanical impurities to avoid
erosion and gradually destroy of the compressor’s blades. The air is then compressed

Moving blades

(a) (b)

Impulse turbine Reaction turbine

Figure 3.3. Two types of turbine blading:

(a) impulse blading; (b) reaction blading.
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through an adiabatic process with constant entropy within the compressor (process 1-2),
which is usually axial. Pressure of 13–20 times that of atmospheric, appropriate for
the operational value of the combustion chamber (burner), is achieved after the compres-
sion stage.

Fuel, either liquid or gas, is mixed with the compressed air and burnt in the combustor
(process 2-3), after which the hot gases are expanded through the turbine (process 3-4)
producing mechanical work. One part of the mechanical work is used to drive the blades of
the turbine and consequently the shaft of the synchronous generator connected to it, and the
remaining part is used to drive the compressor, which is mounted on the same shaft
structure as the gas turbine. A silencer is used to reduce the noise produced by the gases
exhausted from the gas turbine into the atmosphere.

3.2.3 Hydraulic Turbines

Hydraulic turbines are of two basic types: impulse turbines and reaction turbines [2]:

� The impulse turbine or the Pelton wheel is used in hydro power plants with heads
from 15 to 1900 m, although it is most efficient for heads higher than 300 m. The
installed power can reach up to 435 MW for a single unit. The impulse turbines are
mounted on either a horizontal (Figure 3.6) or a vertical shaft. The turbine wheel is
spun by directing forceful streams of water from nozzles against a series of spoon-
shaped buckets mounted on the edge of the wheel and using the high momentum of
the water to drive the wheel.

The turbine speed is controlled by adjusting the flow of water through a needle
valve that can increase or decrease the nozzle opening.

The total drop in pressure of the water occurs in the nozzle and the resulting jet
of water is directed tangentially at buckets on the wheel producing impulsive force
on them at atmospheric pressure.

1
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p = const Figure 3.4. Ideal temperature/entropy diagram.
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Figure 3.5. Typical gas turbine power

plant arrangement.
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� In reaction turbines, the water completely fills the cavity occupied by the runner and
it changes the pressure as it moves through the turbine. As the name implies, the
turbine is turned by reaction force caused by pressure or weight of fluid rather than
by a direct impulse.

The reaction turbines are used for heads ranging from 30 to 700 m and outputs
up to 700MW. However, satisfactorily operation may be obtained for heads lower
than 30 m. The reaction turbines are classified as

� radial flow, where the water flows perpendicular to the shaft;
� axial flow, where the stationary vanes direct the water to flow parallel to the shaft;
� mixed flow, which is a combination of radial and axial flow.

There are two main subcategories of reaction turbine, that is, Francis and propeller.
However, the James Francis’s turbine is the most common water turbine in use today,
which has a radial inward flow (Figure 3.7).

Buckets
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(a)
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Hydraulic brake
Needle

Nozzle pipe
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rotary valv

Figure 3.6. Pelton turbine.
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In the Francis turbine power plant, the water passes through the spiral case surround-
ing the blades and flows in an inward direction, then through the runner exerting pressure
on the blades thus turning the runner. A draft tube, through which the water is then
evacuated, is designed so that to allow the turbine runner be positioned above the tail water
and also to reduce the kinetic energy losses at discharge.

The electric generator is usually directly connected to the runner shaft. The vertical
shaft is the most common arrangement in the reaction turbine-based power plants.

The control of a reaction turbine is performed by means of movable guide vanes called
wicket gates through which thewater passes from the spiral case into the runner. Thewicket
gates are opened/closed simultaneously by means of a large “shift ring” to which the gates
are attached. Rotating the gates requires a very large force, so servomotors are used. A
second control device used in reaction turbines is a large bypass valve, which is actuated by
the shifting ring [2].

Another widely used reaction turbine is the propeller type turbine. As the name
implies, it uses propeller type wheels with adjustable blades (Figure 3.8). Viktor Kaplan
combined the adjusted blades with adjusted wicket gates to create a more efficient turbine
over a wide range of flow and water level. The Kaplan turbine employs water velocity to a
great extent than the Francis turbine. The Kaplan turbines are preferred in locations with
heads of 2–150m. Compared to the Francis turbines, the Kaplan units operate at higher
speeds for a given head and the water velocity through the turbine is greater, leaving the
runner with a fast swirling motion. Thus, the draft tube design is important in Kaplan
turbine applications [2].

Currently there are two trends in using the water turbines:

� The European trend is inclined to use Francis turbines for heads up to 500 m and has
at base a performance higher with 1–2% in the case of Francis turbines; using this
type of turbine at falls that great causes problems of mechanic nature.

� The American trend is inclined to use Pelton turbines for any falls greater than
300m, considering their elasticity in exploitation, but with supplementary costs of
the turbine and the generator (because of lower speed, at small falls, the diameter
of the Pelton turbine and generator is increased).

Figure 3.7. A typical vertical shaft reaction turbine arrangement.
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3.3 THERMAL POWER PLANTS

3.3.1 Generalities

Generation of mechanical energy by a steam turbine (prime mover) takes place via
conversion of the heat transferred to the water and steam of the boiler into the kinetic
energy of the steam that is fed to the blades of the turbine wheel. The water is compressed
by extraction and feed pumps and moderately heated in low-pressure heaters and in the
degasifier (PRLP). The rotating energy is converted into electrical energy by the generator.

Figure 3.8. The Kaplan propeller turbine [4].
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The heat source for the boiler supplying the steam may be furnace fired by fossil fuels
(coal, oil, or gas) or a nuclear reactor.

Figure 3.9 shows a schematic diagram of a conventional steam-fired thermal power
plant, whose IP and LP cylinders are supposed to be concentrated in single cylinder
(ILP) [5].

The steam–water mixture, subject to Rankine cycle, consists of the following
stages [5]:

(i) Heating of water at a practically constant pressure in the high-pressure heater
(PRHP), economizer, and boiler.

(ii) Vaporization of water at constant pressure and temperature in the boiler’s
evaporator.

(iii) Superheating of steam, practically isobaric at a pressure Ps, in the boiler.

(iv) Pressure drop, in part on the admission valve and in part in the HP cylinder of the
turbine.

(v) Reheating of steam, practically isobaric at a pressure Pr, in the boiler.

(vi) Expansion of steam in the LP cylinder of the turbine.

(vii) Isothermal and isobaric conversion at a pressure P0, of the exhausted steam into
water, in the condenser.

Figure 3.10 shows the basic structure of the prime mover and energy supply system.

� The “turbine/ reheater” block defines mechanical power as function of main
steam pressure (PT), control valve flow area (CV), and intercept valve flow
area (IV).

� The “boiler” block models boiler main steam pressure (PT) and steam flow rate ( _ms),
as function of turbine control valve flow area (CV) and the fuel, air, and feedwater
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Figure 3.9. Schematic diagram of conventional steam-fired thermal power plant. (Adapted
from Ref. 6.)
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that are essentially the energy inputs to the boiler. The pressure effect of the reheater
is included in the turbine model.

� The “speed/ load control” block details the turbine control logic in response to
change in speed/load reference (LR), speed (v), main steam pressure (PT) through
the initial pressure regulator, and possibly, in the case of fast valving applications, in
response to changes in electrical power (Pe) and generator current (I).

� The “boiler turbine control” block develops the load reference, input to the
speed/load controls in response to the load demand (LD) set either manually or
by AGC. Other inputs to the control logic, depending on the type of coordinated
controls being used, are plant frequency ( f), main steam pressure (PT), and steam
flow rate ( _ms).

In its simplest form, the boiler and turbine controls are decoupled, with generation
changes implemented directly through the load reference and the boiler controls respond-
ing to changes in the steam flow ( _ms) and pressure (PT).

3.3.2 Boiler and Steam Chest Models

A simplified representation of the process physics in a boiler is illustrated in Figure 3.11,
showing an equivalent lumped volume storing steam at an internal pressure-labeled
drum pressure in series with superheater and steam leads with their friction drop
effects [1].

The heat released in the furnace T is used to boil the water passing through the water
walls and transform it into steam ( _mw). For easier simulation purposes, the transformation
process of the thermal agent from water to steam is approximated by two lumped storage
volumes connected through an equivalent orifice representing the pressure drop due to
friction in the pipes (Figure 3.11a). The main storage of energy takes place in the water
walls and drum. The mixture water–steam is separated in the drum, into saturated steam,
which is sent to the superheater, and saturated liquid, which is sent for recirculation in the
furnace circuits.

Figure 3.11b shows a low-order nonlinear model representing the steam flow rate, _ms,
as a function of the turbine valve position, CV, and energy input to the boiler. The
nonlinearities in the boiler processes are due to the fact that the steam flow sent to the
turbine is the product of the control valve flow area and throttle pressure PT.

The steam flow rate _ms is directly related to the throttle pressure PT, which in turn is
proportional to the integral of flow in ( _m) minus flow out ( _ms) of the superheater-related
storage. The rate of change of the throttle pressure is given by the constant CSH. The flow
into the superheater-related storage and also out of the drum-related storage, _m, is
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Figure 3.10. Elements of the prime mover and energy supply system [1].
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proportional to the square root of pressure difference between the two storage parts. The
drum pressure PD is proportional to the integral of the difference between the steam
generation ( _mw) and steam flow ( _m). The steam generation ( _mw) is given by the heat release
in the furnace with a time lag Tw due to the delay in the heat transfer in the water walls.
The process of heat generation and release in the furnace, either during start-up or regular
loading or unloading of the generator unit, is subject to fuel system dynamics. For oil- or
gas-fired power plants, this process is relative fast, while for coal-fired units, it can be quite
slow. However, both of them are slow comparative to the hydro power plants.

The control of a boiler–turbine–generator assembly in a steam generator unit is
usually performed as a single entity control. However, there are several control modes
defined in the literature. The prime mover system and the control method for adjusting the
output active power, as described previously, are representative for many units operating in
the turbine leading boiler mode (Figure 3.12a).

In this control mode, any generation adjustment is initiated by turbine valves position
adjustment and the boiler reacts with appropriate measures to changes in pressure and
steam flow. This control mode has the disadvantage that it requires a good boiler–turbine
coordination to avoid stability problems.

A more conventional control mode is the boiler leading turbine mode (Figure 3.12b),
where turbine valve position is adjusted to regulate the boiler pressure and changes in
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Figure 3.11. Model of boiler pressure effects. (Reprinted with permission from Ref. 1. # 1991
IEEE.)

Sample data:

TW ¼ 5� 7 s; CD ¼ 90� 300 s; CSH ¼ 5� 15 s; K ¼ 3:5
CV ¼ 1 at full load; 0 at no-load
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generation are initiated by changing inputs to the boiler. To keep the pressure constant, the
turbine valve control acts to change the steam flow by fast adjustment of the valve position.
The power output to the turbine will, therefore, closely follow changes in the boiler steam
generation as caused by changes in input to the boiler [1].

STEAM CHEST AND HIGH-PRESSURE PIPING. The steam enters the HP turbine through the
turbine control valves and the inlet piping. The valves are located in the turbine steam chest
(Figure 3.13a). In large units the chest contains a series of steam valves. Changes in the
HP turbine steam flow are characterized by a time delay, with a time constant TCH, in
the turbine valve position adjustment, as also shown in Figure 3.13b.

The following notations have been used in Figure 3.13 [6]:

PT is the throttle pressure;

PSG is an internal boiler pressure;

PGV is the power at gate or valve outlet;
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Figure 3.12. Power plant control modes: (a) turbine leading boiler mode; (b) boiler leading

turbine mode [2].
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PT0 is the initial (time 0�) throttle pressure;

_mT0 is the initial (time 0�) throttle valve steam flow;

TCH is steam chest time constant;

_mHP is the high-pressure turbine steam flow.

The block diagram shown in Figure 3.13c represents a linear model and takes into
account the effect of the boiler tube drop. The pressure PSG is assumed constant over the
study interval while PT is assumed a variable pressure. Denoting by KPD the pipe-drop
coefficient, the governor-controlled valve steam flow, _mCV, is given by [6]

_mCV ¼ PGV½PSG � KPD � ð _mCVÞ2�

The effective gain of the governor controlled is reduced to the fraction F. If boiler tube drop
is neglected, F is unity.

3.3.3 Steam System Configurations

Depending on the number of pressure cycles, a fossil-fueled units may consist of HP, IP,
and LP turbine sections. In modern power plants, the steam exhausted from the HP turbine
is rerouted to the power plant furnaces where it is reheated then go drive the next turbine
section. Increasing the temperature of the steam before entering the next turbine section
increases the efficiency of the Rankine cycle. More than one reheat stages are possible, but
complications occur and the high capital cost may not justify the improvement in
efficiency. The steam exhausted from the IP turbine enters the LP turbine through a
crossover pipe. Figure 3.14 shows a tandem-compound steam turbine configuration of a
fossil-fueled unit with a single reheat.

To better understand the operation of a basic steam system configuration, it is useful to
know the position and the role of some components [6]:

� Themain steam stop valve (MSV) is provided upstream of the steam chest and is one
of the controlling means for admission of steam to the turbine during start-up and
shutdown of the unit. It is also called emergency valve since it quickly stops the
steam flow to prevent damages to the turbine when the unit overspeeds. The unit may
be controlled automatically or manually, but usually is controlled automatically
through a hydraulic control system. Because, for normal functioning of the control
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GeneratorReheater
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Figure 3.14. Configuration of tandem-compound steam turbine of fossil-fueled unitwith a single

reheat [7].
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system it serves as a backup redundant means of control, the stop valve is not usually
modeled.

� The governor or admission valves, also known as control valves (CV), are located
in the turbine steam chest and they control the flow of steam to the high-pressure
turbine. The number of governor valves depends on the unit size. The governor
valves control the quantity of steam flowing to the turbine by changing the valve
position. The mechanical power developed by the HP turbine depends on the
quantity of steam flow admitted to the turbine through the valve.

� In thermal power plants designed with reheater (RH), located on the steam path
between the HP turbine and the IP turbine, the pipe entering the IP turbine is
provided with two valves, with functioning similar to the main steam stop valve and
control valve:

� The reheat stop valve (RSV), which offers backup protection for the IP turbine in
the event the unit experiences shutdown, such as in an overspeed trip operation.

� The intercept valve (IV), which throttle the steam flow to the IP turbine in case of
loss of load in order to prevent overspeeding.

� The crossover is a large pipe through which the steam exhausted from the IP turbine
is carried to the LP turbine(s) at low pressure and therefore in large volumes. Usually,
the LP turbine is designed with double or triple flow.

Six common steam system configurations and corresponding mathematical models,
shown in Figure 3.15, were proposed in Ref. 6. In the block diagrams, the time constants
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Figure 3.15. Steam system configurations and corresponding mathematical models. (a) Non-

reheat; (b) tandem compound, single reheat, single shaft; (c) tandem compound, double reheat,

single shaft; (d) cross compound, single reheat, double shaft, same speed; (e) cross compound,

single reheat, double shaft, different speeds; (f) cross compound, double reheat, double shaft,

same speed. (Reprinted with permission from Ref. 6.# 1973 IEEE.)
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TCH, TRH, and TC0 represent delays due to the steam chest and inlet piping, reheaters,
and crossover piping, respectively. The fractions FVHP, FHP, FIP, and FLP represent
portions of the total turbine power developed in the various cylinders. Fractions from
the flow of steam that enters the turbine have to satisfy the condition: FVHP þ FHP þ
FIP þ FLP ¼ 1.
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Figure 3.15. (Continued )
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Each turbine model has a functional block at the entrance having the role of
introducing a time delay between the adjustment instant in the valves position and the
instant of steam flow change in the turbine. As explained before, the control of the steam
admitted to the HP turbine, and also in this functional block, is performed by changes in the
control valves position as a result of the speed governor action to change the mechanical
power developed by the turbine at the shaft. Additionally, the intercept valve contributes to
the generator unit stability by quickly routing the steam toward the condenser to unload the
turbine in a very short time. This action is called “fast valving.”

3.3.4 General Steam SystemModel

The steam driven turbine power plants are designed in a large number of configurations.
But, provision of a common format model, with appropriate characteristics, is more
convenient for implementation in computers programs.

A general model that would accommodate all types is shown in Figure 3.16 [1]. The
coefficients K1 to K8 reflect the contributions from various turbine sections. They are
functions of the efficiency and enthalpy drop across the stage. In turn, the enthalpy is
function of the pressures across the stages. In the case of tandem-compound units, the two
shaft mechanical powers PmechHP and PmechLP can be merged into a single mechanical
power provided to the synchronous machine, whereas for cross-compounding units, the
two individual shaft mechanical powers must be modeled explicitly. The turbine response
time depends on the charging time of various volumes, that is, the high-pressure turbine
bowl T4, the reheater T5, and the crossover T6. In the case of double reheat units, the model
also takes account of another time constant, T7.

The model in Figure 3.16 includes the boiler pressure effects but does not consider the
effect of the intercept valves. The effect of control valve can be modeled individually
since it serves as input in the generic model. For a generator unit designed with reheat,
Figure 3.17 shows an enhanced model that accounts for the effect of the intercept valve
control action. A limit PRMAX associated with the reheat pressure was introduced to
account for the safety valve action.

In the models shown above, the control valve CVand the intercept valve IV are to be
interpreted as flow areas. Any nonlinearity between control signal and valve flow areas is
assumed to be included in the turbine control logic module.

The model described in Figure 3.17 works properly for normal dynamics. Under
emergency conditions, such as fast valving, a more detailed representation of the turbine is
required.

CV

PT

PmechHP

PM1

PmechLP

PM2

1
1+sT4

1
1+sT5

1
1+sT6

1
1+sT7

K1 K3 K5 K7

K2 K4 K6 K8

+

+

+

+

+

+

+

+

+

+

+

+

+

+

Figure 3.16. Generic turbine model. (Reprinted with permission from Ref. 1.# 1991 IEEE.)
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Table 3.1 presents the correspondence between the time constants and the fractions for
each turbine type [6].

3.3.5 Governing Systems for Steam Turbines

The governing system is one of the most important parts of a steam turbine generator unit
for the output power and/or frequency regulation. Adjustment of speed governor set point is
currently the method for matching the generation to load, under various market forms, or
simply for keeping the frequency at desired value.

A power system frequency is maintained constant and equal to a desired value if the
total generation matches the total load. When a power imbalance occurs in the system,
caused by either load or generation change, the system frequency deviates from the desired
value. As the generator speed is directly related to the system frequency, any increase in
frequency causes increase in the generator rotor speed and vice versa. In response to
changes in the rotor speed, the speed governor varies automatically (increase or decrease as
appropriate) the prime mover output (torque) through valve control. The amount of torque
required to be developed by the turbine in order to keep the synchronous generator rotor
speed at the desired value is given by the amount of current (power) absorbed by the system

T A B L E 3.1 Interpretation of Parameters Used in General Model for Turbines [6]

Time Constants Fractions

System Description T4 T5 T6 T7 K1 K2 K3 K4 K5 K6 K7 K8

Nonreheat (Figure 3.15a) TCH – – – 1 0 0 0 0 0 0 0
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reheat (Figure 3.15b)
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reheat (Figure 3.15c)
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Figure 3.17. Generic turbine model including IV effects. (Reprintedwith permission from Ref. 1.
# 1991 IEEE.)
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load from the generator. For small frequency variations, the speed governor controls the
steam flow necessary to develop the required torque through a specific control logic.
However, if large imbalances occur in the power system, the control is taken over by the
automatic generation control system with appropriate time delay. The rate and magnitude
of the governor response to a speed change are tuned for the characteristics of the generator
unit and the power system. The inputs to the speed governor control logic are speed,
acceleration, electrical power, generator current, and so on, whereas the outputs are the CV
and IV flow areas.

The steam flow admitted to the turbine is controlled by the speed governor that sets
the valve position (stroke) that is, therefore, proportional to speed. This stroke is
mechanically compared to a preset reference position to give a position error propor-
tional to the speed error. The force that controls this position error is small and must be
amplified in both force and stroke. This is the purpose of the two amplifiers labeled
speed relay and servomotor [2].

A simplified system block diagram of a steam turbine control is shown in Figure 3.18.
Although there are various types of speed governors, that is, mechanical hydraulic,
electrohydraulic, or digital electrohydraulic, they have similar steady-state speed-output
characteristics and their application principle (for normal operation) is the same.

For normal load changes, the control valves are used with straightforward proportional
control on speed error, whereas for more severe disturbances, the limitation of overspeed
involves both IVs and CVs.

The turbine speed/load control model can usually be generic when limited to normal
primary speed control and supplementary load control (AGC). For problems involving
large accelerations enlisting the discrete and nonlinear actions provided in the particular
design, the speed/load control block should be defined by the manufacturer.

Reference [6] presents approximate mathematical representations for typical mechan-
ical hydraulic (MHC) and electrohydraulic (EHC) speed governing systems.

3.3.5.1 Mechanical Hydraulic Control (MHC). The speed governor is basically a
speed-sensitive mechanical device that senses the shaft speed and converts it into a valve
position reference (Figure 3.19).

The mechanical governor operates similarly to a classical centrifugal device or a
flyball governor that uses flying weights (flyballs) mounted on spring-loaded arms. The
rotor speed signal (vr) is converted to linear displacement by means of the centrifugal
forces opposed by the spring.When the shaft speed decreases, the flyballs spin more slowly
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Figure 3.18. Block diagram of steam turbine control system [8].
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and they move in causing the valve to move up and allow more steam to flow and vice
versa.

Figure 3.20a shows the representation of a typical mechanical hydraulic speed
governing system consisting of a speed governor, a speed relay, a hydraulic servomotor,
and governor-controlled valves [6,7].
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Figure 3.19. Mechanical speed governor [2].

+
_

Rate
limits

Position
limits

GK

Speed relay

SR

+_
r

CAM

Servomotor

Valve

Gate
positions

11
TSM

1
1+sTSR

1
sTSR

+
_ CV

To other
valves

+
_

GK

SR

+_
r s

11
TSM

CV

C OPENV

C CLOSEV

.

.
C MAXV

C MINV

Speed
governor

Speed
relay

Servomotor Control
valve

Intercept
valve

Rotor
speed rω

Speed/load ref.

IV opening
bias

CV flow
area

IV flow
area

Speed
relay

Servomotor

(a)

(b)

(c)

_ +

+ +

Error
signal

ω

ω

Figure 3.20. Mechanical hydraulic speed governor for steam turbines: (a) functional block

diagram; (b) and (c) approximate mathematical representations [6,7].

Sample data for Figure 3.20:

KG ¼ 20:0 TSR ¼ 0:1 s TSM ¼ 0:2� 0:3 s
_CVOPEN ¼ 0:1 p:u:=s=valve; _CVCLOSE ¼ 0:1 p:u:=s=valve:
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As shown in Figure 3.20a, the speed governor output is compared with a speed/load
reference signal resulting in an error signal that determines the position for the CVs and,
when appropriate, for the IVs that is set by servomotors. However, under normal conditions
the CVs are used for speed/load control whereas the IVs are held fully open by a bias (IV
opening bias) signal. In case of overspeed, a large error signal occurs, the bias is overcome
and a signal is sent to the servomotor to close the IVs rapidly. As soon as the shaft speed is
brought back to the reference speed, the error signal is restored to a value less than the bias
and the IVs are again fully opened.

An approximate nonlinear mathematical model for the chain acting on the
control valve in response to changes in the shaft speed is presented in Figure 3.20b.
The speed governor determines a valve position that is assumed linear to the shaft
speed, with no time delay. The signal is amplified with a gain KG, which is the
reciprocal of regulation or droop (R), then compared to the signal SR, obtained
from the governor speed changer (see Figure 3.1). The signal SR is determined by the
AGC system.

A hydraulic servo, called speed relay, develops an output proportional to the load
reference signal less any contribution from speed deviation (Dv) through the primary speed
control gain (1/R). The speed relay is represented as an integrator with time constant TSR

and direct feedback. A nonlinear “cam” to compensate for valve nonlinearity is shown
between the speed relay and the servomotor. On very large turbines, additional amplifica-
tion to the energy levels necessary to move the steam valves is obtained using hydraulic
servomotors. The servomotor is represented by an integrator with time constant TSM and
direct feedback. Rate limiting of the servomotor may occur for large, rapid speed
deviations. These rate limits are shown at the input to the integrator representing the
servomotor. Position limits are also indicated and may correspond to wide-open valves or
the setting of a load limiter. In power system studies, nonlinearities in the speed control
mechanism are usually neglected except for rate limits and the limits on value position (see
Figure 3.20c) [6].

3.3.5.2 Electrohydraulic Control (EHC). An electrohydraulic speed control
mechanism is more flexible than a mechanical hydraulic one through the use of electronic
circuits.

Figure 3.21a shows the functional block diagram of a typical electrohydraulic control
configuration. The steam flow (or first stage pressure) feedback and the servomotor
feedback loop provide for improved linearity over the mechanical hydraulic system. The
block diagram of Figure 3.21b shows approximate mathematical relationship for the speed
governing function of the General Electric electrohydraulic control system with the steam
flow feedback operative.

Comparative to the MHC systems (Section 3.3.5.1), the EHC governing systems are
designed with another two speed control features [1]:

� A triggering system is activated and the IVs are fast closedwhenever a load unbalance
occurs causing an error signal to the IV servovalvegreater that 0.1 p.u. This speed error
represents a speed deviation of Dv > 0:05ðLRÞ þ 0:002 p:u: When the triggering
system is activated, the IV servovalve control is blocked for 1 s, after which the IV
servovalves are free to respond to speed control.

� Whenever a power/load unbalance occurs upon a load rejection, a power/load relay
(PLU) is fast close the valves CV and IV.
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A block diagram for an electrohydraulic control system designed by General Electric
is shown in Figure 3.22 [1].
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Sample values of the parameters for Figure 3.21:

KG ¼ 20:0; KP ¼ 3:0 ðwith steam flow feedbackÞ;
KP ¼ 1:0 ðwithout steam flow feedbackÞ; TSM ¼ 0:1 s:

Rate limits:

_CVOPEN ¼ 0:1 p:u:=s=valve;
_CVCLOSE ¼ 0:1 p:u:=s=valve:
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Sample data for Figure 3.22:

R ¼ 0:05 p:u:; TSM ¼ 0:1� 0:2 s; TSJ ¼ 0:1� 0:2 s;
Time to fast close ¼ 0:15 s;
Rate limits CV ¼ �0:2; 0:1; rate limits IV ¼ �0:2; 0:1:

In normal operation, the valve position set to the CV is determined by the error between the
load reference signal and the speed deviation times the gain 1/R. An additional action may
take place in the closing direction of the CV if the main steam pressure falls below the
initial pressure regulator set point (0.9). The IVs respond to overspeed in the same manner
as in the MHC systems.

3.3.5.3 Digital Electrohydraulic Control (DEHC). The block diagram for a
normal speed control function of a digital electrohydraulic control system designed by
Westinghouse is shown Figure 3.23.

In addition to the normal speed control function, the governing system is provided with
overspeed protection functions [1,7].

For partial loss of load, in order to improve the transient stability of the generator unit,
a close intercept valves (CIV) function is sometimes provided, which is based on the
mismatch between turbine mechanical power and electrical load. This function is generally
referred to as fast valving.

For the complete loss of load, the digital electrohydraulic control system is designed
with two overspeed protection components: the load drop anticipator of overspeed
(LDAO) and overspeed sensing. The LDOA function closes the CV and IV when the
turbine power is greater than 30% of rated, whereas the overspeed sensing function closes
the CVs and LVs when speed exceeds 103% of rated.

3.3.5.4 General Model for Speed Governing Systems. A general speed
governor model appropriate to represent either a mechanical hydraulic system or an
electrohydraulic system for a steam turbine is presented in Figure 3.24a.

The following notations have been used in Figure 3.24:

P0 is the initial (time¼ 0�) mechanical power;

PGV is the total power at gate or valve outlet;
_PUP and _PDOWN are the limits on rate of change of power imposed by control valve rate

limits;

PMAX and PMIN are the power limits imposed by valve or gate excursion.

Rate limits are nominally 0.1 p.u./s except for mechanical hydraulic system where
_PDOWN is 1.0 p.u./s. Nominally, K¼ 100 (% steady-state speed regulation).

Table 3.2 contains a list of typical parameters for the block diagram of Figure 3.24 [6].
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3.4 COMBINED-CYCLE POWER PLANTS

3.4.1 Generalities

The share of power installed in combined-cycle power plants in the total generation
capacity have increased in the last two decades in a number of power systems.

The minimum temperature of a gas turbine power plant, based on a Brayton cycle, is
the same range as the maximum temperature of a conventional steam turbine power plant,
based on a Rankine cycle. It is therefore feasible to create a gas-steam combined-cycle
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Figure 3.24. General models for speed

governingsystems: (a) steamturbine systems;

(b) hydro systems [6].

T A B L E 3.2 Speed Governing System Parameters for Use with Figure 3.24a [6]

Time Constants (s)

System T1 T2 T3

Mechanical hydraulic 0.2–0.3 0 0.1

General Electric EH
With steam feedbacka 0 0 0.025
Without steam feedback 0 0 0.1

Westinghouse EH

With steam feedbacka 2.8b 1.0b 0.15
Without steam feedback 0 0 0.1

aSteam flow feedback includes the steam chest time constant TCH that must be modified when Figure 3.24a is used.
bThese values may vary considerably from one unit to other.

Sample data for Figure 3.23:

R ¼ 0:05 p:u:; T1 ¼ 7:5 s; T2 ¼ 2:8 s; T3 ¼ 0:1 s;
Rate limits ¼ þ0:5ðclosingÞ;�0:4ðopeningÞ:
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thermodynamic cascade, where the higher (upper) temperature plant is a gas turbine circuit
and the lower temperature plant is a steam turbine circuit. A significant amount of heat
stored in the gas exhausted from the gas turbine is transferred to the working fluid of the
steam turbine by means of a heat recovery steam generator (HRSG). Combining the two
cycles thus results in significantly higher overall efficiency compared to a conventional
fossil fuel plant. The higher efficiency is due to the greater utilization of the total enthalpy
produced by combustion in the gas turbine. A typical simple cycle conventional fossil fuel
plant has an efficiency of 35–43%, while a combined-cycle power plant can have
efficiencies exceeding 58% [9]. However, because of the high capital costs, the com-
bined-cycle power plants are feasible for large installed capacity.

A typical combined-cycle turbine arrangement is shown in Figure 3.25.
In the combined-cycle power plant, the prime mover duty is divided between

gas/combustion turbine and the heat recovery steam turbine, with each turbine powering
its own generator. The amount of electrical energy obtained in the steam cycle is strictly
dependent on the rating of the gas turbine part.

3.4.2 Configurations of Combined-Cycle Power Plants

The combined-cycle power plants can be designed in a number of arrangements in terms of
the installed power. They can be categorized into two main groups [9]:

� Single-shaft power plants, where the gas turbine, steam turbine, and electrical
generator are all connected in tandem on a single rotating mechanical shaft
(Figure 3.26a).

� Multishaft power plants, where one or more gas turbines, each designed with its own
HRSG, feeding steam to a single steam turbine, all on separate shafts with separate
generators (Figure 3.26b).

The upper temperature plant consists of an axial compressor, a combustion chamber,
and a turbine. The air is aspired into the compressor through the air intake system. The
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Figure 3.25. Typical gas-steam combined-cycle power plant. (Source: Alstom Power AG.)
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compressor increases the air pressure to the operational value of the combustion chamber
(burner). The compressed air is mixed with fuel in the combustion chamber where a
burning process takes place. The hot gases exhausted from the combustion chamber are
then expanded in the gas turbine producing mechanical work. The mechanical work is used
to drive the compressor and the synchronous generator. An exhaust system provides the
path for exhausting the gases from the turbine. The power plant is also designed with
auxiliaries and control systems.

3.4.3 Model Block Diagrams of Combined-Cycle Power Plant

Figure 3.27 shows the simplified functional block diagram and the coupling between
submodels of the combined-cycle power plant. The main blocks are the speed/load control,
fuel and flow controls, gas turbine, and heat recovery steam generator with steam turbine.
This model may be used with good accuracy in dynamic studies of power systems [11].
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Figure 3.26. Combined-cycle power plant configuration: (a) single-shaft combined-cycle power

plant; (b) multishaft combined-cycle power plant with two gas turbines [9,10].
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Some characteristics are to be emphasized for representing the connection between
parts of the combined-cycle power plant:

� The mechanical power developed by the steam turbine is a function of the flow rate
and temperature of the gas exhausted from the gas turbine.

� The mechanical power developed by the gas turbine is a function of the fuel flow and
the airflow; the firing temperature is controlled and kept below a designed limit by
adjusting the fuel flow and airflow, based on measurements of the exhaust tempera-
ture and compressor pressure ratio.

� The fuel demand at the gas turbine is set in terms of a load reference signal and the
speed deviation DN.

� At reduced load of the gas turbine, a high exhaust temperature is obtained by
reducing the airflow; the airflow is a function of the opening position of the inlet
guide vanes (IGV), the atmospheric temperature and pressure, and shaft speed.

There are two most widely used models of the gas turbine, Rowen and IEEE, suitable for
small and large disturbance stability studies. The main difference between the two models
is the control action necessary to maintain a high firing temperature (turbine inlet
temperature) that determines a low NOX gases emission level.

Both models use the speed governor model shown in Figure 3.28. The inputs to the
speed governor are the load demand VL and the speed deviation DN. The speed governor
determines the demanded fuel flow FD in terms of the input variables and some functional
and design characteristics. In Figure 3.28, W stands for the gain (1/droop) value, X is the
governor lead time constant, Y is the governor lag time constant, and Z is the governor
operation mode (1¼ droop, 0¼ isocronous).

The Rowen’s model [12], shown in Figure 3.29, includes the most important part of a
heavy-duty gas turbine in a single cycle with no heat recovery, assuming that it operates at
ambient temperature (15�C) and normal pressure (1.01 bar), and the rotor speed is
maintained fairly constant within 95–107% of the rated speed.
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Figure 3.27. Subsystems of the combined-cycle power plant. (Reprinted with permission from
Ref. 11.# 1994 IEEE.)
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Sample data, in English units [13]:

W ¼ 16:7; X ¼ 0:6 s; Y ¼ 1:0 s; Z ¼ 1; MAX ¼ 1:5 p:u:; MIN ¼ �0:1 p:u:;
a ¼ 1; b ¼ 0:05; c ¼ 1; T f ¼ 0:4 s; Kf ¼ 0; ECR ¼ 0:01 s;
ETD ¼ 0:04 s; TR ¼ 950 ð�FÞ; TT ¼ 450 ð�FÞ; TCD ¼ 0:2 s; T I ¼ 15:64;
f 1 ¼ TX ¼ TR � 700ð1�W fÞ þ 550ð1� NÞ; f 2 ¼ 1:3ðW f � 0:23Þ þ 0:5ð1� NÞ:

The model includes three major control loops: speed/load control loop, acceleration
control loop, and temperature control loop. The outputs of the three loops enter in a low
value select block aiming to set the least amount of fuel.

� The speed/load loop is associated with the speed governor.
� The acceleration control loop is designed to limit the fuel flow when the rotor begins
to accelerate beyond a threshold value, in case of sudden loss of load.

� The temperature control loop is designed to limit the exhaust temperature of the gas
turbine to the maximum limit against any action of the speed governor that may push
the temperature beyond the limit.

Parameters a, b, and c are chosen to appropriately set the valve position. The fuel
system introduces the fuel into the combustor with a fuel time control constant Tf. The
combustion reaction is then characterized by a time delay ECR.

The 0.23 offset takes into account the minimum fuel limit at no load, self-sustaining
conditions, essential to maintain the compressor in operation.

The outputs of the gas turbine in the Rowen’s model are determined by two function
blocks, f1 and f2. Function f1 determines the output temperature of the turbine in terms of
the rotor speed and fuel flow. The fuel flow Wf is associated with the turbine and exhaust
delay ETD. The output temperature is also associated with the turbine-rated exhaust
temperature TR (in �F) and the temperature controller integration rate TT (in

�F). Function
f2 calculates the output turbine torque again in terms of the rotor speed and fuel flow, but
with specific delay given by the compressor discharge volume time constant TCD. The rotor
has an inertia T I ¼ 2H.
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Figure 3.29. Rowen’smodel. (Reproduced fromRef. 12.)
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A more detailed model of the gas turbine representation may include the dynamics of
the IGV, which change the position to adjust the airflow in the compressor. However, if the
frequency variations are lower than 1% of the reference value, and the control of the gas
turbine does not push the output temperature beyond its limits, the model from Figure 3.29
may be reduced to the model shown in Figure 3.30 [14,15].

The IEEE model is split into two parts: one part representing the control functions and
the other part modeling the thermodynamic processes in the gas turbine. The first part
includes the airflow control loop, fuel flow control loop, and temperature control loop.

(i) The Gas Turbine Fuel and Air Controls are shown in Figure 3.31.
The turbine exhaust temperature can be controlled by adjusting the airflow,

over a limited range. At reduced load of the gas turbine, maintaining a high
exhaust temperature results in improved overall efficiency. In such situations, the
fuel flow and the airflow are controlled to maintain constant the gas turbine inlet
temperature, for example to a reference exhaust temperature TR.

The reference exhaust temperature in per unit of the absolute firing tempera-
ture at rated conditions is calculated with the expression [2,11]

TR ¼ T f 1� 1� 1

X

� �
hT

� �
(3.1)

where TR is the reference exhaust temperature in p.u. of the absolute firing
temperature at rated conditions, T f is the turbine inlet temperature in p.u. of
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design absolute firing temperature, hT is the turbine efficiency, and X is a cycle
isentropic pressure ratio parameter and is given by

X ¼ PRð Þðg�1Þ=g (3.2)

where PR ¼ PR0 �W is the isentropic cycle pressure ratio, PR0 is the design cycle
pressure ratio, g ¼ cp=cv is the ratio of specific heats, andW is the airflow in p.u.
of design airflow (W0).

The per unit airflow required to produce a specified power generation at the
given gas turbine inlet temperature T f is given by the turbine power balance
equation [11]:

W ¼ PG � K0

T fð1� ð1=XÞÞhT � T iððX � 1Þ=hCÞ
p:u: (3.3)

where PG is the design power output in p.u. of rated;

K0 ¼ kW0 � 3413
W0 � T f0 � CP

(3.4)

where kW0 is the base net output p.u., W0 is the airflow p.u., T f0 is the turbine
inlet temperature in p.u. of the design absolute finite temperature, CP is the
average specific heat, T i is the compressor inlet (ambient) temperature in p.u. of
design absolute firing temperature, and hC is the compressor efficiency.

For the sake of simplicity, influences of the combustor pressure drop, specific
heat change, and treatment of cooling flow have been included in the compressor
and turbine efficiency values, hC and hT.

The desired airflowWD and the desired exhaust temperature reference TR are
calculated in the block A (Figure 3.31) in terms of the desired fuel FD and
ambient temperature Ti over the design range of airflow.

The measured exhaust temperature T 0
E is compared to the exhaust temperature

reference TR and the resulting error acts on the temperature controller, which sets
the fuel flow demand Vce through the “low value select” block. The exhaust
temperature reference is fed into the summator with a time delay TR1. The actual
fuel flow WF results in terms of the valve positioner and fuel flow control.

The vane control of the airflow has a dynamics given by the time constant TV
with nonwindup limits. As shown, the actual airflow WA is the product of the
desired airflow and the shaft speed.

(ii) The Gas Turbine Power Generation. The computation of gas turbine mechanical
power PMG and exhaust temperature TE is shown in Figure 3.32.
The net output power of the gas turbine is the difference between the turbine

power and the compressor power and is determined from equation (3.3), and is a
function of the turbine inlet temperature Tf and the airflow W. The turbine inlet
temperature Tf can be determined from the combustor heat balance [11]:

T f ¼ TCD þW fK2

W
¼ T i 1þ X � 1

hC

� �
þW fK2

W
(3.5)

Sample data for Figure 3.31:

K3 ¼ 0:7; K6 ¼ 0:3; Kf ¼ 1; T f ¼ 0:01; T5 ¼ 3:3; T t ¼ 0:45; TV ¼ 10;
a ¼ 10; b ¼ 1; c ¼ 0:
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where K2 ¼ DT0=T f0 is the design combustor temperature rise in p.u. of
absolute firing temperature, TCD is the compressor discharge temperature in
p.u. of design absolute firing temperature, W f is the fuel flow in p.u. of design
airflow (W0).

The gas turbine exhaust temperature can be determined substituting TE for TR
in equation (3.1). The mechanical power PMG is a function of the ratio PG/W as
obtained from equation (3.3).

The block diagram also includes the combustor time delay ECR, the com-
pressor discharge volume time constant TCD, and the turbine exhaust system
transport delay ETD [11].

(iii) The Steam Turbine Power Generation. The heat transferred from the gas circuit
to the steam circuit in the heat recovery steam generator system depends on
exhaust flowW and the exhaust temperature TE from the gas turbine. The heat is
delivered to the high- and low-pressure steam generation sections.
The thermodynamic processes in the compressor (compression) and turbine

(expansion) are theoretically isentropic with no exchange of heat. However, in
reality there are inefficiencies in the two adiabatic processes [3,16].

In the ideal compressor cycle, the temperature change is T02 � T01 (cycles 1–2
in Figure 3.4), while in the real cycle, the temperature changewould be T 0

02 � T01.
The compressor isentropic efficiency is therefore defined as

hC ¼ Cp DT
0
0

Cp DT0
¼ T 0

02 � T01

T02 � T01
(3.6)

where Cp stands for the mean heat capacity of the gas, T 0
0 is the real temperature,

and T0 is the temperature in the ideal process.
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Figure 3.32. Gas turbine mechanical power and exhaust temperature model. (Reprinted with
permission from Ref. 11.# 1994 IEEE.)

Sample data for Figure 3.32:

ECR ¼ 0:1; ETD ¼ 0:04; TCD ¼ 0:1; T3 ¼ 15; T4 ¼ 3; K4 ¼ 0:8; K5 ¼ 0:2
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Equation (3.6) can be developed into

T02 � T01 ¼ 1

hC
T 0
02 � T01

� � ¼ T01

hC

T 0
02

T01
� 1

� �
(3.60)

The change in pressure ratio of the cycle is proportional to the change in the
temperature. Therefore, equation (3.60) becomes

T02 � T01 ¼ T01

hC

P02

P01

� �ðg�1Þ=g
� 1

" #
(3.600)

Assuming that the heat addition in the combustor takes place at constant
pressure (neglecting the pressure loss in combustor), with P02 equal to P03

(see Figure 3.5), the compressor pressure ratio P02=P01 is equivalent to the cycle
pressure ratio X, that is, the turbine inlet pressure divided by ambient pressure.
Assuming that T01 is the ambient temperature, T02 (the compressor discharge
temperature, TCD), can be written as

T02 ¼ T01 þ T01

hC
ðX � 1Þ (3.600)

Using turbine isentropic efficiency instead, (3.1) can be similarly worked out
as shown above [16]. A detailed derivation of both equations is shown in Ref. 3.

The power in kilowatts delivered by the high- and low-pressure steam turbine
sections may be computed as [2]

kWg ¼ mHPEHP þ mLPELP

3413
(3.7)

where EHP and ELP are the steam actual available energies in the HP and LP
turbine sections [11].

The steam flows, mHP and mLP, are computed by [2]

mHP ¼ KT � PHP

mHP þ mLP ¼ K 0 � PLP

where KT is the throttle value flow coefficient, K 0 is the admission point flow
coefficient, PHP is the HP steam turbine section pressure, and PLP is the LP steam
turbine section pressure.

In the absence of information required by the models shown in Figures 3.31
and 3.32, the simplified steam power model shown in Figure 3.33 can be used
with good accuracy for many types of studies [11]. The values of the time
constants are TM ¼ 5 s; TB ¼ 20 s.

1
(1+ )(1+ )sT sTM B

PMS

TE

WG

Π Figure 3.33. A simplified steam turbine power

response model [11].
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3.5 NUCLEAR POWER PLANTS

An electrical nuclear power plant (NPP) consists of two major parts (Figure 3.34):

� The nuclear island (the reactor), which converts the nuclear energy into thermal
energy through fission process;

� The classical part of the power plant, which converts the thermal energy into
mechanical energy.

The main characteristic elements of a nuclear reactor are as follows:

� The nuclear fuel: natural uranium, enriched uranium, or plutonium.
� The cooling agent, which carries away the heat generated through fission in the
active zone of the reactor and transfers it to the classical part of the power plant.
Gases (He, CO2), light water, heavy water, and liquidmetals (sodium, potassium) can
be used as cooling agents.

� Themoderator, which slows down the neutrons resulting from the nuclear fission to a
level that is favorable for new fission reactions. In many cases, the moderator acts
as cooling agent. Light water (H2O), heavy water (D2O), and graphite can be used as
moderator.

Nuclear power plants can also be classified in terms of the number of circuits:

� NPP with one circuit (Figure 3.35a), in which case the cooling agent of the reactor is
also used asworking agent on the classical part of the power plant.Most of the reactors
can be included in this category and use light water as moderator and cooling agent, in
combination with enriched uranium as nuclear fuel (boiling water reactor, BWR).

� NPP with two circuits (Figure 3.35b), where the primary circuit is designed for
reactor cooling and the secondary circuit carries the working agent in the classical
part of the plant. This category includes the pressurized water reactor (PWR) and the
pressurized heavy water reactor (PHWR).
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Figure 3.34. General structure of a nuclear power plant.
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Nuclear units usually have tandem-compound turbines and generators with two pairs
of poles running at 1500 rot/min (at 50Hz) or 1800 rot/min (at 60Hz). A double flux
turbine configuration, specific for a CANDU type nuclear power plant, is shown in
Figure 3.36. It consists of one HP section and three LP sections. A moisture-separator-
reheater (MSR) is used to dry the exhaust steam leaving the HP turbine and to reheat the dry
steam before it enters the LP turbines. The steam is reheated using high-pressure steam.

As shown in Figure 3.36, the nuclear power plant steam turbines may be equipped with
four sets of valves: main inlet stop valve (MSV), control valve, intermediate stop valves
(ISVs), and intercept valve. The MSV and ISV are used only in emergency conditions.
The CV is regulated during normal operating conditions to respond to normal load
changes. The CV and IV react to overspeed caused by sudden loss of electrical load.

Feedwater
pump

Steam
condenser

(a)

(b)

Steam
turbine ~

Nuclear
reactor

Generator

Circulation
pump

Steam
condenser

Steam
turbine ~

Nuclear
reactor

Generator

Feedwater
pump

Main
circuit

Secondary circuitHeat
exchanger

Figure 3.35. Schematic diagram of

nuclear power plants: (a) with one

circuit (BWR); (b) with two circuits

(PWR, PHWR).

Condenser

LP

MSV CV

LP

ISV

IV
Generator

LP LP

ISV

IV

LP LP

ISV

IV

HP HP

MSR

ISV

IV

ISV

IV

ISV

IV

MSR

MSV CV

MSV CV

MSV CV

Fr
om

st
e a

m
ge

ne
ra

to
r

Figure 3.36. An example of nuclear unit turbine configuration.

168 MODELING THE MAIN COMPONENTS OF THE CLASSICAL POWER PLANTS



3.6 HYDRAULIC POWER PLANTS

3.6.1 Generalities

The hydraulic power plant consists of four basic elements that are necessary to generate
power fromwater: a means of creating head, a conduit to convey water, a hydraulic turbine,
and an electric generator [17].

The dam creates the operating head necessary to move the turbines, establishes the
amount of water storage available power production, and impounds the water supply
necessary for daily or seasonal stream flow release pattern.

Water is the medium through which energy is delivered to a hydroelectric turbine for
the purpose of generating electric power. There are constrains placed on water levels or
pressures that require certain elements of the water-handling system to be included within
the boundaries of the “controlled process” for the turbine governing [17].

Figure 3.37 is a schematic diagram of the system that withdraws water from the intake
reservoir (or from the river, in the case of run-on-river hydraulic plants), and supplies it to
the power plant.

A brief description of the main elements of the water system for a hydroelectric
generating unit is presented below [17]:

� The head pond is the water impoundment used as an energy source for the
hydroelectric unit. The size of the head pond storage (very large or no storage
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capacity) affects the rate at which the hydroelectric generating unit affects the head
pond water level. The head pond may also be called the reservoir, forebay, headrace,
or head water. From the reservoir, water is drawn from an area called the forebay into
a large pipe, and flows to the turbine. In some cases, a relatively level section of pipe,
called the conduit, is necessary to move the water to a point where it begins a steep
descent through the penstock to the turbine.

� The water column comprises all of the structures used to convey water from the head
pond to the turbine. The water column may include an intake structure, a penstock,
one or more surge tanks, and a spiral case. The composite water column inertias and
elasticity of these structures contribute to the water hammer effect that impacts the
performance of the turbine governing system.

� The draft tube conveys the water from the discharge side of the turbine to the
tailrace. It is normally a part of the powerhouse structure and it is designed to
minimize exit losses. The inertia of water in the draft tube also contributes to
the total water inertia that impacts the performance of the turbine governing
system. In some applications this effect is significant (tailrace and lower
reservoir).

� The tail pond can be an open stream, the reservoir of a downstream project, a canal,
or a tunnel exiting from an underground powerhouse. The level of the tail pond exerts
back pressure on the turbine. This affects the power output of the turbine. The size of
the tail pond affects the rate at which the hydroelectric generating unit can affect the
water level. Impulse turbines usually rotate in open air, so tail pond level does not
affect the output of the generating unit. The tail pond may also be called tailrace or
lower reservoir.

� The turbine converts the potential energy of water into mechanical energy, which in
turn drives the generator. Under pressure water enters the turbine through the wicket
gates and is discharged through the draft tube after its energy is extracted. The
amount of power the turbine is able to produce depends on the head on the turbine,
the flow rate of water passing through the unit, and the efficiency of the turbine.
Modern turbines can develop power from almost any combination of head and flow.
Although there are many types of turbines, they fit into two basic categories: impulse
turbines and reaction turbines.

The performance of a hydraulic turbine is influenced by the characteristics of thewater
column feeding the turbine; these include the effects of water inertia, water compressibil-
ity, and pipewall elasticity in the penstock. The effect of water inertia is to cause changes in
the turbine flow to lag behind changes in turbine gate opening. The effect of elasticity is to
cause traveling waves of pressure and flow in the pipe; this phenomenon is commonly
referred to as water hammer [7].

Water hammer is defined as the change in pressure, above or below normal value,
caused by sudden changes in the rate of water flow. This causes a pressure wave to travel
along the penstock, possibly subjecting the pipe walls to great stresses. A device often used
to relieve the problems of both positive and negativewater hammer is the surge tank, a large
tank usually located between the conduit and penstock [2].

The mechanical power depends on the hydraulic power entering the turbine and can be
varied by acting on the water admission valve (wicket gates) of the turbine. The admission
valve is placed in the terminal part of the penstock. In effect, the water flow into the turbine
can be controlled by adjusting the opening of the valve.
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3.6.2 Modeling of Hydro Prime Mover Systems and Controls

3.6.2.1 General Block Diagram. The dynamic performance of a hydro turbine is
determined by the dynamics of water flow in the conduit and penstock. The mechanical
power developed by the turbine is described by a nondynamic relationship in terms of the
flow rate and head. In some dynamic performance simulations, the effect of the traveling
wave phenomena on the water pressure and flow in the penstock needs to be considered.
However, consideration of traveling wave phenomena for stability studies is not necessary
[6]. A general block diagram representing the relationship of the hydro prime mover and
the plant controls is shown in Figure 3.38 [18].

3.6.2.2 Modeling of Turbine Conduit Dynamics1. NONLINEAR MODEL ASSUMING

A NONELASTIC WATER COLUMN. The block diagram for dynamic simulations of a hydraulic
turbine with penstock, assuming unrestricted head and tailrace, is shown in Figure 3.39.
The model allows also considering a surge tank of any dimension. The penstock is modeled
assuming an incompressible fluid and a rigid conduit of length L and cross-section A
(Figure 3.37b) [18].

The dynamics of the mechanical power developed by the turbine is given by the rate of
change of water flow in the conduit, expressed as [18]

dq

dt
¼ h0 � h� hlð Þg A

L
(3.8)

where q is the turbine flow rate, in m3/s; A is the penstock cross-section area, in m2; L is the
penstock length, in m; g is the gravitational acceleration, in m/s2; h0 is the static head of
water column above the turbine, in m; h is the head of turbine admission, in m; and hl is the
head loss due to friction in the conduit, in m.

Penstock head losses hl are proportional to the flow squared, and fP is a head loss
coefficient that is usually ignored.

Taking h0 as the base head hbase and defining by qbase the turbine flow rate with gates
fully open (gate position G¼ 1), expression of equation (3.8) in per unit gives

Pressure

Flow, q

Speed
ω

Mechanical torque, Cm
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unit
generation

ω ω
Turbine control

dynamics
Turbine

dynamics
Rotor

dynamics

Conduit
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Load
dynamics

Automatic generation
control

Interchange
and frequency

Figure 3.38. Functional block diagram showing relationship of hydro prime mover and controls

to complete system. (Reprinted with permission from Ref. 18.# 1992 IEEE.)

1 Portions of the development here are from Ref. 18.
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dq�
dt

¼ 1� h� � hl�
TW

(3.9)

where h� and hl� are the per unit values of the head at the turbine and head loss,
respectively. The term TW is a water time constant in the penstock, and is given by

TW ¼ L

A

� �
qbase

hbase � g ðsÞ (3.10)

The base flow is a function of the base head and base gate position, q ¼ f ðgate; headÞ.
In per unit, the flow rate through the turbine is

q� ¼ G
ffiffiffiffiffi
h�

p
(3.11)

The mechanical power developed by an ideal turbine is equal to the product of the flow rate
and the head, multiplied by appropriate conversion factors. The real turbines are not 100%
efficient; therefore, the no-load flow rate, accounting for turbine fixed power losses, is
subtracted from the actual flow rate. The speed deviation damping effect, which is a
function of gate opening, affects also the mechanical power.

Thus, the per unit turbine power Pm, on generator MVA base, is expressed as

Pm ¼ Ath� q� � qnl�ð Þ � G � D � Dv (3.12)

where qnl� is the per unit no-load flow and At is a proportionality factor.
The factor At is assumed constant and is calculated using turbine MW rating and

generator MVA rating:

At ¼ Turbine MW rating

Generator MVA ratingð Þhr� qr� � qnl�ð Þ (3.13)

where hr� is the per unit head at rated flow and qr� is the per unit flow at rated load.
In some stability programs, the parameter At, also called turbine gain, is used to

convert the actual gate position to the effective gate position, that is, At ¼ 1= gFL � gNLð Þ as
described in Ref. 7.
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Figure 3.39. Nonlinear model of turbine and nonelastic water column. (Reprinted with
permission from Ref. 18.# 1992 IEEE.)
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LINEAR MODELS. Neglecting friction losses in the penstock, the simplified version of
the block diagram shown in Figure 3.39 is presented in Figure 3.40 [18].

As can be inferred from Figure 3.40, the change in mechanical power output in terms
of the gate position, speed deviation, and constructive parameters, is

DPm ¼ At 1� q0� � qnl�ð ÞTWs½ �DG
1þ ððG0�TWÞ=2Þs � G0�DDv (3.14)

where G0� is the per unit gate opening and q0� is the per unit steady-state flow rate, at
operating point. Note that G0� ¼ q0�.

Neglecting the damping D ¼ 0, an expression similar to the classical penstock/turbine
linear transfer function is obtained:

DPm�
DG�

¼ 1� G0�TWs

1þ ððG0�TWÞ=2Þs At (3.15)

where the term G0�TW is an approximation to the effective water time constant for small
perturbation around the operating point.

The linear models, shown in Figure 3.40, are useful for control system tuning studies
using linear analysis tools (frequency response, eigenvalues analysis, etc.).

OTHER MODELS. The two models described above are not always applicable. There-
fore, other models may be used [18]:

(i) Traveling Wave Models. The model assuming inelastic water columns is
adequate for short to medium length penstocks. However, for long penstocks
the travel time of pressure and flow waves can be significant, and therefore the
dynamics is different, due to the elasticity of the steel in the penstock and of
the compressibility of water.

(ii) Nonlinear Model Including Surge Tank Effects and Nonelastic Columns. In
hydro power plants with long supply conduits, the water hammer effect produces
violent pressure oscillations causing damages to the turbine. In order to avoid
this problem it is common practice to use a surge tank, located between the
conduit and the penstock, but as closed as possible to the turbine. In many cases,
the surge tank includes an orifice that dissipates the energy of hydraulic
oscillations and produces damping. Dynamic performance simulations over
seconds to minutes require consideration of the surge tank effects.

(iii) Nonlinear Model Including Surge Tank Effects and Elastic Water Column in
Penstock. In the cases where the traveling waves have significant influence on
the penstock, the upper penstock or tunnel is considered inelastic because the
dynamic effects contributed by that system and surge chamber involve low
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Figure 3.40. Linearized model of

turbine with nonelastic water col-

umn. (Reprinted with permission
from Ref. 18.# 1992 IEEE.)
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frequency effects, while the high-frequency response components are contrib-
uted by the lower penstock that is subject to abrupt gate or flow area change.

3.6.3 Hydro Turbine Governor Control Systems

Since the driving agent in hydro power plants is the water, changes in the output
mechanical/electrical power are done by changing the dynamics/parameters of water
through various devices the hydro plant consists of, such as gates, blades, needles, or
deflectors. The governor aims to control the rotor speed and therefore the output power
based on feedback signal (actual speed) from the prime mover and the set point/reference
value. Optional, other feedbacks from other parameters are introduced in the governor.
Figure 3.41 illustrates a basic governor control system [17].

The governor controller compares the actual speed (the process output) with the
reference speed (set point input). In terms of the resulted speed error, the governor sends the
command to the actuator (Section 3.6.3.2), which in turn acts on the control device, for
example change the gate opening position.

3.6.3.1 Set Point Controller. The reference point or set point is set according to the
desired operating conditions of the hydroelectric generating unit. There are two strategies
used to respond to changes in the power system frequency: speed droop or permanent speed
droop and speed regulation or power droop.

In the permanent speed droop strategy, the wicket gate position of the output active
power can be used as feedback. If the output power signal is used to develop the permanent
speed droop characteristic, the permanent speed droop term is usually called speed
regulation or power droop.

PERMANENT SPEED DROOP. The permanent speed droop characteristic determines
the amount of change in the gate position a unit is set to produce in response to a unity
change in the unit speed. Therefore, the permanent speed droop is defined as the ratio of the
change in unit speed (in % rated speed) to the change in governor output (% gate position).
The permanent droop is usually expressed in percents, and thus the ratio is multiplied by
100. Figure 3.42 shows a permanent droop speed loop attached to a typical governor
controller.

In the presence of the permanent speed droop feedback loop, the governor acts in
accordance with the operating characteristic shown in Figure 3.43, with a slope given by
the constant bp. A typical value for the permanent speed droop is 5%, which means that,
when the generator is connected to an isolated load, a 20% change in the load, which needs
a 20% change in wicket gate position, results in 1% change in the rotor speed (or 0.5Hz on
a 50Hz system).

The governor commands the actuator to control the turbine operation based on the set
point. By adjusting the set point, the generator can operate at the system frequency for any
output power.

Set point Controlled variable
(unit speed,

generator power)

Other feedbacks

Feedback

Governor
controller

Turbine
control
actuator

Turbine control device
(gates, blades,

needles, deflectors)

Figure 3.41. Basic governor control system. (Reprinted with permission from Ref. 17. # 2004
IEEE.)
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SPEED REGULATION. Comparative to the permanent speed droop governing system
that uses the gate/actuator position as feedback, the speed regulation, also known as
power droop, governing system uses the output power as an intermediate feedback to
perform speed regulation. The error between the output power and the desired generation
or set point is multiplied with the constant Rs then is added to the governor controller set
point. The block diagram of a typical speed regulation governing system is shown in
Figure 3.44.

The speed regulation characteristic is similar to the permanent speed droop
characteristic, except that the “per-unit output” is used instead of the “wicket gate
position” in the horizontal axis. The slope of the power droop characteristic is
determined by the constant Rs.

The speed regulation governing systems are usually employed in large interconnected
power systems where the influence of a single unit on the power system frequency is very
low. However, a speed regulation-based unit is inherently less stable than a permanent
speed droop governor because additional dynamic influences from the water column
are included in the primary feedback path (generated power) of the turbine governing
system [17].
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Figure 3.42. Typical governing system with permanent speed droop [17].
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Figure 3.44. Governing system with speed regulation. (Reprinted with permission from Ref. 17.
# 2004 IEEE.)
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3.6.3.2 The Actuator. An actuator is a mechanical device used for controlling/
moving a system/mechanism as a response to the command from a controller (Figure 3.41).
In the case of a hydraulic generating unit, the mechanism to be moved would be, for
instance, the wicket gates system, and the variable to be controlled is gates opening.

For Kaplan or bulb turbines, which are provided with adjustable blades, separate
actuator servomotors are generally used to independently control the wicket gates and the
runner blades. In the case of Pelton turbines, one actuator is used for each injector needle to
control the water flow to the wheel. Furthermore, a separate actuator servomotor is used to
control the deflector mechanism, which acts to deflect the water stream away from the
turbine runner to reduce the developed torque of the turbine more rapidly than can be done
with the slower moving needle servomotors [17]. A sensor detects the position of each
actuator and sends the information to the governor.

There are several types of actuators used to control the turbine operating parameters,
which perform the same basic function [17].

(i) Mechanical Actuators. A mechanical actuator typically converts the rotary
motion, for example of the turbine shaft, into a linear motion, for example the
mechanical position. The mechanical actuators are primitive generations of
actuators. With the advent of more efficient actuators, the mechanical actuators
are now used only as backup in small generation units.

(ii) Mechanical Hydraulic Actuators (Figure 3.45). The mechanical hydraulic
actuator is characterized by a mechanical set point position input that is
amplified by a hydraulic amplifier driving the output servomotor [17].
The actuator servomotor sets the position of the turbine gate linkage. The flow

of hydraulic oil to the gate servomotor is controlled by the distributing valve and
its servomotor rate limiters. The pilot valve and distributing valve provide the
necessary amplification of the position error (difference) between the set point
input and the servomotor position output.

(iii) Electromechanical Actuators (Figure 3.46). An electromechanical actuator uses
mechanical power developed by an electric motor as its source of energy. It uses
a ballscrew or other gear reduction to transfer the mechanical power of the motor
to actuate the controlled variable.

Servo restoring feedback

Servo
positionSet point

Mechanical
summation

Pilot
valve

Valve
control
servo

Distributing
valve

Turbine
control
servo

Valve restoring
feedback

Σ Σ
+ +

__

Figure 3.45. Typical mechanical hydraulic actuator. (Reprinted with permission from Ref. 17.
# 2004 IEEE.)
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Figure 3.46. Block diagram of an elec-

tromechanical actuator [17].
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(iv) Electrohydraulic actuators (Figure 3.47). An electrohydraulic actuator uses an
electronic set point signal as its input, and it amplifies this set point with an
electrohydraulic amplifier to determine the position of the output hydraulic
servomotor.
An electrohydraulic actuator system is typically employed on large turbines

where high oil flow rates are required for the gate servomotor. Although
Figure 3.47 does not show any hydraulic shutdown valves, such valves are
often used to override the main valve output for the purpose of protective
shutdown of the unit [17].

A load “actuator” is designed to control the electrical load on the generator so
the generator rotor is maintained at the desired speed. Figure 3.48 is a block
diagram of an electronic load controller.

Typically this type of actuator is used only on small hydroelectric units. The
load bank is used to impose an electrical load on the generator, which is reflected
as a mechanical load on the turbine. This mechanical loading is used to control
the unit’s speed. The load bank may be either air-cooled or water-cooled.
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5

SHORT-CIRCUIT
CURRENTS CALCULATION

Nouredine Hadjsaid, Ion TriSstiu, and Lucian Toma

5.1 INTRODUCTION

A short circuit is defined as any accidental contact—direct or through an impedance—
between two points of a power system that normally have different voltage,
for example, between the conductors of two phases of a line or transformer, or
between a conductor and earth, or between a conductor and permanently grounded
components, such as the ground wires of overhead lines and the frames of electrical
machines.

The analysis of short-circuit currents and related voltages as well as the power flows is
useful for

� adequately setting up protection devices, which detect the fault and actuate the
circuit breakers of the faulted component (line, transformer, generator, motor)
thereby minimizing short-circuit consequences;

� checkup (determining) the breaking capacity of circuit breakers;
� changing the network structure, where possible, so as to make the short-circuit
currents less severe.
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5.1.1 The Main Types of Short Circuits

There are various types of short circuits that can occur in electrical installations [1]:

� Phase-to-earth (80% of faults).
� Phase-to-phase (15% of faults). This type of fault often degenerates into a three-
phase fault.

� Three phase (only 5% of initial faults).

These different short circuits (abnormal connections) and their corresponding currents
are presented in Figure 5.1 [2]. The primary characteristics of a short circuit are as follows:

� Duration (self-extinguishing, transient, and steady state).
� Origin:

– lightning or switching overvoltages;

– insulation breakdown due to heat, humidity, or a corrosive environment;

– mechanical (break in a conductor, accidental electrical contact between two
conductors via a foreign conducting body such as a tool or an animal).

� Location (inside or outside a machine or an electrical switchboard).

In Figure 5.1 the following notations have been used:

I 00
k1 is the initial phase-to-earth short-circuit current;

I 00
k2 is the initial phase-to-phase short-circuit current;

I 00
k2Ea, I

00
k2Eb are the initial phase-to-phase short-circuit currents, flowing to earth from

phase a or b, respectively;

I 00
kE2E is the initial phase-to-phase short-circuit current flowing to earth;

I 00
k3 is the initial three-phase short-circuit current.

Note: It is necessary to distinguish between the short-circuit current at the short-circuit
location and the partial short-circuit currents in the branches at any point of the network.

b
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Figure 5.1. Different types of short cir-

cuits and their currents [2]:
(a) symmetrical three-phase short

circuit; (b) phase-to-phase short circuit
clear of earth; (c) phase-to-phase-to-
earth short circuit; (d) phase-to-earth
short circuit. short-circuit
current

partial short-circuit currents in
conductors and earth return
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5.1.2 Consequences of Short Circuits

The consequences are variable depending on the type and the duration of the fault, the point
in the installation where the fault occurs, and the short-circuit power. According to the
work [2] of Schneider Electric, the consequences include

� at the fault location, the presence of electrical arcs, resulting in:

– damage of insulation;

– welding of conductors;

– fire and danger to life;
� on the faulty circuit:

– electrodynamic forces, resulting in: deformation of the busbars, disconnection of
cables;

– excessive temperature rise due to an increase in Joule losses, with the risk of
damage to insulation;

� on other circuits in the network or in nearby by networks:

– voltage dips during the time required to clear the fault, ranging from a few
milliseconds to a few hundred milliseconds;

– shutdown of a part of the network, the extent of that part depending on the
design of the network and the discrimination levels offered by protection
devices;

– dynamic instability and/or the loss of machine synchronization;

– disturbances in control/monitoring circuits, and so on.

As a consequences of these abnormal connections, the structure of the power system
impedance (or admittance) network suddenly changes, entailing the passage of abnormal
currents both through the accidental connection represented by a short circuit itself and
through the different components of the power system; such currents are called short-
circuit currents [3].

Usually, the maximum currents that may flow in the various components of the power
system are the short circuit ones. These currents, which may reach very high values, have
particularly adverse effects on the different components of the system (i.e., not only
those directly involved by the fault) and on the operation of the system itself. Among these
effects, the main ones (which explain why short-circuit currents should be known) are the
following:

� Thermal effects, that is, increased temperature of conductors due to the increase of
losses by the Joule effects; this effect obviously depends on both intensity and
duration of the current.

� Electrodynamic stresses between the conductors of the same components (line,
transformer, motors, generators) also depending on their spacing.

� Variations of power flows on links and, thus, of the powers generated by alternators,
jeopardizing the stability of the system. In the effect, a short circuit represents a large
perturbation and can cause loss a synchronism of one or more generators opening
of links, separation of the network in two or more parts, nonsupply of all or part of
the load.
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5.2 CHARACTERISTICS OF SHORT-CIRCUIT CURRENTS

As it was shown in subsection 2.1.3.7, the short-circuit current contains a subtransient
period, a transient, and a steady state one. The maximum value of the short-circuit current
during the transient period occurs when the fault happens as the voltage passes through zero
(Figure 2.18a), the minimal value occurs when the fault happens at the peak value of the
voltage, in which case the aperiodical component disappears.

The transient and subtransient periods of short-circuit current are not identical on the
three phases of the network. The three-phase stabilized short-circuit currents are, however,
identical in their effective values on all the three phases.

A complete calculation of short-circuit currents should give the currents as a function
of time at the short-circuit location from the initiation of short circuit up to its end,
corresponding to the instantaneous value of the voltage at the beginning of short circuit [1].

If three-phase generators are short-circuited, either directly or through system
impedances, this results in short-circuit currents that normally start with a high peak
value but which decay to a steady-state value in accordance with the time constants of the
circuits. The curve showing this process is represented in Figures 5.2a and b.

The transient conditions, prevailing while the short-circuit current develops, differ
depending on the distance between the fault location and the generator. This distance is not
necessarily physical, but means that the generator impedances are less than the link
impedance, between the generator and the fault location [2].

� Far-from-generator short circuit. Short circuit during which the magnitude of the
symmetrical AC component of the prospective (available) short-circuit current
remains essentially constant.

� Near-to-generator short circuit. Short circuit to which at least one synchronous
machine delivers an initial symmetrical short-circuit current, which is more than
twice the machine’s rated current, or a short circuit to which synchronous or
asynchronous machines contribute more than 5% of the initial symmetrical
short-circuit current (I00k) without motors.

In the case of a far-from-generator short circuit (Figure 5.2a), the short-circuit current
can be considered as the sum of two components:

� The AC component with constant amplitude during the whole short circuit.
� The aperiodic DC component beginning with an initial value A decaying to zero.

In case of a near-to-generator short circuit (Figure 5.2b), the short-circuit current can
be considered as the sum of the following two components:

� The AC component with decaying amplitude during the short circuit.
� The aperiodic DC component beginning with an initial value A decaying to zero.

In practical applications, the following specific quantities present a major interest:

� The initial symmetrical short-circuit current, I00k, is the effective value of the AC
symmetrical component and serves as a basis for the calculation of the peak
asymmetrical short-circuit current, ip, as well as the breaking current and capacity.
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� The peak asymmetrical short-circuit current, ip, is the maximum instantaneous value
of this current during initial short-circuit conditions and is indicated as a peak value.
In addition to the AC component, it includes the DC component id:c:, which occurs
during a sudden short circuit. The value ip determines the dynamic stresses in the
components of the installation and also the load carried by the switchgear.

� The breaking current, Ib, is the effective value of the AC component of the short-
circuit current at the instant of contact separation in the circuit breaker;

� Initial symmetrical short-circuit power S00k. Fictive value determined as a product of
the initial symmetrical short-circuit current I00k and the rated system voltage
Ur S00k ¼

ffiffiffi
3

p
UrI

00
k

� �
.

� DC component id:c: of the short-circuit current and its initial value A.
� The steady-state short-circuit current, Ik, is rms value of a symmetrical current,
which remains after the decay of the transient phenomena; it is quoted as an effective
value.

In most practical cases, a determination like this is not necessary. Depending on the
application of the results, it is of interest to know the rms value of the symmetrical AC
component and the peak value ip of the short-circuit current following the occurrence of the
short circuit. The highest value ip depends on the time constant of the decaying aperiodic
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Time

Bottom enve

(b)

(a)
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Figure 5.2. Typical wave of a short-circuit current: (a) far-from-generator short circuit with

constant AC component; (b) near-to-generator short circuit with decaying AC component.
(Reprinted with permission from IEC 60909. [1])
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component and the frequency f, that is, on the ratioR=X orX=R of the short-circuit impedance
Z k, and is reached if the short circuit starts at zero voltage. The current ip also depends on the
decay of the symmetrical AC component of the short-circuit current (see 5.4.2).

In meshed networks, there are several direct current time constants. That is why it is
possible to give an easy method for calculating ip and id:c:. Special methods to calculate ip
with sufficient accuracy are given in Standard IEC 60909 [1].

In the case of a near-to-generator short circuit (Figure 5.2b), the variation in the
impedance of the generator, in this case, the dominant impedance damps the short-circuit
current.

The transient current-development conditions are complicated by the variation in the
source voltage (electromotive force) resulting from the short circuit. For simplicity, the
electromotive force is assumed to be constant and the internal reactance of the machine is
variable [2].

The reactance develops in three stages:

� Subtransient (the first 10–20 milliseconds of the fault).
� Transient (up to 500 milliseconds).
� Steady state (or synchronous reactance).

Note that in the indicated order, the reactance acquires a higher value at each stage,
that is, the subtransient reactance is less than the transient reactance, itself less than the
steady-state reactance.

The successive effect of the three reactances leads to a gradual reduction in the short-
circuit current, which is the sum of four components (Figure 5.3):

� The three alternating components (subtransient, transient, and steady state).
� The aperiodic component resulting from the development of the current in the circuit
(inductive).

Note that the decrease in the generator reactance is faster than that of the aperiodic
component. This is a rare situation that can cause saturation of the magnetic circuits and
interruption problems because several periods occur before the current passes through zero
[2].

Practically speaking, information on the development of the short circuit is not
essential:

� In a LV installation, due to the speed of the breaking devices, the value of the
subtransient short-circuit current, denoted I00k, and of the maximum asymmetrical
peak amplitude ip is sufficient when determining the breaking capacities of the
protection devices and the electrodynamic forces.

� In LV power distribution and in HVapplications, however, the transient short-circuit
current is often used if breaking occurs before the steady-state stage, in which case it
becomes useful to use the short-circuit breaking current, denoted Ib, which deter-
mines the breaking capacity of the time-delayed circuit breakers. Ib is the value of the
short-circuit current at the instant at which interruption is effective, that is, following
a time t after the development of the short circuit, where t ¼ tmin. Time tmin

(minimum time delay) is the sum of the minimum operating time of a protection
relay and the shortest opening time of the associated circuit breaker, that is, the
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shortest time between the appearance of the short-circuit current and the initial
separation of the pole contacts on the switching device.

Figure 5.4 presents the various currents of the short circuits defined above.
In the calculation of the short-circuit currents in systems supplied by generators, power

station units and motors (near-to-generator and/or near-to-motor short circuits), it is of
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Figure 5.3. Total short-circuit current ik and

contribution of its components [2]: (a) subtran-

sient reactance; (b) transient reactance; (c)

steady-state reactance; (d) aperiodic component.
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Figure 5.4. Short-circuits current near a generator [2].
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interest not only to know the initial symmetrical short-circuit current I00k and the peak short-
circuit current ip, but also the symmetrical short-circuit breaking current Ib and the steady
state short-circuit current Ik. In this case, the symmetrical short-circuit breaking current Ib
is smaller than the initial symmetrical short-circuit current I00k. Normally, the steady-state
short-circuit current Ik is smaller than the symmetrical short-circuit breaking current Ib.

For the calculation of the initial symmetrical short-circuit current I00k, the symmetrical
short-circuit breaking current Ib, and the steady-state short-circuit current Ik at the short-
circuit location, the system may be converted by network reduction into an equivalent
short-circuit impedance Z k seen from the short-circuit location. This procedure is not
allowed when calculating the peak short-circuit current ip; in this case, it is necessary to
distinguish between networks with and without parallel branches.

While using fuses or current-limiting circuit breakers to protect substations, the initial
symmetrical short-circuit current is first calculated as if these devices were not available.
From the calculated initial symmetrical short-circuit current and characteristic curves of
the fuses or current-limiting circuit breakers, the cut-off current is determined, which is the
peak short-circuit current of the downstream substation.

5.3 METHODS OF SHORT-CIRCUIT CURRENTS CALCULATION

5.3.1 Basic Assumptions

To simplify the short-circuit currents calculations, a number of assumptions are required.
These impose limits for which the calculations are valid but usually provide good
approximations, facilitating comprehension of the physical phenomena, and consequently
the short-circuit current calculations. They nevertheless maintain a fully acceptable level of
accuracy, “erring” systematically on the conservative side.

IEC 60909 is applicable for calculation of short-circuit currents [1]

� in low voltage three-phase AC systems;
� in high voltage three-phase AC systems.

Systems at highest of 550 kV and above with long transmission lines need special
considerations.

The assumptions used are as follows [1,2]:

� The short-circuit current, during a three-phase short-circuit, is assumed to occur
simultaneously on all three phases.

� During the short circuit, the number of phases involved does not change, that is, a
three-phase fault remains three-phase and a phase-to-earth fault remains phase-to-
earth.

� For the entire duration of the short circuit, the voltages responsible for the flow of the
current and the short-circuit impedance do not change significantly.

� Transformer regulators or tap changers are assumed to be set to a medium position (if
the short circuit occurs away from the generator, the actual position of the
transformer regulator or tap changers does not need to be taken into account).

� Arc resistances are not taken into account.
� All line capacitances are neglected.
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� Load currents are neglected.
� All zero sequence are taken into account.

When calculating short-circuit currents in systems with different voltage levels, it is
necessary to transfer impedance values from one voltage level to another, usually to that
voltage level at which the short-circuit current is to be calculated. For per unit or other
similar unit systems no transformation is necessary, if these systems are coherent, that is,
UrTHV=UrTLV ¼ UnHV=UnLV for each transformer in the system with partial short-circuit
currents. UrTHV=UrTLV

1 is normally not equal to UnHV=UnLV
2 [1].

� UrTHV and UrTLV are the rated voltages of the transformer on the high voltage or low
voltage side;

� UnTHV and UnTLV are the nominal system voltages of the transformer on the high
voltage or low voltage side.

The impedances of the equipment in superimposed or subordinated networks are to be
divided or multiplied by the square of the rated transformation ratio Nr. Voltages and
currents are to be converted by the rated transformation ratio Nr.

5.3.2 Method of Equivalent Voltage Source

One way of calculating the short-circuit current assumes the introduction of an equivalent
voltage source at the short-circuit location. The equivalent voltage source is the only active
voltage of the system. All network feeders, synchronous and asynchronous machines are
replaced by their internal impedance.

In all cases, it is possible to determinate the short-circuit current at the short-circuit
location F with the help of an equivalent voltage source. Operational data and the load of
consumers, tap changer position of transformers, excitation of generators, and so on, are
dispensable; additional calculations about all the different possible load flows at the instant
of short circuit are superfluous.

Figure 5.5 shows an example of the equivalent voltage source at the short
circuit location F as the only active voltage of the system fed by a transformer without

1 Ur denotes the rated phase-to-phase voltage;
2 The nominal system voltage (Un) is the voltage (phase-to-phase) at which a system is designated, and to which

certain operating characteristics are referred.
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Figure 5.5. System diagram and equivalent circuit diagram for network feeders: (a) without

transformer; (b) with transformer. (Reprinted with permission from IEC 60909 [1].)
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or with on-load tap changer. All other active voltages in the system are assumed to be
zero.

� If a three-phase short circuit is fed from a network in which only the initial
symmetrical short-circuit current I00kS at feeder connection point S is known
(Figure 5.5a), then the equivalent impedance Z

S of the network (positive-sequence
short-circuit impedance) at the feeder connection point S should be determined by

ZS ¼ cUnSffiffiffi
3

p
I00kS

(5.1)

If RS=XS is known, then XS shall be calculated by

XS ¼ ZSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ RS=XSð Þ2

q (5.2)

� If the short circuit is fed by a transformer (Figure 5.5b) from a medium- or high-voltage
network in which only the initial symmetrical short-circuit current I00kS at the feeder
connection point S is known, then the positive-sequence equivalent short-circuit imped-
ance ZST referred to the low-voltage side of the transformer is to be determined by

ZST ¼ cUnSffiffiffi
3

p
I00kS

� 1

N2
r

(5.3)

where

UnS is the nominal system voltage at the feeder connection point S;

I00kS is the initial symmetrical short-circuit current at the feeder connection point S;

c is the voltage factor (see Table 5.1) for the voltage UnS;

Nr is the rated transformation ratio at which on-load tap changer is in the main position.
� In the case of high-voltage feeders with nominal voltage above 35 kV fed by
overhead lines (Figure 5.6), the equivalent impedance Z

S may be considered in
many cases as a reactance, that is, ZS ffi jXS. In other cases, if no accurate value is
known for the resistance RS of network feeders, we may substitute RS ¼ 0:1XS,
where XS ¼ 0:995 ZS.

T A B L E 5.1. Voltage Factor c (Reprinted from IEC 60909-0 [1])

Nominal Voltage Un

Voltage Factor c for the calculation of

Maximum Short-Circuit
Currents cmax

a
Minimum Short-Circuit

Currents cmin

Low voltage: 1.05b 0.95
100–1000V 1.10c

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Medium voltage: 1–35 kV
High voltaged: >35 kV

1.10 1.00

aCmaxUn should not exceed the highest voltage Um for equipment of power systems.
bFor low-voltage systems with a tolerance of þ6%, for example systems renamed from 380V to 400V.
cFor low-voltage systems with a tolerance of þ10%.
dIf no nominal voltage is defined, cmaxUn ¼ Um or cminUn ¼ 0:9Um should be applied.
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The initial symmetrical short-circuit currents I00kS max and I00kS min on the high-
voltage side of the transformer shall be given by the supply company or by an
adequate calculation according to the IEC 60909 standard.

Shunt admittances (e.g., line capacitances and passive loads) are not to be
considered when calculating short-circuit currents (Figure 5.6b).

Note: If there are no national standards, it seems adequate to choose a voltage
factor c according to Table 5.1, considering that the highest voltage in a normal
system does not differ, on average, by more than approximately þ5% (some LV
systems) or þ10% (some HV systems) from the nominal system voltage Un [1].

5.3.3 Method of Symmetrical Components

5.3.3.1 General Principles. The majority of faults in a power system are not
symmetrical three-phase short circuits, but occur between one phase and earth or less
commonly occur between phases where they may also involve earth. In addition, there is
usually a finite fault impedance rather than a short circuit. Thus, instead of a completely
balanced three-phase circuit, which can be solved by calculating the current flowing in one
of the three phases, an unbalanced three-phase circuit must now be solved. This can most
conveniently be done by using the symmetrical components of an unbalanced system of
currents or voltages [4].

In 1918, one of the most powerful tools for dealing with unbalanced polyphase circuit
was discussed by C.L. Fortescue at a meeting of the American Institute of Electrical
Engineers [5]. The method of symmetrical components can be applied to any polyphase
system containing any number of phases, but the three-phases system is the only of interest
here.

According the Fortescue’s theorem, three unbalanced phasors of a three-phases system
can be resolved into three fictitious balanced systems of phasors called symmetrical
components of the original phasors (Figure 5.7).

S k3A

Nr:1

T

HV LV

L
B

Un

F}

S A B = FR jXsc sc+ R jXT T+ R jXL L+

(b)

(c)

(a)

UnS

ZF

IkS

Ik 3

cUn

Figure 5.6. Illustrations for calculating the initial symmetrical short-circuit current I 00
k in compli-

ance with the procedure for the equivalent voltage source: (a) system diagram; (b) equivalent

diagram of the positive-sequence system; (c) equivalent diagram with short-circuit impedance.
(Reprinted with permission from IEC 60909 [1])
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The three balanced systems of phasors are as follows [6]:

(i) A positive-sequence system consisting of three components (voltages or cur-
rents) equal in magnitude, shifted from each other by 2p=3, with the phase
sequence same to that of the original phasors a, b, c and denoted by Iþ

a , Iþ
b , Iþ

c

or Vþ
a , Vþ

b , Vþ
c .

(ii) A negative-sequence system consisting of three components (voltages or cur-
rents) equal in magnitude, shifted from each other by 2p=3, with the phase
sequence opposite to that of the original phasors a, b, c and denoted by I�

a , I�
b ,

I�
c or V�

a , V�
b , V�

c .

(iii) A zero-sequence system consisting of three components (voltages or currents)
equal in magnitude and with zero phase shifting from each other, and denoted by
I0
a, I 0

b, I0
c or V 0

a, V 0
b, V 0

c.

In order to represent the phase shifting of 2p/3 between the components of the
positive- and negative-sequence systems, it is convenient to use a rotation operator denoted
by a. This operator causes a rotation of 2p/3 in the trigonometrical direction. It is a
complex number of unit magnitude with an angle of 2p/3 and is defined as follows:

a ¼ 1 2p=3 ¼ 1 � ej2p=3 ¼ � 1

2
þ j

ffiffiffi
3

p

2

If the operator a is applied to rotate a phasor twice in succession, the phasor is rotated
by 2 � 2p=3, which is equivalent to �2p=3, and

a2 ¼ 1 4p=3 ¼ � 1

2
� j

ffiffiffi
3

p

2

Three successive applications of a rotate the phasor by 2p, thus

a3 ¼ 1 2p ¼ 1 0� ¼ 1

Therefore,

1þ a þ a2 ¼ 0

V a
+

V b
+

V c
+

V a
–

V b
–

V c
–

V a
0

V c
0

V b
0

Positive sequence Negative sequence Zero sequence

2
3
π

2π
4
3
π

2
3
π

2
3
π

Figure 5.7. Three sets of balanced phasors that form the symmetrical components of three

unbalanced phasors.
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5.3.3.2 The Symmetrical Components of Unsymmetrical Phasors. Since each
of the original unbalanced phasors is the sum of its components, the original phasors
expressed in terms of theirs components are [6]

V a ¼ V 0
a þ Vþ

a þ V�
a (5.4a)

V b ¼ V 0
b þ Vþ

b þ V�
b (5.4b)

V c ¼ V 0
c þ Vþ

c þ V�
c (5.4c)

In order to resolve the three unsymmetrical phasors ( Va, V
b, and V

c) into their
symmetrical components, we reduce the number of unknown quantities by expressing each
component of V

b and V
c in terms of the operator a and the components of V a.

Inspection of Figure 5.7 allows us to write:

V 0
a ¼ V 0 Vþ

a ¼ Vþ V�
a ¼ V�

V 0
b ¼ V 0 Vþ

b ¼ a2 V V�
b ¼ a V

V 0
c ¼ V 0 Vþ

c ¼ a Vþ V�
c ¼ a2 V�

(5.5)

Substituting the equations (5.5) into the equations (5.4) gives:

V a ¼ V 0 þ Vþ þ V� (5.6a)

V
b ¼ V 0 þ a2 Vþ þ a V� (5.6b)

V
c ¼ V 0 þ a Vþ þ a2 V� (5.6c)

or expressing in matrix form

V a

V b

V c

2
64

3
75 ¼

1 1 1

1 a2 a

1 a a2

2
64

3
75

V 0

Vþ

V�

2
664

3
775 (5.7)

Figure 5.8 illustrates the construction of the phase voltages V a, V b, and V c in terms
of the sequence components V 0, Vþ, and V�, based on equations (5.5) and (5.6).

Let us denote by

T½ � ¼
1 1 1

1 a2 a

1 a a2

2
64

3
75 (5.8)

a matrix with constant (complex or real) and independent time coefficients. It allows
expressing the unbalanced phasors in terms of balanced components. In this way each of
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the unbalanced phase components (current or voltage) can be expressed as a linear
combination of positive-, negative-, and zero-sequence components.

Equation (5.7) can thus be written as follows:

Vabc½ � ¼ T½ � V0þ�
h i

(5:70)

The balanced components can be also expressed in terms of the unbalanced compo-
nents. It may be verified easily that

T½ ��1 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775 (5:80)

Premultiplying both sides of equation (5.7) by T½ ��1 achieve

V 0

Vþ

V�

2
664

3
775 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

V a

V b

V c

2
664

3
775 (5.9)

This matrix equation can be written as separate equations in ordinary fashion:

V 0 ¼ 1

3
V a þ V b þ V cð Þ (5.10a)

Vþ ¼ 1

3
V a þ a V b þ a2 V c

� �
(5.10b)

V� ¼ 1

3
V a þ a2 V b þ a V c

� �
(5.10c)

The sequence components V 0
b, Vþ

b , V�
b , V 0

c, Vþ
c , and V�

c can be found from
equation (5.5).
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Figure 5.8. Representation of the voltage phasors in terms of sequence voltages.
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Equation (5.10a) shows that no zero-sequence component exists if the sum of
unbalanced phasors is zero. In a perfectly symmetrical and balanced three-phase system,
the sum of the voltage phasors is always zero, and contains no zero-sequence compo-
nents [6].

Similar to voltages, the currents phasors can be resolved using the theory of
symmetrical components. They may be represented either analytically or graphically.
The phase currents can thus be written in terms of their sequence components and the
rotation operator as

I a ¼ I 0 þ Iþ þ I� (5.11a)

Ib ¼ I 0 þ a2 Iþ þ a I� (5.11b)

I c ¼ I0 þ a Iþ þ a2 I� (5.11c)

or

I 0 ¼ 1

3
I a þ I b þ I cð Þ (5.12a)

Iþ ¼ 1

3
I a þ a I b þ a2 I c
� �

(5.12b)

I� ¼ 1

3
I a þ a2 I b þ a I c
� �

(5.12c)

If a neutral wire is added to the three-phase system, the current that returns through the
neutral I n is equal the sum of the phase currents, that is

I a þ I b þ I c ¼ I n (5.13)

Substituting equation (5.13) in equation (5.12a) yield:

I n ¼ 3 I 0

If no return path through neutral exists in the three-phase system, then I n ¼ 0, and the
phase currents contain no zero-sequence components. A D-connected load or transformer
provides no return path, and thus the phase currents can contain no zero-sequence
components.

DECOUPLING THE SEQUENCE IMPEDANCES. The relationship between voltages and currents
on a three-phase electrical line can be written as [7, 13]

Vabc½ � ¼ Zabc½ � I abc½ � (5.14)
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where, Zabc½ � is the impedance matrix of the line (Figure 5.9a), given as:

Zabc½ � ¼
Z a Z ab Z ac

Z ba Z b Z bc

Z ca Z cb Z c

2
664

3
775 (5.15)

where, Z a, Z b, and Z c are the self-impedances of the phases a, b, and c, respectively,
whereas Z ab ¼ Z ba, Z ac ¼ Z ca, and Z bc ¼ Z cb are the mutual impedance between
corresponding phases.

Assuming that the three-phase line is constructed perfectly symmetrical, the self-
impedances are equal, that is, Z a ¼ Z b ¼ Z c ¼ Z , and all the mutual impedances are
equal between them and equal to Z

M . Under these conditions, the impedance matrix
becomes

Z0
abc

� � ¼
Z Z

M
Z
M

Z
M

Z Z
M

Z
M

Z
M

Z

2
664

3
775 (5:150)

The above matrix is now fully symmetrical. In order to simplify the calculations, the
phase components impedance matrix from (5.150) can be decoupled using the theory of
symmetrical components. Therefore, by appropriate transformation, and taking into
account the expression 1þ a þ a2 ¼ 0, the sequence components impedance matrix
is achieved [7]:

Z0þ�
h i

¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

Z Z
M

Z
M

Z
M

Z Z
M

Z
M

Z
M

Z

2
664

3
775

1 1 1

1 a2 a

1 a a2

2
664

3
775 ¼

¼
Z þ 2 Z

M 0 0

0 Z � Z
M 0

0 0 Z � Z
M

2
664

3
775

(5.16)
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Figure 5.9. Representation of an electrical line: (a) phase components model with mutual

coupling; (b) sequence components model.
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The sequence components impedance matrix is thereby diagonal, the nondiagonal
terms being equal to zero, which allow decoupling the sequence components. Figure 5.9a
shows the representation of an electrical line in the three-phase components, whereas
Figure 5.9b illustrates the three sequence networks, with no coupling between them.

Assuming now that the original three-phase system in not symmetrical, that is, the
impedances Z a, Z b, and Z c are not equal, and neglecting the mutual impedances between
phases, the impedance matrix from (5.15) becomes [7]

Z00
abc

� � ¼
Z a

Z b

Z c

2
664

3
775 (5.17)

Under these conditions, transformation into sequence components give:

Z0þ�
h i

¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

Z a

Z b

Z c

2
664

3
775

1 1 1

1 a2 a

1 a a2

2
664

3
775 ¼

¼ 1

3

Z a þ Z b þ Z c Z a þ a2 Z b þ a Z c Z a þ a Z b þ a2 Z c

Z a þ a Z b þ a2 Z c Z a þ Z b þ Z c Z a þ a2 Z b þ a Z c

Z a þ a2 Z b þ a Z c Z a þ a Z b þ a2 Z c Z a þ Z b þ Z c

2
664

3
775

(5.18)

The resulting matrix shows that under asymmetrical construction of the three-phase
system, the sequence matrix cannot be decoupled. Due to the network asymmetry,
unbalanced currents on the three phases occur. The degree of asymmetry is, in general,
small, and thereby in practical calculations the original three-phase system is considered
symmetrical. When a fault occurs in the power system, except for the case of a symmetrical
fault, the network impedances are no longer equal and the voltages and currents are
unbalanced; the greatest unbalance occurs at the fault point [7].

CHARACTERISTICS OF THE SYMMETRICAL VOLTAGES. Taking into account the representa-
tions from Figures 5.7 and 5.8, the characteristics of the sequence voltages are as
follows [7]:

� The phasors V 0 are called zero-sequence voltage components, are equal in magni-
tude in all phases (a, b, and c) and are cophasial, that is, all components are varying
together.

� The phasors Vþ are called positive-sequence voltage components, are equal in
magnitude in all phases and form a system with the same phase sequence as the
original three-phase system, that is, phase b lags phase a by 2p/3, phase c lags phase
b, and phase a lags phase c; the positive-sequence is also referred to as abc sequence.

� The phasors V� are called negative-sequence voltage components, are equal in
magnitude in each phase and are shifted also by 2p/3; the sequence of voltages is
changed as compared to the positive sequence, that is, phase b leads phase a rather
than lagging, while phase c lags phase a; the order of sequence it thus acba.
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� The order of sequence of the voltage components corresponds to the order in which
each voltage attain the maximum value; the rotation of phasors is counterclockwise
for all three sets of sequence components, as was assumed for the original
unbalanced phasors (Figure 5.7).

These sequence currents are related to the sequence voltages by the corresponding
sequence impedances (Zþ, Z�, and Z 0).

For the purpose of Standard IEC 60909, one has to make a distinction between short-
circuit impedances at the short-circuit location F and the short-circuit impedances of
individual electrical equipment [1].

� The positive-sequence short-circuit impedance Zþ at the short-circuit location F is
obtained when a symmetrical system of voltages of positive-sequence phase order is
applied to the short-circuit location F, and all synchronous and asynchronous
machines are replaced by their internal impedances (Figure 5.10a):

Zþ ¼ Vþ

Iþ
(5:190)

� The negative-sequence short-circuit impedance Z� at the short-circuit location F is
obtained when a symmetrical system of voltages of negative-sequence phase order is
applied to the short-circuit location F (Figure 5.10b):

Z� ¼ V�

I� (5:1900)

Note: The value of Zþ and Z� impedances can differ from each other only in the
case of rotating machines. When far-from-generator short circuits are calculated, it is
generally allowed to take Z� ¼ Zþ.

� The zero-sequence short-circuit impedance Z 0 at the short-circuit location F is
obtained if an AC voltage is applied between the three short-circuited phase

~3

{

F

a
b
c

G

~3

{

F

a
b
c

G

V –

I –

V +
I +

V 0
I 0

~

{

F

a
b
c

G 1

(a) (b)

(c)

Figure 5.10. Three-phase AC system representation for calculation of the short-circuit imped-

ances at the short-circuit location F: (a) positive-sequence short-circuit impedance; (b) negative-

sequence short-circuit impedance; (c) zero-sequence short-circuit impedance. (Adopted from IEC
60909 [1])
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conductors and the joint return (e.g., earthing systems, neutral conductor, earth
wires, cable sheaths, cable armoring) (Figure 5.10c):

Z 0 ¼ V 0

I 0
(5:19000)

Note: The capacitances of overhead lines and cables of low-voltage networks may
be neglected.

5.3.3.3 Sequence Impedance of Network Components. Decoupling the
sequence impedances, as shown by equation (5.16), makes possible constructing indepen-
dent sequence networks. A sequence network is a single-phase equivalent circuit consisting
of a sequence impedance and eventually a voltage source. The voltage drop caused by the
flow of the sequence current through the corresponding sequence network depends on
the equivalent impedance of that network [6]. The impedance of a sequence network may
be different from the impedances of the other sequence networks. The value of an
impedance depends on the type of equipments from the analyzed part of the electrical
network, for example, transmission lines, transformers, generators, and so on.

In the case of nonrotating equipment like transformers, the negative-sequence
impedance is equal to the positive-sequence impedance, whereas in the case of rotating
equipments, the two impedances are different. In general, for all type of equipments the
zero-sequence impedance is different from both positive- and negative-sequence imped-
ance (see Table 5.3). The sequence impedances are calculated using either equipment data
from manufacturers or estimated data [7].

(i) Construction of sequence networks Three types of sequence networks are
defined: positive, negative, and zero. The sequence networks are designed as
viewed from the point of fault or unbalance, denoted by F, or Fþ, F� and F0,
respectively [7]. The sequence voltages are measured from the point of fault to
the neutral point, marked by N, or Nþ, N� and N0, respectively for each sequence
network (Figure 5.11). Each network is designed in the form of a dipole through
which sequence current flows.

The voltages applied to the network terminals are taken as phase-to-neutral
voltages. The electrical generators are designed to supply balanced voltages and

N
+

F
+

V + V – V 0

I +

N
–

F
–

I –

N
0

F
0

I 0

(a) (b) (c)

E

Z + Z – Z 0

Figure 5.11. Sequence networks rep-

resentation: (a) positive sequence; (b)

negative sequence; (c) zero sequence.
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thus an emf E is represented on the positive-sequence network only. Phase “a”
voltage is taken as reference voltage and the voltages of phases b and c are
expressed in terms of phase a voltage. The outward direction of the current flow
in sequence networks is the positive direction (see Figure 5.11). Zero-sequence
currents will flow through the network only if return path exists through which a
completed circuit is provided.

The sequence networks carrying the sequence currents are interconnected to
represents unbalance fault conditions [6].

A voltage source, E, which is the Th�evenin equivalent (Figure 5.11a), is
represented on the positive-sequence network only. Applying the voltage
Kirchhoff’s law on each sequence network we may write:

Vþ ¼ E � Iþ Zþ

V� ¼ � I� Z�

V 0 ¼ � I0 Z 0

(5.20)

or in matrix form

V 0

Vþ

V�

2
664

3
775 ¼

0

E

0

2
664

3
775�

Z 0 0 0

0 Zþ 0

0 0 Z�

2
664

3
775

I0

Iþ

I�

2
664

3
775 (5.21)

Equation (5.21), together with the equation that describes the conditions at the
fault location, is used to derive Iþ in terms of E, Zþ, Z�, and Z 0, for each
type of fault.

(ii) Sequence impedance of electrical lines

� Positive- and negative-sequence impedances An electrical line is a passive
element. Assuming that the three phases of the line are symmetrical, the
sequence of the phase voltages applied, that is, abc (positive sequence) or acb
(negative sequence) makes no difference as regards the voltage drops
produced. Therefore, the positive- and negative-sequence impedances of a
symmetrical three-phase electrical line are identical. Their values are equal
to the electrical line impedance used for steady-state calculations [8]. Note
that for long transmission lines without phase transposition, the phase
impedances and thus the sequence impedances may have slightly different
values.

� Zero-sequence impedance The zero-sequence impedance of an electrical line
is different by the positive-sequence and negative-sequence impedances
because it also involves the paths to/through the ground and thus it accounts
for the ground and the protection wires(s) impedances. The zero-sequence
currents flowing through the phases of a three-phase electrical line are equal
and cophasial, and their sum returns through the paths to/through the ground.
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The magnetic field produced by the flow of the zero-sequence currents
differs from that produced by the flow of the positive- or negative-sequence
currents, which are dephased by 2p/3, and the return current is zero. The
resulting effect of the flow of the zero-sequence current is a zero-sequence
reactance several times greater than the positive-sequence reactance, approx-
imately by a factor [9]:

� Single-circuit overhead lines without ground wires or with steel ground wires
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.5

� Single-circuit overhead lines with copper or aluminum ground wires . . . . 2

� Double-circuit overhead lines without ground wires or with steel ground wires
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.5

� Double-circuit overhead lines with copper or aluminum ground wires . . . 3

� Three-phase cables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 to 5

� Single-phase cables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

The zero-sequence mutual impedance between parallel circuits of the same
towers or even on different towers placed on the same right-of-way can also be
important. Since the grounding impedance depends on the type of soil simplify-
ing assumptions should be made.

(iii) Sequence impedances of transformers

� Positive- and negative-sequence impedances Similar to transmission lines,
the transformers are passive elements, having no moving parts. Assuming that
the transformer is symmetrical, the phase sequence has no effect on the
winding reactances. Therefore, the equivalent circuits and the associated
impedances are identical for both the positive-sequence and the negative-
sequence networks. For fault analysis, only the series leakage impedance is
considered.

� Zero-sequence impedance The zero-sequence impedance and the equivalent
circuit depend upon the winding connection, method of neutral grounding, and
so on.

Table 5.2 illustrates the sequence circuits of the two-winding and three-
winding transformers for different winding connections.

The grounding impedance. The neutral point of Y-connected winding of the
transformer may be grounded either solidly or through a neutral impedance Z n.
Under symmetrical and balanced conditions, the potential of the neutral point is
zero and no current will flow through the grounding impedance. However, if
asymmetry or unbalance occurs, the potential of the neutral point will be
different by zero and a current I n ¼ 3 I0 will flow through the impedance
Z n causing a voltage drop 3 Z n I 0, which is added to all the phase-to-ground
voltages and hence to the zero-sequence voltages [10]. In order to determine the
zero-sequence current I0, which flows through the zero-sequence network, an
impedance 3 Z n must be added in this network in series with the transformer
impedance [9].

Let us define the transformer impedance by Z 0
T as the sum of the perphase

linkage reactances and resistances of the high (H) and low (L) voltage windings,
that is, Z 0

T ¼ Z 0
H þ Z 0

L, which may be about equal to the positive-sequence
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T A B L E 5.2. The Sequence Equivalent Circuits of Transformers for Different Winding Connections

Case Winding Connections Zero-Sequence Circuit Positive- or Negative- Sequence Circuit

1

H L

Zn

LH

N Ref.

ZH
0 ZL

0

3Zn0

LH

Ref.N  or N +  –

ZH ZL

2

H L

Zn

LH

Ref.N0

ZH
0 ZL

0 3Zn LH

Ref.N  or N +  –

ZH ZL

3
LH LH

Ref.N0

ZH
0 ZL

0
LH

Ref.N  or N +  –

ZH ZL

4

H L LH

Ref.N0

ZH
0 ZL

0
LH

Ref.N  or N +  –

ZH ZL

5
H L LH

N0

ZH
0 ZL

0
LH

Ref.N  or N +  –

ZH ZL

6

H L LH

Ref.N0

ZH
0 ZL

0
LH

Ref.N  or N +  –

ZH ZL

7
L

H M
H

Ref.

M

L
N0

ZH
0

ZL
0

ZM
0 M

Ref.
N  or N +  –

L

ZH

ZL

ZM

8

H

L

M

Zn

H

Ref.

M

L
N0

3Zn ZH
0

ZM
0

ZL
0

M

Ref.
N  or N +  – 

L

ZH

ZM

ZL

9

H

L

M

Ref.

M

L
N0

ZH
0 ZM

0

ZL
0

M

Ref.
N  or N +  – 

L

ZH

ZM

ZL

10

H MH M

L

H

Ref.

M

L
N0

ZH
0

ZM
0

ZL
0

M

Ref.
N  or N +  –

L

ZH

ZM

ZL
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impedance. If the neutral of the Y-connected primary winding is grounded
through an impedance Z n, the total zero-sequence impedance as seen from the
primary side is Z 0 þ 3 Z

n: Since a D-connected winding provides no path for
zero-sequence currents flowing in the line, the impedance seen from the
secondary side is infinite.

Zero-sequence currents will flow through windings on one side of the
transformer and into the connected lines only if a return path exists through
which a completed circuit is provided. Also, a path for the corresponding current
in the other windings must exist [11].

In the case 1 presented in Table 5.2, on the primary windings side a return path
for the zero-sequence currents is provided by the grounding system of the Y-
connection, whereas on the secondary windings side a closed circuit is provide by
the D-connection that serves to balance the currents in the primary windings. Of
course, no zero-sequence currents will flow in the lines connected to the
secondary winding. In the zero-sequence network an open circuit must be
represented between the line and the reference bus on the D side.

If the neutral point of the Y-connected windings on one side is ungrounded, as
in the cases 3 and 6 given in Table 5.2, an open circuit exists in the zero-sequence
network and no zero-sequence currents can flow between the two parts of the
system connected by the transformer. Thus, the zero-sequence impedance seen
from either the primary side or the secondary side is infinite. Since a D
connection provides no return path for zero-sequence currents, no zero-sequence
current can flow into a D-D bank, as shown in the case 4, although it can circulate
within the Dwindings. The Y-Y transformer with both neutrals grounded (case 5)
is a case in which zero-sequence currents can flow in both windings and outside
the transformer on both sides. In this case, the zero-sequence network is similar
to the positive-sequence network.

The cases 7–10 given in Table 5.2 illustrate the sequence networks for three-
winding transformers. The effects of the leakage reactances and resistances of the
three-windings are represented by a star-connected equivalent. Connection of
this equivalent to the primary, secondary, and tertiary terminals, and the reference
bus (Ref.) depends on the winding connections.

(iv) Sequence impedances of synchronous machines

� Positive-sequence impedances Detailed representation of the synchronous
machines in the positive-sequence network applicable for stability studies
was discussed in Chapter 2. This representation is also valid for short-circuit
currents calculation for the entire study period, including the subtransient,
transient, and steady-state conditions.

Figure 5.12 illustrates the simplified positive-sequence network of a synchro-
nous machine. Thus, following the occurrence of a fault at the machine terminals,

Reference
bus

R + X +

I +
V +

E

Figure 5.12. positive-sequence network of a synchronous

machine.
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the armature fluxes and the currents change. Three positive-sequence reactances
Xþ are defined depending on the time frame of interest: subtransient, transient,
and steady state. The positive-sequence resistance Rþ is the armature resistance.

The sequence network from Figure 5.12 was represented as a single-phase
circuit under the assumption of symmetrical construction of the electrical
machine. The reference bus is the neutral of the generator.

Neglecting the saliency effects, the positive-sequence reactance is: Xþ ¼ X00
d,

for the subtransient conditions; Xþ ¼ X0
d, for the transient conditions; X

þ ¼ Xd,
for steady-state conditions.

� Negative- and zero-sequence impedances The negative-sequence and zero-
sequence impedances are specified by the manufacturers and are determined
by tests.

A synchronous machine is designed to normally produce positive-sequence
voltages and currents. When an unbalance is created, for example, due to a short-
circuit occurring near the generator, to single-phase loads or to open conductors,
negative-sequence currents flow in the armature winding that produce a field
rotating in opposite direction to the positive-sequence field created by the rotor
winding and at double synchronous speed with respect to the rotor speed. The
rotor is thus subjected to double frequency flux pulsation [12]. The existence of
the negative-sequence currents results in rotor losses in the form of heating as
well as small armature losses. The field produced by the negative-sequence
currents passes alternatively through the direct axis and the quadrature axis, and
thus the negative-sequence reactance is:

X� ¼ ðX00
d þ X00

qÞ=2

where X00
d and X

00
q are the direct-axis and quadrature-axis subtransient reactances.

The negative-sequence resistance R� is greater than the positive-sequence
resistance and depends on the damper winding, since the double frequency
currents are induced in the rotor field and damper winding.

Figure 5.13 illustrates the equivalent circuit of a synchronous machine
appropriate for use in negative-sequence networks. No emf is represented, since
the synchronous machine produces positive-sequence voltages only. The refer-
ence bus of the equivalent circuit is the neutral of the generator.

When zero-sequence currents flow through the armature, their instantaneous
values in the three phases are equal and the resultant air gap flux is zero.
Therefore, the zero-sequence reactance is approximately equal to the leakage
reactance.

The flow of the zero-sequence currents in the three phases and the neutral of
the synchronous machine is shown in Figure 5.14a. The zero-sequence equiv-
alent circuit is illustrated in Figure 5.14b.

V
–

Reference
bus

R
–

X
–

I
–

Figure 5.13. Negative-sequence network of a synchronous

machine.
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The zero-sequence currents flowing through the three phases return through
the grounding impedance Z n as a sum I n ¼ I0

a þ I0
b þ I0

c ¼ 3I0a : This is why
a term 3Z n is introduced in the equivalent circuit of Figure 5.14b. If the neutral is
isolated from the ground, then Zn ¼ 1 and In ¼ 0: The grounding impedance
of the synchronous machine is not a part of either the positive- or negative-
sequence network because neither positive- nor negative-sequence current can
flow through this impedance [6]. The reference bus of the equivalent circuit is the
ground at the generator.

Since all the neutral points of a symmetrical three-phase system through which
balanced currents flow are at the same potential, all the neutral points have the same
potential when either positive-sequence or negative-sequence currents flow [9].

Table 5.3 shows the zero-sequence characteristics of the various elements in
an electrical network.

5.3.3.4 Unsymmetrical Fault Calculations. In the sections 5.3.3.2 and 5.3.3.3,
construction of the three sequence networks as seen from the fault point in terms of
the characteristics of the power system elements has been presented. For unsymmetrical
fault current calculations, the three separate networks can be connected in a certain manner,
depending on the type of the fault [7].

a

b

I
0

V
0Z n

3Z n

I n

Z
0

Z
0

Z
0

X
0

R
0

Z
0

c

Reference
bus

n

(a) (b)

n

I a
0

I b
0

I c
0

Figure 5.14. Representation of the synchronousmachine for zero sequence: (a) currents paths; (b)

equivalent circuit (single phase).

T A B L E 5.3. Zero-Sequence Characteristic of the Various Elements in an Electrical Network

Elements Z 0

Transformer (seen from secondary winding)
No neutral 1
Yyn or Zyn free flux 1

forced flux 10 to 15Xþ

Dyn or YNyn Xþ

primary D or YþZn 0.1 to 0.2 Xþ

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Machine
Synchronous �0.5 Zþ

Asynchronous �0
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Electrical Line �3 Zþ
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SHUNT FAULTS OF ZERO IMPEDANCE. The following cases of faults to ground can be
defined, assuming zero fault impedance [12]:

(i) Single phase-to-earth—on the a phase

I b ¼ 0

I c ¼ 0

V a ¼ 0

(5.22)

(ii) Phase-to-phase—between b and c phases

I a ¼ 0

I b ¼ � I c

V b ¼ V c

(5.23)

(iii) Phase-to-phase-to-earth—between b and c phases

I a ¼ 0

V b ¼ 0

V c ¼ 0

(5.24)

(iv) Three phase

I a þ I b þ I c ¼ 0

V a ¼ V b

V b ¼ V c

(5.25)

(v) Single-phase open-circuit fault

I a ¼ 0

v b ¼ 0

v c ¼ 0

(5.26)

Notice from the above that three equations that define the fault conditions can be written.

(i) Single phase-to-earth fault Consider a fault defined by equations (5.22) and by
Figure 5.15a.

The conditions at the fault are expressed by the following equations:

I b ¼ 0 I c ¼ 0 V a ¼ 0
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With Ib ¼ 0 and I c ¼ 0, the symmetrical components of the current from
(5.12 a,b, and c), are given by

I0

Iþ

I�

2
664

3
775 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

I a

0

0

2
664

3
775 (5.27)

so that I 0, Iþ, and I� each equal I a=3 and

Iþ ¼ I� ¼ I0 ¼ 1

3
I a (5.28)

Substituting Iþ for I� and I 0 in equation (5.21), we obtain:

V 0

Vþ

V�

2
664

3
775 ¼

0

E

0

2
664

3
775�

Z 0 0 0

0 Zþ 0

0 0 Z�

2
664

3
775

Iþ

Iþ

Iþ

2
664

3
775 (5.29)

Performing the indicated matrix multiplication and subtraction an equality of
two column matrices is obtained. Premultiplying both column matrices by the
row matrix 1 1 1½ � gives

V 0 þ Vþ þ V� ¼ � Iþ Z 0 þ E � Iþ Zþ� �� Iþ Z� (5.30)

Since V a ¼ V 0 þ Vþ þ V� ¼ 0, we solve equation (5.30) for Iþ and obtain:

Iþ ¼ E

Zþ þ Z� þ Z 0 (5.31)

Equations (5.28) and (5.31) are particular equations for a single phase-to-earth
fault. They are used with equation (5.21) and the symmetrical-components
relations to determine all the voltages and currents at the fault.

a

b

c

(a) (b)

F

F
+

E

N
+ N

–
N

0

F
–

F
0

V a

I a

I b

I c Z
+

I
+

I
+

I
–
=I

+ I =0
I

+

Z
–

Z
0

V b V c

Figure. 5.15 Single phase-to-earth fault at F: (a) definition of fault; (b) equivalent circuit.
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If the three sequence networks are connected in series (Figure 5.15b), we see
that the currents and voltages resulting therefrom satisfy the equations above,
and the three sequence impedances are in series with the voltage E. With the
sequence networks so connected, the voltage across each sequence network is the
symmetrical component of E of that sequence.

If the neutral of the generator is not grounded, the zero-sequence network is
open circuited and Z 0 is infinite. Since equation (5.31) shows that Iþ is zero
when Z 0 is infinite, I� and I0 must be zero. Thus no current flows in phase a
since I a is the sum of its components, all of which are zero.

The fault current I a is:

I a ¼ 3 I 0 ¼ 3 E

Zþ þ Z� þ Z 0 (5.32)

The voltage of phase b to ground under fault conditions is:

V b ¼ a2 Vþ þ a V� þ V 0 ¼ V a

Z� a2 � að Þ þ Z 0 a2 � 1ð Þ
Zþ þ Z� þ Z 0 (5.33)

Similarly, the voltage of phase c can be calculated.

(ii) Phase-phase fault Consider a fault defined by equation (5.23) and by
Figure 5.16.

The conditions at the fault are expressed by the following equations:

I a ¼ 0 Ib ¼ � I c V b ¼ V c

With V b ¼ V c, the symmetrical components voltage from equation (5.9) are
given by:

V 0

Vþ

V�

2
664

3
775 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

V a

V b

V b

2
664

3
775

from which we find

Vþ ¼ V� (5.34)

a

b

c

(a) (b)

F

F
+

N
+ N

–
N

0

F
– F

0

V a

I a

I b

I c
Z

+

I
+ I

–

Z
–

Z
0

V b V c E

Figure 5.16. Phase-phase-earth fault at F: (a) definition of fault; (b). equivalent circuit.
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Since Ib ¼ � I c and I a ¼ 0, the symmetrical components of current are
given by equation:

I 0

Iþ

I�

2
664

3
775 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

0

� I c

I c

2
664

3
775 ¼ 1

3

0

� a þ a2

� a2 þ a

2
664

3
775 I c½ �

and therefore

I 0 ¼ 0 (5:350)

I� ¼ � Iþ (5:3500)

Since I 0 is zero,

V 0 ¼ 0 (5.36)

Equation (5.29), with the substitutions allowed by equations (5.34), (5.350),
(5.3500), (5.36), becomes:

0

Vþ

Vþ

2
664

3
775 ¼

0

E

0

2
664

3
775�

Z 0 0 0

0 Zþ 0

0 0 Z�

2
664

3
775

0

Iþ

� Iþ

2
664

3
775 (5.37)

Performing the indicated matrix operations and premultiplying the resulting
matrix equation by the row matrix 1 1 �1½ � gives

0 ¼ E � Iþ Zþ � Iþ Z�

or

E ¼ Iþ Zþ þ Z�� �
and solving for Iþ yields

Iþ ¼ E

Zþ þ Z� (5.38)

Equations (5.34), (5.350), (5.3500), and (5.38) are the special equations for a
phase-to-phase fault. They are used with equation (5.29) and the symmetrical-
component relations to determine all voltages and currents at the fault.

From equation (5.11b) we have

Ib ¼ a2 Iþ � a Iþ ¼ a2 � a
� �

Iþ ¼ �j
ffiffiffi
3

p
Iþ (5.39)
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The fault current is

I b ¼ � I c ¼
�j

ffiffiffi
3

p
E

Zþ þ Z� (5.40)

The constraints imposed by equations (5.350) and (5.34) indicate that there is
no zero-sequence network connection in the equivalent circuit and that the
positive- and negative-sequence networks are connected in parallel. Figure 5.16b
shows the equivalent circuit satisfying the above equations.

(iii) Phase-phase-earth fault Consider a fault defined by equation (5.24) and by
Figure 5.17.

The condition at the fault are expressed by the following equations:

V b ¼ 0 V c ¼ 0 I a ¼ 0

With V b ¼ 0 and V c ¼ 0, the symmetrical components of voltage are given
by equation

V 0

Vþ

V�

2
64

3
75 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
64

3
75

V
a

0

0

2
64

3
75

Therefore V 0, Vþ, and V� equal V a=3, and

Vþ ¼ V� ¼ V 0 (5.41)

Substituting E � Iþ Zþ� �
for Vþ, V�, and V 0 in equation (5.29) and

premultiplying both sides by Z½ ��1, where

Z½ ��1 ¼
Z 0 0 0

0 Zþ 0

0 0 Z�

2
64

3
75
�1

¼

1

Z 0 0 0

0
1

Zþ 0

0 0
1
Z�

2
66666664

3
77777775

a

b

c
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Figure 5.17. Phase-phase-earth fault at F: (a) definition of fault; (b). equivalent circuit.
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give

1

Z 0 0 0

0
1

Zþ 0

0 0
1
Z�

2
666666664

3
777777775

E � Iþ Zþ

E � Iþ Zþ

E � Iþ Zþ

2
664

3
775 ¼

1

Z 0 0 0

0
1

Zþ 0

0 0
1
Z�

2
666666664

3
777777775

0

E

0

2
664

3
775�

I 0

Iþ

I�

2
664

3
775

(5.42)

Premultiplying both sides of equation (5.42) by the rowmatrix 1 1 1½ � and
recognizing that

Iþ þ I� þ I0 ¼ I a ¼ 0

we have

E

Z 0 � Iþ
Zþ

Z 0 þ E

Zþ � Iþ þ E

Z� � Iþ
Zþ

Z� ¼ E

Zþ (5.43)

and upon collecting terms we obtain

Iþ 1þ Zþ

Z 0 þ Zþ

Z�

� �
¼ E

Z 0 þ
E

Z� ¼
E Z� þ Z 0
	 

Z� Z 0 (5.44)

and

Iþ ¼
E Z� þ Z 0
	 


Zþ Z� þ Zþ Z 0 þ Z� Z 0 ¼
E

Zþ þ Z� Z 0= Z� þ Z 0
	 
 (5.45)

Equations (5.41) and (5.45) are the special equations for a double phase-to-
earth fault. They are used with equation (5.29) and the symmetrical-component
relations to determine all the voltages and currents at the fault.

Equations (5.41) indicates that the sequence networks should be connected in
parallel (Figure 5.17b), since the positive-, negative-, and zero-sequence voltages
are equal at the fault. Examination of Figure 5.17b shows that all the conditions
derived above for the double-phase-to-earth fault are satisfied by this connection.

The diagram of network connections shows that the positive-sequence current
Iþ is determined by the voltage E impressed on Zþin series with the parallel
combination of Z� and Z 0. The same relation is given by equation (5.45).

(iv) Three-phase fault Consider a symmetrical three-phase fault defined by equa-
tion (5.25) and by Figure 5.18.

The conditions at the fault are expressed by the following equations:

I a þ I b þ I c ¼ 0

V a ¼ V b ¼ V c
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In terms of symmetrical components

I 0 ¼ 0 (5.46)

Vþ ¼ V� ¼ V 0 ¼ 0 (5.47)

There are no zero-sequence or negative-sequence emf values, and the voltages
V 0 and V� at the fault point F are each equal to zero. Therefore, zero- and
negative-sequence currents do not flow anywhere in the system. As expected,
only the positive-sequence network is involved. The fault is simulated by
shorting the fault point Fþ and the reference bus Nþof the positive-sequence
network (Figure 5.18b).

(v) Single-phase open circuit fault The single-phase open circuit fault is shown in
Figure 5.19. Let va, vb, and vc be series voltages drop in phases between F1 and
F2 in phases a, b, c, respectively.

positive
sequence
network

negative
sequence
network

zero
sequence
network

N
+

N 0N
–

(a)

(b)
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F2 F2 F2
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F1 F1 F1

I a
v a

v b

v c

I b I b

I c I c

I
+

I
– I

0

v–v+ v0

Figure 5.19. Open circuit on phase “a”: (a) circuit diagram; (b) equivalent circuit.
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Figure 5.18. Three-phase fault at F: (a) definition of fault; (b) equivalent circuit.
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At the fault point, the boundary conditions are (Figure 5.19a) [12]

I a ¼ 0

vb ¼ vc ¼ 0
(5.48)

Hence, from equation (5.9):

v0
a ¼

1

3
va

vþ
a ¼ 1

3
va

v�
a ¼ 1

3
va

and therefore

vþ
a ¼ v�

a ¼ v0
a ¼

1

3
va (5.49)

From equation (5.11a), for I a ¼ 0

I a ¼ Iþ þ I� þ I0 ¼ 0 (5.50)

From equation (5.49), it can be concluded that the sequence networks are
connected in parallel, as shown in Figure 5.19b.

FAULTS THROUGH IMPEDANCE. All the faults discussed in the preceding sections consisted of
direct short circuits between phases and from one or two phases to earth. Most faults are the
result of insulator flashovers, where the impedance between the phase and earth depends on
the resistance of the arc, of the tower itself, and of the tower footing if ground wires are not
used. Tower-footing resistances form the major part of the resistance between phase and
earth and depend on the soil conditions [6].

The effect of impedance in the fault is found by deriving equations similar to those for
faults through zero impedance. Connections of the hypothetical stubs for faults through
impedance are shown in Figure 5.20.

a

b

c

(a) (b)

F

Z f

I
+

Z fZ f

Z fZ
+

F
+

V a

I a

I c

I b

V bV c
E

N
+

Figure 5.20. Connection of sequence network to simulate a three-phase fault through imped-

ance at point F.
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A balanced system remains symmetrical after the occurrence of a three-phase fault
having the same impedance between each phase and a common point. Only positive-
sequence currents flow.

With the fault impedance Z f equal in all phases (Figure 5.20a), the voltage at the fault
locations is

V a ¼ I a Z f

and since only positive-sequence currents flow,

Vþ ¼ Iþ Z f ¼ V f � Iþ Zþ

and

Iþ ¼ V f

Zþ þ Z f

(5.51)

The sequence-network connection is shown in Figure 5.20b.
A formal derivation can be made for the single phase-to-earth and double phase-to-

earth faults through impedance shown in Figures 5.21a and b [6].

� For a single phase-to-earth fault through Z f (Figure 5.21a):

Iþ ¼ I� ¼ I0

Iþ ¼
V

f

Zþ þ Z� þ Z 0 þ 3Z f

(5.52)

� For a double phase-to-earth fault through impedance Z f (Figure 5.21b):

Vþ ¼ V�

Iþ ¼ V f

Zþ þ Z� Z 0 þ 3Z f

	 

= Z� þ Z 0 þ 3Z f

	 
 (5.53)
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Figure 5.21. Connections of the sequence networks for: (a) single phase-to-earth fault through

Z
f; (b) double phase-to-earth fault through Z

f.
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� A phase-to-phase (phases b and c) fault through impedance Z f is shown in
Figure 5.22.

The conditions at the fault are

I a ¼ 0; I b ¼ � I c; V c ¼ V b � I b Z f

I a, Ib and I c bear the same relations to each other as in the phase-to-phase fault without
impedance. Therefore Iþ ¼ � I�

The sequence components of voltage are given by

V 0

Vþ

V�

2
664

3
775 ¼ 1

3

1 1 1

1 a a2

1 a2 a

2
664

3
775

V
a

V
b

V
b � I b Z

f

2
664

3
775 (5.54)

or

3 Vþ ¼ V
a þ a þ a2

� �
V

b � a2 I
b
Z
f (5:550)

3 V� ¼ V
a þ a þ a2

� �
V

b � a I
b
Z
f (5:5500)

therefore

3 Vþ � V�� � ¼ a � a2
� �

I
b
Z
f ¼ j

ffiffiffi
3

p
I b Z

f (5.56)

Since Iþ ¼ � I�

I b ¼ a2 Iþ þ a I� ¼ a2 � a
� �

Iþ ¼ �j
ffiffiffi
3

p
Iþ

and, upon substituting I b in (5.56), we obtain

Vþ � V� ¼ Iþ Z
f (5.57)

Equation (5.57) requires the insertion of Z f between the fault points in the positive-
and negative-sequence networks to fulfill the required conditions for the fault.

Z
+

F
+ F

–

N
–

Z f

Z
–

N
+

E Figure 5.22. Connection of the

sequence networks to simulate a

phase-to-phase fault through

impedance.
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5.4 CALCULATION OF SHORT-CIRCUIT CURRENT COMPONENTS3

In the short-circuit currents calculation in a node, the maximum and minimum values are of
interest if the thermal andmechanical stresses and the power quality are involved, respectively.

5.4.1 Initial Symmetrical Short-Circuit Current I00k
Considering two cases [1]:

For the common case when Z 0 > Zþ ¼ Z�, the highest initial short-circuit current
will occur for the three-phase short circuit.

For short circuits near transformers with low zero-sequence impedance, Z 0 may be
smaller than Zþ. In that case, the highest initial short-circuit current I00kE2E will occur for a
phase-to-phase short circuit with earth connection (see Figure 5.23) for Z�= Zþ ¼ 1 and
Z�= Z 0 > 1, where Z� ¼ Zþ.

5.4.1.1 Three-Phase Short Circuit. In general, the initial symmetrical short-
circuit current I00k shall be calculated using equation (5.58) with the equivalent voltage
source cUn=

ffiffiffi
3

p� �
at the short-circuit location and the short-circuit impedance

Z k ¼ Rk þ jXkð Þ:

I00k ¼
cUnffiffiffi
3

p
Zk

¼ 1ffiffiffi
3

p :
cUnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
k þ X2

k

q (5.58)

The equivalent voltage source shall be introduced at the short-circuit location (see
Figure 5.6) with the factor c according to Table 5.1.

(i) Single-fed short circuits For a far-from-generator short circuit fed from a single
source (see Figure 5.23a) the short-circuit current is calculated with equation

3 This section is partially reproduced from the IEC 60909 Standard with permission by International Electro-

technical Commission [1].
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~
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(b)

(c)

Un

Figure 5.23. Examples of single-fed short circuits: (a) short circuit fed from a network feeder via a

transformer; (b) short circuit fed from one generator (without unit transformer); (c) short circuit

fed from one power station unit generator and unit transformer with or without on-load tap

changer,. (Reprinted with permission from IEC 60909 [1])
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(5.58), with

Rk ¼ RSt þ RTK þ RL

Xk ¼ XSt þ XTK þ XL

where

Rk and Xk are the sum of series-connected resistances and reactances of the positive-
sequence system, respectively (Figure 5.23a);

RL is the line resistance for a conductor temperature of 20�C, when calculating the
maximum short-circuit currents;

ZTK ¼ RTK þ jXTK ¼ KT RT þ jXTð Þ is the corrected transformer impedance;

KT is the impedance correction factor, KT ¼ 0:95 � cmax

1þ 0:6 � xT, where xT is the

relative reactance of the transformer xT ¼ XT

U2
rT=SrT

� �.
Resistances Rk less than 0:3 � Xk may be neglected. The impedance of the

network feeder Z
Sk ¼ RSt þ jXSt is referred to the voltage of the transformer side

connected to the short-circuit location (F).
For the examples in Figures 5.23b and c, the initial symmetrical short circuit is

calculated with the corrected impedances of the generator and the power station
unit in series with a line impedance ZL ¼ RL þ jXL. The impedances of
generator (G), network transformer (T), and power station units (S) shall be
multiplied with the impedance correction factors KG, KT,and KS, respectively,
KS0 when calculating short-circuit currents with the equivalent voltage source at
the short-circuit location according to this Standard (See IEC 60909-4).

The short-circuit impedances for these examples are given by the following
equations:

Z k ¼ ZGk þ ZL ¼ KG RG þ jX00
d

� �þ ZL for Figure 5:23b (5:590)

Z k ¼ ZS þ ZL ¼ KS N2
r
ZG þ ZTHV

� �þ ZL for Figure 5:23c (5:5900)

where ZGk shall be determined from equation

ZGk ¼ KG ZG ¼ KG RG þ jX00
d

� �
(5.60)

with

KG ¼ Un

UrG

� cmax

1þ X00
d sinwrG

;

ZS from equation

ZS ¼ KS N2
r
ZG þ ZTHV

� �
(5:610)

Z
S0 ¼ KS0 N2

r
ZG þ ZTHV

� �
(5:620)
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with

KS ¼ U2
nG

U2
rG

� U
2
rTLV

U2
rTHV

� cmax

1þ X00
d � XT

�� ��sin wrG

(5:6100)

KS0 ¼ UnS

UrG 1þ pGð Þ � UrTLV

UrTHV
� 1	 pTð Þ � cmax

1þ X00
dsinwrG

(5:6200)

where

pG is the range of generator voltage regulation and pT is the range of transformer voltage
adjustment;

cmax is the factor voltage for the calculation of maximum short-circuit currents.

The generator impedance shall be transferred to the high-voltage side
using the rated transformation ratio Nr. The unit transformer impedance
ZTHV ¼ RTHV þ jXTHV according to the equations (5.630) and (5.6300) without
KT is referred to the high-voltage side:

ZT ¼ ukr

100%
� U

2
rT

SrT
(5:630)

RT ¼ uRr

100%
� U

2
rT

SrT
(5:6300)

XT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
T � R2

T

q
(5:63000)

where

uKr is the short-circuit voltage at rated current in percent;

uRr is the rated resistive component of the short-circuit voltage in percent;

UrT is the rated voltage of the transformer on the high-voltage or low-voltage side;

SrT is the rated apparent power of the transformer.

(ii) Short circuits fed from nonmeshed networks When there is more than one
source contributing to the short-circuit current, and the sources are unmeshed,
as shown in Figure 5.24, the initial symmetrical short-circuit current I00k at the

k3
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i pS

i bS

i kS i kT i kM i k

i bT i bM i b

i pT i pM i p
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IkS IkT IkM Ik

Figure 5.24. Example of a non-

meshed network.

266 SHORT-CIRCUIT CURRENTS CALCULATION



short-circuit location F is the sum of the individual branch short-circuit currents.
Each branch short-circuit current can be calculated as an independent single-
source three-phase short-circuit current in accordance with equation (5.58).

The initial short-circuit current at the short-circuit location F is the phasor,
which is sum of the individual partial short-circuit currents [1]:

I00k ¼
X
i

I00ki (5.64)

The short-circuit current at the short-circuit location F is considered, with
good accuracy, as being the sum of the absolute values of the individual partial
short-circuit currents.

(iii) Short circuits in meshed networks In meshed networks, such as those shown in
Figure 5.25, it is generally necessary to determine the short-circuit impedance
Z k ¼ Zþ by network reduction (series connection, parallel connection, and
delta-star transformation, for example) using the positive-sequence short-circuit
impedances of electrical equipment.

The impedances in systems connected through transformers to the system, in
which short circuit occurs, have to be transferred by the square of the rated
transformation ratio. If there are several transformers with slightly differing rated
transformation ratios (NrT1, NrT2, NrTn), in between two systems, the arithmetic
mean value can be used.

The initial symmetrical short-circuit current shall be calculated with the equiv-
alent voltage source cUn=

ffiffiffi
3

p
at the short-circuit location using equation (5.58).

5.4.1.2 Phase-to-Phase Short Circuit. In the case of a phase-to-phase short
circuit, according to Figure 5.1b the initial short-circuit current shall be calculated by

I00k2 ¼
cUn

Zþ þ Z��� �� ¼ cUn

2 Zþ�� �� ¼
ffiffiffi
3

p

2
I00k (5.65)
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Figure 5.25. A meshed network fed from several sources: (a) system diagram; (b) equivalent

circuit diagram for the calculation with the equivalent voltage source cUn/
ffiffiffi
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p
at the short-circuit

location (Reprinted with permission from IEC 60909 [1]).
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During the initial stage of the short circuit, the negative impedance is approximately
equal to the positive-sequence impedance, independent of whether the short circuit is a
near-to-generator or a far-from-generator short circuit. Therefore in equation (5.65), it is
possible to introduce Z� ¼ Zþ.

Only during the transient of the steady-state stage, the short-circuit impedance Z� is
different from Zþ if the short circuit is a near-to-generator short circuit [1].

5.4.1.3 Phase-to-Phase Short Circuit with Earth Connection. To calculate the
initial symmetrical short-circuit currents it is necessary to distinguish between the currents
I 00
k2Ea, I 00

k2Eb and I 00
kE2E (see Figure 5.1c).

For far-from-generator short circuits, Z� is approximately equal to Zþ. If in this case
Z 0 is less than Z� the current I 00

kE2E in the phase-to-phase short circuit with earth
connection generally is the largest of all initial symmetrical short-circuit currents I 00

k, I 00
k2,

I 00
k2E, and I 00

k1.
The equations (5.660) and (5.6600) are given for the calculation of I 00

k2Ea and I 00
k2Eb in

Figure 5.1c:

I 00
k2Ea ¼ �jcUn

Z 0 � a Z�

Zþ Z� þ Zþ Z 0 þ Z� Z 0 (5:660)

I 00
k2Eb ¼ �jcUn

Z 0 � a2 Z�

Zþ Z� þ Zþ Z 0 þ Z� Z 0 (5:6600)

The initial short-circuit current I 00
kE2E flowing to earth and/or earthed wires,

(Figure 5.1c), is calculated by

I 00
kE2E ¼ �

ffiffiffi
3

p
cUnZ

0

Zþ Z� þ Zþ Z 0 þ Z� Z 0 (5:66000)

For a far-from-generator short circuit with Z� ¼ Zþ, these equations lead to the
absolute values:

I00k2Ea ¼ cUn

Z 0= Zþ � a
�� ��

Zþ þ 2 Z 0
�� �� (5:670)

I00k2Eb ¼ cUn

Z 0= Zþ � a2
�� ��

Zþ þ 2 Z 0
�� �� (5:67000)

I00kE2E ¼
ffiffiffi
3

p
cUn

Zþ þ 2 Z 0
�� �� (5:67000)

5.4.1.4 Phase-to-Earth Short Circuit. The initial phase-to-earth short-circuit
current I 00

k1 in Figure 5.1a shall be calculated by

I 00
k1 ¼

ffiffiffi
3

p
cUn

Zþ þ Z� þ Z 0 (5.68)
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For a far-from-generator short circuit with Zþ ¼ Z�, the absolute value is
calculated by

I00k1 ¼
ffiffiffi
3

p
cUn

2 Zþ þ Z 0
�� �� (5:680)

If Z 0 is less than Z� ¼ Zþ, the initial phase-to-earth short-circuit current I00k1 is
larger than the three-phase short-circuit current I00k, but smaller than I00kE2E. However, I

00
k1 will

be the highest current to be interrupted by a circuit breaker if 1:0 > Z 0= Zþ > 0:23 [1].

5.4.2 Peak Short-Circuit Current ip

5.4.2.1 Three-Phase Short Circuit.

(i) Short circuits in nonmeshed networks For three-phase short circuits fed from
nonmeshed networks as in Figures 5.23 and 5.24 the contribution to the peak
short-circuit current from each branch can be expressed by

ip ¼ k
ffiffiffi
2

p
I00k (5.69)

The factor k for the R=X or X=R ratio shall be obtained from Figure 5.26 or
calculated by the following expression [1]:

k ¼ 1:02þ 0:98 e�3R=X (5.70)

Equations (5.69) and (5.70) presume that the short circuit starts at zero
voltage, and that ip is reached approximately after one half-cycle. For a
synchronous generator use RGf (fictions resistance RGf ¼ 0:05:::0:15ð Þx00d in
function of UrG and SrG).

The peak short-circuit current ip at a short-circuit location F, fed from sources
that are not meshed with one another, (Figure 5.24), is the sum of the branch peak
short-circuit currents:

ip ¼
X
i

ipi (5.71)
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Figure 5.26. Factor k for series circuit as a function of ratio R=X or X=R.
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For the example from Figure 5.24 results:

ip ¼ ipS þ ipT þ ipM (5.72)

(ii) Short circuits in meshed networks When calculating the peak short-circuit
current ip in meshed networks, equation (5.69) shall be used with k determined
using one of the following methods (a, b, or c) [1].

(a) Uniform ratio R=X or X=R
For this method the factor k is determined from Figure 5.26 taking the smallest ratio of

R=X or the largest ratio of X=R of all branches of the network, having values between 1.6
and 1.9 in high voltage networks and 1.3 and 1.5 in low voltage networks.

It is only necessary to choose the branches, which carry partial short-circuit currents at
the nominal voltage corresponding to the short-circuit location and branches with
transformers adjacent to the short-circuit location. Any branch may be a series combination
of several impedances.

(b) Ratio R=X or X=R at the short-circuit location
For this method the factor k is multiplied by a factor 1.15 to cover inaccuracies caused

by using the ratio R=X from a network reduction with complex impedances:

ipðbÞ ¼ 1:15 kb
ffiffiffi
2

p
I00k (5.73)

As long as R=X remains smaller than 0.3 in all branches, it is not necessary to use the
factor 1.15. It is not necessary for the product 1:15 � kb to exceed 1.8 in low-voltage
networks or to exceed 2.0 in medium- and high-voltage networks.

The factor kb is found from Figure 5.26 for the ratio Rk=Xk given by the short-circuit
impedance Z k ¼ Rk þ jXk at the short-circuit location F, calculated for frequency
f ¼ 50Hz (or 60Hz).

(c) Equivalent frequency f c

An equivalent impedance Z c of the system as seen from the short-circuit
location is calculated assuming a frequency f c ¼ 20Hz (for a nominal frequency
of f ¼ 50Hz) or f c ¼ 24Hz (for a nominal frequency of f ¼ 60Hz). The R=X
or X=R ratio is then determined according to equation (5.74):

R

X
¼ Rc

Xc
� f c
f

(5.74 a)

X

R
¼ Xc

Rc
� f

f c
(5.74 b)

where

Z c ¼ Rc þ jXc is the equivalent impedance of the system as seen from the short-circuit
location for the assumed frequency f c;

Rc is the real part of Z c (Rc is generally not equal to the R at nominal frequency);

Xc is the imaginary part of Z c (Xc is generally not equal to the X at nominal frequency).

The factor k is found from Figure 5.26 using the R=X or X=R ratio from
equation (5.74a), or with equation (5.74b).
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Method (c) is recommended in meshed networks. When using this method in
meshed networks with transformers, generators, and power station units, the
impedance correction factors KT, KG, and KS, respectively, KSO shall be
introduced with the same values as for the 50Hz (or 60Hz) calculations.

5.4.2.2 Phase-to-Phase Short Circuit. For a phase-to-phase short circuit the peak
short-circuit current can be expressed by

ip2 ¼ k
ffiffiffi
2

p
I00k2 (5.75)

The factor k shall be calculated according to 5.4.2.1, case (i) or to 5.4.2.2, case (ii),
depending on the system configuration. For simplification, it is permitted to use the same
value of k as for the three-phase short circuit.

When Zþ ¼ Z�, the phase-to-phase peak short-circuit current ip2 is smaller than the
three-phase peak short-circuit current ip as shown in equation:

ip2 ¼
ffiffiffi
3

p

2
ip (5.76)

5.4.2.3 Phase-to-Phase Short Circuit with Earth Connection. For a phase-to-
phase short circuit with earth connection, the peak short-circuit current can be expressed by

ip 2E ¼ k
ffiffiffi
2

p
I00k2E (5.77)

The factor k shall be calculated according to 5.4.2.1, case (i) or to 5.4.2.1, case (ii),
depending on the system configuration. For simplification, it is permitted to use the same
value of k as for the three-phase short circuit.

It is only necessary to calculate ip2E, when Z 0 is much less than Zþ (less than about
1=4 of Zþ) [1].

5.4.2.4 Phase-to-Earth Short Circuit. For a phase-to-earth short circuit, the peak
short-circuit current can be expressed by

ipl ¼ k
ffiffiffi
2

p
I00kl (5.78)

The factor k shall be calculated according to 5.4.2.1, case (i) or to 5.4.2.1, case (ii),
depending on the system configuration. For simplification, it is permitted to use the same
value of k as for the three-phase short circuit [1].

5.4.3 DC Component of the Short-Circuit Current

The maximum decaying aperiodic component id:c: of the short-circuit current as shown in
Figures 5.2a and 5.2b may be calculated with sufficient accuracy by equation

id:c: ¼
ffiffiffi
2

p
I00k e�2pf t R=X (5.79)

where

I00k is the initial symmetrical short-circuit current;

f is the nominal frequency;

t is the time;

R=X is the ratio according to 5.4.2.1 or the ratios according to the methods (a) and (c).
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The correct resistance RG of the generator armature should be used and not RGf.
For meshed networks, the ratio R=X or X=R is to be determined by the method (c) in

5.4.2.1, case (ii). Depending on the product f
t where f is the frequency and t is the time,
the equivalent frequency f c should be used (Table 5.4) [1].

5.4.4 Symmetrical Short-Circuit Breaking Current Ib

The breaking current at the short-circuit location consists in general of symmetrical current
Ib and an aperiodic current id:c: at the time tmin according to equation (5.79).

Note: for some near-to-generator short circuits the value of id:c: at tmin may exceed the
peak value of Ib and this can lead to missing current zeros [1].

5.4.4.1 Far-from-Generator Short Circuit. For far-from-generator short
circuits, the short-circuit breaking currents are equal to the initial short-circuit
currents [1]:

Ib ¼ I00k (5.80a)

Ib2 ¼ I00k2 (5.80b)

Ib2E ¼ I00k2E (5.80c)

Ib1 ¼ I00k1 (5.80d)

5.4.4.2 Near-to-Generator Short Circuit.

SINGLE-FED THREE-PHASE SHORT CIRCUIT. For a near-to-generator short circuit, in the case
of a single fed short circuit as in Figure 5.23b and 5.23c or from nonmeshed networks as in
Figure 5.24, the decay to the symmetrical short-circuit breaking current is taken into
account by the factor m (according to equation (5.82)):

Ib ¼ mI00k (5.81)

The factor m depends on the minimum time delay tmin and the ratio I
00
kG=IrG, where IrG

is the rated generator current. The values of m in equation (5.82) apply if synchronous
machines are excited by rotating exciters or by static converter exciters (provided, for static
exciters, the minimum time delay tmin is less than 0.25 s and the maximum excitation
voltage is less than 1.6 times rated load excitation voltage). For all other cases take m ¼ 1,
if the exact value is unknown [1].

When there is a unit transformer between the generator and the short-circuit location,
the partial short-circuit current I00kS at the high-voltage side of the unit transformer (in
Figure 5.23c) shall be transferred by the rated transformation ratio to the terminal of the

T A B L E 5.4. Ratio of equivalent and nominal frequencies for various fxt values

f
 t <1 <2.5 <5 <12.5
fc/f 0.27 0.15 0.092 0.055
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generator I00kG ¼ NrI
00
kS before calculating m, using the following equations [1]:

m ¼ 0:84þ 0:26e�0:26 � I00kG=IrG for tmin ¼ 0:02 s

m ¼ 0:71þ 0:51e�0:30 � I00kG=IrG for tmin ¼ 0:05 s

m ¼ 0:62þ 0:72e�0:32 � I00kG=IrG for tmin ¼ 0:10 s

m ¼ 0:56þ 0:94e�0:38 � I00kG=IrG for tmin � 0:25 s

(5.82)

If I00kG=IrG is not greater than 2, apply m ¼ 1 for all values of the minimum time delay
tmin. The factor m may also be obtained from Figure 5.27. For other values of minimum
time delay, linear interpolation between curves is acceptable.

5.4.5 Steady-State Short-Circuit Current Ik

The calculation of the steady-state short-circuit current Ik is less accurate than the
calculation of the initial short-circuit current I00k.

5.4.5.1 Three-Phase Short Circuit of One Generator or One Power Station
Unit. For near-to-generator three-phase short circuits fed directly from one synchronous
generator or one power station unit only, according to Figures 5.23b or 5.23c the steady-
state short-circuit current Ik depends on the excitation system, the voltage regulator action,
and saturation influences.

Synchronous machines (generators, motors, or compensators) with terminal-fed static
exciters do not contribute to Ik in the case of a short circuit at the terminals of the machine,
but they contribute to Ik if there is an impedance between the terminals and the short-circuit
location. A contribution is also given if, in case of a power station unit, the short circuit
occurs on the high-voltage side of the unit transformer (Figure 5.23c).

� Maximum steady-state short-circuit current. For the calculation of the maximum
steady-state short-circuit current, the synchronous generator may be set at the
maximum excitation:

Ikmax ¼ lmaxIrG (5.83)

0 1 2 3 4 5 6 7 8 9
0.5

0.6

0.7

0.8

0.9

1.0
Minimum time delay

0.02s

0.05s

0.10s

>0.25s

Three-phase short circuit I I I IkG rG kM rM/ or /'' ''

µ

Figure 5.27. Factor m for calculation

of short-circuit breaking current Ib [1].
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For static excitation systems fed from the generator terminals and a short circuit at
the terminals, the field voltage collapses as the terminal voltage collapses, therefore
take lmin ¼ lmax ¼ 0 in this case.

– lmax may be obtained from Figures 5.28 or 5.29 for cylindrical rotor generators or
salient-pole generators. The saturated reactance Xdsat is the reciprocal of the saturated
no-load short-circuit ratio;

– lmax—curves of series 1 are based on the highest possible excitation voltage
according to either 1.3 times the rated excitation at rated apparent power and power
factor for cylindrical rotor generators (Figure 5.28a) or 1.6 times the rated excitation
voltage for salient-pole generators (Figure 5.29a);

00 11 22 33 44 55 66 77 88 99
00

5,05.0

0.10.1
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5.55.5

0.6

0.6

0.8

0.8

1.0

1.0

1.2

1.2

1.7

1.7

2.0

2.0

xd sat

xd sat

max

max

min min

(a) (b)

Three-phase short circuit "
kG rGI I Three-phase short circuit "

kG rGI I

Figure 5.29. Factors lmin and lmax for salient-pole rotor generators: (a) series 1; (b) series 2.

00 11 22 33 44 55 66 77 88 99
00

2.02.0

4.04.0

6.06.0

8.08.0

0.10.1

2.12.1

4.14.1

6.16.1

8.18.1

0.20.2

2.22.2

4.24.2

6.26.2

8.28.2

1.2
1.4
1.6
1.8
2.0
2.2

1.4
1.6
1.8
2.0
2.2

1.2

xd sat

xd sat

max

max

min min

(b)(a)
Three-phase short circuit "

kG rGI I Three-phase short circuit "
kG rGI I

Figure 5.28. Factors lmin and lmax for cylindrical rotor generators: (a) series 1; (b) series 2.
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– lmax—curves of series 2 are based on the highest possible excitation voltage
according to either 1.6 times the rated excitation at rated apparent power and power
factor for cylindrical rotor generators (Figure 5.28b), or 2.0 times the rated excitation
voltage for salient pole generators (Figure 5.29b).

Note: When calculating maximum short-circuit currents, it is necessary to
introduce the following conditions:

– Voltage factor cmax according to Table 5.1 shall be applied for the calculation of
maximum short-circuit currents in the absence of a national standard.

– Choose the system configuration and the maximum contribution from power plants
and network feeders, which lead to the maximum value of short-circuit current at the
short-circuit location, or for accepted sectioning of the network to control the short-
circuit current.

– When equivalent impedances ZS are used to represent external networks, the
minimum equivalent short-circuit impedance shall be used, which corresponds to
the maximum short-circuit current contribution from the network feeders.

– Motors shall be included.

– Resistance RL of overhead lines and cables are to be introduced at a temperature of
20�C.

� Minimum steady-state short-circuit current. For the minimum steady-state short-
circuit current in the case of a single-fed short circuit from one generator or one
power station unit according to Figures 5.23b and 5.23c, constant no-load excitation
(voltage regulator not being effective) of the synchronous machine is assumed:

Ik min ¼ lminIrG (5.84)

lmin may be obtained from Figures 5.28 and 5.29. In the case of minimum steady-state
short circuit introduce c ¼ cmin according to Table 5.1.

The calculation of the minimum steady-state short-circuit current in the case of a
near-to-generator short circuit, fed by one or several similar and parallel working
generators with compound excitation, is made as follows:

Ik min ¼ cminUnffiffiffi
3

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
k þ X2

k

q (5.85)

For the effective reactance of the generators, introduce

XdP ¼ UrGffiffiffi
3

p
IkP

(5.86)

where IkP is the steady-state short-circuit current of a generator at a three-phase
terminal short circuit. The value should be obtained from the manufacturer.

Note: When calculating minimum short-circuit currents, it is necessary to
introduce the following conditions:

– Voltage factor cmax for the calculation of minimum short-circuit currents has to be
applied according to Table 5.1.
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– Choose the system configuration and the minimum contribution from power stations
and network feeders, which lead to a minimum value of short-circuit current at the
short-circuit location.

– Motors are to be neglected.

– Resistances RL of overhead lines and cables, line conductors, and neutral conductors,
are to be introduced at a higher temperature.

RL ¼ ½1þ aðue � 20 �CÞ� � RL20

where

– RL20 is the resistance at a temperature of 20�C.
– ue is the conductor temperature in degree Celsius at the end of the short-circuit
duration.

– a is a factor equal to 0.004/K, valid with sufficient accuracy for most practical
purposes for copper, aluminum, and aluminum alloy.

– lmax is curves of series 1 or 2 may also be applied in the case of terminal-fed static
exciters, if the short circuit is at the high-voltage side of the unit transformer of a
power station unit or in the system, and if the maximum excitation voltage is chosen
with respect to the partial breakdown of the terminal voltage of the generator during
the short circuit.

5.4.5.2 Three-Phase Short Circuit in Nonmeshed Networks. In the case of a
three-phase short-circuit in nonmeshed networks, as in Figure 5.24, the steady-state short-
circuit current at the short-circuit location can be calculated by the summation of the
individual steady-state short-circuit current contributions:

Ik ¼
X

Iki (5.87)

For example from Figure 5.24 we obtained:

Ik ¼ IkS þ IkT þ IkM ¼ lIrGt þ I00kT (5.88)

where l (lmax or lmin) is found from Figures 5.28 and 5.29. IrGt is the rated current of the
generator transferred to the high voltage side of the unit transformer in Figure 5.24.

In the case of network feeders or network feeders in series with transformers (see
Figure 5.24), Ik ¼ I00k is valid (far-from-generator short circuit).

5.4.5.3 Three-Phase Short Circuit in Meshed Networks. In meshed networks
with several sources, the steady-state short-circuit current may be calculated approxi-
mately by

Ik max ¼ I00k max M (5.89)

Ik min ¼ I00k min (5.90)

I00k max ¼ I00k is found according to (5.89) and I00k min according to (5.90).
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Equations (5.89) and (5.90) are valid in the case of far-from-generator and in the case
of near-to-generator short circuits.

5.4.5.4 Unbalanced Short Circuits. In all cases for steady-state unbalanced short
circuits, the flux decay in the generator is not taken into account and the following
equations should be used:

Ik2 ¼ I00k2 (5.91a)

Ik2E ¼ I00k2E (5.91b)

IkE2E ¼ I00kE2E (5.91c)

Ik1 ¼ I00k1 (5.91d)

In the case of minimum steady-state short circuits introduce c ¼ cmin according to
Table 5.1.

5.4.6 Applications

Application 1. Single-fed short circuit

Given the radial electrical network from Figure 5.30, fed from only one source, determine
the rms and the peak values of the short-circuit current caused by the symmetrical three-
phase fault indicated by k3. The equipment parameters are also presented in Figure 5.30.

Solution

Since a three-phase fault is concerned, the positive-sequence network is used. The
equivalent positive-sequence network of the network from Figure 5.30 is presented in
Figure 5.31.
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Figure 5.31. Equivalent circuit: (a) positive-sequence network; (b) reduced positive-sequence

network.
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Figure 5.30. Radial electric network fed from one source.
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Calculation can be performed either in absolute units or in per units.
Calculation using absolute units
All parameters are referred to the nominal voltage of the network in which the fault
occurs, that is UnK ¼ 110 kV.

(a) Calculation of the network parameters

– network feeder parameters

Xþ
S ¼ U2

nS

Ssc
� UnK

UnS

� �2

¼ U2
nK

Ssc
¼ 1102

4000
¼ 3:025V

Rþ
S ¼ RS

XS
� Xþ

S ¼ 0:1 � 3:025 ¼ 0:3025V

– electrical line parameters

Rþ
L ¼ rþ0 � l � UnK

UnL

� �2

¼ 0:034 � 30 � 110

400

� �2
¼ 0:0771V

Xþ
L ¼ xþ0 � l � UnK

UnL

� �2

¼ 0:33 � 30 � 110

400

� �2
¼ 0:7487V

– transformers parameters

Rþ
T1;2 ¼

DPsc;n � U2
nK

S2nT
¼ 600 � 1102

2502
� 10�3 ¼ 0:1162V

Zþ
T1;2 ¼

usc

100
� U

2
nK

SnT
¼ 14

100
� 110

2

250
¼ 6:776V

Xþ
T1;2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zþ
T1;2

	 
2
� Rþ

T1;2

	 
2
r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6:7762 � 0:11622

p
¼ 6:775V

(b) Calculation of the short-circuit impedance

Zþ
k ¼ Zþ

S þ Zþ
L þ Zþ

T1 � Zþ
T2

Zþ
T1 þ Zþ

T2

¼ 0:3025þ j3:025ð Þ þ 0:0771þ j0:7487ð Þþ

þ 0:1162þ j6:775ð Þ � 0:1162þ j6:775ð Þ
0:1162þ j6:775ð Þ þ 0:1162þ j6:775ð Þ ¼ 0:4377þ j7:1612ð ÞV

Zþ
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ
k

� �2 þ Xþ
k

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:43772 þ 7:16122

p
¼ 7:1746V

(c) Calculation of the initial symmetrical short-circuit current I00k ¼ Iþ (5.58)

I00k ¼
cUnKffiffiffi
3

p
Zþ
k

¼ 1:1 � 110ffiffiffi
3

p � 7:1746 ¼ 9:737 kA

(d) Calculation of the peak short-circuit current ip
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– factor k (5.70)

k ¼ 1:02þ 0:98e�3Rk=Xk ¼ 1:02þ 0:98e�3 � 0:43777:1612 ¼ 1:836

– peak short-circuit current (5.69)

ip ¼ k
ffiffiffi
2

p
I00k ¼ 1:836 �

ffiffiffi
2

p
� 9:737 ¼ 25:28 kA

Calculation in per units
For calculation in per-unit, definition of the base quantities is necessary:

– base voltage (nominal voltage of the network at the fault location) Ub ¼ UnK ¼
110 kV;

– base apparent power: Sb ¼ 100MVA.

The base current and base impedance are therefore achieved:

Ib ¼ Sbffiffiffi
3

p
Ub

¼ 100ffiffiffi
3

p � 110 ¼ 0:525 kA

Zb ¼ U2
b

Sb
¼ 1102

100
¼ 121V

(a) Calculation of the network parameters

– network feeder parameters

xþS ¼ Sb

Ssc
¼ 100

4000
¼ 0:025 p:u:

rþS ¼ RS

XS
� xþS ¼ 0:1 � 0:025 ¼ 0:0025 p:u:

– electrical line parameters

rþL ¼ rþ0 � l � Sb

U2
nL

¼ 0:034 � 30 � 100

4002
¼ 0:00064 p:u:

xþL ¼ xþ0 � l � Sb

U2
nL

¼ 0:33 � 30 � 100

4002
¼ 0:00619 p:u:

– transformers parameters

rþT1;2 ¼ DPsc;n � Sb

S2nT
� 10�3 ¼ 600 � 100

2502
� 10�3 ¼ 0:00096 p:u:

zþT1;2 ¼ usc

100
� Sb

SnT
¼ 14

100
� 100
250

¼ 0:056 p:u:

xþT1;2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
zþT1;2

	 
2
� rþT1;2
	 
2

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0562 � 0:000962

p
¼ 0:05599V
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(b) Calculation of the short-circuit impedance

zþ
k ¼ zþ

S þ zþ
L þ

zþ
T1 � zþ

T2

zþ
T1 þ zþ

T2

¼ 0:0025þ j0:025ð Þ þ 0:00064þ j0:00619ð Þþ

þ 0:00096þ j0:05599ð Þ � 0:00096þ j0:05599ð Þ
0:00096þ j0:05599ð Þ þ 0:00096 þ j0:05599ð Þ ¼ 0:00362þ j0:05919ð Þ p:u:

zþk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rþk
� �2 þ xþk

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:003622 þ 0:059192

p
¼ 0:05929V

(c) Calculation of the initial symmetrical short-circuit current i00k ¼ iþ (5.58)

i00k ¼ c

zþk
¼ 1:1

0:05929
¼ 18:552 p:u:

I00k ¼ i00k � Ib ¼ 18:552 � 0:525 ¼ 9:737 kA

(d) Calculation of the peak short-circuit current ip

– factor k (5.70)

k ¼ 1:02þ 0:98 e�3rk=xk ¼ 1:02þ 0:98 e�3 � 0:003620:05919 ¼ 1:836

– peak short-circuit current (5.69)

ip ¼ k �
ffiffiffi
2

p
� I00k ¼ 1:836 �

ffiffiffi
2

p
� 9:737 ¼ 25:28 kA

Application 2. Short circuit fed from nonmeshed network

Given the nonmeshed electrical network from Figure 5.32, fed from two sources,
determine the rms and the peak values of the short-circuit current caused by the
symmetrical three-phase fault indicated by k3. The equipment parameters are also
presented in Figure 5.32

Solution

Similar to the previous case, the positive-sequence network will be used (Figure 5.33).
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Figure 5.32. Nonmeshed electrical network fed from two sources.
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The calculation is performed in absolute units. Therefore, all parameters are calculated
referred to the nominal voltage of the network in which the fault occurs, that is
UnK ¼ 110 kV.

(a) Calculation of the network parameters

– network feeder parameters

Xþ
S ¼ U2

nS

Ssc
� UnK

UnS

� �2

¼ U2
nK

Ssc
¼ 1102

2000
¼ 6:05V

Rþ
S ¼ RS

XS
� Xþ

S ¼ 0:1 � 6:05 ¼ 0:605V

– generator parameters

Rþ
G ¼ RnG � Unk

UnG

� �2

¼ 0:0809 � 110

10:5

� �2

¼ 8:8788V

Xþ
G ¼ X00

d

100
� U

2
nK

SnG
¼ 22

100
� 110

2

21
¼ 126:7619V

– electrical lines parameters

Rþ
L1 ¼ rþ01 � l1 ¼ 0:193 � 10 ¼ 1:93V

Xþ
L1 ¼ xþ01 � l1 ¼ 0:386 � 10 ¼ 3:86V

Rþ
L2 ¼ rþ02 � l2 ¼ 0:122 � 20 ¼ 2:44V

Xþ
L2 ¼ xþ02 � l2 ¼ 0:372 � 20 ¼ 7:44V

– transformer parameters

Rþ
T ¼ DPsc;n � U2

nK

S2nT
¼ 140 � 1102

252
� 10�3 ¼ 2:7104V

Zþ
T ¼ usc

100
� U

2
nK

SnT
¼ 11

100
� 110

2

25
¼ 53:24V

Xþ
T ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zþ
Tð Þ2 � Rþ

Tð Þ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
53:242 � 2:71042

p
¼ 53:171V

ZS ZT ZGZL1
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+
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+
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+
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+ + ++

+

N
+

N
+ N

+

F
+

F
+ F

+

F
+

F
+

Figure 5.33. Equivalent circuit of the

nonmeshed electric network from Figure

5.32: (a) positive-sequence network; (b)

reduced positive-sequence network.
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(b) Calculation of the short-circuit impedances

Zþ
k1¼ Zþ

S þ Zþ
L1 ¼ 0:605þ j6:05ð Þ þ 1:93þ j3:86ð Þ ¼ 2:535þ j9:91ð ÞV

Zþ
k1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ
k1

� �2 þ Xþ
k1

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:5352 þ 9:912

p
¼ 10:2291V

Zþ
k2¼

Zþ
G þ Zþ

T þ Zþ
L2 ¼ 8:8788þ j126:7619ð Þ þ 2:7104þ j53:171ð Þþ

þ 2:44þ j7:44ð Þ ¼ 14:0292þ j187:3729ð ÞV

Zþ
k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ
k2

� �2 þ Xþ
k2

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
14:02922 þ 187:37292

p
¼ 187:8973V

Zþ
k ¼

Zþ
k1 � Zþ

k2

Zþ
k1 þ Zþ

k2

¼ 2:535þ j9:91ð Þ � 14:0292þ j187:3729ð Þ
2:535þ j9:91ð Þ þ 14:0292þ j187:3729ð Þ ¼ 2:3209þ j9:4268ð ÞV

Zþ
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ
k

� �2 þ Xþ
k

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:32092 þ 9:42682

p
¼ 9:7083V

Calculation of the initial symmetrical short-circuit currents (5.58)

I00k1 ¼ Iþ1 ¼ cUnKffiffiffi
3

p
Zþ
k1

¼ 1:1 � 110ffiffiffi
3

p � 10:2291 ¼ 6:829 kA

I00k2 ¼ Iþ2 ¼ cUnKffiffiffi
3

p
Zþ
k2

¼ 1:1 � 110ffiffiffi
3

p � 187:8973 ¼ 0:372 kA

I00k ¼ Iþ ¼ cUnKffiffiffi
3

p
Zþ
k

¼ 1:1 � 110ffiffiffi
3

p � 9:7083 ¼ 7:196 kA

Calculation of the peak short-circuit current

– factor k (5.70)

k1 ¼ 1:02þ 0:98e�3Rk1=Xk1 ¼ 1:02þ 0:98 e
�3 �

2:535

9:91 ¼ 1:475

k2 ¼ 1:02þ 0:98e�3Rk2=Xk2 ¼ 1:02þ 0:98 e
�3 �

14:0292

187:3729 ¼ 1:803

– peak short-circuit currents (5.69)

ip1 ¼ k1 � ffiffiffi
2

p � I00k1 ¼ 1:475 � ffiffiffi
2

p � 6:829 ¼ 14:245 kA

ip2 ¼ k2 � ffiffiffi
2

p � I00k2 ¼ 1:803 � ffiffiffi
2

p � 0:372 ¼ 0:948 kA

ip ¼ ip1 þ ip2 ¼ 9:616þ 0:67 ¼ 15:193 kA

Application 3. Short circuit in meshed network

Given the meshed electrical network from Figure 5.34, determine the rms and the peak
values of the short-circuit current caused by a symmetrical three-phase fault indicated by
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k3 and a single-phase fault indicated by k1, respectively. The equipment parameters are
also shown in Figure 5.34

Solution

Figure 5.35 shows the positive-, negative-, and zero-sequence network of the meshed
electrical network, used for three-phase and single-phase short-circuit current calculation.
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+
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+
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0
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Figure 5.35. Equivalent circuit of the meshed electrical network: (a) positive-sequence network;

(b) negative-sequence network; (c) zero-sequence network.
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Figure 5.34. Short circuit fed from a meshed electrical network.
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The calculation is performed in absolute units. Therefore, all parameters are referred to
the nominal voltage of the network in which the fault occurs, that is UnK ¼ 110 kV.

(i) Reducing the positive-sequence network
Figure 5.36 illustrates the reduced equivalent positive-sequence network.

(a) Calculation of the network parameters

– network feeder parameters

Xþ
S ¼ U2

nS

Ssc
� UnK

UnS

� �2

¼ U2
nK

Ssc
¼ 202

2000
¼ 0:2V

Rþ
S ¼ RS

XS

� Xþ
S ¼ 0:1 � 0:2 ¼ 0:02V

– generator parameters

Rþ
G ¼ RnG � Unk

UnG

� �2

¼ 0:0617 � 20

10:5

� �2

¼ 0:2239V

Xþ
G ¼ X00

d

100
� U

2
nK

SnG
¼ 12

100
� 20

2

15
¼ 3:2V

– electrical lines parameters

Rþ
L1 ¼ rþ01 � l1 � UnK

UnL1

� �2

¼ 0:049 � 10 � 20

110

� �2

¼ 0:0162V

Xþ
L1 ¼ xþ01 � l1 � UnK

UnL1

� �2

¼ 0:194 � 10 � 20

110

� �2

¼ 0:0641V

Rþ
L2;3 ¼ rþ02;3 � l2;3 � UnK

UnL2;3

� �2

¼ 0:122 � 15 � 20

110

� �2

¼ 0:0605V

Xþ
L2;3 ¼ xþ02;3 � l2;3 � UnK

UnL2;3

� �2

¼ 0:402 � 15 � 20

110

� �2

¼ 0:1993V
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Figure 5.36. Reduced equivalent positive-sequence network.

284 SHORT-CIRCUIT CURRENTS CALCULATION



– transformers parameters

Rþ
T1 ¼

DPsc;n1 � U2
nK

S2nT1
¼ 94 � 202

162
� 10�3 ¼ 0:1469V

Zþ
T1 ¼

usc1

100
� U

2
nK

SnT1
¼ 11

100
� 20

2

16
¼ 2:75V

Xþ
T1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zþ
T1

� �2 � Rþ
T1

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:752 � 0:14692

p
¼ 2:7461V

Rþ
T2;3 ¼

DPsc;n2;3 � U2
nK

S2nT2;3
¼ 265 � 202

632
� 10�3 ¼ 0:0267V

Zþ
T2;3 ¼

usc2;3

100
� U2

nK

SnT2;3
¼ 12

100
� 20

2

63
¼ 0:7619V

Xþ
T2;3 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zþ
T2;3

	 
2
� Rþ

T2;3

	 
2
r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:76192 � 0:02672

p
¼ 0:7614V

(b) Calculation of the short-circuit impedances

Zþ
1 ¼

Zþ
L1 � Zþ

L2

Zþ
L1 þ Zþ

L2 þ Zþ
L3

¼ 0:0162þ j0:0641ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0072þ j0:0276ð ÞV

Zþ
2 ¼

Zþ
L1 � Zþ

L3

Zþ
L1 þ Zþ

L2 þ Zþ
L3

¼ 0:0162þ j0:0641ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0072þ j0:0276ð ÞV

Zþ
3 ¼

Zþ
L2 � Zþ

L3

Zþ
L1 þ Zþ

L2 þ Zþ
L3

¼ 0:0605þ j0:1993ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0267þ j0:0859ð ÞV

Zþ
4 ¼

Zþ
T2 � Zþ

T3

Zþ
T2 þ Zþ

T3

¼ 0:0267þ j0:7614ð Þ � 0:0267þ j0:7614ð Þ
0:0267þ j0:7614ð Þ þ 0:0267þ j0:7614ð Þ ¼ 0:0134þ j0:3807ð ÞV

Zþ
5 ¼ Zþ

S þ Zþ
1 ¼ 0:02þ j0:2ð Þ þ 0:0072þ j0:0276ð Þ ¼ 0:0272þ j0:2276ð ÞV

Zþ
6 ¼ Zþ

G þ Zþ
T1 þ Zþ

2 ¼ 0:2239þ j3:2ð Þ þ 0:1469 þ j2:7461ð Þ þ 0:0072þ j0:0276ð Þ ¼
¼ 0:3779þ j5:9737ð ÞV

Zþ
7 ¼ Zþ

3 þ Zþ
4 ¼ 0:0267þ j0:0859ð Þ þ 0:0134þ j0:3807ð Þ ¼ 0:04þ j0:4666ð ÞV

Zþ
k ¼ Zþ

7 þ Zþ
5 � Zþ

6

Zþ
5 þ Zþ

6

¼ 0:04þ j0:4666ð Þ þ 0:0272 þ j0:2276ð Þ � 0:3779þ j5:9737ð Þ
0:0272þ j0:2276ð Þ þ 0:3779þ j5:9737ð Þ ¼

¼ 0:0657þ j0:6859ð ÞV

Zþ
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ
k

� �2 þ Xþ
k

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:06572 þ 0:68592

p
¼ 0:689V
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(ii) Reducing the negative-sequence network
Figure 5.37 shows the reduced equivalent negative-sequence network.

(a) Calculation of the network parameters

– network feeder parameters

R�
S ¼ Rþ

S ¼ 0:02V

X�
S ¼ Xþ

S ¼ 0:2V

– generator parameters

R�
G ¼ Rþ

G ¼ 0:2239V

X�
G ¼ X�

100
� U

2
nK

SnG
¼ 18

100
� 20

2

15
¼ 4:8V

– electric lines parameters

R�
L1 ¼ Rþ

L1 ¼ 0:0162V

X�
L1 ¼ Xþ

L1 ¼ 0:0641V

R�
L2;3 ¼ Rþ

L2;3 ¼ 0:0605V

X�
L2;3 ¼ Xþ

L2;3 ¼ 0:1993V

– transformers parameters

R�
T1 ¼ Rþ

T1 ¼ 0:1469V

X�
T1 ¼ Xþ

T1 ¼ 2:7461V

R�
T2;3 ¼ Rþ

T2;3 ¼ 0:0267V

X�
T2;3 ¼ Xþ

T2;3 ¼ 0:7614V

I
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I
–

I
–
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Figure 5.37. Reduced equivalent negative-sequence network.
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(b) Calculation of the short-circuit impedances

Z�
1 ¼ Z�

L1 � Z�
L2

Z�
L1 þ Z�

L2 þ Z�
L3

¼ 0:0162þ j0:0641ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0072þ j0:0276ð ÞV

Z�
2 ¼ Z�

L1 � Z�
L3

Z�
L1 þ Z�

L2 þ Z�
L3

¼ 0:0162þ j0:0641ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0072þ j0:0276ð ÞV

Z�
3 ¼ Z�

L2 � Z�
L3

Z�
L1 þ Z�

L2 þ Z�
L3

¼ 0:0605þ j0:1993ð Þ � 0:0605þ j0:1993ð Þ
0:0162þ j0:0641ð Þ þ 0:0605þ j0:1993ð Þ þ 0:0605þ j0:1993ð Þ ¼

¼ 0:0267þ j0:0859ð ÞV

Z�
4 ¼ Z�

T2 � Z�
T3

Z�
T2 þ Z�

T3

¼ 0:0267þ j0:7614ð Þ � 0:0267þ j0:7614ð Þ
0:0267þ j0:7614ð Þ þ 0:0267þ j0:7614ð Þ ¼ 0:0134þ j0:3807ð ÞV

Z�
5 ¼ Z�

S þ Z�
1 ¼ 0:02þ j0:2ð Þ þ 0:0072þ j0:0276ð Þ ¼ 0:0272þ j0:2276ð ÞV

Z�
6 ¼ Z�

G þ Z�
T1 þ Z�

2 ¼ 0:2239þ j4:8ð Þ þ 0:1469þ j2:7461ð Þ þ 0:0072þ j0:0276ð Þ ¼
¼ 0:3779þ j7:5737ð ÞV

Z�
7 ¼ Z�

3 þ Z�
4 ¼ 0:0267þ j0:0859ð Þ þ 0:0134þ j0:3807ð Þ ¼ 0:04þ j0:4666ð ÞV

Z�
k ¼ Z�

7 þ Z�
5 � Z�

6

Z�
5 þ Z�

6

¼ 0:04þ j0:4666ð Þ þ 0:0272þ j0:2276ð Þ � 0:3779 þ j7:5737ð Þ
0:0272þ j0:2276ð Þ þ 0:3779þ j7:5737ð Þ ¼

¼ 0:0659þ j0:6876ð ÞV

Z�
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R�
k

� �2 þ X�
k

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:06592 þ 0:68762

p
¼ 0:6907V

(iii) Reducing the zero-sequence network
Figure 5.38 depicts the reduced equivalent zero-sequence network.

(a) Calculation of the network parameters

– network feeder parameters

R0
S ¼

Z0

Zþ Rþ
S ¼ 1:5 � 0:02 ¼ 0:03V

X0
S ¼

Z0

Zþ Xþ
S ¼ 1:5 � 0:2 ¼ 0:3V
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0
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0
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0
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Figure 5.38. Reduced equivalent zero-sequence network.
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– generator parameters

X0
G ¼ 1 ; R0

G ¼ 1

– electrical lines parameters

R0
L1 ¼ r001 � l1 � UnK

UnL1

� �2

¼ 0:254 � 10 � 20

110

� �2

¼ 0:084V

X0
L1 ¼ x001 � l1 � UnK

UnL1

� �2

¼ 1:132 � 10 � 20

110

� �2

¼ 0:3742V

R0
L2;3 ¼ r002;3 � l2;3 � UnK

UnL2;3

� �2

¼ 0:325 � 15 � 20

110

� �2

¼ 0:1612V

X0
L2;3 ¼ x002;3 � l2;3 � UnK

UnL2;3

� �2

¼ 1:306 � 15 � 20

110

� �2

¼ 0:6476V

– transformers parameters

R0
T1 ¼ Rþ

T1 ¼ 0:1469V R0
T2 ¼ Rþ

T2 ¼ 0:0267V R0
T3 ¼ 1

X0
T1 ¼ Xþ

T1 ¼ 2:7461V X0
T2 ¼ Xþ

T2 ¼ 0:7614V X0
T3 ¼ 1

(b) Calculation of the short-circuit impedances

Z 0
1 ¼

Z 0
L1 � Z 0

L2

Z 0
L1 þ Z 0

L2 þ Z 0
L3

¼ 0:084þ j0:3741ð Þ � 0:1612þ j0:6476ð Þ
0:084þ j0:3741ð Þ þ 0:1612 þ j0:6476ð Þ þ 0:1612þ j0:6476ð Þ ¼

¼ 0:0334þ j0:1452ð ÞV

Z 0
2 ¼

Z 0
L1 � Z 0

L3

Z 0
L1 þ Z 0

L2 þ Z 0
L3

¼ 0:084þ j0:3741ð Þ � 0:1612þ j0:6476ð Þ
0:084þ j0:3741ð Þ þ 0:1612 þ j0:6476ð Þ þ 0:1612þ j0:6476ð Þ ¼

¼ 0:0334þ j0:1452ð ÞV

Z 0
3 ¼

Z 0
L2 � Z 0

L3

Z 0
L1 þ Z 0

L2 þ Z 0
L3

¼ 0:1612þ j0:6476ð Þ � 0:1612þ j0:6476ð Þ
0:084þ j0:3741ð Þ þ 0:1612 þ j0:6476ð Þ þ 0:1612þ j0:6476ð Þ ¼

¼ 0:0639þ j0:2512ð ÞV
Z 0
4 ¼ Z 0

T2 ¼ 0:0267 þ j0:7614ð ÞV
Z 0
5 ¼ Z 0

S þ Z 0
1 ¼ 0:03þ j0:3ð Þ þ 0:0334þ j0:1452ð Þ ¼ 0:0634þ j0:4452ð ÞV

Z 0
6 ¼ Z 0

T1 þ Z 0
2 ¼ 0:1469þ j2:7461ð Þ þ 0:0334þ j0:1452ð Þ ¼ 0:1802þ j2:8913ð ÞV

Z 0
7 ¼ Z 0

3 þ Z 0
4 ¼ 0:0639þ j0:2512ð Þ þ 0:0267þ j0:7614ð Þ ¼ 0:0906þ j1:0126ð ÞV

Z 0
k ¼ Z 0

7 þ
Z 0
5 � Z 0

6

Z 0
5 þ Z 0

6

¼ 0:0906þ j1:0126ð Þ þ 0:0634þ j0:4452ð Þ � 0:1802þ j2:8913ð Þ
0:0634þ j0:4452ð Þ þ 0:1802þ j2:8913ð Þ ¼

¼ 0:1414þ j1:3987ð ÞV

Z0
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0
k

� �2 þ X0
k

� �2q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:14142 þ 1:39872

p
¼ 1:4058V
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(c) Calculation of the initial short-circuit currents (5.58)

Zk3 ¼ Zþ
k ¼ 0:689V

I00k3 ¼ Iþ ¼ cUnKffiffiffi
3

p
Zk3

¼ 1:1 � 20ffiffiffi
3

p � 0:689 ¼ 18:435 kA

Z
k1 ¼ Zþ

k þ Z�
k þ Z 0

k ¼ 0:0657þ j0:6859ð Þ þ 0:0659þ j0:6876ð Þ þ 0:1414þ j1:3987ð Þ ¼
¼ 0:2731þ j2:7722ð ÞV

Zk1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rk1ð Þ2 þ Xk1ð Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:27312 þ 2:77222

p
¼ 2:7856V

Iþ ¼ I� ¼ I0 ¼ cUnKffiffiffi
3

p � Zk1

¼ 1:1 � 20ffiffiffi
3

p � 2:7856 ¼ 4:56 kA

I00k1 ¼ 3 � Iþ ¼ 3 � 4:56 ¼ 13:679 kA

(d) Calculation of the peak short-circuit current

– factor k (5.70)

kk3 ¼ 1:02þ 0:98e�3Rk3=Xk3 ¼ 1:02þ 0:98e
�3 �

0:0657

0:6859 ¼ 1:755

kk1 ¼ 1:02þ 0:98e�3Rk1=Xk1 ¼ 1:02þ 0:98e
�3 �

0:2731

2:7722 ¼ 1:749

– peak short-circuit currents (5.69)

ipk3 ¼ kk3 � ffiffiffi
2

p � I00k3 ¼ 1:755 � ffiffiffi
2

p � 18:435 ¼ 45:757 kA

ipk1 ¼ kk1 � ffiffiffi
2

p � I00k1 ¼ 1:47 � ffiffiffi
2

p � 13:679 ¼ 33:841 kA
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6

ACTIVE POWER AND
FREQUENCY CONTROL

Les Pereira

6.1 INTRODUCTION

Electric power systems throughout the world are basically synchronously operated
interconnected systems where alternating current generators are connected together in
parallel by the transmission system to serve the load at the same frequency.1 This chapter
describes the details of “active power and frequency control” of the electric power system.
This is also known as “load frequency control,” notably in UCTE2 [1], which operates in
Europe supplying electricity to over 450 million customers.

At every instant in time, there should be a match of generation and load (plus losses),
otherwise there will be a frequency deviation in the interconnected system. This deviation
will be small if there are small mismatches (example random load fluctuations) and large if
there are large mismatches (example a large generator or plant tripping out). The deviation
could be positive or negative related to the nominal frequency depending upon whether
there is excess or deficient generation, respectively, in the interconnected system with
respect to load (plus losses).

The difference in energy is stored in the rotating masses in the system, both generation
and dynamic load (motors). Typically, a load drop will result in excess mechanical energy

1 The transmission systems are predominantly alternating current or AC. However, there could also be large high-

voltage direct current (HVDC) links operating within the AC systems.
2 UCTE is the former “Union for the Co-ordination of Transmission of Electricity: in Europe” [1]. Note: Although

UCTE has been included in the newly created ENTSO-E (European Network of Transmission SystemOperators for

Electricity), we will refer to the former UCTE only.
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from the prime movers (turbines) that will be stored in the generator inertias and result in
acceleration of the masses to increase frequency.

In order to understand how load frequency and control works in a practical inter-
connected system, it is necessary to understand the relationship between the size of
the system (large or small MW systems), generation inertia (H, in MW-sec/MVA), and the
nature and magnitude of the disturbances that cause frequency deviations. Two large
interconnected systems will be discussed: the UCTE in Europe and the NERC3 [2]
interconnections in the United States. However, the discussion can be generally applied
to large and small systems in other countries or regions.

The UCTE system is a very large interconnected electric system shown in the map in
Figure 6.1, approximately 600,000MW peak, with an annual electricity consumption of
2300 TWh supplied by generators through a highly interconnected transmission system
comprising 200,000 km of 400 kV and 220 kV lines.

In comparison, the electricity consumption in the United States was 4055 TWh in 2005
[3], but is supplied by three interconnected systems operating independent of each other,
namely the Western Interconnection (WECC)4 of approximately 160,000 peak MW [4],
the ERCOT region in Texas (about 70,000 peak MW), and the rest comprising the Eastern
Interconnection (about 660,000 peak MW). The map of the NERC regions is shown in
Figure 6.2.

The U.S. interconnections are electrically connected to Canada in the north and Baja
Mexico in the south, but data presented herein is from the US government Energy
Information Administration (EIA) for the United States part only.

Figure 6.1. Map of UCTE system in Europe.

3 NERC web site is www.nerc.com, previously North American Electric Reliability Council, now North American

Electric Reliability Corporation. [2].
4 WECC is the Western Electricity Coordinating Council [4].
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6.2 FREQUENCY DEVIATIONS IN PRACTICE

6.2.1 Small Disturbances and Deviations

Typical small frequency deviations in the UCTE system are seen in Figure 6.3 [1], which
illustrates that during the space of approximately 4 min, the deviation from the nominal
50Hz operation has proceeded from negative to positive, that is, undergeneration to
overgeneration.

These small deviations may be due to a variety of mismatch reasons including random
differences in load, mismatch due to incorrect load forecasts versus system dispatch, slow
or fast ramps not in synchronism with load deviations, AGC (automatic generation control)
actions resulting in differentials that will eventually be corrected, and so on.

6.2.2 Large Disturbances and Deviations

Large deviations may be due to generator trips or load trips, remedial system actions (RAS)
also known as special protection system (SPS) actions that result in generator or load

Figure 6.2. NERC regions in the United States and Canada.

Figure 6.3. Typical small frequency deviation

responses in UCTE.

FREQUENCY DEVIATIONS IN PRACTICE 293



tripping, and so on. It should be apparent that a 1000MW generating plant trip would
create a very large frequency deviation in a relatively smaller system such as ERCOT, but
will result in a smaller frequency deviation in WECC and an even smaller frequency
deviation in the Eastern Interconnection.

Examples of a 1250MW generation trip in the WECC and resulting frequency
deviation is shown in Figure 6.4; these resulted from a staged test in WECC for the
purpose of determining governor response and modeling, and are discussed in detail in the
following sections below. Note that the nominal frequency in the United States and Canada
is 60Hz as opposed to 50Hz in Europe.

6.3 TYPICAL STANDARDS AND POLICIES FOR “ACTIVE POWER
AND FREQUENCY CONTROL” OR “LOAD FREQUENCY CONTROL”

6.3.1 UCTE Load Frequency Control

Load frequency control (LFC) is described in the “UCTE Operation Handbook” [1] as the
continuous balance between supply and demand that must be maintained for reliability and
economic operational reasons. The “UCTE Operation Handbook” is a manual including
operation policies for generation control, performance monitoring and reporting, reserves,
security criteria, and special operational measures. The basic objective of the Operation
Handbook is to ensure the interoperability among all transmission system operators (TSOs)
connected to the synchronous areas. Balance quality can be derived from system frequency,
which should not vary significantly from its set point of 50Hz. LFC is split into the
following five controls:

Figure 6.4. Large deviation frequency response resulting from a generation trip of 1250MW in

the WECC on May 18, 2001.

294 ACTIVE POWER AND FREQUENCY CONTROL



A. Primary control

B. Secondary control

C. Tertiary control

D. Time control

E. Measures for emergency conditions

Control actions are performed in different successive steps, each with different
characteristics and qualities, and all depending on each other:

� Primary control starts within seconds as a joint action of all undertakings involved;
� Secondary control replaces primary control after minutes and is put into action by the
responsible undertakings;

� Tertiary control restores secondary control reserve by rescheduling generation and is
put into action by the responsible undertakings;

� Time control corrects global time deviations of the synchronous time in the long term
as a joint action of all undertakings.

6.3.1.1 Primary Control is by Governors. The objective of primary control is to
maintain a balance between generation and consumption (demand) within the synchronous
area, using turbine speed or turbine governors. The time for starting the action of primary
control is in practice a few seconds starting from the incident (although there is no
intentional time delay for governor pickup), the deployment time for 50% or less of the
total primary control reserve is at most 15 s and from 50% to 100% the maximum
deployment time rises linearly to 30 s.

To avoid calling up of primary control in undisturbed operation at or near nominal
frequency, the frequency deviation should not exceed �20mHz. This reduces wear and
tear of the governors due to too frequent operation and results in operation beyond the
dead band of the governor. Load shedding schemes start at a frequency of 49Hz and
below; hence, the instantaneous frequency should not fall below 49.2 Hz. The maximum
dynamic frequency should not exceed 50.8 Hz. Each control area should contribute to
primary control reserves. Similar parameters exist for the 60Hz systems in the United
States.

6.3.1.2 Secondary Control by Automatic Generation Controls (AGCs). Sec-
ondary control maintains a balance between generation and consumption (demand) within
each control area/block as well as the system frequency within the synchronous area, taking
into account the control program, without impairing the primary control that is operated in
the synchronous area in parallel but by a margin of seconds.

Secondary control makes use of a centralized automatic generation control, modifying
the active power set points/adjustments of generation sets in the time frame of seconds to
typically 15 min. Secondary control is based on secondary control reserves that are under
automatic control. Adequate secondary control depends on generation resources made
available by generation companies to the transmission system operators. Secondary control
must be performed in the corresponding control center by a single automatic secondary
controller that needs to be operated in an online and closed-loop manner. In order to have
no residual error, the secondary controller must be of PI (proportional–integral) type. The
integral term must be limited in order to have a nonwindup control action, able to react
immediately in case of large changes or a change of the sign of the area control error
(ACE). Within each control area/block, the individual ACE needs to be controlled to zero
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on a continuous basis. The ACE is calculated as the sum of the power control error and the
frequency control error G ¼ DP þ K � Dfð Þ.5

6.3.1.3 Tertiary Control. Tertiary control uses tertiary reserve {15min reserve} that
is usually activatedmanually by the TSOs after activation of secondary control to free up the
secondary reserves. Tertiary control is typically operated in the responsibility of the TSO.

6.3.1.4 Self-Regulation of the Load. The self-regulation of the load in all
synchronous areas cannot be mandated by regulations. It is generally assumed to be
1%/Hz; that means a load decrease of 1% occurs in case of a frequency drop of 1 Hz.

6.3.2 NERC (U.S.) Standards

The U.S. system comprises numerous control areas (Balancing Authorities—BAL)
independently controlled or via a ISO (Independent System Operator). Hence reliability
standards spell out the rules of operation rather than detailed operation requirements and
procedures as in UTCE’s Handbook. NERC does not spell out “primary control” and
“secondary control” but it is widely recognized and practiced that governors are the
primary control and AGC systems are the secondary control. NERC mandates that the
governors shall pick up with a 5% droop characteristic. However, as will be described
under Section 6.4, governors, the pickup performance of governors for thermal units as
primary control devices in practice has been eroding as more and more units are currently
operated under power controllers with the resulting degradation of frequency response
during disturbances. WECC, the Western Interconnection, notably has taken a lead in
investigating the unresponsiveness of units. This is discussed further in Section 6.5.5.

The relevant NERC standards for power and frequency control currently are as follows:

� BAL-001 Real Power Balancing Control Performance. The purpose is to maintain
Interconnection steady-state frequency within defined limits by balancing real power
demand and supply in real time.

� BAL-002 Disturbance Control Standard (DCS). The purpose of this is to ensure the
Balancing Authority is able to utilize its Contingency Reserve to balance resources
and demand and return Interconnection frequency within defined limits following a
reportable disturbance. Because generator failures are far more common than
significant losses of load and because Contingency Reserve activation does not
typically apply to the loss of load, the application of DCS is limited to the loss of
supply and does not apply to the loss of load.

� BAL-003 Frequency Response and Bias. This standard provides a consistent method
for calculating the frequency bias component of ACE.

� BAL-004 Time Error Correction. The purpose of this standard is to ensure that time
error corrections are conducted in a manner that does not adversely affect the
reliability of the Interconnection.

� BAL-005 Automatic Generation Control. This standard establishes requirements for
Balancing Authority Automatic Generation Control necessary to calculate Area
Control Error and to routinely deploy the Regulating Reserve. The standard also
ensures that all facilities and load electrically synchronized to the Interconnection
are included within the metered boundary of a Balancing Area so that balancing of
resources and demand can be achieved.

5 Further discussion of ACE is presented in Section 6.6.3.
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6.3.3 Other Countries’ Standards

Standards in other countries generally follow the same definitions and approach for rules
as stated in UCTE in Europe and NERC in the United States. Local system conditions
and the relative size of the system in particular play a large part in determining their
standards and emphasizing one or other aspects of primary and secondary controls and
reserves.

6.4 SYSTEMMODELING, INERTIA, DROOP, REGULATION,
AND DYNAMIC FREQUENCY RESPONSE

To understand the load frequency control problem, the basic “swing equation” for a single
generator operating with a governor droop is developed and then extended to multiple
generators operating in parallel representing an “area.” Two such areas connected by a tie-
line are modeled and the load frequency control is developed for a two-area model with
paralleled generators in each area. The basic form of AGC control is described using the
two-area model. The concept of “system inertia,” “system droop,” and system frequency
response to a disturbance are discussed in relation to the “area” models.

6.4.1 Block Diagram of the System Dynamics and Load Damping

When a disturbance occurs in the system and the system frequency deviates, each generator
experiences an accelerating or decelerating torque Ca as discussed

6 in Chapters 2 and 10 as
well as [5,6].

If consider the electromechanical model of the generator, developed in Section 2.1.2,
given by equation (2.10)

2H
dv

dt
þ Dv ¼ Cm � Ce � Pm � Pe

dd

dt
¼ v0v

(2.12)

where Cm is the turbine mechanical torque; Ce is the electrical torque; H is the inertia
constant, 2H ¼ M; M is mechanical starting time.

Note: The self-regulation of the load (termed D) in all synchronous areas is usually
assumed to be 1%/Hz; that means a load decrease of 1% occurs in case of a frequency drop
of 1Hz. Hence D¼ 1 in the equation if load damping is taken.

The block diagram of the system dynamics and load damping is shown in Figure 6.5.
Simplifying the block diagram, the two blocks can be combined into a single forward

block using 1/(2HsþD).

6 In practice, the generator inertia is much greater than the turbine inertia.

1 Δω
2Hs+ –

Pm-Pe

D Figure 6.5. Block diagram of the system dynamics

plus load damping.
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6.4.2 Effect of Governor Droop on Regulation

The regulation of the unit is defined as “droop” R and equals

R ¼ Dv

DP
(6.1)

The influence of the droop on the frequency regulation is shown in the block diagram
in Figure 6.6.

The regulation of a unit with 4% droop is shown in Figure 6.7 for a unit loaded at 50%7

and 100% frequency. This unit will then operate at zero load with a 2% overfrequency and
at 100% load at 98% frequency or 2% underfrequency.

6.4.3 Increasing Load by Adjusting Prime Mover Power

By increasing the speed changer setting (also known as the load reference set point), the
unit gets loaded at a higher output of 90% as shown in Figure 6.8, the system frequency
remaining the same at 100%.

6.4.4 Parallel Operation of Several Generators

It is assumed that two units with different per unit settings of their speed changers both
operating at the same 100% system frequency will take up load according to their settings
as shown in Figure 6.9.

R = Df/DP = –0.04
Droop = 4%

System frequency

Frequency [p.u.]

Load [p.u.]

0.98
1.00

1.02

0 0.5 1.0

Figure 6.7. Governor droop operation with 50% load at 100% frequency.

1

2Hs+D+ –

1/R

Inertia and damping

Governor droop effect

Pm-Pe Δω

Figure 6.6. Block diagram of the system dynamics,

load damping, and governor droop.

7 Note the range 50% from a practical standpoint is on the low side and is illustrative only.
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The block diagram of Figure 6.6 is modified as presented in Figure 6.10 to show
parallel generators with different droops, R1, R2, and R3. Hence, the inertia constant H and
the damping D represent the system inertia and damping.

Isochronous operation with a zero droop is unacceptable for interconnected operation
because the droop characteristic is essential for load sharing. An isolated system may,
however, have isochronous operation.

Load
P1

P2

P3

+

–

System Inertia

1

2Hs

-D

1/R1

1/R2

1/R3

+
+

–

Dw

Figure 6.10. Block diagram showing parallel opera-

tion of generators.

System frequency

Frequency [p.u.]

Load [p.u.]

0.98
1.00

1.02

0 0.5 1.00.9

R = Df/DP = –0.04
Droop = 4%

Figure 6.8. Governor droop operation with 90% load at 100% frequency.

System frequency

Frequency [p.u.]

Load [p.u.]

0.98
1.00

1.02

0 0.5 1.00.9

Unit 1 at 90%

Unit 2 at 50%

R = Df/DP = –0.04
Droop = 4%

Figure 6.9. Parallel operation of two generators with different speed changer settings at 100%

system frequency.
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An example with different speed changer settings and different droops will make
parallel operation of generators in an isolated system more clear.

Application 1 [5]

Two generating units of rating 500MVA and droop 6%, and 200MVA and droop 4%,
respectively, are operating in parallel in an isolated system. They share a load of 700MW
at 100% system frequency. Unit 1 supplies 500MW, and unit 2 supplies 200MW. If the
load decreases by 80MW, find the steady-state frequency and generation of each unit.
Assume load varies 1% for every 1% change of frequency.

Solution

Using a base MVA of 1000 MVA and the relation (6.1), it results

� droops:

R1 ¼ 0:06ð Þ= 500=1000ð Þ ¼ 0:12 p:u:

R2 ¼ 0:04ð Þ= 200=1000ð Þ ¼ 0:2 p:u:

� per unit load change: DPL ¼ �80=1000 ¼ �0:08 p:u:
� damping D¼ 1 p.u.

Since the final operation is at steady state, transients due to the 2Hs factor can be
ignored. The droops of individual units are given by

R1 ¼ Dv

DP1
and R2 ¼ Dv

DP2

where the change in frequency is the same for both units. This is substituted in the following
relationship where the pickup of each generated sums up to the load change:

DP1 þ DP2 ¼ DPL

and gives the frequency deviation of the isolated system as follows:

Dv

R1
þ Dv

R2
¼ DPL ¼ Dv

Rsys

where Rsys is the “equivalent system droop” and is given by

1

Rsys
¼ 1

R1
þ 1

R2

Adding the effect of load damping, D, as seen in Figure 6.10, the frequency deviation
is given by

Dv ¼ DPL

ð1=R1Þ þ ð1=R2Þ þ D
¼ �0:08

ð1=0:12Þ þ ð1=0:2Þ þ 1:0
¼ �0:00558 p:u:
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and

Df ¼ �0:00558 p:u:� 60Hz ¼ �0:3349Hz

Under these conditions, the active power deviation at unit 1 is

DP1 ¼ Dv

R1
� 1000 ¼ �46:51MW

and the active power deviation at unit 2 is

DP2 ¼ Dv

R2
� 1000 ¼ �27:91MW

Therefore, under the new conditions unit 1 supplies 453.5MW and unit 2 supplies
172.1MWat the new operating frequency of 59.6651Hz.

The load damping is D ¼ ð�0:00558 � 1:0Þ � 1000 ¼ �5:58MW
Under the initial load, the equivalent system droop was

Rsys ¼ 1

ð1=0:12Þ þ ð1=0:2Þ þ 1
¼ 0:0697

while after the load deviation occurrence it increases to

Rsys ¼ Dv

DPL
¼ 0:00558

0:08
¼ 0:0725

Using the machine base and droop, it gives the same value8 for pickup as given by
formula DP1 ¼ Dv=R1, that is

� for unit 1 DP1 ¼ �0:00558=0:06 � 500 ¼ �46:51MW, and
� for unit 2 DP2 ¼ �0:0056=0:04 � 200 ¼ �27:91MW

Hence generator sustained pickups by governors in the system are approximately
linearly proportional to their own machine base and droop for a given frequency
deviation using the formula

DP ¼ Dv

R

6.4.5 Isolated Area Modeling and Response

Following the above discussion, it should be evident that an isolated area or inter-
connection can be approximately modeled using the concept of an equivalent system
inertia H in seconds (MW-s/MVA), an equivalent system droop Rsys, and area damping D.

8 Any small differences are due to the effect of damping, which is neglected in this calculation.
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The equivalent formula for droop Rsys was developed in the previous section. Hsys can be
similarly developed from first principles of stored energy in the system as distributed
among generator rotating masses and is simply the summation of the MW-s of all
generators divided by the MVA sum. System inertia H values are typically in range
from 2 to 10 s.

The model of Figure 6.6 reproduced below in Figure 6.11 with some changes in
definitions can be thus used in principle for an area, since the frequency deviation is one
that is defined for the whole interconnection. The formula applicable for system droop is

1

R1
þ 1

R2
þ � � � ¼ 1

Rsys

Both the system droop and the system inertia can be calculated approximately from
disturbance recordings after a known event such as a large generator or plant trip. As
system generation, load, and spinning reserves vary, the responses and the value of these
parameters will vary. The value of system inertia is a factor to be considered in the
permissible operating transfer capacity nomograms (SCIT) in studies for establishing
operating limits, as in the case of Southern California in WECC.

The concept of system frequency response and system droop arising from a large
generator trip was central in the formulation and analysis from system trip tests performed
in WECC that led to the development of an accurate “New Thermal Governor Model”
(Section 6.5.5). This work that included system tests with all AGCs switched off in order to
get pure governor responses only and led to accurate governor modeling is now the basis of
development of new frequency response reserves standards and operating practices in the
WECC.

An extension of the above system area concept including a PI controller for AGC is
included in Section 6.6, which describes the basic concepts of AGC modeling.

6.5 GOVERNORMODELING

As stated in Section 6.3, turbine governors are the “primary control” of frequency in
interconnected systems and hence its performance and modeling are of paramount
importance for operational and planning studies. It is important to understand the mix
of generation types in an interconnection and hence what can be expected from the
response of each type of governor during large frequency disturbances. In the United States
as a whole, the mix in peak generation capacity in 2005, from EIA sources [3], is given in
Table 6.1.

1

2Hs+D+ –

1/Rsys

System inertia
and damping

System droop

Frequency
deviation

Load
deviation

Δω

Figure 6.11. Block diagram of system frequency response, inertia, droop, and damping.
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From system response recordings, it has been established that hydro governors have
the most sustained response to frequency deviations. Nuclear governors are block loaded
and unresponsive to frequency, and coal and gas units are largely not responsive in a
sustained manner. Since the latter constitute the largest percentage of units, primary control
responsive is largely diminished. These issues are discussed in [6]. Also the recent wind
and solar generation are unresponsive to frequency. “Secondary control” by AGC therefore
increasingly plays a larger part in the generation pickup following a large generation trip.

However, in the Western Interconnection (WECC), the generation mix is quite
different; hydroelectric plants including pumped storage make up about 31% of the
installed capacity and thermal plants (coal and natural gas) comprise 61%, with nuclear
5%. In the WECC, hydro plants dominate in the Northwest and, as shown later in Sec-
tion 6.5.5, bear the brunt of the sustained generation pickup in the WECC following a large
generation trip in the system.

6.5.1 Response of a Simple Governor Model with Droop

A new model (Figure 6.12) was developed based on the simulation building blocks
shown in Figures 6.5 and 6.6 following the implementation of the “swing equation”
2H � dv=dt ¼ Pm � Pe and the droop equation R ¼ Dv=DP. The additional transfer
function blocks have a simple single time constant (0.5 s) for a nonreheat steam turbine
and for the governor valve. The other parameters of the model are the inertia constant
H¼ 5 s and damping D ¼ 0:8. The load step in the model is 20%. The model assumes
operation in an isolated system.

T A B L E 6.1. Generation Capacity in United States

Natural gas 39%
Coal 32%
Nuclear 10%
Hydroelectric 8%
Hydro pumped storage 2%
Petroleum 6%
Other 3%

0.2 u(t)

Step load input

Governor
valve

Turbine Sum Inertia & load
damping

1/R droop

20

Df
1

0.2s+1

1

0.5s+1

1

10s+0.8+
–

Figure 6.12. Simple governor droop model in isolated operation.
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The sustained frequency deviation after transients dies away for a 20% load step, a 5%

droop governor, and 0.8 damping can be also easily calculated, that is Dv ¼ DPL

1=R1 þD
¼

�0:2
1=0:5þ 0:8 ¼ �0:0096 p.u.

Figure 6.13 shows the simulated response over a 100 s run of a simple turbine governor
with step load.

6.5.2 Hydraulic Governor Modeling9

6.5.2.1 Hydraulic Turbines. A model for a hydraulic turbine can be formulated
starting from the hydrodynamic properties, which govern the turbines behavior [6–8]. A
block diagram of the model is shown in Figure 6.14, mentioning that the model is nonlinear
(see also Figure 3.39).

The variables in Figure 6.14 are defined as follows:

g is gate position from governor;

At converts the actual turbine gate position g to the effective gate position G;

G is effective gate position;

q� is water flow rate, p.u.;

qnl� is water flow rate at no load, in p.u.;

h� is head, in p.u.;

h0� is initial head, in p.u.;

9 Additional information is provided in Chapter 3, Section 3.6.2.
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TW is water starting time;

v/vo is per unit generator speed;

Prat is ratio of turbine rating to generator rating;

Cm is per unit generator torque.

The actual gate position is converted to the effective gate position by

G ¼ g

gfl � gnl
¼ Atg (6.2)

where gf l is the gate position at full load and gnl is the gate position at no-load.
The turbine head h�, per unit, is given by

h� ¼ q�
G

� �2
(6.3)

and the water velocity q� is

dq�
dt

¼ � h� � h0�ð Þ
TW

(6.4)

The turbine output power is

Pm ¼ ðq� � qnl�Þh� (6.5)

and the generator torque Cm is

Cm ¼ Pm

v=v0
Prat (6.6)

The water flow at zero load is obtained from

qnl� ¼ Atgnl
ffiffiffiffiffiffi
h0�

p
(6.7)

The initial head h0� varies seasonally for most hydraulic turbines. Under rated
conditions h0� is unity. The coefficient Prat, converts the turbine torque to the corresponding
generator per unit torque.

6.5.2.2 Hydraulic Governors. The block diagram of Figure 6.15 shows a typical
mechanical governor for a hydraulic turbine. The signal from the gate position “g” will
feed into the hydraulic turbine model shown in Figure 6.14. The variables are defined in
Table 6.2.
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Figure 6.15. Mechanical governor for hydraulic turbine.
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Typically, T r ¼ 5TW and rt ¼ 2:5TW=2H, where H is the inertia constant of the generator-
turbine unit; TW ¼ P

LVwater=9:81 h�is water inertia time constant; L is the length of the
penstock, Vwater is the water velocity, h� is the total head and the constant 9.81 represents
the acceleration of gravity in m/s2 [7,9].

The temporary droop (or rate feedback) is required to stabilize the turbine/governor
generator system when the generator is not synchronized to the power system. This control
may be taken out-of-service in some units once the generator is synchronized.

6.5.2.3 Hydraulic Turbine Model. The model shown in Figure 6.14 is for a
detailed nonlinear model, where signal from the gate position g feeds into the hydraulic
turbine model. However, for many of the smaller hydro plants, the nonlinear model can be
replaced with a simpler model as shown in Figure 6.16 [9]. The output is the mechanical
power Pmech that is the input to the generator model in stability programs.

The block diagram of a typical mechanical hydraulic actuator can be found in
Figure 3.45. This may not be modeled completely in detail, and for simulations, the
model shown in Figure 6.16 is used.

6.5.2.4 PID Governor. The primary damping adjustments for a PID type of
governing controller are the proportional gain (KP), the integral gain (KI), and the
derivative gain (KD) (Figure 6.17). A typical range of adjustment for the proportional
gain is from 0 to 20, respectively, for the integral gain is from 0 to 10 s�1. A typical range of

T A B L E 6.2. The Variables of Hydraulic Governors

Parameter Description Typical Value Range

rp Permanent droop 0.05 0.04–0.06
rt Temporary droop 0.3 0.2–1.0
Tr Reset time 5 2.5–25.0
Ks Gate servo gain 5 2–8
Tp Pilot servo time constant 0.04 0.03–0.05
grmax Maximum rate of change of gate position
grmin Minimum rate of change of gate position
Tg Gate power servo time constant 0.2 0.2–0.4
g Gate position
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Figure 6.16. Mechanical governor and turbine hydro model.
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adjustment for the derivative gain is from 0 to 5 s. The actual range of adjustment needed
for any particular installation may vary from these guidelines.

6.5.3 Performance of Hydrogovernors with Parameter Variations

6.5.3.1 Isolated System Governor Simulations. Simulations were performed
with a mechanical temporary droop hydro governor model, varying only one parameter at
a time, to show the sensitivity of that parameter on the governor response of a hydro unit in
an isolated system10 [10].

An isolated system in this model consists in one generating unit supplying one load.
The model includes the temporary droop mechanical governor shown in Figure 6.18, the
turbine-penstock hydraulics, and the unit inertia. It does not model generator electrical
effects.

The base case model parameters in the simulations are as follows:

� Permanent speed droop bp¼ 0.05 (5%).
� Inertia constant H¼ 4.75.
� Mechanical starting time M¼ 2�H¼ 9.5 s.
� Water inertia time constant TW ¼ 1.24 s.
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Figure 6.18. Temporary droop governor.
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Figure 6.17. PID governor model.

10 The simulations shown in this section were prepared by the author L. Pereira for the IEEE Task Force report

P1247 “Guide for the Application of Turbine Governing Systems for Hydroelectric Generating Units” [10].

GOVERNOR MODELING 307



� Damping (reset) time constant Td¼ 5.11

� Temporary speed droop bt¼ 0.27 (27%).12

Figure 6.19 shows the frequency response versus time for the temporary droop
governor shown in Figure 6.18.

Decreasing inertia constant H from 4.75 to 3.0, the slope of the frequency response is
steeper and less damped for the smaller unit inertia. In increasingH from 4.75 to 6, as it can
be seen in Figure 6.20, the slope of the response is less steep and the damping is greater.

Figure 6.21 shows the time response to a 5% load change for different values of TW.
The transient response peak decreases with a smaller TW by varying water inertia time

constant from 1.24 to 0.8 s. The opposite effect is achieved when the water inertia time
constant is increased to 1.6 s.

Figure 6.22 shows the time response to a 5% load change for different values of the
temporary drop bt.

Decreasing temporary droop from 27% to 12% increases the speed of response and
increases oscillations. Increasing temporary droop from 27% to 40% decreases speed of
response, improves damping, and decreases oscillations.
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11 Empirical formula for Td¼ 4–5 times TW.
12 Empirical formula for bt¼ 2–2.5 times TW/Cm ratio.

308 ACTIVE POWER AND FREQUENCY CONTROL



Figure 6.23 shows the time response to a 5% load change for different values of the
damping time constant Td.

Decreasing Td from 5 to 3 s decreases damping. Increasing Td from 5 to 10 s increases
damping; however, the setting of Td is considered optimal in this case. Note that the peak of
the speed transient remains the same in all three simulations and only damping is affected.

Figure 6.24 shows the time response to a 5% load change for different values of the
speed drop bp.

The final settling frequency deviation after the initial transient effects decay is the
product of the speed droop and the 5% load change. It is 0.15% for a 3% permanent speed
droop, 0.25% for a 5% bp, and 0.3% for a 6% bp. Note that the last response is essentially
isochronous operation with a very small permanent speed droop of 0.0005% giving a final
frequency deviation of almost zero.

6.5.3.2 Interconnected System Governor Simulations. To study the governor
response of a hydro unit into an interconnected system, simulations were performed with a
stability program (GE PSLF [11]) on a 120MW unit in a small 2000MW interconnected
system. The interconnected system was modeled by two 120MW hydro generators
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connected to a 2000MW synchronous generator representing the system through a double
circuit line. All machines are modeled with IEEE model representations for turbines,
governors, generators, and excitation systems. The governor is modeled with a mechanical
temporary droop hydro governor model similar to the isolated system example case. A
100MW load, connected at the hydro plant, is tripped off to represent a 5% load trip in the
system (Figure 6.25).

Simulations were performed varying only one parameter at a time, to show the
sensitivity of that parameter on the interconnected system performance of the hydro unit.

The base case turbine governor model parameters are as follows:

� Permanent speed droop bp¼ 0.05 (5%).
� Inertia constant H¼ 4.75.
� Damping (Reset) time constant Td¼ 5 s.
� Temporary speed droop bt¼ 0.27 (27%).
� Water inertia time constant TW ¼ 1.24 s.
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Each generator drops 5% of its rating in accordance with the speed droop character-
istic, the 120MW dropping 6MW in the final steady state. The system frequency deviation
is 0.25% (0.05� 0.05� 100).

Simulation results are shown in Figure 6.25. Note that in contrast with the isolated
system case in Section 6.5.3.1, the first peak of the frequency transient is less in magnitude
and subsequent oscillatory behavior in the interconnected system is more damped. The
final settling frequency of 0.25% speed deviation is achieved in a longer period of 100 s.

The responses for a 5% step load change in a 120MW hydro unit in a 2000MW
system are shown in Figure 6.26 where the only parameter changed was the temporary
droop to show the sensitivity of that parameter on the interconnected system performance
of the hydro unit. The 12% temporary speed droop change shows the fastest response as
seen in the mechanical power response, which gets progressive slower as the temporary
droop setting is increased. Responses are not oscillatory in comparison with the single unit
isolated system model responses.

6.5.4 Thermal Governor Modeling

6.5.4.1 General Steam System Model. A general model of a steam turbine is
shown in Figure 6.27 (see also Figure 3.16). Interpretation of the parameters used and
typical values can be found in Report [7].

Figure 6.25. Interconnected system base case: speed (frequency) versus time response for a 5%

load change step.
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Governor rate limits are nominally 0.1 p.u./s except for mechanical hydraulic system
where the closing rate is 1.0 p.u./s. The nonlinear gain between gate position Gv and power
Pv is usually input with multiple points.

The list of parameters and description is given in Table 6.3.

6.5.4.2 Gas Turbine Model. The “ggov1 model” shown in Figure 6.28 is a GE
PSLF copyrighted model, which is extensively used in the WECC to model primarily gas
turbine and single-shaft combined-cycle turbines. It can also be used to represent a variety

Figure 6.26. Speed and power responses for a 5% load step in an interconnected system: Showing

the effect of varying temporary speed droop.
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T A B L E 6.3. Parameters of the Model from Figure 6.27

Parameter Description

K Governor gain (reciprocal of droop), p.u.
T1 Governor lag time constant, seconds range 0.2–0.3 s
T2 Governor lead time constant, seconds¼ 0
T3 Valve positioner time constant, 0.1 s
uo Maximum valve opening velocity, p.u./s
uc Maximum valve closing velocity, p.u./s (< 0)
Pmax Maximum valve opening, p.u. of MWcap
Pmin Minimum valve opening, p.u. of MWcap
T4 Inlet piping/steam bowl time constant, in seconds
K1 Fraction of HP shaft power after first boiler pass
K2 Fraction of LP shaft power after first boiler pass
T5 Time constant of second boiler pass, in seconds
K3 Fraction of HP shaft power after second boiler pass
K4 Fraction of LP shaft power after second boiler pass
T6 Time constant of third boiler pass, in seconds
K5 Fraction of HP shaft power after third boiler pass
K6 Fraction of LP shaft power after third boiler pass
T7 Time constant of fourth boiler pass, in seconds
K7 Fraction of HP shaft power after fourth boiler pass
K8 Fraction of LP shaft power after fourth boiler pass

Note: The Kp,gov/Ki,gov and Kp,load /Ki,load controllers include tracking logic
to ensure smooth transfer between active controllers. This logic is not shown
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of prime movers controlled by PID governors such as diesel engines with modern
electronic or digital governors. It is also suitable, for example, for representation of steam
turbines where steam is supplied from a large boiler drum or a large header whose pressure
is substantially constant over the period under study. Parameters are given in Table 6.4, and

T A B L E 6.4. Parameters of the Block Diagram from Figure 6.28

Parameter Default Value Description

r 0.04 Permanent droop, p.u.
rselect 1 Feedback signal for droop

¼ 1 selected electrical power
¼ 0 none (isochronous governor)
¼ �1 fuel valve stroke (true stroke)
¼ �2 governor output (requested stroke)

Tpelec 1.0 Electrical power transducer time constant, in seconds
maxerr 0.05 Maximum value for speed error signal
minerr �0.05 Minimum value for speed error signal
Kpgov 10.0 Governor proportional gain
Kigov 2.0 Governor integral gain
Kdgov 0.0 Governor derivative gain
Tdgov 1.0 Governor derivative controller time constant
vmax 1.0 Maximum valve position limit
vmin 0.15 Minimum valve position limit
Tact 0.5 Actuator time constant
Kturb 1.5 Turbine gain
wfnl 0.2 No load fuel flow, p.u
Tb 0.5 Turbine lag time constant
Tc 0.0 Turbine lead time constant
Flag 1.0 Switch for fuel source characteristic

¼ 0 for fuel flow independent of speed
¼ 1 fuel flow proportional to speed

Teng 0.0 Transport lag time constant for diesel engine
Tfload 3.0 Load Limiter time constant
Kpload 2.0 Load limiter proportional gain for PI controller
Kiload 0.67 Load limiter integral gain for PI controller
Ldref 1.0 Load limiter reference value, p.u.
Dm 0.0 Speed sensitivity coefficient, p.u.
ropen .10 Maximum valve opening rate, p.u./s
rclose �0.1 Minimum valve closing rate, p.u./s
Kimw 0.002 Power controller (reset) gain
Pmwset 80.0 Power controller set point, MW
aset 0.01 Acceleration limiter set point, p.u./s
Ka 10.0 Acceleration limiter gain
Ta 0.1 Acceleration limiter time constant, in seconds
db 0.0 Speed governor dead band
Tsa 4.0 Temperature detection lead time constant, in seconds
Tsb 5.0 Temperature detection lag time constant, in seconds
rup 99.0 Maximum rate of load limit increase
rdown �99.0 Maximum rate of load limit decrease
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the block diagram is shown in Figure 6.28. Further details of the model can be obtained
from the GE PSLF website [11].

The application of the “ggov1 model” in WECC is described in detail in Section 6.5.5.

6.5.5 Development of a New Thermal Governor Model in the WECC

6.5.5.1 The New Thermal13 Governor Model. The development of a new
thermal governor model [12,13] is described in some detail here because it is felt that the
model, its tests, and its applications have attained far-reaching results and consequences in
the Western Interconnection in the United States and Canada and provide a critical
understanding of governor responses or the lack thereof in practical system operation.

Over the years, WECC have not been able to accurately simulate the frequency
response in the Western Interconnection when large generators and plants trip. Compari-
sons of disturbance monitoring recordings with the computer simulations have indicated a
wide discrepancy in both the “initial transient dips” and in the “settling” frequencies.
Preliminary calculations indicated very high “system droops” (see Section 6.4.5 for
definition) indicating high unresponsiveness of governors. Assessment of the first transient
dip is important for load shedding while the subsequent time response is a measure of the
responsiveness of the “primary control”, that is, the turbine-governors, and the sustained
settling frequency is a measure of the effectiveness of the “secondary control”, that is, the
AGCs in the system.

To further the governor investigation as to why governor modeling did not correspond
to actual system performance, two separate generation trip tests, one in the Southwest and
the other in the Northwest, were performed on May 18, 2001 in the WECC. During the
generation trip tests, all AGCs were switched off throughout the WECC; hence, the
resulting system frequency response observed was of governors only.

In the first test, 750MWwas tripped in the Hoover power plant in the Southwest. After
the disturbance monitoring recordings were taken, the AGCs were made operational again
to stabilize the frequency, and about 20 min later, 1250MW was tripped in three power
plants in the Northwest. Figure 6.29 shows the frequency response of the second 1250MW
test in the Northwest.

Figure 6.30 is a composite plot of both tests and shows a comparison of simulation
results using existing (incorrect) governor models versus the disturbance recordings of the
tests and how incorrect was the existing governor modeling.

A simple calculation using the formula below [12] indicates that only about 40% of the
governors effectively respond in the real system in the settling time of about 60–100 s. If all
the governors were responsive in the May 18, 2001 1250MW trip test, out of a WECC
generation base capacity of 91,000MW online during the test, the calculated generation
pickup for governors with a 5% droop, for a 0.1 Hz frequency deviation, would be
3185MW. Since the actual pickup was only 1250MW, the percentage of “responsive”
governors would be only (1250/3185) or 39%.

The following parameters were chosen:

� Droop (regulation), r¼ 0.05 p.u.
� Damping, D¼ 0.
� Settling frequency deviation¼ 0.105Hz.

13 “Thermal” plants include conventional fired steam, nuclear steam, simple-cycle gas turbine, and combined-

cycle gas turbine plants.
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Figure 6.29. WECC NW 1250MW trip test on May 18, 2001 shows governing response only with

AGC switched off. Note the pickup of system frequency by AGC “after” the test.

Figure 6.30. The discrepancy between existing model simulations and system frequency record-

ings (all AGCs were switched off during the tests).
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� Frequency deviation, Dv¼ 0.105/60¼ 0.00175 p.u.
� Generation pickup DP¼ 91000MWbase¼ 3185MW, calculated from:

Dv

DP
¼ � 1

1=r þ D

� �

Note that this calculation is a somewhat simplistic first approach to a complex
response of units in the system because load damping, and the effect of redistributed
losses due to different flow patterns in the system after the trips, is neglected. However, it
does give a broad understanding of governor response in the system.

While the two tests hence indicated that only 40% of the expected governor response
in the system actually occurred as a result of the initiating generation trip, the existing
modeling practice (as in 2001) assumed that 100% of governors respond in accordance
with the 5% speed droop governor characteristic. This resulted in a significant difference
between simulations and actual recorded system responses as seen in Figure 6.30.

The principal reason for this large discrepancy was that base-loaded and load-limited
generators and units operating with load controllers (also known asMWpower-controllers)
are not properly modeled. These are primarily “thermal” units, a classification that include
conventional fired steam, nuclear steam, simple cycle gas turbine, and combined-cycle gas
turbine plants. Analysis of the test recordings showed that the hydro governors were largely
responsive. Investigations indicated that other effects such as nonlinear gate movement,
dead band, and so on have some impact on simulation results, but a relatively minor one in
comparison. In the modeling of governors, the “base-load” and “load-controller” operation
of units was clearly the dominant effect.

Figure 6.31 compares frequency simulations of the “new” (correct) model with the
“existing” (incorrect) model. The existing (incorrect) modeling assumes that 100% of
governors respond in accordance with its 5% speed droop governor characteristic. The

Figure 6.31. Simulations with the new thermal (ggov1) governor model compared with May 18,

system test recordings for the NW 1250MW trip, with AGC switched off.
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comparison is with frequency recordings during system tests on May 18, 2001 when
1250MWwas tripped in the Northwest with AGC switched off system wide. It is clear that
the “new” modeling is very accurate.

References [12,13] describe the development, validation, and verification of this “new
thermal governor” model. The work included the creation of a WECC-wide system
database based on disturbance monitoring and SCADA recordings of staged tests.

The new modeling approach has been extensively validated against recordings from
three WECC system tests and several large disturbances. The model is now in use for all
operation and planning studies in theWECC. The significance is not simply that frequency
responses match accurately; it is that the units’ pickup of generation is accurately modeled,
with the result that the modeled and recorded frequencies now match accurately.

6.5.5.2 Analysis of Test Data: Thermal Versus Hydro Units. The analysis of
the test data and recordings from both SCADA and disturbance monitors of the May 18,
2001 test showed that most of the hydro units were largely very responsive to frequency
deviations and it was concluded, therefore, that the unresponsiveness was due mainly to the
thermal units. A map of the location of hydro versus thermal generation in the Western
Interconnection is shown in Figure 6.32.

The analysis of test data was a huge effort because the total thermal generation online
during the May 18, 2001 test was about 67,000MW out of a total WECC generation of
91,000MW. A power flow base case was created to specifically model system conditions
during the tests.

Each of the 1100 thermal governor units that were analyzed was given a code. About
60% of this thermal generation was “base” loaded. Typical responses for units that were

Figure 6.32. The location of hydro and thermal generation in the WECC.
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coded T1 to T3 are shown in Figure 6.33 depicting the generator “responsiveness” in
varying degrees.

Steam thermal units were coded T1 to T3, and corresponding gas turbine units coded
G1 and G2 for fast and slow controller responses. Code T1 represents base loaded units.
Code T3 units are the responsive 5% droop units, and Code T2 units only initially
responsive.

Where SCADA data was not available for a specific unit, information obtained from a
survey of owners/control areas, regarding the base loading or responsiveness of their units,
was utilized in the selection of the turbine-governor code.

A simple block diagram of the thermal plant governor and controls is shown in
Figure 6.34 [12,13]. The governor is a Proportional–Integral–Derivative (PID) type with
the classic permanent droop feedback, typically 5%. The turbine is represented by a typical
lag-lead transfer function.14

In the new governor model, “base” load operation is simulated by setting the limiters
to limit the turbine power to a preset value. An additional MW power (load) controller is
included to model Code T1-T3 and Code G1-G3 units. This is a simple reset (PI) controller
with its gain (Kimw) typically having values of 0.01–0.02 per unit for “fast” controllers,
0.001–0.005 per unit for “slow” controllers, and 0 for no load controller action (i.e., a fully
responsive 5% droop unit). The detailed block diagram of the thermal governor model
(ggov1) is shown in Figure 6.35 [12] for further details of the model and the parameters.

Figure 6.33. SCADA recordings of typical thermal units, Coded T1, T2, and T3 to denote fast, slow,

and sustained governor responses, respectively, during the May 18, 1250MW trip test (for which

the system frequency response is shown in Figure 6.29).

14 See Section 6.5.4.
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Numerous sensitivity studies were performed to determine the effect of varying
parameters in the dynamic database before the final selection of the parameters for each
unit. The two new models, developed by GE for use in WECC studies, are the “ggov1” and
the “lcfb1” models. The “ggov1 model” (Fig. 6.28) is a generic thermal governor/turbine
model that incorporates both base loading and load controller effects [12,13]. The
parameters of “ggov1 model” are presented in Section 6.5.4. Alternatively, thermal units
may be represented by the general-purpose thermal governor model from IEEE Committee
Report [7] such as shown in Figure 6.27 augmented by the load controller model (lcfb1) in
Figure 6.35 [13]. The load controller model is a Proportional Integral or PI controller, and is
similar in structure to the load controller portion of the ggov1 model. This is shown in
Figure 6.35. Note that Ki in the lcfb1 model corresponds to Kimw in the ggov1model, and is
given identical values. The frequency bias, fb, and Kp, proportional gain, are maintained as
zero. This PI controller model may be simply added to existing thermal governor models
shown in Figure 6.27.

Upon initialization, base-loaded units and load controllers are assigned MW set point
values in the ggov1 and lcfb1 models equal to the generator dispatched value specified in
the power flow data. The output of the unit will reset to the MW setting value of the load
controller at a speed controlled by the value of the gain Kimw in the ggov1 model (or Ki in
the load-controller model lcfb1).
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Figure 6.35. Block diagram of the load controller model lcfb1.
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The major validation effort was in selecting the correct load-controller characteristic
for each unit, that is, the gain Kimw so that the simulated MW response of the unit to the
frequency deviation corresponded closely to the recorded MW response during the test.
Also sensitivity studies were conducted for each of the parameters as described in [13].

The values set for the ggov parameters are presented in Table 6.5.
The principal parameters of the model are as follows:

R the permanent speed droop, p.u.

Tb is turbine lag time constant, s.

Tc is turbine lead time constant, s.

Kpgov is governor proportional gain, p.u.

Kigov is governor integral gain, p.u.

Kdgov is governor derivative gain, p.u.

Kimw is load (power) controller gain, p.u.

(i) Model Validation with May 18, 2001 Test Data
The results of the simulations for validation and verification of the “new” model
compared with the real-time event frequency recordings from disturbance monitors
are shown in Figures 6.36–6.42.

Simulations performed with the incorrect existing models are also shown for
comparison. The existing (incorrect) modeling assumes that 100% of governors
respond in accordance with its 5% speed droop governor characteristic. The corre-
sponding SCADA, or disturbance monitoring unit, responses are identified through the
word “recording”. The accuracy of the new modeling WECC system frequency
response is evident in Figures 6.36–6.38 for the May 18, 2001 trip tests. Many more
comparative plots are given in references [12,13].

(ii) Model Verification with Random System Trip Data
Figures 6.39 and 6.4015 show simulations of two typical large “random” system
disturbances performed for the “Verification” of the new model (plots indicated by
“new thermal governor ggov1 simulation”) compared with disturbance monitoring
frequency recordings (plots recognized through the word “recording”). The plots

15 The reason that the new model simulation in Figure 6.40 differs from the disturbance recording in the 20–30 s

range is that units picking up on AGC were not properly modeled due to insufficient AGC information.

T A B L E 6.5. Principal Parameters of the New Thermal turbine Govenor Model ggov for the
Various Designated Codes [12,13]

P I D
Code r Tb Tc Kpgov Kigov Kdgov Kimw

T1 Fast load controller 0.05 10 2 10 2 0 0.005– 0.02
T2 Slow load controller 0.05 10 2 10 2 0 0.001–0.003
T3 No load controller 0.05 10 2 10 2 0 0
G1 With load controller 0.05 0.5 0 10 2 0 0.01–0.02
G2 No load controller 0.05 0.5 0 10 2 0 0

GOVERNOR MODELING 321



indicated by “Base case” are the existing incorrect 5% droop simulations. Many more
system disturbances were also verified that are not shown in this section. Note that it is
required to use a power flow base case that represents closely the system existing
conditions during the disturbance event in order to get a verifiable simulation.

Figure 6.37. Simulations of a thermal unit with a “slow” load controller of Code T2 compared

with its May 18, Test SCADA recordings.

Figure 6.36. Simulations with the new turbine-governor model of a thermal unit with a “fast”

load controller of Code T1 compared with its May 18, Test SCADA recordings.
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The new governor model went through an intensive approval and validation
process in the WECC. An intensive and coordinated effort was launched in the
WECC to obtain “validated” governor model data from the generator owners to
replace the “developmental” data created from the May 18, 2001 tests for validation
studies of the new thermal governor model. This effort included two WECC
Workshops, issue of Guidelines for selecting and validating new governor models,

Figure 6.39. Governor model verification, 2000MW Colstrip trip in Montana on Aug. 1, 2001.

Figure 6.38. System frequency response simulations with the new governor model compared

with May 18, Test recordings for the NW 1250MW trip, all AGCs switched off.
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and issue of new techniques and tutorial-type modeling programs for Model
validation and Methodologies for assisting in the process of selecting model
parameters and validating it.

To assist in the selection of the appropriate model, and the governor parameters, the
generator owners were encouraged to answer typical questions with reference to the unit
response diagram in Figure 6.41 to describe the response that best characterized their unit’s
electrical power response as recorded by disturbance recorders or SCADA. The initial
electrical response “AB” is “inertial” and is common for all responses. The responses BC
will end up in one of four ‘boxes’ characterizing “base-loaded”, fast or slow controller, or
‘responsive’ operation of the unit.

Generator MW
response

B

A

0

C

Time (s)
30

Base Loaded

Slow
controller
Code T2

C

C

Fast
controller -
Code T1

Responsive - Code T3 - No controller

30
C

Figure 6.41. Unit electrical power response diagram and code classification [13].

Figure 6.40. Governormodelverification—950MWDiablogenerationtripinCaliforniaonJune3,2002.
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EFFECTS OFAGC. For studies extending to long periods, such as for system oscillations and
dynamic voltage stability, it is desirable to model AGC. Comparison of the system
recordings of the May 18, 2001 Test when all AGCs were switched off, and the system
recording of a random trip the Colstrip 2000MW plant on August 1, 2000 clearly indicates
that AGC does make a difference in the frequency response of the system. This is illustrated
in Figure 6.42.

IMPROVED HYDRO PLANT RESPONSES. An important finding of the impact of the thermal
“unresponsiveness” on modeling was the greater importance of the “responsiveness” of
hydro modeling, and hence the greater demands on more accurate hydro modeling [14]. The
improved modeling of thermal plant response that results in a lower pickup of thermal plants
also results in a corresponding increase of pickup by frequency ‘responsive’ hydro plants.
Figure 6.43 shows the greater pickup of a typical hydro generator in the May 18, 2001 test
simulation. Because thermal plants in theWECCare predominantly located in the South, and
hydro generation is predominantly in the Northwest (see Fig. 6.32), the improved simulation
of unit MWpickup and power flows across the system, particularly in intertie flows between
the Northwest and the South, is critically significant in operation and planning studies.

SYSTEM SIMULATION IMPACTS OF THE NEW THERMAL GOVERNOR MODELING. It is important
to realize that the correct modeling of the governing responsiveness of units resulted in
significant system simulation improvements in the WECC in several areas. The following
are some of the important impacts of the new thermal governor modeling on major system
operation and planning are as

� system frequency responses can be predicted more accurately for large generation
trips;

� accurately simulates whether units pickup or not by governor action;
� improved modeling of hydro versus thermal generation responses is achieved;

Figure 6.42. Disturbance monitoring recordings comparing two real-time recordings with and

without AGC.
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� improved underfrequency and load shedding studies, involving large generation trips
and/or system islanding;

� a more accurate prediction of critical intertie flows and dynamic limits is obtained for
operation in a system such asWECCwhere responsive hydro generation is located in
the north and largely thermal generation is in the south;

� improved assessment of system oscillations and damping;
� more accurate assessment of Frequency Responsive Reserves (FRR) and Spinning
Reserves to assist in new FRR standards for the industry;

� more accurate posttransient (“governor”) power flow studies involving large gener-
ation trips.

Figure 6.44 shows the improvement in the simulations of intertie flow and oscillations
resulting from the new thermal governor modeling.

MORE ACCURATE POSTTRANSIENT (GOVERNOR) POWER FLOW STUDIES. The principles of
the new thermal governor modeling approach for dynamic studies have also been
implemented in the WECC in the “blocking” of base loaded generators in posttransient
(or “governor”) power flow studies. This is of significance in studies of constrained
systems where system generation response to a large generation plant outage could create a
voltage stability concern. For all posttransient power flow studies, units that are designated
as “base-load” units are “blocked out” in the program so that those units do not pickup for a
power flow run when generation is tripped.

SUMMARY AND CONCLUSIONS. A new thermal turbine governor modeling approach,
based on improved simulation of base-loaded units and load-controlled units, has been

Figure 6.43. Hydro plant responses: improving the accuracy of the new thermal governor

modeling (ggov1) increases the generator pickup of a typical frequency “responsive” hydro unit.
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developed in the WECC. The development of this model went through an extensive study
process that included validation to stagedWECC system tests and verification with respect
to numerous large system disturbances. After approval of the model for use in WECC, an
intensive and coordinated effort was launched in the WECC to obtain validated governor
model data from the generator owners. The new thermal governor modeling approach is
being currently used in all operation and planning studies in the WECC.

FREQUENCY RESPONSE IN OTHER INTERCONNECTED SYSTEMS. While the interest of the
WECC Governor Modeling Task Force as described in this section was specifically to
governing relating to the WECC, the Western Interconnection in North America, the
general principles of the new thermal governor modeling approach clearly apply to all large
and small interconnections.

Reference [15] by an IEEE Task Force states that in recent years, power system
operating and planning personnel have become increasingly aware of the fact that power
plant governing response is considerably less than expected and planned [16]. Earlier
observations in the Eastern Interconnection were similar to that reported in the WECC and
thermal units appear to be mainly the unresponsive ones just as later demonstrated in the
WECC.16 This issue was addressed even earlier, from the operations side, by the (then)
NERC Operating Committee and its Performance Subcommittee, who initiated an EPRI
project [17]. Personnel in the system operating components of utilities conduct “regulation
tests”that are initiated by and coordinated by the NERC Operations Subcommittee. The
committee reached a broad consensus that approximately one-quarter to one-third of the
expected governing response is found in analyses of the recorded power system frequency.

The Task Force concludes that the key points are that governing is a primary function
within interconnected (and islanded) power systems. Today in many power systems, there

16 It was also confirmed that hydro governors in the East were more responsive just as in the West.

Figure 6.44. The difference in intertie flows and oscillations between the new governor model-

ing and existing modeling.
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is a discrepancy between actual system frequency response to a generation/load imbalance
event and what is predicted using standard power system simulation tools and simulating
the event based on the expected governing response of units. The report is devoted to
providing insight on what is the cause of this discrepancy and how more refined modeling
practices may be adopted to bridge this gap between actual and simulated system response.
The Task Force also agrees that in smaller systems, such a disparity between actual and
expected primary governing could be quite disastrous. It should be added that current
trends indicate a declining primary governing response, and that if the declining trend
continues, all interconnections will eventually be put at risk for inadequate security.

USE BY OTHER INTERCONNECTIONS OF THE METHODOLOGY CREATED BY THE WECC IN ITS

NEW THERMAL GOVERNOR MODELING [12,13]. The methodology described in this section
can be very easily adapted by other interconnections. It may not be necessary to repeat the
system trip tests performed by WECC on May 18, 2001 and described in Section 6.5.5 to
prove whether individual governors in the interconnection are responsive or not in primary
control.

The following recommended procedures at the “system” level and “unit” level could
be followed:

a. Record the system frequency response of the interconnection with disturbance
recorders during a large generation trip, for example, 1000MW and more in
systems up to 100,000MW and larger trips in larger systems. Comparing with the
simulations from a large-scale stability program of the generation trip will indicate
whether there is a general modeling problem or not. A computer run of about 100 s
is required.

b. Record the actual response of individual generating units during the disturbance
using disturbance recorders or the unit’s own data recording systems example PI or
SCADA systems. The sampling intervals should be not greater than 2 s for a good
match [13].

c. Simulate the response of individual generating units for the same disturbance by a
large-scale stability program modeling the system with the known trip using
existing dynamic models.

d. Alternatively simulate the response using a two-machine equivalent system with
the frequency recording “played back” into the model as described in [13] using
either a stability program or a Matlab/Simulink program or equivalent.

e. Compare the simulated response with the actual response of the individual
generating units during the disturbance with the actual response recordings.
This will indicate whether the existing dynamic models and the expected governor
droop response is correct or not.

6.6 AGC PRINCIPLES ANDMODELING

The purpose of this section is to describe the principles of automatic generation control or
AGC, which is termed “secondary control” in the “UCTE Operation Handbook.” A review
of the literature indicates numerous publications on the many facets of AGC; however,
there is no attempt to present anything more than a basic introduction as presented in
numerous text books and published material [18–21].
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AGC as a “secondary control” has been used for several decades to meet the objective
of maintaining or bringing up the system frequency to its nominal value with its actions
deliberately slower than the “primary control” that is provided by turbine governors. In any
event, the first seconds of frequency dip and recovery after a major generator trip would
necessarily be accomplished by governor control.

When the power system’s self-regulation is insufficient to establish a stable state, the
system frequency will continue to decay until it is arrested by automatic underfrequency
load shedding (UFLS) to reestablish the load-generation balance within the time con-
straints necessary to avoid system collapse. Initial underfrequency load shedding relay
settings are typically 59.3Hz in the U.S. systems and 49Hz in UCTE. Note that, starting
with July 2009, the UCTE area is part of the new created ENTSO-E (European Network of
Transmission System Operators for Electricity).

6.6.1 AGC in a Single-Area (Isolated) System

AGC may not be required for smaller isolated systems, which may operate well with
governor control only with the backup provided by manual control. However, with droop
governors, frequency deviations will result in a permanent steady-state deviation given by
the equation R ¼ Dv=DP. The larger the disturbance, the larger will be the steady-state
deviation. AGC with a PI controller, as shown in Figure 6.45, will bring the steady-state
deviation to zero. The AGC signal is fed into the governor summing point along with the
droop signal as shown. The integral gain Ki must be adjusted for an optimal response. The
example shown in Figure 6.45 is taken from [5]. The isolated system single-area model
concepts were discussed in Section 6.4.5.

Figure 6.46 shows the frequency response of AGC system in an isolated or single-area
system.

6.6.2 AGC in a Two-Area System, Tie-Line Control, Frequency Bias

A simple model of a two-area system is shown in Figure 6.47. The two areas are each
modeled exactly as in Figure 6.45 with an equivalent system inertia, droop and damping for
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Figure 6.45. Block diagram of AGC for an isolated or single-area system.
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each area, but connected together by a tie-line. An AGC with a PI controller is provided for
each area and will bring the steady-state deviation to zero. The AGC signal is fed into the
governor summing point along with the droop signal as shown. The integral gains KI for
each AGC are adjusted for an optimal response. The simulation of this model is shown in
Figures 6.48 and 6.49. The model is taken from reference [5].
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Figure 6.47. Two-area AGC tie-line model.
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The primary equations are as follows:

� Swing equation, same as in a single-area system.
� Turbine governor model, same as in a single-area system.
� Droop equation, same as in a single-area system.
� Tie-line power.
� Frequency bias factors.

The power transfer through the tie-line is given by the product of the synchronizing
power Ps and the difference of the phase angles, that is, DP12 ¼ PsðDd1 � Dd2Þ.

Note if DP12 is assumed positive in one direction for one area, it will be in the opposite
sign for the other area.
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From the droop equation, R ¼ Dv=DP, mechanical powers in areas 1 and 2 are

DP1 ¼ �Dv

R1
and DP2 ¼ �Dv

R2
(6.8)

In each area, the power deviations should balance between generation plus imports
versus loads plus exports. In the Two Area diagram shown, these consist of the mechanical
power from the rotating inertias, the load damping, and the disturbance step.

Hence in Area 1

DP1 � DP12 � DPL1 ¼ Dv � D1

and in Area 2

DP2 þ DP12 ¼ Dv � D2

Substituting the droop equations (6.8) into these power balance equations and solving
for Dv, where

Dv ¼ �DPL1

ð1=R1 þ D1Þ þ ð1=R2 þ D2Þ

The denominators are known as the “Frequency Bias Factors” for Areas 1 and 2,
respectively, as defined below:

B1 ¼ ð1=R1Þ þ D1

B2 ¼ ð1=R2Þ þ D2

From Figure 6.47, it is seen that the Area Control Error (ACE) for each area comprises
the area’s summated power mismatch and the bias factor multiplied by the frequency
deviation:

ACE1 ¼ DP12 þ B1Dv

ACE2 ¼ DP21 þ B2Dv

It will be seen from Figure 6.49 that tie-line bias control forces the area with the
disturbance to meet its own power mismatch (disturbance change) with the other area
contributing to the transient condition of the system as a function of the frequency
deviation and its bias factor.

6.6.3 AGC in Multiarea Systems

The basic scheme is in principle essentially the same as described for each control area.
Each area will have its own centralized AGC. Within each area, the telemetered
information required includes the MW output of each generator, the flow over each
tie-line to the adjacent control areas, and the system frequency. The output from the AGC is
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transmitted to each selected generating unit’s governor. Not all units are selected for AGC
control.

At the AGC central controls, the difference between the measured frequency and the
frequency standard is multiplied by the frequency bias factor for the control area. This
signal is added to the summation of the tie-lines and the difference between the actual
interchange and scheduled interchange to produce the ACE or Area Control Error. Unit
output errors are added to ACE to form a composite error signal that drives the entire
control system logic.

(i) Area Control Error (ACE)
In the previous section, the simple Area 2 model illustrated the function of ACE. ACE
as used in control areas in practice is described in several papers in greater detail in
references [18–21]. The paper in [21] gives AGC and ACE descriptions, which give a
good understanding of practical system implementation.

ACE ¼ Tn � To � 10 � Bn � ðf � f oÞ þ corrn (6.9)

where

Tn is actual area net interchange, MW.

To is scheduled area net interchange, MW.

Bn is area frequency bias, �MW/0.l Hz.

f is system frequency, Hz.

fo is scheduled system frequency, Hz.

corrn is corrective control such as inadvertent interchange reduction.

The equation shows this AGC to have an external or perimeter view of the control
area. Control is based on the summation of tie-line telemetering with other control
areas, the value of Tn. This tie-line telemetering can be noisy, have delays, and contain
interconnected system interference, all of which become part of the ACE signal for
generation control.

(ii) AGC with processed ACE
AGC thus requires a process or filter to reduce ACE noise, which delays AGC response
for area load and interchange schedules. The lack of response becomes an imposition
on and source of control interference in the interconnected system.

The power balance in each control area is

Tn ¼ Gc þ Gb � Ln (6.10)

where

Gb is base load generation, MW.

Ln is control area load, MW.

Gc is generation on AGC, MW.

Substituting (6.10) in the (6.9) gives

ACE ¼ Gc þ Gb � Ln � To � 10 � Bn � ðf � f oÞ þ corrn
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Without going into details, further refinements of the equation are necessary for
practical applications and lead to the ACE as currently recommended by WECC [22].
Other interconnections and control areas have similar derivations.

The ACE signal as applied practically should not become too large. Absolute value
of ACE in WECC should not exceed a control area’s largest probable power or load
loss contingency or absolute value of ACE is greater than 300MW and system
frequency deviation is less than 0.025Hz. When ACE is greater than 300MWand the
system frequency deviation is less than 0.025Hz, it is highly probable that the ACE
data is incorrect. In WECC, depending on system loading, a sudden change of
1000MW has been shown to cause a deviation in frequency of approximately 0.1 Hz.

(iii) Typical frequency time responses in the WECC of large generation trips showing
AGC action

Figure 6.50 shows several typical responses following generation trips in the
WECC.17

The responses differ from trip to trip and vary according to the particular control
area in which the disturbance occurred, the special AGC control actions of that control
area, and the AGCs of the remaining control areas via their frequency bias controls,
time of day of the occurrence, system conditions at that time including inertia, load
magnitude, load damping, and so on. Some control areas are significantly deficient in
generation while others are surplus in relation to their loads. In most cases, the initial
“settling” frequency after the first swing is about half the maximum initial dip, unless
AGC action is sooner. AGC action seems to generally apply within 100 s in most plots,
in some cases sooner.

(iv) Suspension of AGC
In many control areas, the automatic generation control (AGC) is suspended for large
deviations of frequency. WECC rules are that AGC suspension should be considered
when certain circumstances exist including system conditions that could beworsened by
AGC, or if data required for ACE calculation is erroneous or missing, or for loss of any
equipment that provides control input data toAGC.The control areawith the disturbance
would remain on AGC and be required to meet the NERC DCS (Disturbance Control
Standard) criteria. AGC, if suspended, should be restored immediately after the system
frequency disturbance has been mitigated.

Unplanned loss of a critical transmission facility that causes remaining transmission
facilities to overload could result in suspension of AGC if continued AGC operation
further aggravates the overloads on the remaining transmission facilities. Controlling a
generation source that has been separated from its control area could aggravate system
conditions.

The responsible dispatcher has authority to suspend AGC if control problems arise
without discernible cause. This is a decision that has to be made on a case-by-case basis
by the generation dispatcher. During AGC suspension, generating units should remain
on governor control or local set point control. AGC should be restored to service as soon
as possible after the condition that causes the suspension has been corrected or the
appropriate mitigating action has taken place.

17 While theWECC has several sophisticated disturbance monitoring equipment installed at various locations, the

frequency recordings shown in Figure 6.50 have been taken from recordings made by Professor Grady of

University of Texas with relatively simple laboratory made equipment. In reference [23] the results have been

checked and compared closely with WECC’s disturbance recordings.
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Figure 6.50. Typical frequency time responses in the WECC of large generation trips.
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6.7 OTHER TOPICS OF INTEREST RELATED TO LOAD
FREQUENCY CONTROL

A brief discussion follows relating to certain topics that have a bearing on the successful
operation of load frequency control during normal operation and emergencies. These
include the following:

a. Spinning reserves.

b. Underfrequency load shedding.

c. Operation of an interconnected system broken into electrical islands.

d. Blackstart operation.

6.7.1 Spinning Reserves

Spinning reserves are those available online and ready to supply power in seconds or
minutes following a disturbance such as large generation unit or plant trip. This implies
“primary” or “secondary” frequency controls, meaning governors, or AGCs. There is
also an interpretation of spinning reserve that is of practical use to the system in
disturbances and what is contracted for in the market. The everyday understanding of
spinning reserves in market terms assumes that if, for example, a 200MW generator is
dispatched at 100MW, the spinning reserve immediately available in that unit is
100MW when a disturbance occurs. This is obviously technically incorrect because
a 200MW unit picks up only 6.6MW for a 0.1 Hz deviation of system frequency,
assuming a 5% droop governor action.18 The remaining part of the “available” spinning
reserve can only be automatically obtained if an AGC signal is sent to the unit. In
addition, not all units with spinning reserves are on AGC. Hence only the selected units
that are on AGC at a given moment could be technically capable of automatically
delivering 100MW of spinning reserve.

Given the loose market interpretation of spinning reserves, it is apparent that the
“planned availability” of spinning response within the control area (or “contracted”
spinning reserves from outside the control area) will clearly always tend to be over-
optimistic per current market definitions. This could lead to potentially critical conse-
quences if the generators are expected to suddenly supply “spinning” reserves during the
immediate critical time period in a cascading or islanding situation, and obviously cannot.

6.7.2 Underfrequency Load Shedding and Operation in
Islanding Conditions

UFLS is designed to assist inmaintaining the load-generation balance by dropping sufficient
load to match the generation. As frequency drops, the first stage of UFLS is triggered as the
frequency reaches 59.3Hz or 59.5Hz in NERC regions. In UCTE, slightly lower settings of
49Hz are used for the first stage. Since the initial dip in frequency is about twice the settling
frequency in a few minutes before AGC action after a large generation trip, a 0.5Hz
frequency deviation means that a 7500–12,500MW trip would have occurred in a fully
interconnected WECC depending upon system conditions as shown in Figure 6.51.

18 See the calculations in Section 6.5.5.
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The formula used for this illustrative calculation is the same as used in Section 6.5.5
except that the initial dip is twice the settling frequency for 5% droop governors:

DP ¼ Dvpk=2

R
in p:u:

terms that translates into

DP ¼ Dvpk=2=60 � System MVA

R

from which for a given frequency deviation, the power deviation can be calculated and
vice versa.

If this exercise is extended to the Eastern Interconnection (See Figure 6.52), it would
be clear that a system-wide UFLS trip for 59.3Hz or 59.5Hz is highly unlikely and it is
likely only after islanding (Figure 6.52).

The question of islanding brings up a whole different perspective to load frequency
control. It should be clear that AGCwould have been suspended previously after large system
deviations in frequency and power occur. Hence any strategy based onAGC is highly suspect
during emergency conditions. The focus then is entirely on the primary control by governors.
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Figure 6.51. Load shedding versus frequency deviation for differing WECC system conditions.
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Figure 6.52. Load shedding versus frequency deviation for differing Eastern Interconnections

system conditions—illustrating that system wide UFLS for 59.3Hz or 59.5Hz is unlikely.
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If a large number of governors are unresponsive in operation to frequency deviation as
dictated by the unit’s load controllers as discussed in Section 6.5.5, it is a foregone
conclusion that cascading will result in islands, which themselves would be subject to
massive load shedding, and eventually more generator shedding, as the generator-load
mismatch continues until a stable point is reached to minimize both the mismatch and
control frequency by governors. In some islands, excessive generation led to high
frequencies even approaching 63Hz.

In the Eastern Interconnection blackout of August 14, 2003, at least 265 generating
plants with more than 500 individual generating units shutdown [24]. Within less than an
hour, UFLS load shedding was about 30,000MW. At the end of the day, 62,000MWof load
was shed. Restoration is yet another matter for consideration; again the importance of
governor response is critical for recovery, as generators have to operate stably controlling
frequency as each section of load is added.
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7

VOLTAGE AND REACTIVE
POWER CONTROL

Sandro Corsi and Mircea Eremia

Open access and industry restructuring into generation, transmission, and distribution
companies increased the need to sustain the grid by power plants voltage and reactive
power control. In fact, the new trends of electricity market accompanied by more stressed
conditions are leading the power systems toward higher risk operational states. The
problem of an effective and automatic voltage and reactive power control in large and
complex electric systems began to be seriously considered since 1980 and its solution is
now demanding greater and greater effort for the system engineers in the definition and in
the realization of sophisticated control schemes able to increase system security and
operation efficiency. The utilities and transmission system operators (TSO) are certainly
interested in improving reliability, security, and quality of supply with an effective solution
having minimum impact on the investments. However, due to the subject novelty, they are
also monitoring the other companies trying to get advantage from the first incoming on
field experiences. Unfortunately this too prudent approach often stalls the decisions and
delays the application of new advanced and already available wide area control solutions.

The reactive power–voltage control is indispensable in power systems either under
normal or in emergency conditions. During the normal operation it ensures the transmis-
sion of electrical energy at the required voltage quality and in the most convenient
conditions for the suppliers and users. Under emergency conditions, the role of voltage
control is to increase system security by enlarging the margin with respect to the system
voltage instability limits, therefore ensuring continuity in the system operation and proper
operating conditions for the largest number of consumers.

The voltage regulation and reactive power compensation problems generally require a
different approach when considering the transmission or distribution level. In the first case,
the high-voltage (HV) network can benefit of the voltage–reactive power support offered
by the largest generators through which controlling the overall grid while, at the
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distribution level, the voltage control generally concerns each distribution area inde-
pendently: one area representing a small separate part of the overall distribution
system. Lastly, different dispatching centers and operators control the transmission
and distribution levels and, while the extra high-voltage (EHV) system operation has a
strong impact on the distribution area voltages, the vice versa is less relevant.
Moreover, while the transmission networks are characterized by R � X and large
generators, on the contrary, the distribution networks have high load density, radial
structure with R<X, and host few and small generators. Due to these differences, the
objective and modalities of the V � Q control can have different approach in the two
overlapped networks even in case of the future Smart Grid with increased amount of
distributed generators.

On the transmission grid, the main voltage control objectives are as follows:

1. Continuously maintain an appropriate high-voltage profile.

2. Minimize the power system losses.

3. Increase the system voltage stability margin.

To achieve these objectives it is necessary to have at disposal, on the transmission
level, both

a. Adequate controllable reactive power reserves, to also face contingencies;

b. An effective and automatic wide area voltage control system.

On the distribution networks, the main voltage control objectives are as follows:

1. Maintain the voltage at the consumers terminals in acceptable range.

2. Minimize the system local losses.

3. Increase the distribution area voltage stability margin.

The achievement of these objectives would require, at each distribution area:

a. A strong voltage support by the local transmission network (high voltages and as
much as possible maintained at constant value).

b. Areas with high-voltage controllability by on-load tap changers (OLTC).

c. Adequate compensating equipments, well located, to face the extreme load
conditions.

d. An effective and automatic distribution area voltage regulation system coordinat-
ing the distributed generators (when available) and OLTCs controls and operating
on the local compensating equipments only when needed—at the time their
switching is of real voltage support—by also minimizing the number of their
maneuvers.

From the above considerations, the voltage control in the transmission and distribution
networks clearly appears as two distinct solutions to be achieved separately. Importance
should be given to the great advantage the distribution area takes by an effective
transmission network voltage control, due to the opportunity to minimize the MV level
control effort as regards OLTCs and the number of maneuvers at the compensating
equipments. Furthermore, the distribution losses minimization as well as the distribution
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area voltage stability increase can be easily achieved under the support of a transmission
grid automatic voltage control.

Generally speaking, the voltage control problem is strongly influenced by the actual
operating conditions of the power systems that continuously change in away the dispatching
operator is not able tomanually track. In fact, the operator recovers the voltage loweringwith
some delay and with a clear difficulty given by a not coordinated and in some cases
discretionary manual controls. Moreover, the tendency to exploit the electrical lines near the
loadability limit determines a system voltage vulnerability increase.

The use of an automatic voltage control system, able to coordinate all the control
variables and the available reactive power resources in the amount and at the time they are
needed, is therefore theway to give important improvements both at the transmission and at
the distribution levels.

Until now all the given considerations are based on the assumption that the power system
main objective is the loads feeding in all the possible operating conditions. Therefore, the load
shedding for voltage control was not considered inside the normal operation but against heavy
contingency only, to protect and save part of the system in front of a real voltage instability risk.

This obvious consideration does not find in practice coherent generalized examples
also because the short cut of the voltage control by load shedding is often proposed or
justified as the only available solution. The writing authors are against this unnatural
practice unless for protection needs. They fully agree with one of the Charles Concordia’s
[1,2] last comment on the subject: “too easy but not professional by power system
engineers controlling grid voltages by mainly operating load shedding”!

The way the load shedding practice is operated around the world, under the push of the
energy market liberalization, often put in evidence the system operator adaptation, without
criticism, to the energy market rules instead of improving at the best performances of its
voltage control system, thus minimizing the customer’s interruptions vulnerability. This
objective is also overlooked in most of the electrical energy monopolistic regimes, where
the lack of innovating voltage controls is also relevant.

The voltage control strategy is obviously strongly influenced by the defined operating
rules and available control structure in a power system as well as by the commercial
supplier–consumer relationship. Therefore,

� the tendency to exploit the electrical lines near their loadability limits,
� the insufficient interconnection lines between neighboring systems, and
� the increasing power quality requirements by the customers

contribute to the system vulnerability in the voltage plan, that is, in the energy interruptions
to the consumers as well as in the violation increase of power quality requirements.

7.1 RELATIONSHIP BETWEEN ACTIVE AND REACTIVE POWERS
AND VOLTAGE

7.1.1 Short Lines

In order to establish the relationship between active and reactive powers and voltage, the
one-line diagram and the phasor diagram of a short line are considered (Figure 7.1) [3,47].

In Figure 7.1, _V 1 and _V 2 are the phase voltages, while _I1 and _I 2 are the currents at the
line ends.

342 VOLTAGE AND REACTIVE POWER CONTROL



The absence of the shunt admittance leads to _I ¼ _I1 ¼ _I2 in all points along the line.
Denoting by w the angle between _I and _V 2, then Ia ¼ I cos w and Ir ¼ I sin w are the active
and reactive components of the current _I . Assuming that the voltage _V 1 is constant and _V 2

is taken as phase origin, the complex voltage drop D_V ¼ _Z_I ¼ DV þ j dV has two
components:

DV ¼ RIa þ XIr

dV ¼ XIa � RIr
(7.1)

where _I ¼ Ia � jIr for inductive loads, and DV and dV are the longitudinal and transversal
components of the voltage drop.

Let _S ¼ 3_S0 and _S0 ¼ V2 Ia þ jIrð Þ ¼ P02 þ jQ02 denote the three-phase complex
power and the single-phase complex power, respectively. Introducing the active power P02

and the reactive power Q02 in equation (7.1), we obtain

DV ¼ RP02 þ XQ02

V2

dV ¼ XP02 � RQ02

V2

(7.2)

Because generally R � X for transmission lines, it results

DV � XQ02

V2

dV � XP02

V2

(7.3)

Therefore, the voltage drop DV is mainly due to the reactive power flow on the line, so
the magnitude difference between _V 1 and _V 2 depends mainly on the reactive power
transits, while the active power substantially affects the phase difference. In order to reduce
the voltage drop, the flow of reactive power should be avoided. In practice, this can be
possible by reactive power generation near the consumption area.

Starting from relation (7.3), and taking into account the fact that V1=V2 is close to 1,
we can write

DV

V2
� DV

V1
� XQ02

V2
1

� Q02

S02cc
(7.4)

where S02cc ¼ V2
1=X is the short-circuit power at node 2.

Z = R + jX

(a) (b)

I1 I2

V1 V θ
2

I
V1

I
RI

jXIV2

V

VV

Figure 7.1. Short line model: (a) one-line diagram; (b) phasor diagram.
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The characteristic V–Q of the system is given by expression

V2 � V1 1� Q02

S02cc

� �
(7.5)

This means that the voltage at the node 2 depends on the amount of the reactive power
as well as on the weakness of the node.

The minimization of reactive power transfer is also motivated by the reduction of the
Joule losses on the line. These losses are expressed by the equation

DPj ¼ 3RI2 ¼ 3R
S22ffiffiffi
3

p
U2

� �2 ¼ R
P2
2 þ Q2

2

U2
2

(7.6)

Due to the thermal limit defined for any network element by the admissible current, the
reactive power transit also reduces the active power transmission possibilities. The losses
minimization does, therefore, involve the reactive power compensation as well as the
system operation at the highest voltage values.

From the above considerations it clearly appears the following:

� The voltage magnitudes are substantially determined by the reactive power flows.
� Reactive power flow on the line reduces the voltage at the receiving bus.
� Reactive power flow on the line produce increased losses.
� The stronger the short-circuit power in a given bus, the less the reactive power flow
delivered to that bus reduces its voltage value.

From the point of view of the load voltages further considerations are required.
Referring to Figure 7.2, it shows two different types of reactive loads, one of inductive

type þjXð Þ and the second of capacitive type �jXð Þ.
Considering the inductive load (Figure 7.2), we have

_V 2 ¼ jXð�jI2Þ ¼ XI2 ¼ V2

V2 ¼ XI2 ¼ X
Q02

V2

then

V2
2 ¼ XQ02

In case of small variations

2V2 DV2 ¼ X DQ02

I2 I2

V2 V2

I2

I2V2

V2

+jX –jX

Figure 7.2. One-line diagram of inductive load þjXð Þ and capacitive load �jXð Þ.
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then

DV2 ¼ X DQ02

2V2

or

DV2

V2
¼ X DQ02

2V2
2

(7.7)

According to (7.7), it clearly appears that the voltage of an inductive load increases
when injecting reactive power into it. Obviously, the higher is the short-circuit power of the
bus the less is the effect in terms of voltage increase, for a given amount of reactive power
absorbed by the load.

Analogously, by considering the capacitive load (Figure 7.2), but with the reactive
power delivered by the load

V2 ¼ ð�jXÞðjI2Þ ¼ XI2

V2 ¼ XI2 ¼ XQ02

V2

then

V2
2 ¼ XQ02

Therefore,

2V2 DV2 ¼ X DQ02

DV2 ¼ X DQ02

2V2

DV2

V2
¼ X DQ02

2V2
2

(7.8)

According to (7.8), it clearly appears that the voltage of a capacitive load increases
when the load delivers reactive power to the grid.

In conclusion, the reactive power injection into a load bus increases or reduces the bus
voltage depending on the inductive or capacitive nature of the load seen by the bus.

In a predominant inductive grid, the understanding of the positive or negative effect of
the reactive power injection on the load bus voltage would require the comparison of the
line voltage drop effect with the load bus voltage increase.

Because the transmission lines reactance is very small in comparison with the loads
seen by the transmission busses and due to the fact that real loads are of reactive nature
basically, the obvious conclusion is the correctness of the transmission network voltage
control by reactive power injection into the load busses from the nearest resources.
Furthermore, the higher is the voltage in the transmission grid the lower is the control effort
to sustain voltages, this because of the capacitive effect of the lines.
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7.1.2 Taking into Account the Shunt Admittance

Examining the medium=long length line case we may say that the shunt admittance can no
longer be neglected, like in a short line case. Refer to the line p scheme, where the shunt
parameters are modeled by a concentrated capacity C.

Again, denoting by _S ¼ 3_S0, the complex power at a given bus of voltage V , the
current I is equal to the ratio S0=V . The reactive power balance between the amount
produced by the line and the amount absorbed by the line reactance is

Q0 ¼ vCV2 � vL
S20
V2

Notice that there exists an active power P0,N that makes the reactive balance zero:

P0;N ¼ V2

ffiffiffiffi
C

L

r
¼ V2

ZC

Under these conditions, the power is transmitted on the line at constant voltage
magnitude and unitary power factor. If the transmitted power S0 is higher than the natural
power P0,N, like for high loaded overhead lines, the line absorbs reactive power. For cables,
the term vCV2 is preponderant and reactive generation always exists. For cable lines, the
admissible maximum thermal power is always lower than the natural power.

In conclusion, the shunt capacitive susceptance (Bc) gives, in general, a significant
contribution to the voltage support, partially compensating the local loads, unless of
particular operating conditions. This reactive power contribution has to be undoubtedly
considered in power system voltage analysis but only in terms or reactive power resources
determining the operating point, and not to be used for the real-time voltage control. In
other terms, the voltage control is not generally performed by continuously switching
on=off the electrical lines.

7.1.3 Sensitivity Coefficients

In large networks, considering the active and reactive powers injection into the system
busses, the corresponding effects are in general seen in terms of voltage and frequency
variations. Referring to the voltage variations (vector dV), they are usually described in
terms of the differential matrices @V=@P and @V=@Q, otherwise called sensitivity matrices,
denoted by SVP and SVQ, respectively. The voltage variation in a network point corresponds
to a reactive power flow change on concurrence lines in that point. So we can write

dV ¼ @V

@P
dPþ @V

@Q
dQ ¼ SVP dPþ SVQ dQ (7.9)

The coefficients of these matrices obviously depend on the loads and lines character-
istics and show at each bus, for a given injection, the resultant effect of the local changes in
either reactive power flows or line losses or loads. Numerically speaking and also in terms
of voltage control, the most important matrix is @V=@Q, whose coefficients indicate for
each bus the reactive power amount necessary to produce a desired voltage variation in the
same or in the other busses.

Section “Dynamic Model of the Regional Control System” provides further informa-
tion on the linearized system model and its use in the voltage control system design.
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7.2 EQUIPMENTS FOR VOLTAGE AND REACTIVE POWER CONTROL

From the previous considerations, the practical way to perform the voltage regulation in
power systems substantially requires the control of the generated and consumed reactive
powers and their flows at different levels (transmission and distribution) in the power system.

The synchronous generators are the main equipments in the power system able to
deliver or absorb a significant amount of reactive power. The automatic voltage regulator
(AVR) controls the generator excitation in order to maintain the voltage at the stator
terminals at the set point value. Because this local priority control is mainly concerned with
the generator voltage at LV level, it does not use at the best all the generators available with
reactive power resources to cover the real voltage control needs at the HV load busses.

Other equipments contributing to support the system voltages are the compensating
equipments, generally installed into the substations. These equipments can be classified as

� reactive power sources or loads: this category include shunt capacitors, shunt
reactors, synchronous compensators, and static compensators;

� equipments providing compensation of the lines inductive reactance–the fixed or
switched series capacitors;

� tap changing transformers.

The shunt reactors and capacitors as well as the series capacitors are passive
compensation devices. They can be permanently connected or switched. In the first
case, they have been designed as part of the basic grid to be controlled. In the second
case, they represent part of the control resources supporting the basic grid voltages by
recovering their variations. Hereinafter, we mainly refer to them as switchable and
therefore controllable reactive power resources. Their stepping control is usually of
manual, local, or remote type.

The synchronous and the static compensators are continuous and closed loop
compensation devices. The reactive power absorbed or generated by them is automatically
adjusted in such a manner to maintain constant the voltage level of the buses where they are
connected. These equipments, similarly to the generators, maintain the controlled bus
voltage at the set point value. In terms of voltage control they do not differ from the real
generators.

7.2.1 Reactive Power Compensation Devices

Shunt capacitors are used for increasing lagging power factor contribution, whereas
reactors are needed when leading power factor corrections are required such as in case
of lightly loaded cables. In both cases, the effect is to supply=absorb reactive power to
recover the voltage values around the nominal one. Unfortunately, lowering the voltage, the
VArs produced by shunt capacitors or absorbed by reactors decrease, thus when needed
most of their effectiveness, reduces unless they are controlled before the voltage signifi-
cantly decreases. On the contrary, with light loads the voltages are high and the reactive
powers produced by the capacitors or absorbed by the reactors are larger than the nominal
values and their effectiveness is increased unless correctly controlled.

7.2.1.1 Shunt Capacitors. Capacitors are connected directly either to a bus bar or to
the tertiary winding of a main transformer and are disposed along the route to minimize the
losses and voltage drops. They compensate locally the reactive power of the consumers and
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are distributed throughout the system. The main advantages of the shunt capacitors are the
low cost and the flexibility of installation and operation. Their principal disadvantage is the
reactive power output reduction at low voltages being proportional to the voltage square.
Moreover, the switching reduces their life.

The largest application of this compensation device is generally required by the
distribution systems to supply the reactive power as close as possible to the point where it is
consumed, that is, at the load buses.

Compensation schemes include both fixed and switched capacitors banks. In the case
of transmission systems, the shunt capacitors are used to compensate for the XI2 losses and
to ensure satisfactory voltage levels during heavy load conditions. The capacitor banks are
switched either manually or automatically by a voltage relay. Their location in the field is
defined after detailed power flows, contingencies analysis, and transient studies. Switching
on=off the capacitor banks provides the conventional mean of controlling the system
voltages to recover large voltage deviation, typically due to load difference between night
and day or after large contingencies. They cannot contribute to the continuous real-time
voltage control due to the limitation on the switching maneuvers amount.

7.2.1.2 Shunt Reactors. Generally, the shunt reactors are used to compensate the
line capacitance effects by limiting the voltage rise at open circuit or with light load. They
are often used for EHVoverhead lines longer than 150–200 km where the capacitive line-
charging current flowing through the high value inductive reactance causes a voltage rise
with the highest values at the sending end of the line. The shunt reactors can be connected
directly to the electric line or through the tertiary windings of a transformer installed in the
terminal station (Figure 7.3).

To weak
system

To strenght
system

XR1 XR2 XR3

XR2 : permanently line-connected reactor

XX R3R1, : switchable reactors connected to
tertiary windings of transformers

XR3

XR2
XR1

To strenght
system

To weak
system

Figure 7.3. Shunt reactors possible connection configurations.
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In the case of robust systems, the shunt reactors are permanently connected to the long
electrical lines to limit temporary (lasting less than 1 s) or switching overvoltages up to
1.5 p.u. Additional shunt reactors can also be used on the electrical lines to limit the
lightning over-voltages. During heavy load conditions the shunt reactors must be dis-
connected and, to this purpose, they are equipped with switching devices. On short lines
supplied by weak systems only, switchable reactors are used. Shunt reactors cannot
contribute to the real-time continuous voltage control due to the limitation in the number
of the switching maneuvers.

7.2.2 Voltage and Reactive Power Continuous Control Devices

7.2.2.1 Synchronous Generators. Synchronous generators are primary voltage
control devices and primary sources of spinning reactive power reserve. To meet reactive
power demand, generators can be controlled inside their operating over- and under-
excitation limits. Due to the time constant values associated with the generator rotor and
stator thermal dynamics, a short time overload capability is allowed and can be usefully
utilized through transient overvoltage and overexcitation limiting circuits. On a continuous
basis, a generator will be operated successfully inside its voltage limits (usually between
þ5% and�5%) and its operating over- and underexcitation limits that define the available
reactive power field. The generator capability curves are voltage dependant, therefore the
overexcitation limit (OEL) and underexcitation limit (UEL) change dynamically. More
precisely, if the generator voltage increases the overexcitation limit reduces the deliverable
reactive powers while the underexcitation limit increases the absorbable reactive powers.

Figure 7.4 shows the limiting curves of the reactive power available at the generator in
terms of the active load and terminal voltage at a given power factor.

The range area subtended by the armature current and the field current limits
represents the available operating points of the generator in overexcitation.

By decreasing the active power generated by the machine, a larger reactive power
reserve is created until the field current limit is reached. The diagonal dotted line represents
the points at which the armature current and the field current of the generator have the same
limiting values.

From Figure 7.4, it also results that if the terminal voltage decreases the available
reactive power reserve of the generator increases (even instantaneously).

The generators provide voltage regulation in their admissible ranges. When a surplus
of reactive power reserve exists in the system, the generators should absorb reactive power
operating in the underexcitation domain until it reaches the underexcitation limit.
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its at a given power factor.
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Nevertheless, because the turbine limit Pmax is more restrictive than the armature limit,
the possible decrease of the active power produced by the generator, in front of a lack of
reactive power reserve, obtains an increase of reactive power availability mainly dependant
on the shape of the field current limit curve. Therefore, the possibility to enlarge the reactive
power limit by reducing the active power production does exist but it is not relevant and its
use becomes reasonable only when critical voltage values are reached, that is, only after the
system operator has used all the other available reactive power resources in the field.

In conclusion, the reactive power produced or absorbed by an electric generator
mainly depends on the generated active power and the terminal voltage [3].

At constant generator voltage, the generator reactive power decreases if the grid
voltage increases and conversely it increases when the grid voltage decreases. This has a
stabilizing effect on the grid voltage. The increased or decreased reactive power output acts
in a way to partially counteract the grid voltage variation.

7.2.2.2 Synchronous Compensators. A synchronous compensator=condenser is
a synchronous machine running without a mechanical load and, depending on the value of
excitation, it can absorb or generate reactive power in the same way as the synchronous
generator. Even if its losses are considerable compared to static capacitors, its power factor
is nearby zero, that is, it can operate at the maximum delivery or absorption of reactive
power, according to the operating limits (Figure 7.5).

When the compensator operates in the overexcitation domain it injects reactive power
into the network but absorb a field current that leads the voltage at the connection bus bar to
90�. When the compensator operates in the underexcitation domain it absorbs reactive
power from the network and absorbs a field current that again leads the voltage to 90�.
Acting on the machine excitation, the reactive power injected=absorbed from the network
by the synchronous compensator can hereby be controlled.

When used with a voltage regulator, the compensator can automatically run overexcited
at high loads and underexcited at light loads but its amount of supplied=absorbed reactive
power will strongly depend on the operating voltage set point value. The compensator is run
up as an induction motor in 2.5 min and then synchronized. The ratio between the maximum
absorbed reactive power Qunder

k and the maximum supplied reactive power Qover
k is an

important characteristic of the synchronous compensator. Due to the fact that in under-
excitation operation the compensator becomesunstable at low field currents, the synchronous
compensators are usually designedwith a ratioQunder

k =Qover
k ¼ 0:5� 0:65. If this ratio is low

with respect to the required Qunder
k value, one of the following solutions can be adopted:

� Increase the ratio defined earlier up to the value 1 by enlarging the compensator air
gap, with the disadvantage of increased cost.

� Combine the operation of the synchronous compensator with shunt reactors.
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Figure 7.5. Variation of the reactive power sup-

plied=absorbed by the synchronous compensator

in terms of the field current.
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A great advantage is a flexible operation at all load conditions. Even if the cost of such
installations is high, it is justified in some circumstances, such as at the bus bar receiving
end of a long high-voltage line, where the transmission at less then unity power factor
cannot be tolerated. Maintenance costs of this machine are usually high.

7.2.2.3 Static VAr Controllers and FACTS1. SVC is a FACTS fully dedicated to
voltage support. SVCs operate the electronic soft switching of their own shunt reactors
and=or capacitors achieving a continuous reactive power variation. They are ideally suited
to control the varying reactive power demand of large fluctuating loads and the over-
voltages dynamics due to load rejection. They are also used in HVDC converter station and
where the fast control of voltage and reactive power flow are required.

Compensation along the electrical lines requires a midpoint dynamic shunt. With a
dynamic compensator at the midpoint, the symmetrical line behavior is achieved. The
midpoint voltage will vary with the load, and an adjustable midpoint susceptance is a
way to maintain constant voltage magnitude, therefore, the advantage of the SVC use is
evident. With rapidly varying loads, the reactive power demand can be speedily
corrected by SVC, with small overshoots and voltage rising. The power system
oscillation damping can also be obtained by rapidly changing the output of the SVC
from capacitive to inductive so as to counteract the acceleration or deceleration of
interconnected machines.

The GTO technological advance, with a controlled on=off capability at high power
level, opened new possibilities for power electronic equipments permitting better man-
agement of transmission grid through rapid, continuous, and flexible control of reactive
and active power flows.

The high switching frequency of IGBT allows extremely fast control, which can be
used in areas such as mitigation of voltage flicker caused by electric arc furnaces.

The STATic COMpensator (STATCOM) is another static VAR controller having
characteristics similar to the synchronous compensator, but as an electronic device, it has
no inertia and many advantages: better dynamics, a lower investment cost, and lower
operating and maintenance costs. It can be seen as a voltage source behind a reactance. It
provides reactive power generation as well as absorption purely by means of electronic
processing of voltage and current waveforms in a voltage source converter. This means
that capacitor banks and shunt reactors are not needed for generation and absorption of
reactive power, facilitating a compact design and size. With the advent of STATCOM,
still better performance can be reached in areas such as dynamic and steady-state voltage
control in transmission and distribution systems and simultaneous control for both active
and reactive powers.

Generally speaking, voltage source converters connected in “back-to-back config-
uration” between two AC bus bars enable active power transfer between two AC grids
(synchronous or asynchronous or even with different frequencies), simultaneously pro-
viding reactive power support to the AC networks.

Lastly the unified power flow control (UPFC), incorporating a static synchronous
series compensator (SSSC) as the series part and a STATCOM as the shunt element, is also
appropriate for carrying out the following functions simultaneously: transient stability
improvement, power swing damping, and voltage stability improvement.

1 FACTS=Static devices are developed in the next volume of the editors titled “Advanced techniques and

technologies in power systems: FACTS and Artificial Intelligence.”
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7.2.3 On-Load Tap Changing Transformers

7.2.3.1 Generalities. A transformer tap is a connection point along a transformer
winding that allows the number of turns to be selected. By this means, a transformer with a
variable turns ratio is obtained, enabling voltage regulation of the secondary side. Selection
of the tap in use is made via a tap changer mechanism.

The tap changing transformers are efficient elements to regulate the voltage at one side
sustained by the voltage value at the other side. The introduction of a supplementary
longitudinal voltage is made in the direction of voltage increasing or decreasing,
decreasing or increasing the turns ratio by changing the number of turns of a winding.
The taps are usually made on the higher voltage, or lower current, side of the transformer in
order to minimize the current handling during the switchovers. By changing the turns ratio
the voltage in the secondary circuit is varied and the voltage control is obtained. This
constitutes the most popular and widespread form of voltage control at all voltage levels.

Figure 7.6 is a schematic diagram of a tap changer placed in the secondary only or in
the primary only: in both cases, the difference between the voltage to be regulated and the
desired voltage value is transmitted to a motor, which actuates the changer. Contrary to the
diagram of Figure 7.6, the turns to be disconnected or connected are not located at the ends
of the windings: for the structural reasons, they are to be placed in a central position of the
windings or symmetrically distributed between the two ends.

Figure 7.7 is indicating the equivalent circuit in G of a two-winding transformer if the
tap changer is located in the secondary (Figure 7.6a).

� If the connections of the primary and secondary are identical (e.g., star–star or delta–
delta), we can write the equation

_V 0
s ¼ N_V s

_I 0s ¼
1

N
_I s

(7.10)

Z

~~

N

Y0

Ip

Vp Vs

I s

Vs

I s

Figure 7.7. Single-phase equivalent circuit in G of a

two-winding transformer.

V1
V

(a) (b)

2 V1 V2

Figure 7.6. Single-phase representation of an OLTC: (a) tap changer in the secondary; (b) tap

changer in the primary.
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N being the actual turns ratio, usually different from the nominal one Nnom
2

Nnom ¼ Vn1

Vn2
¼ In2

In1
(7.11)

where Vn1 and Vn2 are the nominal phase-to-earth voltages of the primary and
secondary, while In1 and In2 represent the nominal phase currents of the two windings.

From equation (7.10), we can infer that [4]

_V 0
s

Vn1
¼ N

Vn2

Vn1

_V s

Vn2

_I 0s
In1

¼ 1

N

In2

In1

_I s
In2

that is, in p.u.

_v0s ¼ m_vs

_i 0s ¼
1

m
_is

(7.12)

where

m, N

Nnom
(7.13)

is the turns ratio in p.u.
Also, we can write the relation between the voltages and currents, respectively, at

the ends of transformer:

_vp ¼ _z0_i 0s þ _v0s

_i p ¼ _y0_v0p þ _i 0s
(7.14)

where

_z0 , _Z
In1

Vn1

_y0 ¼ _Y 0
Vn1

In1

(7.15)

Equations (7.12) and (7.14) completely describe the behavior of an OLTC in p.u.,
for each value of m. These equations may be easily associated with the single-phase
equivalent circuit of Figure 7.8.

� The primary and secondary windings are connected in a different way (e.g., star–
delta or delta–star configurations) [4].

2 In literature, the turns ratio is also defined as a:1, where a ¼ Nik, and 1:a, where 1=a ¼ Nki.
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If we consider the star–delta connection, which may produce the two situations
shown in Figure 7.9 (the polarity of the delta winding is different).

With regard to the positive sequence, let us call _VA1, _VA2 the winding voltages,
with the real turns ratio of ideal transformer

N ¼ _VA1

_VA2

Va1 Vb1

Vc1

VA1

a

b

c

Vab2

Vbc2

Vca2

VA2
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Va1=VA1
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c
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Figure 7.9. Star–delta connections of a two-winding three-phase transform and phasor diagrams

of positive-sequence voltages [4].
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Figure 7.8. Single-phase equivalent circuits, in p.u., of

an OLTC.
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_VA1 and _VA2 are, of course, in phase. The phase voltages and winding voltages for
the primary coincide, whereas the winding voltages of the secondary (see
Figure 7.9a) are orderly equal to the phase-to-phase voltages3 _Vab;2, _Vbc;2, _Vca;2.

Hence, the voltage of phase “a” of the primary leads the voltage of the same phase
of secondary by 30�, and similarly for phases “b” and “c”. More precisely

_V a2 ¼ _VA2ffiffiffi
3

p e�j30� or _VA2 ¼
ffiffiffi
3

p
_V a2 e

j30� (7.16a)

that is,

_V a1 ¼ _VA1 ¼ N_VA2 ¼
ffiffiffi
3

p
N_V a2 e

j30� (7.16b)

In the single-phase equivalent circuit of Figure 7.9b, the real turn ratio N of the
ideal transformer becomes

ffiffiffi
3

p
N ej30

�
for the voltages, that is, complex.

For the currents, as the ideal transformer has remained such and the two complex
powers should always be equal, that is, the equation

_V 0
s_I

�
s ¼ _V s_I

�
s (7.17)

must be satisfied, we get

_I 0s
_I s

¼ _V s

_V 0
s

� ��
¼ _V a2

_V a1

� ��
¼ 1ffiffiffi

3
p

N
ej30

�
(7.18)

So, also the phase currents of the primary lead the currents of the secondary by 30�. In
other terms, the turns ratio of the currents is equal to the conjugate inverse of the turns ratio
of the voltages. In the case shown in Figure 7.9b, the phase variables of the primary lag (do
not leg) the phase variables of the secondary by 30�. In conclusion, in star–delta (and delta–
star) connection, the primary and secondary phase variables have a positive-sequence
phase difference of 30� lead or lag.

Three-phase transformers with different configurations of their primary and secondary
connections are transformers with complex turns ratio.

7.2.3.2 Switching Technologies.

Off-Load Designs. In low power, low-voltage transformers, the tap point can take the
form of a connection terminal, requiring a power lead to be disconnected by hand
and connected to the new terminal. Alternatively, the process may be assisted by
means of a rotary or slider switch.

Because the different tap points are at different voltages, the two connections should
not be made simultaneously, as this short circuits a number of turns in the winding
and would result in an excessive circulating current. This therefore demands that
the power to the load be physically interrupted during the switchover time. Off-load

3 Note that in Europe, the phase-to-phase voltage is mainly denoted by U and the phase-to-earth (or neutral)

voltage is denoted by V, and their relationship is U ¼ ffiffiffi
3

p
V .
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tap changing is also employed in high-voltage transformer designs, though it is only
applicable to installations in which loss of supply can be tolerated.

On-Load Designs. Because interrupting the supply is usually unacceptable for a power
transformer, these are often fitted with a more expensive and complex on-load tap
changing mechanism. OLTCmay be mechanical, or as electronic. Further, the basic
switching technologies are presented and compared.

MECHANICAL TAP CHANGERS. The more common type of mechanical OLTC has two
parts: a tap selector to select the tap position and a diverter to transfer the current from one
tap position to another. During tap changing, neither the load current must be broken nor
the taps be short circuited. For this reason, an impedance or resistor or reactor is connected
between the taps during the changeover to minimize the circulating current. The tap
selector and the diverter are typically oil immersed.

A mechanical tap changer physically makes the new connection before releasing the
old, but avoids the high current from the short-circuited turns by temporarily placing a large
diverter resistor (sometimes an inductor) in series with the short-circuited turns before
breaking the original connection. This technique overcomes the problems with open or
short-circuit taps. The changeover nevertheless must be made rapidly to avoid overheating
of the diverter. Powerful springs are wound up, usually by a low power motor, and then
rapidly released to affect the tap changing operation. To avoid arcing at the contacts, the tap
changers are filled with insulating transformer oil. Tapping normally takes place in a
separate compartment to the main transformer tank to prevent contamination of its oil.

One possible design of on-load mechanical tap changer is shown in Figure 7.10 [5].
Let us assume that the tap is in position 2, with load supplied directly via the right-hand

connection. Diverter resistor A is short circuited; diverter B is unused. In order to move
from tap 2 to tap 3, the following sequence occurs:

1. Switch 3 closes, an off-load operation.

2. Rotary switch turns, breaking one connection and supplying load current through
diverter resistor A.

Line
terminal

Neutral
terminal

1
2

3

5
6

7

4

8

AB

Figure 7.10. A mechanical on-load tap changer

design. “A” and “B” are the diverter resistors [5].
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3. Rotary switch continues to turn, connecting between contacts A and B. Load now
supplied via diverter resistors A and B, winding turns bridged via A and B.

4. Rotary switch continues to turn, breaking contact with diverter A. Load now
supplied via diverter B alone, winding turns no longer bridged.

5. Rotary switch continues to turn, shorting diverter B. Load now supplied directly via
left-hand connection. Diverter A is unused.

6. Switch 2 opens, an off-load operation.

In the case of mechanical tap changers, the preferred location of tap changer is
the neutral end of the higher voltage winding. The diverter duty is minimized with
the lower current on the high-voltage winding. In the case of mechanical contacts
in oil, the higher dielectric strength needed for the higher voltage stresses resulting
from choosing the high-voltage winding can be obtained without significant cost
penalty.

The main disadvantages of the mechanical OLTC, which should be overcome by other
switching technologies are as follows:

� Breaking the current in the diverter leads to arcing at contacts. This leads to wear and
erosion of the contacts, requiring appropriate maintenance.

� The power loss of transition resistors is raising the oil temperature inside the diverter
switch compartment during commutations. Consequently, continuous operation is
normally not allowed to keep the oil temperature within admissible limits.

� Contact arcing contaminates the oil and so oil replacement is needed on the occasion
of regular inspection intervals.

� Special mechanism has to be installed at the OLTC to prevent disastrous conse-
quences in case of failures with regard to shafting.

� The tap change operation, adequate for normal steady-state voltage regulation, is
relatively slow: the speed of the diverter switch is in the range of 50–100 ms. The tap
selector switch is slower and could take minutes to traverse the full tap range.

Figure 7.11 presents typical sectional views of a “diverter selector” and “selector
switch,” respectively [6].

VACUUM SWITCHED TAP CHANGERS. Some of the above disadvantages could be over-
come by the use of vacuum switches to replace the mechanical contacts in oil, either in the
diverter alone or in the diverter and the tap selector. In comparison with the mechanical
switching technology, the vacuum switching technology improves the regulating perform-
ance due to the following features:

� Friendly to the environment: no oil carbonization (no arcing in the insulating oil), no
oil filter unit, and expended lifespan of the insulating oil.

� Possibility to use alternative insulating media.
� No substantial effects of the contact wear on the life of the OLTC.
� Free of maintenance for up to 300,000 operations or even more for almost all
network applications.

� Increased transformer availability.
� Significant reduction of life cycle costs.
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These features allow this technology to be more and more implemented in power
systems nowadays. Moreover, the vacuum switching technology has clear advantages in
regard of the following points: maximum step voltage; maximum step power; long-term
resistance in alternative insulating media; overall complexity and low risk of failures. In
spite of these advantages, this technology does not improve the power system perform-
ances with respect to system stability or subsynchronous resonance.

In order to expose the operation principle of this technology, a particular case was
chosen: the RMV-II Load Tap Changer (Figure 7.12) [7]. The load tap changer is used in
conjunction with oil-immersed power transformers, regulators and phase shifting trans-
formers (PSTs) to change taps under load, thereby controlling voltage magnitude or phase
angle. The tap changer works on the preventive autotransformer (reactor) switching
principle with vacuum interrupters to accomplish the tap change. Vacuum interrupters
are used to interrupt the circuit within a half cycle. The interruption takes place in a vacuum
of approximately 10�6 Torr instead of the usual arcing under oil. Thus, oil contamination
is eliminated.

As regards the design, the RMV-II load tap changer consists of an oil compartment
(Figure 7.12a) containing tap and changeover selectors, vacuum interrupters and by-
pass switches, a separately housed drive mechanism switch assembly, and other accessories
depending on the on-site conditions. Each phase consists of a tap and changeover selectors
positionedon an epoxymolded terminal board and avacuuminterrupter and bypass switch on

Figure 7.11. Typical sectional

views of diverter selector (a) and

selector switch (b). (Courtesy of
Easum-MR [6].)

358 VOLTAGE AND REACTIVE POWER CONTROL



a separate vertical insulating panel mounted rigidly from the top of the tap changer oil
compartment. The vacuum interrupter drive assembly is a cam action spring driven
mechanism, which impacts an operating rod, when opening and closing. The operating
rod is connected to the vacuum interrupter moving contact. The vacuum interrupter consists
of a stationary and a moving contact enclosed in a vacuum-tight ceramic insulating envelope
(Figure 7.12b). Themoving contact is sealed through a flexiblemetal bellows protected from
the arc by a shield. A metal shield surrounds the contacts forming an arc chamber and
condensing surface to collect vaporized contact material that arises during arcing.

The tap changer operation (Figure 7.13) is divided into three major functions:

� Arc interruption and reclosing by use of the vacuum interrupters in conjunction with
the associated bypass switches.

� Selection of the next tap position by the tap selector assemblies in proper sequence
with the operation of the vacuum interrupters and bypass switches.

� Operation of reversing or coarse=fine selector in order to double the number of tap
positions.

Selector Switch

Preventive
autotransformer

M

3 4 5 6 7 8 9 10 11 12

P1 P4

P2 P3

P

Vacuum
interrupter

B A

Reversing switch

Tapped winding

Figure 7.13. The load tap changer switching principle [7].

Figure 7.12. RMV-II load tap changer: (a) tap changer oil compartment; (b) schematic layout of

vacuum interrupter (Courtesy of Maschinenfabrik Reinhausen) [7].
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When moving from one tap position to the next, one set of bypass switch contacts
opens, while the second set stays closed, routing the current through the vacuum interrupter
just prior to its operation. The vacuum interrupter opens by a spring-operated mechanism
before the tap selector moving contact selects the next tap. The vacuum interrupter then
closes under spring force and locks in place followed by the bypass switch reclosing to
shunt the vacuum interrupter, thus completing the tap change operation.

STATIC SWITCHED TAP CHANGERS. With the development of semiconductor devices,
particularly thyristors, of relatively large current and voltage ratings, the possibility of
developing static on-load tap changers is of special interest. There are different solutions
for static OLTCs but not all of them are feasible or present a major advantage in comparison
with mechanical or vacuum switches. In the case of thyristor tap changers, the voltage
stresses would be the dominant consideration in determining the number of thyristors.
From this point of view, in most cases, the preferred location of thyristor-based tap
changers would be the lower voltage winding.

One of the possibilities is an all-static thyristor OLTC in which back-to-back
connected thyristor valves replace the mechanical contacts of the conventional OLTC.
This solution has a major disadvantage that makes it not a viable practical proposition:
the number of thyristors. In order to illustrate this, Figure 7.14 shows a tap changer
arrangement for �16 steps, assuming all the mechanical contacts are replaced by
thyristors [8].

The voltage stress across each of the thyristor valves depends on its tap position. The
valves at the end, 1 and 33, will have the maximum steady-state voltage stress, while the
middle one, 17, will have the lowest. The maximum voltage across the other valves will
vary, increasing progressively with the distance of the tap from the middle one. If the rms
value of the step voltage is VS, the sum of the steady-state voltage stresses on the all
back-to-back connected thyristors valves in one phase of the tap changer with 32 steps
will be approximately 800VS. If the step size is in the range from 0.5 to 1.0 kV, as a
minimum, the number of thyristors needed for the tap changer should have a total
voltage withstand capability of 2400–4800 kV. At 2 kA rating, so many thyristors will
be enough to build thyristor valves for 1000–2000MW AC=DC converter.

Alternative solutions pursued fall into three types [8]:

� Hybrid OLTCs with thyristor-assisted diverter switch.
� Hybrid OLTCs with GTO-assisted diverter switch.
� Fully static OLTCs with thyristor switched tap changer windings.
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33 pairs of thyristors
Thy 1 blocks 32
...
Thy 33 blocks 32
...
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Figure 7.14. Thyristor substitution of

mechanical contacts with tap selector of

OLTC [8].
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(i) The Hybrid Thyristor-Type OLTC consists of a thyristor-type diverter switch and
a mechanically operated tap selector.

The thyristor-type diverter switch is generally equipped with several mechani-
cal auxiliary switches, such as

� shunt contacts in order not to dimension the thyristors for circuit current and to
reduce losses on the operating positions;

� contacts connected in series before the thyristors valves to eliminate the
transient voltage stresses occurring in the step winding;

� if necessary, additional changeover switches to minimize the number of
thyristors and to effect communication of the load current first to a transition
resistor and then to disconnect the circulating current through the transition
resistor by one back-to-back connected thyristor value.

Generally, there are two different arrangements:

� Hybrid thyristor-type diverter switch commutating without transition resistor.

� Hybrid thyristor-type diverter switch with transition resistor.

� The diverter of a commutating diverter switch without transition resistor
operates—without the circulating current across a transition impedance,
which is typical for an OLTC—by directly commutating the load current
from the thyristor path of the current carrying diverter switch side (e.g., n)
to the thyristor path of the preselected diverter switch side (e.g., nþ 1) at
zero current. The function of the commutating diverter switch components
that are not suitable for operating in hot insulating oil, in particular:
interlocking electronics to prevent simultaneous triggering of both thyris-
tor paths, thus preventing a short circuit between steps to occur; measuring
equipment (for the voltage increase at the thyristor groups after they have
entered into their blocked state); commutating capacitors.

� On the other hand, the diverter switch with transition resistor (Figure 7.15)
can be designed in a much simpler way, particularly the interlocking
electronics and the commutating capacitors can be omitted.

In consequence, this type of diverters can be realized in the design and size of a
conventional OLTC for in-tank installation. We used a basic connection diagram
with only one antiparallel thyristor pair performing a transfer switching operation
by first commutating the load current to the transition resistor and in the second
switching process interrupting the circulating current flowing across the resistor.

The hybrid thyristor-type OLTC technology has only been implemented to a
very small extent so far, and it can also be expected that it will not catch on to a
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D2SR

RTrigger-
control

1 2
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n

Thy Figure 7.15. Hybrid thyristor-type diverter

switch with transition resistor [8]: D1, D2

shunt contact; SR auxiliary; CT auxiliary; R

transition.
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wider extent in the future either as the vacuum switching technology clearly
offers better performance.

(ii) Hybrid GTO-Type OLTC
The commutation problem associated with thyristor-based tap changer can be

overcome by use of GTOs or IGBTs in the place of thyristors. With maximum
voltage ratings of these devices lower than those of the thyristors, their use to
replace mechanical contacts in the tap changer would be even more costly than in
the case of thyristors. Hence, their use is also considered only in diverters with
mechanically operated tap selector.

(iii) Static OLTC with Thyristor Switched Windings
Even from 1986, a fully static single-phase OLTC was installed in the 16.5 kV,

16 2=3Hz systems of Norwegian State railways [9]. There has been no reported
problem in its operation over many years.

Although this is in a distribution system, there is no reason why it cannot be
applied to transmission system of higher voltages. It should be possible to extend
the concept to a greater number of tap positions also.

7.2.3.3 Determination of the Current Operating Tap. In order to determine the
operating tap of the transformer, consider the simple configuration of a load supplied from a
source through a transmission line and a step-down transformer (Figure 7.16a ). Neglecting
the no-load losses of the transformer, its series impedance can be included together with the
line impedance in the equivalent impedance _Z of the circuit (Figure 7.16b) [10].

For a given operating point we know _V 1,P20, andQ20. The equation betweenvoltages is

_V 1 ¼ _V 20 þ D_V 12 (7.19)

Neglecting the transversal component of the voltage drop and considering the voltage
at the load as phase reference, the relation (7.19) becomes [3]

_V 1 ¼ V20 þ DV ¼ V20 þ
RP20 þ XQ20

V20
(7.19 )0

From equation (7.190), it results a second-order equationwith the unknownvariableV20 :

V2
20 � V1V20 þ RP20 þ XQ20 ¼ 0
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(b)

I2

Zc

I2

′

′

′

′
Figure 7.16. Simple circuit source–line–

transformer–load: (a) one-line diagram;

(b) equivalent circuit.
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of which the solution is

V20 ¼
V1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4ðRP20 þ XQ20Þ

q
2

(7.20)

Calculating the turns ratio Nij ¼ V20=V2 and replacing V20 in expression (7.20), gives

Nij ¼
V1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4ðRP20 þ XQ20Þ

q
2V2

(7.20 )0

It can be seen that the turns ratio Nij is a function of the nominal voltage of the
transformer, the percentage tap voltage DVt and the number of the current tap np:

Nij ¼ VHV

VMV 1þ np
DVt

100

� �
(7.21)

Starting from an operating state, characterized by _V 1,P20, andQ20, and also specifying
a certain scheduled voltage value at the load V2 ¼ V2sch, the number of operating tap
should be

np ¼ 100

DVt

VMV
n

VHV
n

	
V1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

1 � 4 RP20 þ XQ20ð Þ
q

2V2sch
� 1

2
4

3
5 (7.22)

The obtained value has to be rounded off to the nearest integer value.

7.2.3.4 Static Characteristic of the Transformer. On-load tap changing is used
to keep the voltage V2 on the secondary winding of the transformer close to a reference
value V2sch by modifying the turns ratio N.

In order to analyze the influence of the on-load tap changing, let us consider the
example from Figure 7.16b, where the impedance _Z c represents the load. The following
relationship between voltages and currents can be written as

_V 1 ¼ _V 20 þ _Z_I20

_V 2 ¼ _Z c_I2
(7.23)

To simplify the calculation, the resistances of both the line and the transformer are
neglected, that is _Z ffi jX, and the load is considered resistive, that is _Z c ¼ Rc. Therefore,
the load power is expressed as P2 ¼ V2

2=Rc.
Choosing the voltage at the load terminals as phase origin, that is, _V 2 ¼ V2 and taking

into account the expression of the turns ratio

N ¼ V20

V2
¼ I2

I20
(7.24)

it results then

_V 1 ¼ _V 20 þ jX_I20

_V 2 ¼ Rc_I2
(7.23 )0
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Taking into account (7.24), expression (7.230) can be written as

_V 1 ¼ NV2 þ j
X

N

V2

Rc
¼ NV2 1þ j

X

Rc

1

N2

� �
(7.25)

and the absolute value is

V1 ¼ NV2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ X

Rc

� �2 1

N4

s
(7.25 )0

resulting

V2 ¼ V1

N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðX=RcN

2Þ2
q ¼ V1

X=RcN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðRcN

2=XÞ2
q

or

V2 ¼ f Nð Þ ¼ NRcV1

X

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðRc=XÞ2N4

q (7.26)

Expression (7.26), which defines the dependency of the voltage at the load terminals in
terms of the turns ratio, where the source voltage V1 and the resistance Rc are the equation
parameters, defines the static characteristic of the on-load tap changing transformer
(Figure 7.17) [10].

It can be seen that the function V2 ¼ f Nð Þ has a maximum, which can be determined
by equating to zero the derivative dV2

dN ¼ 0. Denoting by

a ¼ RcV1

X
; b ¼ R2

c

X2 (7.27)

in (7.26), it results

V2 ¼ Naffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bN4

p (7.28)

V2sch
B A

V2

NmaxNB
NNA

V2max

Figure 7.17. The static characteristic of the on-load

tap changing transformer V2 ¼ f Nð Þ.
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Therefore,

dV2

dN
¼

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bN4

p
� aN 4bN3= 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bN4

p� �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bN4

p� �2 ¼ a 1þ bN4
� �� 2abN4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ bN4
p� �3

for which we impose

dV2

dN
¼ a 1� bN4

max

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bN4

max

q� �3 ¼ 0 (7.29)

and it results that

1� bN4
max ¼ 0

that is

Nmax ¼
ffiffiffi
1

b

4

r
¼

ffiffiffiffiffi
X

Rc

r
(7.30)

The maximum value of the voltage at the load terminals is obtained from (7.26), where
we replace Rc=X ¼ 1=N2

max, resulting

V2max ¼ V1ffiffiffi
2

p
Nmax

¼ V1ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðX=RcÞ
p ¼ V1

ffiffiffiffiffiffi
Rc

2X

r
(7.31)

From Figure 7.17 it can be seen that, for a scheduled voltage V2sch<V2max, two
operating points A and B exist, while for V2sch>V2max no operating point exist. This
demonstrates the fact that it cannot be obtained any value V2sch at the load by changing the
turn ratio.

Figure 7.18 illustrates schematically the on-load tap changing mechanism and a
simplified bloc diagram for turns ratio modification by an OLTC. The tap changer decrease
the turns ratio when V2 < V2sch � e, increase the turns ratio when V2 > V2sch þ e, or it will
take no action when the voltage has values in admissible limits ½V2sch � e; V2sch þ e�
(Figure 7.18a).

V2

V2sch

N

V2sch

+ Power
system

1
pT

mmin

mmax

(a) (b)

V2

ε

ε

Figure 7.18. Commutation logic of the on-load tap changing (a); block diagram of turns ratio

modification (b).

EQUIPMENTS FOR VOLTAGE AND REACTIVE POWER CONTROL 365



In Figure 7.18b, the integrator with the integration time Tn (equal to about 10 s at the
least) corresponds to the motor that acts on the changer, whereas V2 is the voltage to be
regulated, V2sch is the desired voltage, andm designates the turns ratio in p.u., comprised in
the following range [4]:

mmin � m � mmax (7.32)

The action of the tap changer is supposed to be continuous, even if it is actually stepped
(high number of steps and small variation of m in the next two steps). Under steady-state
conditions, the integrator ensures a zero voltage error if the required change ofm lies within
the specified range (mmin � m � mmax). This regulation is slow, as against other types of
voltage regulation, and ensures the desired voltage value only under steady-state operating
conditions.

The tap changing can be made automatically, by voltage automatic regulators, or
manually. The transformers have to be able to provide regulation under normal conditions,
such as load variations according to the daily load curve, as well as in emergency situations,
when the voltage takes values outside the admissible operating limits, which can lead to the
voltage instability phenomenon.

It is, therefore, desirable that the number of on-load commutations be as small as
possible. In order to avoid the tap changer operation in case of transient voltage variations,
the on-load tap changer is blocked during a delay time before the first commutation and
between two successive commutations. Usually, if the voltage exceeds the admissible
limits, the first commutation has a greater delay comparing with the next commutation.
Furthermore, for cascading located transformers, the greater the voltage level is, the
smaller is the delay of the first commutation.

7.2.3.5 Various Applications of the OLTC Transformers for Voltage and
Reactive Power Control.

COMBINEDUSEOFOLTCANDREACTIVEPOWER INJECTIONS INTRANSMISSIONNETWORKS [11].

� First Case. One of the common practice for reactive flow control in transmission
networks is to use the tertiary of three-winding transmission transformer for the
reactive power injection via synchronous compensators, or capacitor=reactor banks,
as shown in Figure 7.19a.

Reactive power
source

(a) (b)

V2V1

V3

T
V2

V1

V3

jXP jXS

jXt

N12

P P Q10 20 10= , P Q20 20,

P Q30 30= 0,

Figure 7.19. Three-winding OLTC transformer with synchronous compensator connected to its

tertiary: (a) one-line diagram; (b) equivalent impedance diagram.
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For a given load condition, it is necessary to find the transformer turns ratio for
some specified reactive generation=consumption on the tertiary bus. By representing
the three-winding transformer with its equivalent star (or Y) connection and by
neglecting the winding resistances and transformer shunt losses, the impedance
diagram of the system under consideration is shown in Figure 7.19b.

For a given secondary load P20, Q20, assuming P30 � 0, the voltage drop between
buses 1 and 2, when the transversal component is neglected, is

D_Vj j � DV ¼ V1

N12
� V2 ¼ XPQ10 þ XSQ20

V2
¼ XPðQ20 � Q30Þ þ XSQ20

V2
(7.33)

or

N12V
2
2 � V2V1 þ N12 XP þ XSð ÞQ20 � XPQ30½ � ¼ 0 (7.330)

Equation (7.330) gives the relationship among V1, V2, andQ30. Then, for V1 and V2

known, and for specific Q30, from (7.330) the required turns ratio is given by

N12 ¼ V1V2

V2
2 þ XP þ XSð ÞQ20 � XPQ30

(7.34)

or, the value of reactive power injection Q30 for a specified turns ratio is determined
by the relation

Q30 ¼
N12V2 � V1V2 þ N12ðXP þ XSÞQ20

XPN12
(7.35)

An usual arrangement is to apply the manual control of the OLTC turns ratio and
the automatic control of synchronous compensator excitation.

� Second Case. The voltage at the load terminals cannot be maintained at the scheduled
value by tap changing, and additional reactive power is required [12].

In order that the rating of reactive power compensation device to be minimum,
tap changing possibilities are used at the extreme limits. Therefore, the turns ratio has
the minimum value Nmin for maximum load, and the maximum value Nmax for
minimum load.

If no reactive power compensation device is used, considering the voltage V1

constant and neglecting the transversal component of the voltage drop, obtain

� for maximum load:

V1 ¼ V20max þ
Pmax
20 Rþ Qmax

20 X

V20max
(7.36)

� for minimum load:

V1 ¼ V20min þ
Pmin
20 Rþ Qmin

20 X

V20min
(7.360)

subject to the following condition:

V2max < V2sch < V2min
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In order to achieve the scheduled voltage, the synchronous compensator has to provide
a reactive power Qgen

comp, in overexcitation, for the maximum load regime and to absorb a
reactive powerQabs

comp, in underexcitation, for the minimum load regime. By introducing the
synchronous compensator, we need to modify the equations of voltage:

� for maximum load:

V1 ¼ V20sch þ
Pmax
20 Rþ �

Qmax
20 � Qgen

comp

�
X

V20sch
(7.37)

� for minimum load:

V1 ¼ V20sch þ
Pmin
20 Rþ �

Qmin
20 þ Qabs

comp

�
X

V20sch
(7.37 )0

Equating the expressions (7.36) and (7.37), the equation of the single-phase reactive
power generated by the compensator when it is overexcited is obtained:

Qgen
comp ¼

V20sch

X
V20sch � V20max �

Pmax
20 Rþ Qmax

20 X

V20max
þ Pmax

20 Rþ Qmax
20 X

V20sch

� �
(7.38)

Similarly, from expressions (7.360) and (7.370) it results the single-phase reactive
power absorbed by the compensator when it is underexcited:

Qabs
comp ¼

V20sch

X
V20min � V20sch þ

Pmin
20 Rþ Qmin

20 X

V20min
� Pmin

20 Rþ Qmin
20 X

V20sch

� �
(7.38 )0

Neglecting the difference of the latter terms in expressions (7.38) and (7.380), the
simplified equations of the reactive power generated=absorbed by the synchronous
compensator are obtained:

Qgen
comp ¼

V20sch V20sch � V20maxð Þ
X

¼ N2
minV2sch V2sch � V2maxð Þ

X
(7.39)

Qabs
comp ¼

V20sch V20min � V20schð Þ
X

¼ N2
maxV2sch V2min � V2schð Þ

X
(7.39 )0

If the inequality

Qabs
comp � ð0:5 . . . 0:65Þ 	 Qgen

comp (7.40)

holds, the rated power Qn of the compensator results from Qn  Qgen
comp condition.

Otherwise, if the condition in (7.40) is not verified, the best solution is obtained by
comparing two or more possibilities:

(a) Synchronous compensator of which rated power is determined from condition
Qn  Qgen

comp, associated to the compensation reactor.

(b) Synchronous compensator of greater rated reactive power, which results from
condition Qn  Qabs

comp=ð0:5 . . . 0:65Þ.
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The general problem of placement and sizing the reactive power compensation sources
in electrical networks is solved by technical–economical optimization calculations.

If the goal is to maintain the voltage only by modifying the generated=absorbed
reactive power by the local source, the turns ratio being constant, the values Nmax ¼
Nmin ¼ N are introduced in expressions (7.39) and (7.390), and the turns ratio N is
determined from (7.40), to which the restriction Nmin < N < Nmax is imposed. The rated
reactive power of the synchronous compensator is obtained following the above-presented
algorithm.

In order to use all regulation range of the compensator (for instance, at maximum
load to provide Qgen

comp and during minimum load Qabs
comp ¼ 0:6 	 Qgen

comp), we obtain the
expression of the scheduled voltage for both regimes. Therefore, we can write

V1 ¼ V20sch þ
Pmin
20 Rþ �

Qmin
20 þ 0:6 	 Qgen

comp

�
X

V20sch
¼ V20sch þ

Pmax
20 Rþ �

Qmax
20 � Qgen

comp

�
X

V20sch

obtaining

Qgen
comp ¼

R P2max � P2minð Þ þ X Q2max � Q2minð Þ
1:6X

(7.41)

REACTIVE FLOW CONTROL BETWEEN TWO HIGH-VOLTAGE NETWORKS CONNECTED THROUGH

AN OLTC TRANSFORMER. Transmission networks of different voltage levels are usually
interconnected through OLTC transformers (Figure 7.20a) [11]. If such networks are
infinite bus networks, the OLTC transformers are used as means for the reactive flow
control between the two interconnected networks.

By using the equivalent impedance diagram for such a system, shown in Figure 7.20b,
assuming that the taped winding is placed on the transformer primary side, and by
neglecting transformer resistances and shunt losses, the following equation can be written
(all quantities are expressed in p.u.):

D_Vj j � V1 � NV2 ¼ XTQ0

NV2
(7.42)

or

V2
2 �

V2V1

N
þ XTQ0

N2 ¼ 0 (7.42 )
0

Equation (7.420) gives the mutual relationship among V1, V2, Q0, and N, for a known
XT. If, for example, the zero reactive flow between two networks for specific values of

V2

V1

P  Q,

Infinite
bus system 1

Infinite
bus system 

(a) (b)

2 V1

jXT N
P  Q,

NV2 V2

Figure 7.20. Interconnection of two strong networks through an OLTC: (a) one-line diagram;

(b) equivalent impedance diagram.
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voltage magnitudes V1 and V2 is required, the transformer turns ratio is

N ¼ V1

V2

that is, it must exactly match the actual voltages of two connected strong networks.

RADIALTRANSMISSION=DISTRIBUTION SYSTEM WITH TWO CASCADED OLTC TRANSFORMERS.
Very often, OLTC transformers are connected in series with the feeder line, in both the
transmission and distribution networks, as shown in Figure 7.21 [11].

Let Ns and Nr be the turns ratios of OLTC transformers on the sending and receiving
ends, respectively. It is of interest to determine the turns ratios Ns and Nr that will retain
some specified relationship between steady-state magnitudes of voltages V1 and V2.
With all quantities expressed in p.u., and considering the impedance diagram from
Figure 7.21(b), the following relations can be written:

_V 0
s ¼

_V 1

Ns
; _V 0

r ¼ Nr_V 2

_Z ¼ Rþ jX ¼ _ZTs þ _ZL þ _ZTr

The voltage drop in the entire system is

D_V ¼ _V 1

Ns
� Nr_V 2 ¼ _Z_I r ¼ ðRþ jXÞ_I r ¼ ðRþ jXÞP0 � jQ0

Nr_V
�
2

(7.43)

Assuming _V 2 ¼ V2ff0� and neglecting the transversal component of the voltage drop,
expression (7.43) becomes

D_Vj j � DV ¼ V1

Ns
� NrV2 ¼ RP0 þ XQ0

NrV2
(7.430)

Rearranging the terms in equation (7.430), gives

V2
2 �

V1

NrNs
V2 þ RP0 þ XQ0

N2
r

¼ 0 (7.44)

V2V1

(a)

(b)

V s Vr

TrTs

Sending-end OLTC transformer Receiving-end OL

Line

TC transformer

Load

ZTsNs

V1 Vs′

ZL ZTr Nr

Vs Vr Vr′ Vr

Is Ir IL

Figure 7.21. Radial transmission=distribution system with two cascaded OLTC transformers:

(a) one-line diagram; (b) impedance diagram.
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The solution of equation (7.44) is

V2 ¼ 1

2NrNs
V1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4ðRP0 þ XQ0ÞN2

s

q� �
(7.45)

Equation (7.45) has four variables (V1,V2,Ns,Nr) for a known load (P0,Q0) and a value
of the system impedance (Rþ jX). Its application requires the additional specifications in
view of variables involved. For example, if the requirement for equal magnitude of voltages
_V 1 and _V 2 is specified (i.e., the complete compensation of the voltage drop in the system is
required), it yields (V1¼V2¼V)

2VNsNr ¼ V �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2 � 4ðRP0 þ XQ0ÞN2

s

q
or

RP0 þ XQ0

V2 ¼ Nr

Ns
ð1� NsNrÞ (7.46)

then, for known R, X, P0,Q0, and V, the relationship between turns ratios Ns and Nr could be
easily found.

7.2.4 Regulating Transformers

7.2.4.1 In-Phase Regulating Transformer (IPRT). A first type of regulating
transformer is represented by “in-phase regulating transformer” or “booster,” which are
used to control the voltage amplitude (Figure 7.22).

Each phase has a winding that is series connected to the bus of which voltage is to be
controlled, while the other winding is supplied by the same bus via an auxiliary transformer
with variable turns ratio. Varying the turns ratio of the auxiliary transformer, the amplitude
DV varies: the in-phase control action therefore varies the voltage amplitude, leaving the
phase unaltered, as in the case of OLTCs.

Na
Auxiliary
transformer

(a) (a)

Va

Vb

Vc

ΔVa

NbNc

Va+ΔVa

Vb+ ΔVb

Vc+ΔVc

Va+ΔVa

Vb+ ΔVb

Vc+ΔVc

Va

Vc

Vb

Figure 7.22. Basic booster scheme (a) and voltage phasor diagram (b).
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7.2.4.2 Phase Shifting Transformers. There are two types of phase shifters,
corresponding to the schemes of Figures 7.23 and 7.24 (showing only phase “a”, for
convenience) [13].

(i) In-Quadrature Regulating Transformers. In the first type, the turns ratio variation
of the auxiliary transformer causes aDV variation and thus a voltage phase variation.

This variation induces a phase shifting a (positive or negative) and a variation
of the voltage amplitude (the smaller is the variation, the smaller is the phase
shifting) between the voltages upstream and downstream of the transformer.

Therefore, these are complex-ratio transformers, similar to the ordinary three-
phase transformers but with different connection modes of the primary and
secondary windings and where a ¼ �30� (see Section 7.2.3.1).

From the phasor diagram of Figure 7.23b, we also deduce that the shifting a is
approximately proportional to the variation DV of the voltage introduced by the
transformer.

cbV

Va

Vb

Vc

Va+ Va

Va

Va

Vb

Vc

Va

Va+ Va

Vcb
α

(a) (b)

Figure 7.23. Basic scheme (phase “a”) of a phase shifter and related voltage phasor diagram.

Winding adding

(a)

(b)

Winding adding

pV qV

{{

Va

Vb

Vc

V V Va pa qa= +

Vpa

pa

Vc

Vb

Va

Va+ V Vqa+

Vqa

Figure 7.24. Basic schemeof regulating transformer for controlling voltage amplitude andphase [4].
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(ii) In-Phase and In-Quadrature Regulating Transformers (QBT). This last type of
regulating transformer controls the voltage amplitude and phase. It clearly
embodies the previous two as exemplified in Figure 7.24 [13].

From the latter type, with appropriate measures, a purely phase angle
regulator (PAR) may be derived, if the voltage amplitude is kept constant
(Figure 7.25, phase “a” only).

Regulating transformers—with mechanically switches—which are series regulating
transformers (see Figures 7.22–7.24), introduce an additional voltage between two nearby
nodes at the same nominal voltage, that is, create an amplitude and phase voltage variation.

Va

Va

ΔVpa

ΔVqa

Figure 7.25. Phasor diagram of phase angle regulator.

T A B L E 7.1. Summary of Results (Adapted from Ref. 13)
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v0

v0 v

v v0 6¼ vi
a ¼ b ¼ 0

Control the voltage in the
point where they are
installed and thus
especially the reactive
power flow

QBT

v0

vi

v

v
v0

βα

βα

v0 6¼ vi
b ¼ �p=2
Variable a

Control of reactive and real
power flows (due to a
shift a 6¼ 0)

PAR

v0

vi

v

v0

v

β

β

α

α

v0 ¼ vi
variable
b and a
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Let us denote by

i, o the input and output terminals of the regulating transformer;

_vi, _vo are the input and output voltage, in p.u.;

D_v is the additional voltage, in p.u.;

a is the phase displacement of _vo versus _vi;

b is the phase displacement of D_v versus _vi.

We, therefore, obtain in Table 7.1 the phase diagrams and the characteristics for the
three types of regulating transformers.

Based on the above description, a regulating transformer may be represented by the
single-phase equivalent circuit in p.u. (Figure 7.26), where the turns ratio, in p.u., is a
complex ratio [13]:

_m ¼ m eja (7.47)

The following values are appropriate:

� IPRTs: m 6¼ 1; a ¼ 0 as for OLTCs
� OBTs: m 6¼ 1; a 6¼ 0
� PARs: m ¼ 1; a 6¼ 0

For three-phase transformers with different primary and secondary connection
configurations, we have

m ¼ 1; a ¼ �30�

7.3 GRID VOLTAGE AND REACTIVE POWER CONTROL METHODS

7.3.1 General Considerations

The control of grid voltages and reactive powers has become more critical in recent years
due to the general trend by system operators and electrical utilities to operate the
transmission networks as close as possible to their maximum capacity. The need for
suitable control solutions capable to deal, in always tighter and meshed networks, with
increased power loads and losses, possible grid contingencies and voltage collapse risk, has
therefore grown. Nevertheless, the lack of real-time and closed loop “automatic” coordi-
nation of reactive power resources appears, in the common practice for network voltage
control, persistent as much as unjustified.

~ ~

v sp
yvp v ′s

i si ′sz m:1i p

Figure 7.26. Single-phase equivalent circuit, in

p.u., of a complex-ratio transformer.
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Basically, the ways the system operator controls the grid voltages are of “manual” or
“automatic” types or a combination of the two.Moreover, the transmission system operator
controls the voltages on the EHV substations while the distribution system operator
controls the voltages in the medium voltage and below networks. These two operators have
different and complementary tasks as far as it concerns voltage and reactive power control.

In principle, the transmission system operator has the objective to impose the optimal
voltage profile in the EHV system to achieve high transfer capability, minimum losses, and
high-voltage stability. This objective can be achieved by controlling the available reactive
power resources at that voltage level: injection=absorption of reactive power by the
synchronized generators, switching on=off the compensating equipments, setting the
voltage set points of the SVCs, STATCOMs, and OLTCs, blocking the OLTCs when
the risk increases, and lastly paralleling the hot reserves, opening=re-energizing lines,
shedding loads up to the very unconventional employment of the other system components,
like for instance the phase shifters or UPFC used for voltage support.

The distribution system operator has, in principle, the objective to guarantee an
adequate voltage level at the load side, again by controlling the reactive power resources
available at the LV level: switching on=off the LV compensating equipments and setting the
LV OLTC set points. Rarely, switching on=off the lines is used for this purpose.

The reactive power reserve in shunt static compensation and dynamic FACTS devices
to improve the power factor of large loads is largely used to reduce reactive power flows
from remote areas. Nevertheless, this solution is expensive and cannot be considered for
the overall grid nodes, but only where strictly necessary. Therefore, the cheapest solution
should be minimizing the reactive power injection distances and coordinating at the best
the local reactive power resources. In this way, the effect of voltage drop due to the
transmitting power at nonunity power factors is minimized, the losses reduced and
the transmissible active power increased, with respect to the case of larger distance
reactive power transfer. The ideal case, which allows the minimum losses, is obviously
given by the artificial injection of reactive power at the loads themselves, by compensating
at 100% the local reactive power demand. Even in this unrealistic situation, the compen-
sating equipments (a very large amount) have to be continuously and widely controlled via
a complex and therefore critical coordinating way. Coming back to a realistic situation, the
compensating equipments are only a few in the transmission grid, while those applied at the
distribution level are scheduled according to long-term load forecasting and switched
on=off mostly by hands. When seen by the EHV grid, these compensating equipments are
considered as part of the load and not as control variables. Apart that, these compensating
equipments represent reactive power injections=absorptions at the voltage levels they are
applied and the possible ways of their control is very important information for any grid
voltage control proposal.

On the load shedding linked with voltage problems, this widely used practice is often
overindulged while it should be linked to system protection needs, that is to be used in case
of high system security risk only. Therefore, this should be the last control action to be
actuated after having used at the best the other mentioned control variables.

Coming back to the transmission and distribution control centers, the way they are
organized, their available control systems, their coordination, and the real ability to control
the process, differ from one power system to another. Nevertheless the common under-
standing should be, in principle, on line with the following basics:

� The transmission system should take the major rule on the overall system voltage
control because it is able to strongly affect the voltages of its fed distribution
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subgrids, while each of the low-voltage grids weakly affects the voltages on the
transmission network. Therefore, the transmission grid should guarantee a high-
quality and stable voltage control on the EHVand HV busses by an adequate timely
and coordinated operation of the available reactive power resources at the amount
and where required.

� Having robust and solid voltages on the transmission grid, it will be relatively simple
to guarantee a high-quality voltage control at the load sides, by minimizing the
control effort (switching) on the LV reactive resources and OLTC. Evidently, each
distribution dispatcher should guarantee the fixed compensations, agreed with the
transmission dispatcher at the planning stage.

According to that, the most advanced coordinated and fast control of the system
voltages should be achieved by operating at the transmission level. This is the understand-
able reason why the voltage control has to distinguish the transmission network solution by
the distribution network solution.

Without the transmission network voltage control, the distribution network has
serious problems linked with voltage frequent variations; the OLTCs frequent (in few
cases not sufficient) control to regulate by themselves the voltages at their low-voltage
sides; the useless reactive power recirculation among the OLTC transformers operating in
the same distribution area; the too slow OLTC dynamics with respect to the voltage decay
speed; the OLTCs negative effects on the load voltages when approaching a voltage
instability condition.

Hereinafter, we mainly refer to the transmission system voltage control due to its
crucial importance.

Any equipment considered in Section 7.2 allows the voltage control at the bus it is
installed. That is, each of the considered equipment is only able to control its local voltage
or it is able to inject=absorb reactive power at the bus to which it is connected.

Considering the transmission network voltage control, the feasible objective is not to
sustain the voltage of a single bus by itself, but the voltages in a given network area to
increase the area operation security and efficiency and voltage quality. According to that,
the grid voltage control does necessarily consists in a possible area voltage control by
coordinating the area available equipments with the aim to sustain and optimize the main
area load voltages in front of load variations and possible contingencies.

The grid control in general and the area voltage regulation in particular is a task of the
grid dispatcher who defines his control strategy according to his organization, the available
resources on field, the available system monitoring, and control solutions. Until today and
notwithstanding a lot of operation problems are generally linked with voltage value
changes, most of the system operators control the power system voltages by hands (manual
control: written instructions, telephone calls, and remote telecontrols). Starting from this
minimal system operation controls, there are round the world a wide variety of mixed
manual and automatic solutions up to reach to the full automatic voltage control system.

The main issue of this section is the presentation of some of these area automatic
voltage control systems.

Another relevant aspect to put in evidence when referring to an automatic voltage
control is the difference between

� continuous voltage and reactive power control, also called voltage regulating system;
� discontinuous, extreme shut, voltage and reactive power control, also called voltage-
protecting system.
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The continuous voltage control operates at any instant to sustain the system voltages
by controlling the system reactive power resources with continuity at the amounts required
to maintain the voltages at the desired values. According to its nature, this control is of
automatic type. The available resources allowing the continuous control are the generators,
the SVCs, and the FACTs in general. The other components like the compensating
equipments or the OLTCs do allow a discrete control because of their switching actuation
but not continuous-discrete due to the limited number of the switching maneuvers. This
discrete control can be combined with the continuous control of the generators, SVCs,
STATCOMs, and so on [14], to realize the new advanced wide area voltage regulating
systems (V-WAR) [15–23].

The discontinuous step control of the voltage and reactive power at a given section of
the network is often a drastic control determining the loosing of the continuous feeding of a
given load or a generator tripping or lines opening in front of a given sequence of events.
Usually it is a protecting control tailored to a given event in a given part of the network,
requiring fast voltage=reactive power measurements to recognize on time a dangerous
incoming decay. This kind of protecting automatic control is always ready but never works
unless given thresholds are overcome. These new advanced protecting controls are also
called special protection scheme (SPS) or remedial control scheme (RCS) or wide area
protection (WAP) when related to a given system area [24,25].

The regulating and protecting voltage control schemes are not alternative solutions but
they complement each other when operating on the same grid area:

� The regulating control continuously works tomaintain the system far from the voltage
instability and with a voltage plan optimized to the current working conditions.

� The protecting control operates only when the regulating system has performed its
maximum effort by using all the available reactive power resources to reach its
saturation. It determines the loosing of part of the system=load to achieve the security
of the remaining process maintained into operation.

Note: The protective voltage control is outside the scope of this chapter.

7.3.2 Voltage–Reactive Power Manual Control

The “manual” practice for grid voltage control, until now largely used by system operators
worldwide, typically consists of the TSO or ISO control centers dispatching the forecasted
reactive powers of the generating units, scheduling the power plants high-side voltages,
switching the shunt capacitors or reactors banks, and setting the voltage set points of OLTC
and FACTS controllers (usually by written rules). This conventional approach for solving
the network voltage control problem does include also the operator real-time decisions
based on the system monitoring and thresholds alarms and operated through commands
sent by telephone or by telecommands, in a kind of “manual coordination” of the available
reactive power resources and bus voltage controllers (those mentioned in Section 7.2).

This grid voltage control is nowadays considered quite unsatisfactory because

� units reactive power dispatching and plants high-side voltage scheduling are based
on off-line forecasting study: actual network operating conditions are often different
then their forecasted values and unpredictable;

� voltage set point coordination is often operated through written requirements or
requested by system operator only when strongly needed; therefore, untimely or
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inadequate control actions may occur during most of the system dynamic
phenomena;

� the skills and ability of the operator to timely recognize and correctly face the grid
problems have to be very high and continuously put to a severe test.

It often happens that the operators are familiar with repeating phenomena they face
through tested countermeasures but in front of novelties they often fail. Moreover the
operators, in general, are more worried about the system security with respect to the system
efficiency and optimization, which are overlooked.

7.3.2.1 Manual Voltage Control by Reactive Power Flow. The possible ways
the system operator can control the reactive power flowing through a given line are only
few and of approximate effect. Basically the manual control has to modify the voltage
difference at the ends of the considered line or equivalently modifying the reactive power
delivery=absorption nearby one or both the ends of the line. This can be achieved by
operating at the line ends by

� changing the transformation ratios of OLTCs;
� switching on=off the compensating equipments;
� changing the voltage set point of the local generators=synchronous compensators or
their reactive power delivery=absorption;

� changing the voltage set point of the local FACTS.

Due to the different operating conditions and the interaction of the considered linewith
the surrounding grid, the results corresponding to a given control may differ, often
requiring an iterative process to approximate the desired result.

Usually, the manual tracking is too slow with respect to the system needs.
Generally speaking, the control of reactive power flow is needed in more than one line

and the multiflows control problem is very complex and with low probability of success
when faced manually.

7.3.2.2 Manual Voltage Control by Network Topology Modification.
An extreme way to control voltages, possible but generally not used, does consists in
network topology modification based on the increasing or reducing the capacity effect
provided by the electrical lines. In this case, the control strategy basically consists in
switching-off some low charged lines in an area with high voltages and conversely
switching-on lines in case of low voltage, after using all the other local reactive power
resources. As before, the result corresponding to a given control switching may change in
accordance with the specific grid operating conditions, therefore this control goes in the
expected direction but its effect is not easily predictable.

7.3.3 Voltage–Reactive Power Automatic Control

The classic automatic voltage controls operating in the power systems are those provided
by the generators’ AVRs that maintain the stator voltages at the set point values by a fast
closed loop control of the generators excitation. Therefore, changing the load seen by the
generator or changing the AVR voltage set point value, the reactive power delivered or
absorbed by the generator changes inside the limiting field defined by the OEL and UEL
limits. This classic control, having a generalized application around the world, mainly
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contributes to the generator safe and stable operation but not enough to the EHV grid
voltage support, even if the generator available reactive power resources could allow more.

For improving voltage control in transmission grids, the utilities and system operators
have followed many approaches and many projects have been developed around the world.

Basically, most of them do consider neither the voltage–reactive power automatic
control nor the continuous operator control of the generator AVRs due to the practical
difficulties through this way. In most cases, the adopted approach is limited to the power
factor correction based on off-line planning studies, by increasing the installed power in
shunt capacitors or reactors banks, with large related investments. The switching of these
components, when allowed, could be required by an automatic control system under many
constrains on the amount of the maneuvers needed by the components life preservation.

Availability, in some cases, of unit step-up transformers equipped with OLTC,
represents an additional chance for network voltage control, provided that their regulation
system supports plant EHV side instead of generator stator terminals. Nevertheless their
control is usually manual as well as stepping and slow when automated.

The solution of automatically supporting the power plant high-side voltage through
AVR line drop compensation is also commonly used. This practice increases grid voltage
support but introduces destabilizing interactions between primary voltage regulators
(PVRs).

Use of FACTS controllers for automatic network voltage support, mainly SVC and
STATCOM, has been seriously considered in the last years, even if the related costs do not
always justify their choice and, if extensively applied, they require a coordinated control
system similar to that described in Section 7.4.

Recently, under the push of the on-going market liberalization, some AVRs manufac-
turers offer AVR including the unit reactive power control or power factor control; in some
cases, this is for the plant high-side voltage control.

The generator AVR controls and its evolution up to the high-side voltage control is
presented hereinafter, being the most representative, together with FACTS, of a true,
effective, fast, and continuous bus voltage–reactive power automatic control.

Moving from the single bus to the area voltage–reactive power control, Section 7.4
largely develops this new subject on grid automatic voltage regulation.

7.3.3.1 Automatic Voltage Control of the Generator Stator Terminals. The
voltage regulation of the synchronous generator involves controlling the component
voltage with the major objective of its correct and secure operation. This control (see
Figure 7.27) is obtained by an AVR, based on local voltage fast measure, aiming to sustain
the voltage at the set point value automatically, with dynamic performances characterized
by a dominant time constant value within a few hundred of milliseconds up to one second,
depending on the exciter characteristics.

Obviously the AVR control impacts with the transmission network, mainly at the bus
the generator is connected, by sustaining the local medium voltages during normal and
perturbed operating conditions, particularly during short circuits.

AVR
Vref +

– V Q Vs

Figure 7.27. Schematic diagram of the generator voltage control loop.
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The AVR regulates the voltage at the generator’s terminal by controlling the field
excitation voltage Vf (Figures 7.27 and 7.28) [4,13,19].

The AVR realizes the primary voltage control of a generator. The AVR apparatus does
also generally include theOEL andUEL limits, the stabilizing feedbacks PSS (power system
stabilizing feedbacks) and the line drop compensation feedback (see Section 7.3.3.2).

In Figure 7.28, the main signals that appear in the control loop are as follows:

Vref is the primary control loop’s voltage reference value;

V is the measured value of the voltage at the generator’s terminal;

Vlim is the control signal provided by the overexcitation limiting loop;

Vst is the additional signal provided by the PSS.

In normal operating conditions the OEL and PSS are open loop feedbacks (they do not
reclose the correspondent V lim and the V st signal feedbacks), therefore the operating model
of AVR is given by the Fv(s) transfer function alone.

To simplify the analysis, the machine’s excitation system is considered energized from
an independent supply. Under this circumstance, the AVR’s dynamics can be simply
determined by a Fv(s) control law with high frequency zeros (1=Tz) and poles (1=Tp) that
allow the controlling range to be very wide, while high values of the amplification factorm0

at low frequencies allow a quasi-null steady-state regime error. Fv(s) is of the

� third order: Fv sð Þ ¼ m0 1þ sTz1ð Þ= 1þ sTp2ð Þ 1þ sTp3ð Þ 1þ sTp4ð Þ for systems
with exciting dynamo or with alternator and rotating diodes. Rough values for
the primary voltage control parameters are given in Table 7.2 [19].

� second order: Fv sð Þ ¼ m0 1þ sTz1ð Þ= 1þ sTp2ð Þ 1þ sTp3ð Þ for systems with excit-
ing dynamo and modern electronic voltage regulator. Rough values for the primary
voltage control parameters are given in Table 7.2.

� first order: Fv sð Þ ¼ m0 1þ sTz1ð Þ= 1þ sTp3ð Þ for static excitation systems, in
absence of excitation current feedback. Rough values for the primary voltage control
parameters are given in Table 7.2.
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Figure 7.28. Block diagram of the AVRwith evidence of voltage regulator control block Fv(s), the

overexcitation limit and the power system stabilizing feedbacks.
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LINEAR ANALYSIS OF THE GENERATOR VOLTAGE CONTROL LOOP. The Fv(s) control parameters
values are defined to achieve given voltage control loop steady-state accuracy as well as a
proper dynamic behavior in terms of stability and response speed. A good accuracy
requires a high static gain while the loop cutoff frequency is representative of the
control speed.

The standard analysis of the generator voltage control loop refers to the case of a
generator feeding an infinite bus or a load ZC through the step-up transformer of reactance
XT and a line of reactance XL. The equivalent scheme in Figure 7.29 represents the
described system.

Considering the generator model referred to the d- and q-axes, according to the Park
transform:

vq ¼ aðsÞvf � xdðsÞid
vd ¼ xqðsÞiq

(7.48)

Let us now refer to the ZC load case and suppose that the load is linear, purely reactive
and with impedance ZC ffi jXC, meaning that the machine operates as a compensator
(delivered real power equal to zero). So, the stator voltage is entirely on the quadrature axis,
that is

Vd ¼ 0; Vq ¼ V

Id ¼ I; Iq ¼ 0

As a consequence, the operational reactance xqðsÞ from

Vd ¼ xqðsÞIq

T A B L E 7.2. The Parameters of the Primary Voltage Control Scheme

Parameter Fv(s) Order: First Fv(s) Order: Second Fv(s) Order: Third Measure Unit

m0 400 3000 500 p.u.=p.u.
Tz1 0.8–1.5 2 2 s
Tp2 – 0.05 0.05 s
Tp3 5–20 200 20 s
Tp4 – – 0.02 s
Tvst 3 s
Kpe 0.15 0.15 0.15 p.u.=p.u.
Kv 15 15 15 p.u.=p.u.
Vstmin �0.05 �0.05 �0.05 p.u.
Vstmax 0.05 0.05 0.05 p.u.

Vs
XT XLV

Vref

Vf

I

V

V=V δi VR R=V δR

Ssc=

}

Xe
Figure 7.29. Generator connected

to an infinite power bus.
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is noninfluential. Conversely, as regards xdðsÞ, let us assume that only the field circuit acts
along the circuit axis.

The relationship between the stator current, voltage, and the excitation voltage is thus
defined by (see also [13]):

Vq ¼ 1

1þ sT 0
d0

V f � xd
1þ sT 0

d

1þ sT 0
d0

Id (7.49)

From (7.49), the linearized model is obtained:

DV ¼ DVq ¼ 1

1þ sT 0
d0

DV f � xd
1þ sT 0

d

1þ sT 0
d0

DId (7.50)

From _I ¼ ð_V � _VRÞ=jXe, it results

Id ¼ Vq � VR cosðdR � diÞ
Xe

For VR ¼ constant and dR � di ffi 0, gives

DId ¼ DVq

Xe
¼ DV

Xe
(7.51)

Furthermore, taking into consideration equation (2.144) (see Section 2.1.6.1)

x0d , xd
T 0
d

T 0
d0

(2.1440)

from equation (7.50) it results

DV ¼ xe

xe þ xd
	 1

1þ ððxe þ x0dÞ=ðxe þ xdÞÞsTd0
DV f (7.52)

or

DV ¼ he

1þ sTe
DV f (7.53)

with

he , xe

xe þ xd

Te , T 0
d0

xe þ x0d
xe þ xd

(7.54)

The block diagram from Figure 7.30 represents equation (7.53).
It should be noted that a similar expression to (7.53) can be obtained also when the

generator feeds a load that is also resistive (and thus the real power delivered is different

382 VOLTAGE AND REACTIVE POWER CONTROL



than zero) and when the generator is connected to an infinite bus system [13]. Taking into
account equation (7.53), the block diagram of the voltage control loop of a generating unit
is as displayed in Figure 7.31, whose forward transfer function is

GðsÞ ¼ FvðsÞ 	 he

1þ sTe
(7.55)

For static exciter, FðsÞ ¼ mT ¼ m0Tz1=Tp3 (static gain of the voltage regulator
amplifier) is a good approximation. This control loop usually designed to have a cutoff
frequency of about 4=5 rad=s achieved with a high mT value that also guarantee a very low
steady-state error.

Steady-State Operation. Under steady-state operating conditions ðs ¼ 0Þ, by indi-
cating the values of the various quantities with superscript “�”, equation (7.52) becomes

DV� ¼ xe= xe þ xdð Þ 	 DV �
f

while

DV
�
f ¼ F

�
v sð Þ DV

�
ref � DV�� � ¼ m0 DV

�
ref � DV�� �

therefore, the error e� in Figure 7.31 assumes the following value:

e� ¼ DV
�
ref � DV�� � ¼ DV� xe þ xdð Þ=xem0

e� p:u:ð Þ ¼ DV
�
ref � DV�� �

=DV� ¼ xe þ xdð Þ=xem0

To obtain a high steady-state accuracy on the voltage control loop, e� (p.u.) has to be
lower than a very small quantity e:

xe þ xdð Þ=xem0 < e

Wishing to obtain a steady-state voltage error lower than 0.5% when passing from no-
load to full load operation (e < 0:005) and assuming xe ffi 1:0, the static gain m0 assumes
values of about

he

1+sTe

ΔVΔv f

Figure 7.30. Linearized block diagram linking the generator and

the excitation field voltages.

he

1+pTe

ΔVref F sv( )
ΔV+ Δe ΔVf

G s( )

– Figure 7.31. Block diagram of the primary voltage

control loop of an on-load generating unit.
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� m0 > 200 p.u.=p.u. for hydro units;
� m0 > 400 p.u.=p.u. for thermal units.

It is worth noting that the high static gain in the voltage regulators provides, at low
frequencies, an effect similar to an integral control law. Therefore, in the absence of
additional effects provided by the PSS, line drop compensation, OEL, or UEL, the
generator terminal voltage is practically equal to its set point value.

Dynamic Behavior. Using the classic Bode diagrams of amplitudes and phases of the
open loop transfer function, the stability and speed of response of the voltage control loop
can be easily achieved.

As an example, reference can be made to the hydraulic unit with

xd ¼ 1:0 p:u:; x0d ¼ 0:3 p:u:; T 0
d0 ¼ 7:0 s

Therefore, he ¼ 0:5 p.u. while Te ¼ 4:55 s.
In case of rotating exciters with modern voltage regulator, the second-order Fv(s)

Fv sð Þ ¼ m0 1þ sTz1ð Þ= 1þ sTp2ð Þ 1þ sTp3ð Þ
with static gainm0 ¼ 1000 p.u.=p.u., and the time constant values in Table 7.2 determines a
control margin of about 90� and a cutoff frequency near to 2 rad=s.

In the case of static exciters of modern turboalternators, no one stability problem is
recognized as here after shown.

As a different example, reference is now made to the turboalternator unit with

xd ¼ 2:0 p:u:; x0d ¼ 0:3 p:u:; T 0
d0 ¼ 7:5 s

Therefore, he ¼ 0:33 p:u: while Te ¼ 3:3 s. Such quantities are thus included in the
ranges:

0:33 < he < 1:0; 3:2 < Te < 7:5

where the upper bounds concern the no-load condition while the lower ones refer the full
load operation. As a consequence the time constant Te is always higher than the time
constant Tz1 and lower than the time constant Tp3 of the first order Fv(s):

Fv sð Þ ¼ m0 1þ sTz1ð Þ= 1þ sTp3ð Þ

As the cutoff frequency is certainly greater than 1=Tz1 and thus much greater than
1=Te, use of the following high-frequency approximation of G(s) can be done:

G sð Þ ¼ m0ðTz1=Tp3Þhe=sTe

which means that the loop control margin is of the order of 90�.
The loop cutoff frequency vv can be directly derived from

G sð Þj j ¼ 1:0 ffi mThe=vvTe

which gives vv ¼ 1:0 ffi mThe=Te.
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The transient gain mT, also called “dynamic gain”, is thus responsible for the
response speed of the AVR control loop. The higher is mT the faster is the control loop.
Taking into account that the usual value of T 0

d0 is 7.0 s, the transient gain mT should be
close to 50.0 p.u.=p.u. According to that, the parameters of the static exciters should have
the following values:

m0 ffi 400:0 p:u:=p:u:; Tz1 ffi 1:5 ðsÞ; Tp3 ffi m0=4T
0
d0 ðsÞ

Based on these values, in response to a step variation of the voltage set point, the
generator voltage reaches the new imposed value, with near zero steady-state error, in an
aperiodic way after about 1–2 s, as shown in Figure 7.32.

7.3.3.2 Automatic Voltage Control by Generator Line Drop Compensation.

OBJECTIVE OF THE COMPOUNDING. This closed loop automatic control, at the generator
level, consists of a reactive power feedback (ac, called compound factor) on the input of the
generator AVR (Figure 7.33). The objective is to increase the support of the local HV bus
bar voltage (Vs). Therefore, it is an automatic voltage control more in favor of the grid that
changes the principle of the AVR totally dedicated to the generator voltage. The analysis of
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Figure 7.32. Generator voltage control loop transients following AVR set point steps.
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Vref +

+

– V Q Vs
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Figure 7.33. Schematic control dia-

gram of the generator line drop

compensation.
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this additional feedback, overlapping the classic generator voltage control loop, requires
the transfer function model of the generator under the AVR control, before described.

LINK BETWEEN VOLTAGE AND REACTIVE POWER. Consider the equivalent scheme in
Figure 7.29 of a generator connected to an infinite bus.

The reactive power provided by the generator is given, with obvious meaning of the
symbols, by

Q ¼ V2 � VVR cosðdR � diÞ
Xe

Now assuming P ¼ 0 (the machine operates as a reactive power compensator) and
dR ¼ di:

Q ¼ V2 � VVR

Xe

and with V ffi VR ffi 1 p:u: in the considered operating point achieve (Figure 7.34):

DQ ffi DV

Xe
(7.56)

This relation is a good linear approximation also when P 6¼ 0 and V � VR � 1 p:u:
(Figure 7.34).

LINE DROP COMPENSATION (COMPOUNDING). As seen in Figure 7.33, the compounding is
a reactive power feedback on the generator voltage control loop represented by the block
diagrams from Figures 7.30 and 7.31. This simplified model and the considered hypothe-
ses on it can also be correctly assumed for the analysis of the line drop compensation
control loop.

Therefore, the following block diagram gives the understanding of the dynamic link of
the generator voltage set point with the reactive power delivered by the generator
(Figure 7.35).

The term ac DQ is the compound signal, while the coefficient ac represents the
compound factor. Moreover, when ac > 0 the compounding is “positive” while it is
“negative” with ac < 0.

he

1+sTe

VfVref

+ -
1
Xe

+ e QV

c

μ

α

Figure 7.35. Block diagramof the line

drop compensation control loop.

1
Xe

ΔV ΔQ
Figure 7.34. Linearized block

model linking the generator volt-

age and reactive power variations.
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With enough high value of m, in steady state, the error De � 0, therefore

ac DQþ DV ref � DV ¼ 0

With constant voltage set point ac DQ� DV ¼ 0, then the coefficient ac is

ac ¼ DV=DQ (7.57)

Clearly ac has the dimension of a reactance. So, under steady-state conditions, the
generator stator voltage is given by

V ¼ V ref þ acQ (7.58)

The equivalent circuit in Figure 7.36a represents equation (7.58) while Figure 7.36b
represents the generator connected through the step-up transformer to the HV bus bar.
Hence, Figure 7.36c is obtained from Figure 7.36a and b, by assuming that ac is lower than
the reactance xT. Under steady-state conditions, the point where the voltage amplitude is
kept constant at the Vref value is thus inside the step-up transformer.

In this real hypothesis and upon the variations of the reactive powerQ, the voltage drop in
a portion of the step-up transformer is completely offset, just as if its reactance had diminished
from xT to xT � aC. Of course, if aC ¼ xT, the entire drop in the transformer will be offset. In
other words, the controlled voltage will be VHV at the HV terminals of the transformer,
instead of the voltage at the generator terminals as in the casewithout compound action. To be
pointed out from now on, the VHV compounding control cannot be achieved in practice
because, as will be shown later, it generally corresponds to an unstable operating point.

According to the positive or negative value of ac, equation (7.58) provides the linear
voltage–reactive power steady-state characteristic (the solid line in Figure 7.37) that gives a
clear view of the line drop compensation effect.

With line drop compensation the reference voltage of the generator AVR is therefore the
voltage at the stator terminals under no-load conditions (zero reactive load) only. By analogy

V Q

Vref

(a) (b)

(c)

jαc
V Q

VHV

jxT

VQ

Vref

jαc

VHV

j x(   – )T cα

Figure 7.36. Equivalent circuit with compound (a) and in the presence of the step-up transformer

with compound (b and c).
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with the turbine steady-state characteristics (governor speed–real power), the compound
effect is equivalent to the introduction of a negative drop or “statism” in the voltage regulator,
since the presence of a negative compounding (positive statism) would mean decreasing
stator voltage while the load increases, that is, assuming a negative ac value. Vice versa, a
positive value of ac provides a positive compounding (negative statism).

As to the values of ac, since Vmax ¼ 1:05� 1:1 p:u: and assuming _V ref ¼ 1:0:

� at full real power ðQmax � 0:5 p:u:Þ: ac � 0:1� 0:2 p:u:;
� at the technical minimum ðQmax � 0:7 p:u:Þ: ac � 0:07� 0:14 p:u:

Hence, even a xT reactance value greater than� 0:13 p:u:might be offset. By adopting
the most conservative condition (ac � 0:07� 0:14 p:u:), the offsetting will be anyhow
between xT=2 and xT and, as will see hereinafter, large offsetting will compromise the
generator voltage control loop stability.

On the contrary, the consequence of the xT offsetting is an increase in the short-circuit
power of the power plant HV buses where the compound action is introduced. This increase
makes the generator node stronger.

LINE DROP COMPENSATION AND STABILITY. If the reactance xT of the step-up transformer
would completely offset (ac ¼ xT), this action would be equivalent to a high-side voltage
control, where the generator would regulate the power plant HV bus voltage.

Unfortunately the line drop compensation does not allow the high-side voltage control.
To better understand this point we have to refer to the possible power station configurations
given in Figure 7.38.

V

Vref

Q (p.u.)

β
β

α

α

α > 0

< 0

Negative  astatism
(compound action)

Positive statism

 = atan( c)
 =0

Figure 7.37. Voltage–reactive power steady-state characteristics with line drop compensation.
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MV MV
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Figure 7.38. Generators parallel–connected to (a) MV bus; (b) HV bus.
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The first case: In power plants with low-capacity units, all the units may be parallel
connected to a single MV bus (Figure 7.38a). In this instance, since the voltage to be
controlled is the same for all the units and assuming the horizontal voltage–reactive power
steady-state characteristic (zero statism), than the compounding is out of operation and
there will be “n” AVRs working in parallel to regulate the same MV bus bar voltage. This
working condition is unstable for “real pole.” Moreover, the distribution of reactive power
among the various generators is indeterminate under steady-state conditions, but this
consideration is not relevant in practice due to the mentioned instability. Similarly in
the case of positive compound, because there will be “n” AVRs working in parallel to
regulate the voltage of the same internal point of the MV=HV transformer, the high-side
voltage control is not allowed. In conclusion, the stability in this case compulsorily requires
the use of a negative compound at each AVR, in the way each generator regulates the
voltage at an internal point of the generator stator windings reactance. This determines,
with appropriate offset value of that reactance, enough electrical distance among the points
inside the generators, having voltages automatically regulated by the plant AVRs.

Conclusion: a < 0 required by generators with stator edges in parallel.
The second case: In power plants with high-capacity units, the generators are usually

parallel connected to a single HV bus (Figure 7.38b).
In this scheme, the previous stability drawback is overcome, since each voltage

regulator is sensitive to the corresponding voltage of its MV bus bar and the reactances of
step-up transformers provide an adequate electrical distance among the MV busses. In this
instance, the positive compound is now possible but the step-up transformers reactances
should not be fully offset (high-side voltage control not allowed), because otherwise VHV

would be kept constant at the value of Vref by the “n” AVRs with horizontal steady-state
characteristics (VHV, Q) and this determine voltage instability due to parallel voltage
control loops. Obviously, with partial offset, the higher is the positive compounding
the lower is the stability margin. This is also the reason why the compound factors should
be within the range mentioned before: ac � 0:07� 0:14 p:u:

For assessing the compound effect on the stability of a generator primary voltage
control loop, when operating alone at a power station, the case of a unit feeding a reactive
load is considered (refer to Figure 7.29), having in Figure 7.35 the corresponding dynamic
model of the line drop compensation control loop. In this case, the equivalent external
reactance seen by the generator stator terminal is considered: Xe ¼ XT þ XL þ Xc.

The block diagram in Figure 7.35 becomes as shown in Figure 7.39a or in its
equivalent representation in Figure 7.39b.

Thus, for 1� ac=xe < 0 the feedback becomes positivewith the consequent instability
(due to real pole) of the voltage control loop. On the contrary, with the feedback gain
positive but lower than 1.0, the speed of the voltage control loop is reduced due to the loop
lower static gain.

In practice, with a > 0, the used compensation is usually less than 50% of the
transformer reactance. Therefore, the compounding does not allow the real voltage control
of the HV bus side, while it contributes to its objective.

Often, the case illustrated in Figure 7.38b shows, in practice, a lot of negative
compounding! This is done for improving the AVR stability margins despite of supporting
the local HV side bus voltages, but so doing the compounding fails its original objective
being less effective than the classic generator voltage control loop on sustaining VHV.

LINE DROP COMPENSATION SIMPLIFIED FEEDBACK. From equation (7.58), the compound-
ing feedback comes from the reactive power. Often, in practice, the feedback comes from
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I sin w, therefore that equation becomes

V ¼ V ref þ ac
Q

V
(7.59)

or

V2 � V refV � acQ ¼ 0

then

V ¼ V ref

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V ref

2

� �2

þ acQ

s
(7.60)

In agreement with (7.58), this equation shows that if the reference voltage V ref and the
compound factor ac are constant for all operating conditions, then the voltage at the
alternator terminals increases with the delivered reactive power.

If the compound signal is

VC ¼ ac 	 Q
V

(7.61)

and

Q ¼ V2

xe

then

VC ¼ ac

xe
	 V (7.62)
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+
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Figure 7.39. Block diagramof the generator voltage control loop of a unit with compound action

(a) and the equivalent (b).
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Linearizing, it can be obtained

DVC ¼ ac

xe
	 DV (7.63)

This link is the same as in Figure 7.39a. Therefore, the dynamic analysis results and the
stability conclusions reached with the feedback from Q are still valid when the feedback
comes from I sin w.

7.3.3.3 Automatic High-Side Voltage Control at a Power Plant.

PRINCIPLE SCHEME. An innovating power plant automatic voltage control (HSVC) of the
local, HV side bus bar, is achieved (Figure 7.40) through a nonconventional power station
control able to coordinate the reactive powers of the operating generators in the plant.

This closed loop control is able to maintain the voltage Vs at the imposed value Vs;ref by
a continuous coordinated control of the reactive powers of the operating generators in the
plant. The analysis of the control scheme requires an appropriate model of the process.

MODEL OF THE POWER PLANT. Considering a power plant with “n” generators in parallel
on the same EHV bus, connected to a prevailing power bus through an equivalent reactance
Xe, as represented below.

In Figure 7.41, the following notations are used:

Sni is the MVA apparent nominal power of the ith unit;

Sn is the MVA apparent nominal power of the power station;

+

+

+

AVR

AVR
VR

HSVC
XT

XT

V1

Vn

Vs

XeVs,ref

+

+

Figure 7.40. Principle scheme of the HSVC control.
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Qn Figure 7.41. Power station connected to an

equivalent representation of the grid.

GRID VOLTAGE AND REACTIVE POWER CONTROL METHODS 391



Vn is the kV nominal voltage of the power station;

Vi is the voltage of the ith generator, in p.u. of Vni;

Qi is the reactive power of the ith unit, in p.u. of Sni;

Qt is the total reactive power of the power station, in p.u. of Sn;

Vs is the voltage of power station EHV bus bar, in p.u. of Vn;

Vr is the voltage of the grid bus bar, in p.u. of Vn;

XT is the reactance of the unit transformer, in p.u. of Vnið Þ2=Sni;
Xe is the equivalent reactance of the external grid, in p.u. of Vnð Þ2=Sn;

and

_V i ¼ Vi ejui , i¼ 1, 2, . . . , n

_V s ¼ Vs ejus

Vi and V s are in p.u.

di ¼ ui � us, i¼ 1, 2, . . . , n

Now referring to the reactive power of each unit:

Qiðp:u:Þ ¼
V2
i � ViV s cos di

XT
; i ¼ 1; 2; . . . ; n

By the linear approximation around the operating point, under the usual assumed
hypotheses

Við0Þ ¼ Vsð0Þ and dið0Þ ¼ 0

It can be written that

DQi ¼
V sð0Þ
XT

DVi � DVsð Þ; i ¼ 1; 2; . . . ; n

DQt ¼
V sð0Þ
Xe

DV s � DV rð Þ
(7.64)

Moreover, under the hypothesis of negligible reactive power losses on XT

DQt ¼
1

Sn

Xn
k¼1

DQkSnk ¼
V sð0Þ
Xe

DV s � DV rð Þ (7.65)

From equations (7.64) and (7.65), they are respectively achieved:

DVs ¼ DVi � XT

V sð0Þ
DQi; i ¼ 1; 2; . . . ; n

DVs ¼ Xe

V sð0Þ

1

Sn

Xn
k¼1

DQkSnk þ DV r
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From the last two equations, the following result can be deduced:

DVi � DV r ¼ XT

V sð0Þ
DQi þ

Xe

V sð0Þ

1

Sn

Xn
k¼1

DQkSnk; i ¼ 1; 2; . . . ; n

Sn DVi � DV rð Þ ¼ XTSn þ XeSni

V sð0Þ
DQi þ

Xe

V sð0Þ

Xn
k¼1;k 6¼i

DQkSnk; i ¼ 1; 2; . . . ; n

In matrix form

DV1 � DV r

	 	 	
DVn � DV r

2
664

3
775 ¼

a11 	 	 	 a1n

	 	 	 A 	 	 	
an1 	 	 	 ann

2
664

3
775

DQ1

	 	 	
DQn

2
664

3
775

where:

A½ � ¼ aii½ � ¼
aii ¼ XTSn þ XeSni

Vsð0ÞSn

aij ¼ XeSnj

V sð0ÞSn
; with i 6¼ j

8>>><
>>>:

9>>>=
>>>;; with i; j ¼ 1; 2; . . . ; n (7.66)

In a compact form, the result can be written as

½DV � DV r� ¼ ½A�½DQ�
½DQ� ¼ ½A��1½DV � DV rIcol�

(7.67)

where

DV½ � ¼

DV1

DV2

	 	 	
DVn

2
6666664

3
7777775; while Icol½ � ¼

1

1

	 	 	
1

2
6666664

3
7777775 ¼ ðIrowÞT

Therefore, the model result is a matrix with coefficients dependent on the operating
point and on Xe and XT. Both A½ � and A½ ��1 are full matrices; for this reason the reactive
power of each unit depends on the voltages of all the other units inside the power station.
Figure 7.42 shows the block diagram of the found linear model. In the scheme it is also
assumed that DV ref ¼ DV under the hypothesis that the primary voltage control loops have
negligible dynamics with respect to the control under study.

Σ
ΔVref = ΔV

+

-
ΔQ

ΔVR

A-1

A-1

Figure 7.42. Linearmodel of a power plantwith n

generators connected to an equivalent grid.

GRID VOLTAGE AND REACTIVE POWER CONTROL METHODS 393



In Figure 7.42, DQ represents the overall reactive power delivered=absorbed by all
together the power station units and any change of it determines a bus bar voltage variation
according to

DV s ¼ Xe

Vsð0Þ

1

Sn

Xn
k¼1

DQkSnk þ DV r (7.68)

The scheme from Figure 7.43, showing the link between the generators voltages at the
power station and the local EHV bus bar voltages, comes from equation (7.68).

HIGH-SIDE VOLTAGE REGULATOR. Starting from the simplified system model shown in
Figure 7.43, hereinafter the power station reactive power and voltage control loops
are introduced by assuming that they are slower with respect to AVR voltage control
loop (the dominant time constant of the AVR control loop is assumed of the order of 0.5 s,
see Section “Linear Analysis of the Generator Voltage Control Loop” from Section 7.3.3).

The generator reactive power control loop, not common in practice, should in principle
regulates the reactive power of its generator, without taking into account the reactive powers of
the remaining generators operating at the same power station, so negatively interacting with
them.Even in the case that all the generators in thepower stationare providedwith autonomous
reactive power control loops, their dynamic interaction generally determine poor oscillations
dampingperformanceat thepower station level.Nevertheless, the interest tocontrol the reactive
powers of all the generators in a power station by avoiding reactive power dynamic interaction
between them is high andbecomes a real need in someplantswith a largenumber of generators.

A possible solution to the mentioned problem is a “power station centralized control,”
corresponding to the block diagram in Figure 7.44.

Acentralized,not-interactingcontrol law,ofintegral type, allows thedynamicdecoupling
among the unit reactive power control loops aswell as the reactive power absorption=delivery
of each generator in accordancewith the set point values. The followingDV ref ;DQref ;DQ are
vectors of variables while the control matrix A is given by equation (7.66).

The resulting diagonal control, when Xe properly identified, allows a first-order
dynamics at each reactive power control loop, each characterized by a time constant TQ of
the order of 5 s (see Figure 7.45).

TQ = 5s

ΔQref

S
+

1A . S
+

-

ΔVR
A-1

A-1
ΔVΔVref

sTQ

ΔQ

Figure 7.44. Block diagram of a power station reactive power control.
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+
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ΔVref = ΔV

Figure 7.43. Linear equivalent model of a power plant with n generators, connected to an

equivalent grid: link between the generators and the EHV bus bar voltages.
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This centralized reactive power control accordingly moves the reactive powers of the
generators in the power station by controlling the set point vector DQref. This useful
control, able to move together the operating points of the plant generators from the over
Qþ

lim up to the under Q�
lim excitation limits, can be effectively used in practice to pursue the

objective of the EHV bus bar voltage regulation.
Being the automatic EHV voltage regulation, the true objective of a power system

operation, a possible control scheme for the power station high-side voltage regulation, is
given in Figure 7.46.

An external voltage control loop (Figure 7.46) overlaps the reactive power loops
previously considered with a slower dynamics. A proportional-integral (PI) control law
characterizes the proposed control scheme. The proportional contribution is a need to cover
the large perturbations in the grid. The output of the control block Dq is called “reactive
power level”, ranging from þ1 to �1, in p.u., for the generator’s over- and under-
excitation limits given by the column matrix linking Dq to DQref in the block diagram.
Equation (7.68) gives the shown link between DV s and DQ.
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Figure 7.45. Set point step response of a generator reactive power control loop.
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Figure 7.46. Block diagram of a power station EHV bus bar voltage regulation.
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The external voltage control loop to be dynamically decoupled with respect to the
inner reactive power control loops must have a dominant time constant of about Ts ¼ 50 s.
To this end, a proper design of the Kp and K i coefficients of the PI control law is required.

The Kp coefficient can be computed by assuming the instantaneous compensation
between the DQ variation determined by a grid perturbation DV r at t ¼ 0� and the DQref

provided at t ¼ 0þ by the DVs variation corresponding to DV r.
From this assumption comes out the following value:

Kp ¼
V sð0Þ
XT

1

ð1=SnÞ
Pn

k¼1 Qlim kSnk
(7.69)

with XT in p.u. of the power station (equivalent transformer).
When considering all the units of the same size Snið Þ, then

Kp ¼
Vsð0Þ
XT

1

ð1=nÞPn
k¼1 Qlim k

(7.70)

Hereinafter, the computing of the Kp coefficient is shown.
To simplify the analysis, reference is done to the equivalent generator of the power

station in Figure 7.41. One generator of Sn size and stator voltage V is connected through an
equivalent XT to the local HV bus bar (Vs) that see the remaining network by the equivalent
reactance Xe connected to an infinite bus (VR).

Equations (7.64) and (7.65) describe the reactive power variation in this simplified
equivalent scheme. From these equations it comes out

DV s ¼ DV � XT

V sð0Þ
DQ

DV s ¼ Xe

V sð0Þ
DQþ DV r

From them, the system model linking V; V r; V s is achieved:

ðDV � DV rÞ ¼ XT þ Xe

Vsð0Þ
DQ

DV s ¼ Xe

Vsð0Þ
DQþ DV r

Now, referring to the control system in Figure 7.46, its simplified equivalent
representation, coherent with the hypotheses of very fast inner control loops with respect
to the outer loop on Vs, is here after shown (Qlim is in p.u. of Sn).

In fact, assuming the instantaneous compensation between the DQ variation deter-
mined by a grid perturbation DV r at t ¼ 0� and the DQref provided at t ¼ 0þ by the DV s

variation corresponding to DV r, that is

DVið0Þ ¼ 0

DQið0Þ ¼ DQrefð0Þ

DQið0Þ ¼ � V sð0Þ
XT þ Xe

DV r

DQref ið0Þ ¼ �QlimKp DV r þ Xe

V sð0Þ
� V sð0Þ
XT þ Xe

DV r

� �	 
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Then the value of the proportional coefficient is obtained:

Kp ¼
V sð0Þ
XT

1

Qlim
(7.71)

Considering the n generators as in (7.70):

Kp ¼
V sð0Þ
XT

1

ð1=SnÞ
Pn

k¼1 Qlim kSnk

Coming to the coefficient K i, it must be able to impose a first-order dynamics to the
outer control loop of Figure 7.47, with a dominant time constant Ts ¼ 50 s, when Kp

assumes the above imposed value (7.71).
Therefore,

K i ¼
Kp þ V sð0Þ=Xe

� �
1= 1=Snð ÞPn

k¼1Qlim kSnk
� �

Ts
¼ V sð0Þ

T s

1

1=Snð ÞPn
k¼1 Qlim kSnk

Xe þ XT

XeXT

(7.72)

In fact, referring to Figure 7.47, the “pole” of the closed loop is given by

s ¼ � QlimK iðXe=V sð0ÞÞ
1þ QlimKpðXe=V sð0ÞÞ

¼ � 1

T s

Then

K i ¼
Kp þ ðV sð0Þ=XeQlimÞ

T s
¼ V sð0Þ

T sQlim

Xe þ XT

XeXT

Considering the n generators instead of the equivalent, equation (7.72) is achieved.
In conclusion and differently from the line drop compensation control, with the high-

side voltage regulator it is possible to regulate, at the set point value, the voltage of the local
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Figure 7.47. Simplifiedblock diagramof EHVbus bar voltage control loop at t ¼ 0�, with a power

station represented by an equivalent generator.
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HV bus bar with a PI control law to characterize the HV transient by a dynamics with high-
speed response in the first part and slower response in the second part, as shown in
Figures 7.48–7.50.

Lastly, with the high-side voltage regulator it is also possible to increase the
voltage stability during the black start-up maneuver, mainly at the initial voltage
launch phase [26].
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Figure 7.48. Transients of the power plant high-side bus bur voltage Vs following step variations

of the HSVC voltage set point.
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7.4 GRID HIERARCHICAL VOLTAGE REGULATION

7.4.1 Structure of the Hierarchy

7.4.1.1 Generalities. Hierarchical systems, based on grid subdivision into areas and
automatic coordination of each area reactive power resources to control the local voltages,
have been first investigated in Europe (mainly in Italy and France) from 1980 and named
coordinated voltage regulation (CVR) as well as secondary voltage regulation (SVR)
and tertiary voltage regulation (TVR). Reference studies and applications come from Italy
[15–18,27,28], France [20,21,29], followed by Belgium [30,31], and Spain [22,32], and
more recently by United States, Brazil, Taiwan, South Korea, Romania, and South Africa
[23,33–39]. An international CIGRE Task Force recently investigated the subject publish-
ing an extensive report [19].

Some of the European applications in Italy and France operate in real systems and are
extended at national level. ChangingEuropean utilities organization and facing-related energy
markets liberalization, hierarchical voltage control systems (HVCSs) are being more appre-
ciated and strengthened [25,26,40–42]. System operators, in fact, recognize that SVR and
TVR permit, at the same time, to simplify the automatic control of the overall transmission
network voltages by increasing the system efficiency and stability as well as to simply and
correctly distinguish the contributions of different participants to thevoltage ancillary service.

In North America, the interest for SVR and TVR or more simplified power plant
solutions, like high-side voltage control, is growing [33]. At BPA, a wide area voltage
control=protection is under test on site, based on the coordination of generators or loads
tripping, reactive power switching, TCSC=SVCmodulation, power plant high-side voltage
schedule and OLTC tap changing [34]. SVR concepts are also under consideration in
Brazil [35] where voltage control is proposed for critical distribution areas too, based on a
methodology providing a guideline for OLTC assessment and coordination [36].
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Figure 7.50. Power plant with two generators: transients of the generator reactive powers

following step variations of the HSVC voltage set point.
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Progress and trends in transmission network voltage control require, at the beginning
of newmillennium, an important evolution moving from the largely still operating “manual
controls” to the innovating “automatic controls”, by using simple, effective, and closed
loop regulating systems, managed and supervised directly by the dispatching centers. The
cost=benefit analyses strongly support this innovation [43]. Moreover, because voltage
control is a prevailing local problem, the feasible solutions must consider the automatic
coordination of local reactive power resources, not only those of generators and compen-
sators but also shunt capacitors and reactors, OLTCs, SVCs, and STATCOMs. For this
reason, the goals of the voltage ancillary service (quality and security improvements in
network operation) can be pursued through a decentralized voltage control system
coordinating resources at each power system area=region. Such coordination requires
data and signals exchanges between regional dispatcher and local plants=substations: the
more data are exchanged in real time, according to power system dynamics, the more
voltage control system can improve performances and effectiveness.

The benefit of the network voltage control in terms of grid efficiency is instead more
strongly linked with interarea coordination, requiring an effective data and signals
exchange among regional dispatchers and central=national system operator. In addition,
the exchange of measurements with the neighboring utilities (e.g., edge-bus voltages and
tie-line reactive power flows), as well as the coordination of mutual control actions, are
also very important for reducing system losses.

The online and real-time monitoring of actual EHV control system performances
represents also a challenging opportunity for a proper and indubitable recognition of the
power plants contributions to the voltage service [40], in the framework of energy sector
liberalization and ancillary market competition.

The main reasons, which definitely lead to a coordinated “automatic” real-time
voltage regulation, can be then summarized as follows:

� The quality of power system operation is improved, in terms of reduced variations
around the defined voltages profile across the overall transmission network.

� The security of power system operation is enhanced, in terms of larger reactive power
reserves kept available by generating units for facing emergency conditions [44].

� The transfer capability of power system is improved, in terms of increased
transmissible active power levels, with reduced voltage instability and collapse
risks [45].

� The efficiency of power system operation is enhanced, in terms of active losses
minimization, reduction of reactive flows, and better utilization of reactive
resources.

� The controllability and measurability of voltage ancillary service is simplified, in
terms of functional requirements definition and performance monitoring criteria [40].

The voltage and reactive power control of an electrical grid requires a geographical
and temporal coordination of many on field components and control functions achievable
by a hierarchical control structure. A real-time and automatic voltage control system can
be, in fact, basically structured on three hierarchical levels: primary (component control),
secondary (area control) and tertiary (power system control) levels. Figure 7.51 gives a
preliminary spatial view of the three overlapped hierarchical levels of a voltage–reactive
control system. It also puts in evidence the interaction between the tertiary level with the
not-real time and off-line forecasting level based on state estimation and OPF. Distinguish
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the real-time levels with automatic closed loop voltage and reactive power controls from
the day-before or short-term optimal forecasting computing, necessarily delayed with
respect to the real-time power system operating conditions, is a fundamental clearing up
that helps in recognizing relevant differences.

Often happens that the tertiary voltage control is wrongly confused with the static
optimization problem of voltage–reactive power, which has to be considered (due to its
high delay with respect to the system operating conditions) an open loop control or an off-
line forecasting related to the system operation scheduling.

The off-line minimization of power losses is the most employed OPF objective
function, which forecasts the generators reactive power scheduling in order to maintain the
appropriate voltage levels within the power system.

Obviously, different performances are obtained with an automatic, closed loop,
voltage control that minimizes losses in real time (TVR), in comparison with a system
operation simply based on a forecast computation, linked to past working points (OPF).
In fact, the present grid operating conditions could be, some time, very different from the
forecasted one, mainly when facing critical operating conditions.

The off-line OPF voltage–reactive power issue can be an input to initialize the TVR
computing, as shown in Figure 7.51.

7.4.1.2 Basic SVR and TVR Concepts. The basic concepts from which the SVR
grew in Europe are here summarized to allow the understanding of the proposed control
system and the reasons of its structure, performances, and advantages:

a. The idea to automatically control in real time hundreds of transmission bus voltages
is too complex, very critical, not reliable and therefore unrealistic and uneconomic.

b. The generating units reactive power is, obviously, the main resource already
available on field, at low cost, simple to control for network voltage support;
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Figure 7.51. The structure of the hierarchical voltage–reactive power control.
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c. A realistic simple voltage control system should consider the dominant buses only (a
small amount) so allowing a suboptimal but feasible and reliable control solution.

d. Dominant bus “pilot node” idea becomes solid assuming as joint buses those having
high electrical coupling and voltages close to each other within a “regulation area.”

e. The control structure, depending on the grid subdivision into “regulated areas,”
automatically and as much as possible independently, regulates each pilot node
voltage.

f. The control resource is essentially based on the reactive powers of the largest units in
the area (“control plants”), which mainly influence the local pilot node voltage.

The basic idea of TVR comes from the need of increasing the system operation
security and efficiency through a centralized coordination of the SVR decentralized
structure.

g. The pilot nodes voltage set points must be adequately updated and coordinated with
dynamics slower than SVR, considering the real condition of the overall grid and
avoiding useless and conflicting interarea control efforts.

h. The pilot nodes voltage set points can be computed and updated in real time,
considering the global control system structure and its real-time measurements.

i. The pilot nodes voltage set points have to be optimized for minimizing
grid losses always preserving control margins. That can be achieved by updating
the optimal forecasted plan according to the real-time system working
condition.

It has to be pointed out that, notwithstanding the objective of minimizing control
system complexity, the effort for achieving an effective hierarchical control system is
anyway relevant when a large transmission network is involved, as confirmed by the
already undertaken experiences and existing applications. On the one hand, a new power
plant apparatus is needed for controlling the reactive power production of generating units,
as well as of synchronous compensators and FACTS devices, according to the local bus bar
or remote pilot node voltage regulator and taking into account the instantaneous available
capability of the plant generators or compensators. On the other hand, a specific regional
dispatcher regulator [28] is required for automatically maintaining the pilot nodes voltages
at their scheduled values, controlling by fast telecommunications the new power plant
apparatuses, turning on=off reactors banks and shunt capacitor, ordering OLTCs and
FACTS controllers set points.

Lastly, a new voltage and reactive power optimizing regulator is required at the
national=utility control level for coordinating and updating, online and in real time, all
the pilot nodes voltages set points (see also Figure 7.52). All these special not
conventional control apparatuses do require a specific design. Moreover, the tele-
communication speed for data exchange among the primary, secondary, and tertiary
levels is high, of the order of 1 s delay, should require specific=dedicated tele-
communication apparatuses and media.

7.4.1.3 Primary Voltage Regulation. Primary regulation involves controlling the
local voltage of synchronous generators, synchronous=static compensators with the
major objective to allow the correct and security operation of these equipments.
Obviously the primary voltage control impacts with the transmission network, mainly
at the MV busses they are connected, by sustaining the local medium voltages during
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normal and perturbed operating conditions. The control actions are based on local
measures and aim to bring out the voltage at the set point value automatically, with a
dynamics characterized by a dominant time constant value within a few hundred of
milliseconds up to one second: this compensating control has to be considered in the
high-speed voltage regulation.

The AVR realizes the primary voltage control of a generator (in Figure 7.52 unit
controller). The AVR regulates the voltage at the generator’s terminal by controlling the
field excitation voltage Vf (Figure 7.53). This AVR basic functionality is already widely
described in Section 7.3.3.1.
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The synchronous machine operating at one of the limits (OEL or UEL) closes the
correspondent Vlim (Voex or Vuex) signal feedback. The signal is obtained from an integral
regulator:

� The OEL input compares the actual excitation current If with its maximum value
Iflim. Under steady-state operation If is lower than Iflim and the integral regulator does
not participate at the primary voltage control. When If is greater than Iflim, the
integral regulator generates a Vlim negative value in such a way to reduce the
excitation voltage of the synchronous generator.

A certain transient overload level of the excitation windings is allowed based on
the slow transient of the thermal phenomena. According to that, the stator current
limiting value is transiently increased. In this manner the excitation current If can
reach very high values for a short time being limited by the generator thermal limits
(rotor and winding heating, etc.).

� The UEL input compares the reactive power Q with a reference Qv,ref. Under steady-
state operation Q is greater than Qv,ref and the integral regulator does not participate
at the primary voltage control. When Q is lower than Qv,ref, the integral regulator
generates a Vlim negative value in such a way to increase the excitation voltage of the
synchronous generator.

The control actions are based on local measures and aim to avoid operating points
overcoming the limits, with a dynamics characterized by a dominant time constant
value within a few seconds up to one or maximum two tens of seconds.

In a hierarchical automatic voltage control system, the role played by the OEL and
UEL limits is very important and their curves shape and dynamics must be carefully
reconstructed and taken into account by the power station regulator controlling the
generator reactive powers. In fact, the generator operating point must be maintained
inside the operating limits during normal and perturbed operating conditions, so avoiding
any generator thermal stress and useless control efforts due to possible differences between
the real and the reconstructed AVR limits.

An example of the OEL and UEL limiting curves is shown in Figure 7.54 that puts in
evidence the voltage dependence of the OEL curve, shifting to the right while voltage
reduces.

Rough values for the OEL and UEL parameters are given in Table 7.3. Note: Other
aspects related to OEL and UEL are discussed in Section 2.1.8.4.

0
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Figure 7.54. Curves of the over- and

underexcitation generator limits,

respectively, at the right-hand and

left-hand sides.
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7.4.1.4 Secondary Voltage Regulation: Architecture and Modeling.

PRINCIPLE OF THE SECONDARY VOLTAGE REGULATION. The SVR has, as first objective, the
voltage control of the system main transmission busses, which is the most important load
busses, by controlling the main available reactive power resources on site. Therefore, the
primary (see Sections 7.3.3.1. and 7.4.1.3) and secondary voltage controls have different
objectives and in some cases are operated with opposite aims.

The secondary voltage control plays an important role during normal operating
conditions as well as in front of contingencies.

� In normal grid operation, it ensures

� maintaining the network voltages at a specified value and reducing their
variations;

� increasing dispatch control efficiency;

� coordinating real-time controls of the reactive power resources;

� assuring a dynamics of the first-order type, with a dominant time constant of
about 50 s, to the HV voltage transients.

� Under disturbed conditions, the secondary voltage control

� timely controls the generated=absorbed reactive powers in the perturbed area;

� speedily recovers the perturbed area voltage level;

� imposes a first-order dynamic response to the voltage transients, according to the
PI control law, with a dominant time constant of about 50 s (I effect) as well as a
fast recovery of most of the peak variations (due to large perturbation) during the
first seconds of heavy transients (P effect).

Section “High-Side Voltage Regulator” is a useful reference in understanding the above
statements and Figure 7.46 helps when considering the pilot node as the controlled bus.

The SVR basic principle is the voltage control of a small amount of grid buses, the
most important ones, each of them able to determine the voltages in the surrounding buses,
so each defining its area of influence. SVR, therefore, requires splitting the transmission
network into “theoretically noninteracting areas,” within which the voltage is controlled in
the main bus, called “Pilot Node.” A regional regulator (that controls the pilot nodes and
therefore the areas in the region) separately coordinates the generators of a given area by
automatically adjusting the area generators reactive powers to regulate the voltage of the
area pilot node. Analogously to the high-side voltage regulation, the pilot node voltage
regulation consists in a closed loop control of the pilot node voltage by controlling with a PI
law, and therefore by an area reactive power level “q”, the reactive powers of all the control

T A B L E 7.3. The Parameters of the OEL and UEL

Parameter Value Measure Unit

Tlim¼ To; Tu 10 s
OEL-Vlimmin 0 –
UEL-Vlimmax 0 –
b Drop of the limit
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power plants in the area. The secondary voltage regulator inputs the instantaneous voltage
measure of the area pilot bus, compares it with the pilot node voltage set point, and
determines instant by instant the reactive power level to be sent to the control power plants
in the area. The reactive power level “q” therefore determines the alignment of each
area generating units contributing, proportionally to their capabilities, to the total area
reactive power.

The automatic voltage and reactive power control of the transmission network
considers the hierarchical structure shown in Figure 7.55 where the control devices are
now put in evidence:

� In this control structure, the first hierarchical level (primary level) consists of the
conventional generator voltage regulators (AVR). These voltage regulators make it
possible to take fast control action in the face of local perturbations (for instance,
short circuits near a generator) and collectively determine the “primary” voltage
regulation of the network.

� The second hierarchical level consists of power station regulators PQR, which
achieve the reactive powers required by the regional voltage regulator (RVR) at a
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higher hierarchical level (regional controllers) by operating on the reference of the
primary voltage control loops.

� The third hierarchical level consists of slower RVR, one or few if the grid is
subdivided in more than one region (regional dispatchers), which regulates in an
integral way the voltage of the pilot nodes in the region by operating on the
reactive powers of the controlled power stations considered in the second
hierarchical level.

The switching of the compensating equipments such as capacitor banks and shunt
reactors, as well as the blocking of the OLTC tap changers is one part of the SVR control
actions. SVR operates at each area on the local switching resources, only when needed,
in accordance with the area control margin value given by the difference of the real-time
value of the area reactive power level “q” with respect to its þ1 or �1 limits. Proper
thresholds on the “q” value habilitate the area “on” and “off” switching according to
predefined sequences. As far as the area OLTC automatic blocking is concerned, it can
also be linked with SVR in case that the used “voltage instability indicator” is based on
SVR trend in the area [24,46].

The bus set of the network inwhich the voltages, for normal perturbation, are close to the
voltage of a pilot node defines an area. TheRVR receives the voltage telemeasurements of its
pilot nodes, and sends the area reactive level signals to the control power plants in each area,
separately. The reactive power level signal is the reference of the reactive power regulators
(PQR) of the controlled power stations in the area, and in accordance with this reference
signal, the power stations deliver=absorb reactive power proportionally to their reactive
capability limits; in this way, all the control generators of one area have the same reactive
powermargin with respect to the reactive bounds. The combined control actions of the RVRs
and PQRs determine the “secondary” regulation of the regional network voltages.

As well known, the success of the above-described control scheme mainly depends on
the way of choosing the pilot nodes and the control generators and on coordination of the
RVRs set points by a possible Central Controller.

The criterion used for locating the pilot nodes is based on the intuitive assumption that
such nodes must be chosen from among the strongest ones, that is the nodes that are able to
impose the voltages of the load nodes electrically close to them. The criterion includes a
constraint on the electrical coupling between pilot nodes: such coupling must be lower than
a preestablished limit. In this way, in addition to avoiding problems of dynamic interaction
between the secondary voltage control loops, it is possible to prevent excessive exchanges
of reactive power due to differences, even small, between the voltage values imposed by the
regulation system in adjacent pilot nodes.

From the above considerations, it clearly appears that the starting point of the
proposed control scheme is the relatively low electrical coupling between two pilot
nodes of adjacent areas.

As far as it concerns the control generators, they are chosen from among those inside
each area strongly affecting the voltage of the local pilot node. In this way, each area would
be enough autonomous in terms of resources to be used for the local control needs, also
because of the electrical decoupling with the other surrounding areas. A good selection of
areas and control generators should also put in evidence possible areas needed investments
for installation of new reactive power resources.

DYNAMIC MODEL OF THE REGIONAL CONTROL SYSTEM. Considering an islanded system,
which is a system with connections with the neighboring grids represented by equivalents,
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its linear model around an operating point can be written as follows:
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whereQi is the reactive power at node i,Vi is the voltagemagnitude at node i, n is the number
of nodes, g is the number of generator nodes, and m¼ n� g is the number of load nodes.

The linearized model can also be written as

DV½ � ¼ SQ½ � DQ½ � þ Sp
� �

DP½ �

where DV is the vector of the voltage modules changes in the region,DQ is the vector of the
reactive power injection changes, DP is the vector of the active power injection changes, n
is the number of HV buses in a region, and SQ; Sp are the sensitivity matrices:
SQ 2 Rnxn and Sp 2 Rnðn�1Þ.

Taking into account the decoupling between the active and reactive powers and
separating the equations describing the dependence, in the power system, of the reactive
powers from the voltages, it comes out from the system equation (7.73):
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or, separating the EHV nodes between the “g” called generation buses from the “m” called
load busses, it is possible to write

½DQ� ¼ � ½BGG�½DVG� þ ½BGL�½DVL�f g
½DQL� ¼ � ½BLG�½DVG� þ ½BLL�½DVL�f g

(7.75)

With the obvious meaning of the symbols

½DQ� ¼ �½B�½DV � (7.76)

where Q and V represent the reactive powers vector and the voltages vector of the overall
system, respectively. This matrix equation allows a simplified but enough precise analysis
of the links between the voltage variations on the busses and the injected reactive powers.

Denoting by _n the total number of the grid buses, then

½DQ�: (_n � 1) is the vector of injected reactive powers;

½DV �: (_n � 1) is the vector of the voltages in the grid busses;

[B]: (_n � _n) is the symmetric matrix of the grid nodes susceptances, in p.u. (including
lines and transformers).

The matrix �½B� represents the sensitivity of the injected reactive powers with respect
to the voltages.

Substituting DVL½ �, it is possible to obtain

DVL½ � ¼ � BLL½ ��1 DQL½ � � BLL½ ��1
BLG½ � DVG½ �

DQG½ � ¼ �
BGG½ � � BGL½ � BLL½ ��1

BLG½ �� DVG½ � þ BGL½ � BLL½ ��1 DQL½ �

Therefore, the system model becomes

DVL½ � ¼ H½ � DVG½ � þ XCC½ � DQL½ �
DQG½ � ¼ � Beq

� �
DVG½ � þ D½ � DQL½ �

(
(7.77)

where the introduced matrices are defined as follows:

½XCC� ¼ �½BLL��1

½H� ¼ �½BLL��1½BLG� ¼ ½XCC�½BLG�
½D� ¼ ½BGL�½BLL��1 ¼ �½BGL�½XCC� ¼ �½H�T

½Beq� ¼ ½BGG� � ½BGL�½BLL��1½BLG� ¼ ½BGG� þ ½BGL�½H� 	 	 	 ¼def�½C�

(7.78)

From (7.76) it is possible to deduce

DV½ � ¼ SQ½ � DQ½ �
Without loss of generality, the power system buses can be simply divided into

generation buses (QG;VG) and load buses (QL;VL):

DV ¼ ½SQG..
.
SQL� 	 DQG

DQL
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Furthermore, it is necessary to distinguish between the generator buses allocated as
control power plant buses (QGC; VGC) and the others representing the uncontrolled power
plant buses (QGU; VGU):

DV ¼ �
SQC

..

.
SQU

..

.
SQL

� 	
DQGC

DQGU

DQL

2
664

3
775 (7.79)

The uncontrolled plants are under primary voltage regulation only, therefore

DQGU ¼ ½KU� 	 ½DVGU� ¼ ½K� 	 ½DV � ¼ 0 KU 0½ � 	
DVGC

DVGU

DVL

2
664

3
775

By substituting, equation (7.79) can be rewritten as follows:

DV ¼ �
SC

..

.
SL
� 	 DQGC

DQL

" #
(7.80)

with obvious meaning of the symbols.

SVR CONTROL STRUCTURE. Let us denote by z the number of the pilot nodes in the
region. From equation (7.80) it can be obtained
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where DQk
GC represents the vector of the reactive power variation of the control power

plants from area k.
More precisely, because the controlled power plant must operate as an equivalent unit

DQk
GC ¼ Diag aif g DVk

refC � DVk
GC

�� �� (7.81)

where ai, ðVk
GCiÞ0=xi is a constant that depends on the operating point and the unit

transformer reactance.
From equation (7.80)

DVk
GC ¼ SkCDQ

k
GC þ SkLDQL (7.82)

By substituting equation (7.82) in equation (7.81) it is possible to obtain, for the kth
area, the dependence of the control power plant reactive powers from the set points of the
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corresponding AVRs and the load variations:

DQk
GC ¼ Diag aif g 	 DVk

refC � SkCDQ
k
GC � SkLDQL

�� ��
DQk

GC

� � ¼ Hk
� �

DVk
refC

� �þ Dk
� �

DQL½ �

For the overall region, the equation is

DQGC½ � ¼ H½ � 	 DV refC½ � þ D½ � DQL½ �

A schematic representation of the system under control is shown in Figure 7.56, where
the matrices SCp and H are in general diagonal dominant blocks.

Now, consider that the control scheme of the secondary voltage control it does include
the following:

1. The power plant reactive power regulator (PQR) that provides the inner control
loop to achieve the desired reactive power at the controlled plant.

2. The RVR that provides the outer control loop with the objective to achieve a desired
voltage profile across the region through regulating the voltage of the pilot nodes.

A schematic representation of the secondary voltage regulation control structure is
given in Figure 7.57 under the acceptable simplifying assumption to neglect the dynamics
of the primary voltage control loops.

Hereinafter, gK stands for the number of control generators associated with the kth
pilot node, and g ¼ P

gK the total number of the controlled generators.
In the generic kth area, the reactive power regulator of the ith control generator is

assumed purely of integral type. Its reference signal is proportional to the reactive power
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Figure 7.56. Schematic representation of the linearized dependence of the pilot node voltages

with the load variation and power plant control.
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level qk of the area considered. The proportionality coefficient is given by the reactive
capability limitQk

lim;i of the ith generator. The reactive power level qK , supplied by the pilot
node voltage regulator, is defined by a proportional-integral law applied to a linear
combination of the differences between the secondary voltage references and the corre-
sponding pilot node voltages.

The dynamic design of the control system consists on choosing the time constants Tk
i

of the integrators in the power plant reactive power control loops as well as the coefficients
of the control matrix U. From a practical point of view, the dynamic behavior of the
controlled system is simplified by making the superimposed control loops dynamically
time decoupled. This means that the response time constant of a control loop must be
dominant with respect to those of its internal loops (time decomposition). In this
connection, the response time constant TQ of the power plant reactive power control
loop must be chosen sufficiently higher than that of the primary voltage control loops and
sufficiently lower than the desired dynamic response (time constant) of the secondary
voltage regulation.

Bearing in mind the chosen time decoupling, the analysis of the slower modes
associated with the main loop of the secondary voltage control system may be made
on the basis of the block diagram in Figure 7.58.

This diagram results from Figure 7.57 by ignoring the response time constants of the
power plant reactive power control loops and denoting by Qlim (g� z) the block diagonal
matrix of the reactive capability limits of the control generators.

It is important to realize that the assumption Dq desiredð Þ ¼ Dq obtainedð Þ, without
considering in the model additional dynamics, is based on the following hypothesis: the
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Figure 7.57. Block diagram of the secondary voltage regulation.
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reactive power loops at PQR level are faster than the pilot node voltage loop and are also
dynamically decoupled, thanks to the PQR control law; basically, Rr is a diagonal matrix.

Therefore, the synthesis of the control matrixUmust be madewith the aim of ensuring
a reduced dynamic interaction between the voltage regulation of the individual pilot nodes:
each pilot node dynamics should be characterized by only one dominant time constant.

REFERENCE TRANSIENTS. The transients of two separate tests are

� test on the PQR reactive power control loops following a q level step variation;
� test on the RVR pilot node voltage control loop after a voltage VPref set point step
variation.

These overlapped control loops are clearly shown in Figure 7.55.
The PQR and RVR transients jointly represent the full SVR dynamic characteristics,

the same seen for the HSVC, being designed with the same criteria.

� Test on the PQR Reactive Power Control Loops. Considering a power station with
four generators under PQR control, the test results in Figure 7.59 show the transients
following the step variations on the reactive power level q under the hypothesis of
open pilot node voltage control loop.

In the PQR presence, all the generators operating at the power station track
the level q request with the imposed dynamics: first order with 5 s dominant time
constant. It can be noticed that the four generators reactive powers and voltages move
concordantly aligned, tracking the reference control signal step variations, in
the figure top. Moreover, under PQR, no one dynamic interaction among the under
test control loops are evidenced. The last transient at the figure bottom shows the
pilot node voltage variation consequent to the considered power station reactive
power delivery increasing (at the beginning) followed by its reduction.

� Test on the RVR Pilot Node Voltage Control Loops. Considering a power system
with 12 pilot nodes under RVR control, the test results in Figure 7.60 show the
transients following the step variations of the Area 2 pilot node voltage set point.

The test emphasizes the proper selection of the pilot nodes with a light dynamic
interaction among their voltage control loops. In fact, the step variations of the Area 2
voltage set point determine significant changes in the correspondent pilot node
voltage and small transient effects on the others (Figure 7.60a). The Area 2 reactive
power control level confirms this result significantly changing with respect to the
other areas control levels that conversely remain practically constant.
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Figure 7.58. Pilot node voltage control loops in the region.
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Figure 7.59. Step response of a power plant reactive power control loops showing a dominant

time constant of about 5 s. VSb represents the local HV pilot bus bar voltage transient.
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Again the PQRs impose to all the power system control generators the tracking of the
corresponding control level q with a dynamics of 5 s dominant time constant. In its turn,
RVR imposes to all the PQRs the tracking of the corresponding pilot node voltage set point
with a dynamics of 50 s dominant time constant.
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Figure 7.60. (a) Dynamic response of the pilot node voltages Vp,i following the set point Vref step

variations at Area 2 only. (b) The correspondent area reactive power control levels.
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The shown test results clearly evidence that the appropriate operation of the secondary
voltage control within each area mostly depends on the way the pilot nodes and control
areas are selected.

A control area is correctly defined if the following conditions are met:

� With the pilot node voltage maintained constant, the voltages at the other nodes in the
area have small variations even if the local load has significant changes.

� Voltage control within a control area does not influence significantly the voltage in
the other areas.

� Control devices in each control area should be, in principle, able to maintain the
voltage constant at the pilot node, under normal and disturbed conditions as well.

The combined effects of the two regulators give, as result in Area 2, the four generators
reactive powers in Figure 7.61 that move concordantly aligned, tracking the reference
control signal q2 variations shown in Figure 7.60b. Lastly, under RVR, no dynamic inter-
action among the under test pilot nodes voltage control loops is evidenced (Figure 7.60a).

Identification of control areas and pilot nodes can be achieved by using electrical
distance-based methods. The proposed algorithm, later described, is based on the following
steps:

(i) Choose the network pilot nodes by selecting those with the largest short-circuit
power.

(ii) For each selected pilot node, determine the corresponding area according to an
electrical distance method.

(iii) Verify, by using the reactive power balance, if the area reactive power sources can
supply the area demand.
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Figure 7.61. The overlapped transients of four generators allowing the Area 2 pilot node voltage

set point tracking, following a Vref,2 step variation, at a power station under control.
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(iv) Verify if the voltage variation at the pilot node is representative for the voltage
variations in the other area busses.

(v) Verify that:

� distances between the pilot node and the other nodes in the area are confirmed
in the presence of SVR;

� electrical distances between the pilot node of the area in study and the
neighboring areas pilot nodes are considerable large.

7.4.1.5 Tertiary Voltage Regulation. The basic idea of TVR comes from the need
to increase the system’s operating security and efficiency through centralized real-time
coordination of the decentralized SVR structure:

� The pilot nodes voltage set points must be adequately updated and coordinated
online and in real time with dynamics slower than SVR, considering the real
conditions of the overall grid and avoiding useless and conflicting SVR interarea
control efforts.

� The pilot nodes voltage set points can be computed and updated in real time,
considering the global control system structure and its real-time measurements.

� The pilot nodes voltage set points have to be optimized in real time to effectively
minimize grid losses while still preserving control margin.

The third control level, related to the tertiary voltage regulation, is therefore aimed to
optimize the nationwide voltagemap in real time. This involves determining time by time the
voltage set points for the pilot nodes in order to achieve safe and economic system operation.

The tertiary loop represents the global coordination in the voltage plan through
automatic control actions. One of the objectives is to manage the reactive power flow
between power system areas at a low value,minimizing the power losses into the system, and
increasing the system controllability and stability. Since the tertiary control is currently
performed manually, poor results are achieved with respect to the real time. If automated,
becoming online and real time (as in Figures 7.51 and 7.52), it would have a dominant time
constant of around 5–10 min.

The vector of the pilot node voltage set-pints VP;refðtÞ
�� �� may be alternatively provided

by: the remote RVR automatic systems (with the TVR control function out of service), in
terms of the local daily trend; the regional dispatcher operator (RVR manual setting, with
the TVR control function out of service); the RVR voltage set point real-time optimization
tool (with the TVR control function in service).

The TVR real-time optimization determines the most appropriate pilot node voltage
set points VP;refðtÞ

�� �� update for secure=efficient operation, on the basis of an integral
law (7.83) of the real-time optimized vector DVP;refðtÞ

�� �� representing the best increment
to be actuated on VP;refðtÞ

�� �� according to the minimization of the TVR objective
function (7.84) [46]:

VP;refðtÞ
�� �� ¼ 1

TT

Z t

0

DVP;refðtÞdt
������

������
2
4

3
5VP max

VP min

þ VPð0Þj j (7.83)

where TT is the gain of the integral regulator, fixing the TVR closed loop dominant time
constant at 5–10min; S is the sensitivity matrix between area reactive power levels DqLEV
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and pilot node voltages DVP;ref :

DVP;ref

� � ¼ S½ � DqLEV½ �

Equation (7.83) imposes the dynamics of the TVR control loop by integrating the
result of the TVR objective function minimization: Min (OF), being OF based on the actual
network state estimation and the forecasted optimal voltages and reactive powers plan:

OF ¼ VP þ DVP;ref � VP
0

� �T
Q2 VP þ DVP;ref � V0

P

� �
þ qLEV þ S�1DVP;ref � q0LEV
� �T

R2 qLEV þ S�1DVP;ref � q0LEV
� � (7.84)

where [VP] and [qLEV] are the vectors of the real-time measurements of the pilot node
voltages and area reactive power levels; [V0

P] and [q0LEV] are the vectors of the optimal
forecasted pilot node voltages and area reactive power levels (coming from the “State
Estimation and OPF” block); Q2 and R2 are weight matrices whose selection allows
bestowing a privilege on pilot node voltage differences, rather then on the effort of control
area reactive power levels.

In conclusion, equations (7.83) and (7.84) together represent the TVR control
functionality that can be computed in real time because substantially dependent on
real-time measurements. (In principle, [V0

P], [q
0
LEV] could remain unchanged at given

constant values if state estimation and=or OPF not working. In fact, their updated
forecasting is not mandatory but simply a help.)

The compromise reached by TVR, when the available optimal forecasted plan does not
fit well the real situation (obviously that more or less regularly happens), should properly
consist in the achievement of the highest voltage plan consistent with real operating
conditions, which minimize network losses as much as feasible. To achieve this result it is
necessary to preserve system controllability, even if close to the limits, in such a way as to
avoid the disastrous consequences of open loop operation. In this condition, in fact, the
uncontrolled voltages determine undesired heavy reactive power flows, which increase
system losses and worsen the operation efficiency. OF achieves the objective to preserve
controllability; therefore, the proposed TVR is the correct and necessary completion of
the hierarchical automatic real-time voltage control system.

Moving from the TVR control level to the higher voltage level where the OPF is
computed, the real-time control is necessarily lost because OPF requires the state
estimation and its correct updating that, even if achieved every 5 min, is too delayed
to be able to track, by OPF, the power system voltage dynamics.

In conclusion, above the TVR level, the voltage control can be of forecasting type only.

7.4.2 SVR Control Areas

7.4.2.1 Procedure to Select the Pilot Nodes and to Define the Control
Areas. The adopted criterion to choose the pilot nodes is based on the intuitive concept
they have to be selected among the strongest ones. In fact, they must be able to impose the
voltage to their surrounding buses also in front of the normal perturbations. The criterion
includes a limit on the electrical coupling among the selected pilot nodes.

Evidence is given to the sensitivity matrix [XCC] (see equations (7.77) and (7.78)).
[XCC] is the sensitivity matrix of the voltages [DVL] of the EHV buses with respect to

the reactive powers [DQL] injected into the same load buses, when the generators voltages
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are maintained constant [DVG]¼ 0. This is a diagonal dominant matrix with negative
coefficients.

� The diagonal coefficients are of the type

XCCð Þhh ¼
DVLh

DQLh

� �
DQLs

¼ 0

s 6¼ h

( ; ðh; s ¼ nþ 1; . . . ; nþ NÞ (7.85)

� Those outside the main diagonal are of the type

XCCð Þhk ¼
DVLh

DQLk

� �
DQLs

¼ 0

s 6¼ k

( ; ðh; k; s ¼ nþ 1; . . . ; nþ NÞ (7.86)

It is important to notice that the generic diagonal coefficient XCCð Þhh is the equivalent
reactance seen by the “h” bus: DVLh

¼ XCCð ÞhhDQLh
.

The [XCC] matrix plays a fundamental role for the selection of the pilot nodes and
related areas.

The analytical procedure consists in the subsequent reordering of the [XCC] matrix,
according to the following steps:

1. The rows and columns of the matrix are reordered in a way to satisfy the following
condition:

XCCð Þð1Þ1 1 < XCCð Þð1Þr r

XCCð Þð1Þ1 1 > XCCð Þð1Þ2 1 > XCCð Þð1Þ3 1 > 	 	 	 > XCCð Þð1ÞN 1

8<
: with r ¼ 2; . . . ;N

2. They are computed the (N� 1) rations:

bij ¼
XCCð Þ 1ð Þ

ij

XCCð Þ 1ð Þ
jj

with
i ¼ 1; 2; . . . ;N

j ¼ 1; 2; . . . ; Z

(

where 0 � bij � 1.

3. Establishing the lower limit of the “electrical distance” among the pilot nodes, they
are excluded from the subsequent selections of those buses related to the first N1

rows of the XCC½ � 1ð Þ reordered matrix having coupling coefficient bi1 with bus “1”
greater then eP:

eP <
XCCð Þ 1ð Þ

h;1

XCCð Þ 1ð Þ
1 1

� 1; h ¼ 1; . . . ;N1
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4. The remaining ðN � N1Þ ¼ n1 rows and columns of the XCC½ �ð1Þ matrix are
reordered in such a way the new matrix XCC½ � 2ð Þ satisfy the following inequalities:

XCCð Þð2Þ11 < XCCð Þð2Þrr

XCCð Þð2Þ11 > XCCð Þð2Þ21 > XCCð Þð2Þ31 > 	 	 	 > XCCð Þð2ÞN1

where XCC½ � 2ð Þ 2 Rn1�n1 ; r¼ 2, . . . , n1. This corresponds to put the (N � N1)
remaining buses in order to the electrical vicinity with the one, among them, of
highest power.

5. Analogously to step 3, the first N2 of the n1 nodes (that is, the first N2 rows of the
reordered matrix XCC½ � 2ð Þ), with coupling coefficient with bus “1”:
XCCð Þ 2ð Þ

h 1= XCCð Þ 2ð Þ
1 1 greater than eP, are no longer considered in the following steps:

eP <
XCCð Þ 2ð Þ

h 1

XCCð Þ 2ð Þ
1 1

� 1; h ¼ 1; . . . ;N2

6. The reordering procedure of the matrices is repeated starting from the ðn1 � N2Þ ¼
n2 remaining nodes, according to the indicated procedure up to the (Zþ 1)th
reordering, that is, when among the nðZ�1Þ � NZ¼def nZ remaining buses, the
coefficient XCCð ÞðZþ1Þ

11 of the reordered matrix XCC½ �ðZþ1Þ is greater than a pre-
defined value 1=g that represents the minimum admissible value of the short-circuit
power for a pilot node:

XCCð ÞðZþ1Þ
11 >

1

g

7. The Z pilot nodes are those corresponding to the first row of the matrices:

XCC½ �ð1Þ; XCC½ � 2ð Þ; XCC½ �ð3Þ; 	 	 	 ; XCC½ �ðZÞ

After having defined the pilot nodes, the coupling parameter bij for each bus of the grid
is computed as follows:

bij ¼
XCCð Þij
XCCð Þjj

; with
i ¼ 1; 2; . . . ;N

j ¼ 1; 2; . . . ; Z

(

where 0 � bij � 1.
These are the coefficients of the (N, Z) sensitivity matrix [BRL] that represent the

sharing of the N grid buses among the Z areas in which the grid has been subdivided.
The ith bus is linked to the area j if it has the highest coupling coefficient with the jth

pilot node. That is, the ith bus is associated to the area j if bij > bik8k 6¼ j.
Other formulations for the electrical distance between two buses, based on [XCC]

matrix, are also possible.

7.4.2.2 Procedure to Select the Control Generators. After selecting the pilot
nodes and the corresponding areas, it is necessary to select the control generators of each
area, that is, the generators participating to the area pilot node voltage control. These
control generators are obviously those able to mostly affect the voltage of the considered
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pilot node. The proposed analysis can be referred to the system model (7.77) adding the
additional simplifications of reciprocal network.

Considering a reciprocal network and because [B], [BLL], and therefore [XCC] and [C]
are symmetrical matrices, it becomes

½H�T ¼ ½BGL�½XCC� ¼ �½D�

then

½Beq� ¼ ½BGG� � ½D�½BLG� (7.87)

The simplified system of equations become

DVL½ � ¼ � D½ �T DVG½ � þ XCC½ � DQL½ �
DQG½ � ¼ � Beq

� �
DVG½ � þ D½ � DQL½ �

(
(7.88)

XCC½ � ¼ � BLL½ ��1

D½ � ¼ � BGL½ � XCC½ �
Beq

� � ¼ BGG½ � � D½ � BLG½ � 	 	 	 ¼def� C½ �

8>>><
>>>: (7.89)

From these equations it is also possible to obtain the following relationships repre-
senting the voltage variations with respect to the injected reactive powers:

DVL½ � ¼ � SLG½ � DQG½ � þ SLL½ � DQL½ �
DVG½ � ¼ � SGG½ � DQG½ � þ SLG½ �T DQL½ �

(
(7.90)

Having defined

SGG½ � ¼ � C½ ��1

SLG½ � ¼ � H½ � SGG½ �
SLL½ � ¼ XCC½ � � SLG½ � D½ �

(7.91)

The control generators selection is based on the matrix [SLG] that represents the
sensitivity of the EHV load bus voltages vector [DVL] with respect to the vector [DQG] of
the reactive powers injected by the generators. The procedure is based on the reordering of
the submatrix [SLG] by considering the z rows correspondent to the pilot nodes and the n
columns correspondent to the generation buses. This submatrix, called [SRG] represents the
sensitivity of the pilot nodes voltages with respect to the injected reactive powers. The
procedure selects for each [SRG] column the highest coefficient and reorders the n columns
in such a way the first n1 are all those having the highest coefficient at the first row, that is,
those satisfying the following inequalities:

SRGð Þ1 j  SRGð Þk j; k ¼ 1; 3; . . . ; z; j ¼ 1; . . . ; n1
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The second n2 columns are those having the highest coefficient in the second row, that
is, those satisfying the following inequalities:

SRGð Þ2 j  SRGð Þk j; k ¼ 1; 3; . . . ; z; j ¼ 1; . . . ; n2

The procedure continues up to the nZ columns n1 þ n2 þ 	 	 	 þ nZ ¼ nð Þ. The group-
ing of the n1, n2, . . . , nZ columns selects the generation buses linked with the pilot nodes
“1”, “2”, . . . , “Z”. If Ak

nj stands for the generator nominal power at the jth bus of the kth
area, the term SRGð Þk j Ak

nj represents the real generator capacity to affect the pilot node
voltage in the considered area. The control generators of the pilot node voltage of the kth
area are selected from those inside the area satisfying the following inequality:

SRGð Þk j Ak
nj > ak

c

where ak
c is the allowed minimum control capability in the considered kth area.

7.4.3 Power Flow Computation in the Presence of the Secondary
Voltage Regulation

Toobtain the generalized load flowmathematicalmodel in the presence of secondary voltage
control, a proportional loading of all the controlling generators of each area with respect
their capability is required. Therefore, it is necessary to include in the systemmodel a number
of nc equations that describe the constraints due to the secondary voltage control:

Q
j
1

Q
j
1;max

¼ 	 	 	 ¼
Q

j

n
j
c

Q
j

n
j
c;max

; j ¼ 1; . . . ; na (7.92)

where np is the number of pilot buses, nc is the total number of controlling generator buses,
na is the number of SVR areas, and njc is the number of controlling generators of area j.

The subscript “max” denotes the upper capability limit.
Under these considerations, the new mathematical model will be

f Pi ¼ P
sp
i � PiðV ; uÞ ¼ 0; i ¼ 1; 2; . . . ðnu þ ng þ nc þ npÞ

fQi ¼ Q
sp
i � QiðV ; uÞ ¼ 0; i ¼ 1; 2; . . . ðnu þ ng þ npÞ

f i ¼ Q
j
iþ1;max 	 Qj

i � Q
j
i;max 	 Qj

iþ1; j ¼ 1; . . . ; na; i ¼ 1; 2; . . . ; njc

8>><
>>: (7.93)

where nu is the number of load buses and ng is the number of generator buses.
The mathematical model is still a nonlinear system of equations and for its solution, a

combination of the Gauss–Seidel and Newton–Raphson iterative methods may be used.
Linearizing the system (7.93) gives

DPi

DQi

f
j
i

2
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3
75 ¼
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@u

@PiðV ; uÞ
@V
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@Q

@f ji
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which allows determining the unknown quantities V and u, and the adjustments of the
reactive power DQi at the controlling generators, through iterative computation.

7.5 IMPLEMENTATION STUDY OF THE SECONDARY VOLTAGE
REGULATION IN ROMANIA

7.5.1 Characteristics of the Study System

The proposed methodology on the SVR pilot nodes and control areas selection is applied to
the Romanian power system in order to evaluate the suitability of the secondary voltage
control implementation. The case study considers the 220 and 400 kV transmission system:
254 buses, including some 110 kV buses, 280 lines and 63 generating units with a total
installed power of about 20,000MW. The 2008 winter time having a peak load of
7900MW was studied.

The Romanian power system is operated and coordinated by the National Dispatching
Center with the support of five Territorial Dispatching Centers (TDCs), chosen according
to geographical and administrative criteria (Figure 7.62).

7.5.2 SVR Areas Selection

As far as the SVR areas partitioning is concerned, three scenarios (5 or 6 or 7 areas) are
analyzed to link the different values for the electrical distance thresholds among pilot node

Figure 7.62. The Romanian power grid partitioning into five dispatching regions.
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buses (values that anyhow guarantee enough electrical distance) with the achievable
control margin at each area.

In order to compare the impact of the different subdivisions into areas with the reactive
power balance in each area, Figure 7.63a, b, and c shows the values of the reactive power Qc

required by each area loads, the reactive power Qg produced by each area generators, and the
maximumarea reactive power reserveQmax, for the examined caseswith 5, 6, and7SVRareas.

From the ratios of each area reactive powers involved, it comes out that the case with 6
areas shows the largest control reserve at each area, when considering the already on field
reactive power resources.

Figure 7.64 provides the ratio Qg=Qmax, in (%), for the 6 areas case, from where the
reserve margin of about 60% or more appears as a general result, with the exception of area
6 having a margin of about 25%. A contingency analysis is required to check whether these
margins are enough to support voltages.

Figure 7.65 refers to the Romanian power system subdivided into 6 SVR areas, with
the following 400 kV pilot buses: Mintia (Area 1), Tantareni (Area 2), Domnesti (Area 3),
Lacu Sarat (Area 4), Gutinas (Area 5), and Iernut (Area 6).

The pilot nodes set point values, defined for the considered LF case, assume the
following: 1 p.u. at Area 1, 1 p.u. at Area 2, 1 p.u. at Area 3, 1.02 p.u. at Area 4, 1.03 p.u. at
Area 5, and 1.05 p.u. at Area 6.
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Figure 7.63. Comparisons of reactive powers in partitioned areas in different cases: (a) with 5 SVR

areas; (b) with 6 SVR areas; (c) with 7 SVR areas.
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After 1990, the peak load of the Romanian system has decreased constantly from
11,500 to 7900MW. Currently, the Romanian power system is not particularly stressed as
the lines are loaded under the natural power value. Because of that, usually, the lines
generate a large amount of reactive power and the control effort by the generators to
support voltages is low.

In order to check the efficiency and robustness of the selected secondary voltage
control scheme (six areas), the behavior of Romanian power system in front of lines and
generators tripping are hereinafter analyzed with two contingency cases.

Case 1: Line Outage. The first study case considers as a contingence the tripping of the
220 kV line: Cluj FloreSsti-Tihau, in Area 6 (Figure 7.66) [23].

The interest for this area is due to the fact it is directly interconnected with UCTE grid
from which and the neighboring areas it receives 102.8 MVAr.

Figure 7.67 shows the voltage profile (in p.u.) of the most representative buses in
Area 6. Four scenarios are analyzed: LF—load flow base case; n � 1 LF—load flow
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Figure 7.65. Romanian power grid divided into six controlling areas.
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with the chosen 220 kV line tripping; SVCS—load flow with secondary voltage
control system included; n� 1 SVCS—load flow with contingency in the presence of
the secondary voltage control system. The fact that the voltages at the SVCS case are
lower than the LF case is simply due to the reduced voltage chosen for the Iernut pilot
node with respect to the original LF case value. Usually happens the opposite because
SVCS can provide higher voltage values than the basic LF. Anyhow this voltage
difference is not relevant for the objective of the considered test.

As it can be seen, the line outage significantly lowers the area voltages, Vetis2
being the most affected bus with a voltage reduction to 0.9 p.u. Figure 7.67 also shows
that the presence of secondary voltage control succeeds in maintaining a very good
voltage control also in the presence of the contingency.

Furthermore, under SVR the two controlling generators of Area 6 (MăriSsel,
Iernut2) have the same reactive output (in p.u.) with respect to their maximum

Figure 7.66. Area 6 interconnection

lines with the neighboring areas and

the tripped line in the test.
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capability limits, either with or without contingency (loaded at 47% in the case without
contingency and at 85% with contingency). Therefore, the generator units under SVR
maintain the same distance from their capability limits (Figure 7.68).

This figure also emphasizes a very different generators behavior in various Area 6
scenarios: in the base case, without SVCS and without contingency, the reactive output
of the two generators is already unbalanced and higher than with SVR. The situation is
much worse when the contingency occurs: generator Iernut2 reaches its maximum
reactive capability reducing the reactive margin of the area.

In synthesis, the SVR control links the area generators to have the same reactive
loading (in p.u.) and in case of contingency the lowered reactive output by generator
Iernut2 results in a larger reactive margin (15% in the case with secondary voltage
control and contingency, as compared to 1% without SVR) due to a better reactive
powers coordination in the area.

The control generators of the other system areas are not significantly affected by
the 220 kV line Cluj FloreSsti-Tihau tripping (the reactive power outputs of these
generators do not appreciably change).

Case 2: Generator Outage. In the second scenario, the tripping of the largest generat-
ing unit (700MW) of the Romanian power grid is simulated [23]. Figure 7.69
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shows the voltage profile (p.u.) of the Area 4 most representative buses (Lacu
Sarat is the pilot node), before and after the generator tripping as well as with
and without SVR control.

Also in this case the SVR significantly contains the voltages lowering in all buses,
with respect to the n� 1 LF case, so achieving a more robust system with respect to the
perturbation. Without SVCS, the closest buses (Medgidia, Cernavoda) to the area with
contingency are more influenced than the others and their voltages become lower (of
0.02 p.u.) than in the case with SVCS.

Figure 7.70 shows the reactive power outputs of the Area 4 controlling generators,
before and after the contingency. The controlling generator to be tripped has a reactive
power output equal to 86.1 MVAr in the LF case and 97.7 MVAr in the SVCS case.
Without SVCS we can see that the generating units (Palas, Braila) closer to the
affected area provides more reactive power then the others.

The test results show the importance of SVR under steady-state conditions, but
mostly at the contingency occurrence. Comparing the results of the power flow
simulations without and in the presence of SVR it is possible to state that the secondary
voltage control recovers at the best the voltages in the areas affected by contingencies
while improves the reduction of the active power losses both under steady-state
conditions and during transients.

Figure 7.71 shows the SVR losses reduction result of 2.5% without contingency
and by 3% upon a contingency occurrence.

Better results in terms of voltage value and losses should be achievable with SVR
voltage set point value maintained at the SVCS case value.

In conclusion, the results of the performed static analysis on the Romanian power
system show the importance of proper selection of the pilot buses and reactive power
control sources defining the secondary voltage control scheme. In the considered tests,
the improvements gained by SVR (increase of reactive power control margins,
voltages sustain, and losses reduction) are appreciable and allow extrapolating their
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more evident impact in front of critical network situations. Other SVR advantages on
system stability and security increase requiring dynamic studies are not here shown.

7.6 EXAMPLES OF HIERARCHICAL VOLTAGE CONTROL IN THEWORLD

7.6.1 The French Power System Hierarchical Voltage Control

7.6.1.1 General Overview. The coordinated voltage control of the French EHV
grid operates at three different levels, which are temporally and spatially independent.
Temporal independence means that the three controls do not significantly interact. If they
did, the risk of oscillations or instability would increase.

Primary control involves keeping generator stator voltages at their set point values
according to Sections 7.3.3.1 and 7.4.1.3. This performs partial automatic correction,
within a few seconds, to compensate against rapid random variation in the EHV voltage.

The secondary voltage regulation is basically the one presented at Section 7.4.1.4 with
some kind of differences when referring to the original dated SVR solution and other kind
of differences when considering the more recent SVR control system, called coordinated
secondary voltage regulation (CSVR). Secondary regulation involves splitting up the
network into theoretically noninteracting zones, within them the voltage is controlled
individually. The original SVR control system automatically adjusts the reactive power of
certain generating units to control the voltage at a specific point (known as the pilot point)
in the zone, this being considered representative for the voltages at all points inside the
zone. The recent CSVR has been used in western France and operates by automatically and
directly adjusting the AVR voltage set points of the Control Generators optimizing the pilot
nodes voltages.

At the highest level, the tertiary regulation is another optimization function applied to
the nationwide voltage map. This involves determining voltage set points for the pilot
nodes in order to achieve safe and economic system operation. Tertiary regulation still not
automated but if it were, it would have a dominant time constant of around 20 min.
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Automatic control of the HV capacitors becomes necessary when the amount of
MVArs required is high. Automatic control can be carried out at a local level—according to
a voltage criterion for instance, or centrally. The local approach may result in insufficient
use of all the reactive power sources available in case of an incident, or even due to
functional incompatibilities. For this reason, actions had been oriented toward integrating
HV capacitor control into the secondary voltage regulation system. As described in
Section 7.4.1.4, the integration is governed by the following principle: the capacitors
are switched on a priority basis as soon as the need to increase reactive power generation
arises. In this way, a large reserve of reactive power can be maintained at generator level,
which is immediately available in the event of an incident. Capacitors are progressively
switched on, beginning with those at the lowest voltage level. In France, secondary voltage
regulation began to be widely implemented in 1979 [20].

At present, France’s transmission network comprises about 35 control zones including
about 100 thermal generators (conventional fuel and nuclear) and 150 hydraulic generators.
Total reactive power capacity available to perform voltage control is estimated at more than
30,000MVAr.

7.6.1.2 Original Secondary Voltage Regulation. The original secondary volt-
age regulation system regulates the voltage profile in each zone by distributing reactive
power from the various regulating generators. A control system (see also Section 7.4.1.4)
comprising two distinct regulation loops is superimposed on the primary loop (AVR) of the
regulating generators (Figure 7.72).

A proportional-integral law is used to calculate a control signal N, also termed the
“level” of the zone, from the difference between the set point value at the pilot node and
the voltage effectively measured at the given instant. The level thus indicates the zone’s
reactive power requirement:

N ¼ a

Z t

0

Vpp;sp � Vpp

Vn
dt þ b

Vpp;sp � Vpp

Vn
(7.95)

where a and b are the integral and proportional gains; Vpp;Vpp;sp; andVn are the measured,
set point, and nominal voltages, respectively; V s;sp ¼ Vs;sp0 þ DV s;sp is the AVR set point.

Pilot pointVpp: measured voltage at pilot point
Vpp,sp

Voltage
set point

Proportional-
integral controller Q: measured reactive power

N

N
Reactive

power
set point

Reactive power
control loop

Vs: measured stator voltageΔVs,sp
Stator voltage

set point
variation

Other units Vs,sp0

Set point
stator voltage

Automatic
voltage

regulator

Exciter
Iex

Exciter
current

Figure 7.72. Secondary voltage regulation block diagram [19].
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This original SVR control scheme that has been in operation since the early 1980s
confirms the one shown in Figures 7.51 and 7.52 but its design and performances cannot be
compared to those given in Section 7.4.1.4, due to the following limitations:

� The level of each pilot node is calculated by a dedicated microcomputer located in
the zone’s regional dispatching center. Therefore, each pilot node has a dedicated
RVR regulator device computing its N level, eliminating any possible dynamic
interaction among the pilot node controls of the edges zones.

� Very slow dynamics: in Figure 7.73 a dominant time constant of about 30 min is
shown. It is very slow with respect to the declared 3 min or the 50 s indicated in
Section 7.4.1.4.

� Abnormal transients due to the PQR initialization and standby period of 5 min to
allow reactive power alignment among generator sets.

� Need of corrective actions on the control level by the operators because of the
transients induced in the primary voltage control systems.

Other SVR French system limitations are declared structural [19], even if they
appear fully linked with the choices made in the use of the control structure in
Figure 7.71. Hereinafter, some comments on the reasons of the declared limitations
are provided:

� In case the couplings between theoretically independent zones easily change, as a
result of grid development subsequent to the already implemented SVR, which
confirms the weakness of the pilot nodes selection that conversely is a mandatory
issue. From this point of view the choice of 35 pilot nodes in the French system
appears a very high and critical number, easily compromising the robustness of the
zones selection in front of small system changes.

� If SVR, as suboptimal control, while requiring reactive power alignment of the
generating units involved, does not allow excessive demands that might be made
on certain units as a result of differences in physical proximity; this impediment
becomes real and consistent mainly when the selection of the SVR control
generators is not properly done, otherwise the alignment would not determine
a so relevant renouncing.

Figure 7.73. Voltage set point and voltage response with SVR and CSVR at EDF.
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� In case the internal reactive power control loops at generating-unit level become a
destabilizing factor, amplifying the initial disturbance in the first few instants
following certain incidents (e.g., generator drop-out), this could happen only
when the proportional coefficient of the SVR area control law is not correctly
computed or the telecommunications between RVR and PQR are delayed.

Other limitations are hardware and software design related:

� If the system makes only partial allowance for operating constraints (e.g., it does not
fully integrate monitoring of permissible voltage limits or generating set operating
limits), this is against the consolidated indication the PQR has to show to the power
station operator as well as to send to the RVR operator real-time information on
generator voltage and reactive power permissible limits together with its operating
state under SVR.

� If the use of fixed control loop parameters precludes optimum allowance for
operating conditions, the solution of PQR and RVR adaptive control laws surely
maintain their closed loops dynamics at the designed values; anyhow, the adaptive
control is not a mandatory issue and can be a need in special cases only.

7.6.1.3 Coordinated Secondary Voltage Regulation. This new control system
has been operating in western France since 1998. It is called coordinated secondary voltage
regulation system because control signals for neighboring zones are no longer calculated
on an independent basis, as is the case in the original SVR system [21].

The design of the CSVR is based on a layout similar to that used in the SVR with the
additional goal of eliminating some practical limitations described above. The basic
principle governing the coordinated secondary voltage regulation system continues to be
that of regulating pilot node voltages at set point values. However, the control signal is
calculated for a “region” comprising several pilot nodes and the effects of individual
generators on all pilot nodes are correctly taken into account, analogously to the control
scheme in Figure 7.55. The first relevant difference is the fact that CSVR directly computes
the set point updates of the generator unit primary voltage controls by minimizing a
multivariable quadratic function [21]. This direct control of the AVR set points is obviously
less precise on field than the reactive power control because of theAVR set points offset in the
electronic circuits and the small range of thevoltage controllability (�5%)with respect to the
large reactive power range between the over- and underexcitation limits. Therefore, the
generators’ alignment in a power station is more critical as this increases the complexity of
the generator coordination and the risk of reactive power recirculation among the power plant
generators. On the contrary, through this way, on one hand, the design problem of a correct
computing of the PI control law is skipped but, on the other hand, the criticism related to the
choices of the weights to be used in the following quadratic control function is introduced.

Through CSVR, the generators set point values are obtained by minimizing the
following multivariable quadratic function:

min

lv aðVpp;sp � VppÞ � CvDVs;sp

�� ��2 þ lq aðQref � QÞ � CqDV s;sp

�� ��2
þ lu aðVs;sp � VsÞ � DVs;sp

�� ��2�
where a is the control gain; Vpp;Vpp;sp are the measure and set point voltage values at pilot
nodes; Q;Qref are the measure and set point reactive power values at generating units;
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Vs;Vs;sp are the measured and set point stator voltage values; DV s;sp is the vector of stator
voltage variation, DV s;sp ¼ V s;sp � Vs; lv; lq; lu are the weights for terms in the
objective function: pilot node voltage, reactive power, and generator unit stator voltage;
Cv is the sensitivity matrices linking variations in pilot node voltage to variations in
stator voltage (network is modeled by sensitivity matrices for coordination between
generating sites); and Cq is the sensitivity matrices relating variations in reactive power
to variations in stator voltage.

Network and units constraints are taken into account at each computation step using
the following equations:

DV sk k � DVmax

a Qþ CqDV s

� �þ bDV s � c

Vppmin
� Vpp þ CvDVs � Vppmax

Vpsmin
� Vps þ CvsDV s � Vpsmax

VTHTmin � VTHT þ CvDVs � VTHTmax

where a, b, and c are the coefficients of straight lines representing operating diagrams for
generator units (P, Q, V); these diagrams depend on the active power output by the
generator unit. Vpp;Vppmin

;Vmax
pp are the measure, minimum, and maximum voltage at pilot

nodes; Vps;Vpsmin
;Vmax

ps are the measure, minimum, and maximum voltage at sensitive
points; and VTHT is the voltage computed at generator unit EHV output.

The control system monitors the voltage at a limited number of network nodes, or
“sensitive nodes,” that are nodes at which the voltage must be kept between upper and
lower limits and not controlled by an integral control law tracking the set point values like
for the classic pilot nodes. The control function to be minimized apparently seems an
improvement on the subject of voltage control: the weightings in the objective function
may be adjusted to suit different control policies, giving priority to keeping pilot node
voltages at reference values (e.g., high-voltage values), or to keep the reactive power
generation close to the lower limit in order to gain reactive power margins. In practice, this
is a minor facility for many reasons:

(i) Substituting the integral control with an optimal control law computed achieving
a compromise between voltages and reactive powers, through fixed control
weightings and matrices, does not allow minimizing the system losses at the best
by renouncing to a full voltage support in normal and perturbed working
conditions.

(ii) In front of system changes the available control matrices and weightings (off-line
defined) cannot be adequate for the new unpredicted operating conditions, with
consequent suboptimal control. To properly change these parameters, a state
estimation update has to be waited that is not compatible with the SVR required
dynamics.

(iii) In the voltage–reactive power control problem, the buses voltages are the
regulated variables through the generators reactive powers control. No reason
and some risk for any kind of balance between voltage and reactive power values
mainly when the control parameters are not adequate to the new operating
condition after contingencies.
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(iv) In practice, the EHV voltages weighting choices, at Electricit�e de France, are
higher than those for the other two terms. This confirms that the voltages are the
main objective (see Figure 7.73) and they have to be controlled by the reactive
powers at a changeable amount depending on the operating state. This also
confirms the low usefulness, at the SVR level, of controlling voltages and
reactive powers at the same time because the generators reactive powers must be
free to timely move between the over- and underexcitation limits, mainly when
the control matrices and weightings are not of adaptive type.

In conclusion, CSVR should have a performance very similar to the (7.95) control
law and different from TVR (7.84) that notwithstanding the two optimizing functionali-
ties have very similar structure. This also because only a very slow dynamics linked with
the state estimation update should allow the correct computing and update of the full
CSVR control parameters and this is not easily achievable also for a closed loop TVR
with a dominant time constant of about 10–20 min. Therefore, CSVR should have
different from zero only oneweight (lv, reasonably) to be enough faster and less critically
linked to the system state estimation.

7.6.1.4 Performances and Results of Simulations. After 5 years under full-time
operation in western France, CSVR has gained local operator’s confidence and showed
its many advantages that are comparable with the reference performances given in
Section 7.4.1.4.

The experimental CSVR system shows a better dynamic response (Figure 7.73) with
respect to the very slow, original SVR in France.

VOLTAGE CONTROL IN CASE OF FAILURES AND LOAD VARIATION. In case of failures (unit or
line tripping), primary voltage regulators contribute to enhance voltage regulation but
sometimes this is not effective and sufficient. Consequently, the network remains weak-
ened. After the AVR actions, the CSVR allows to maintain and restore the voltage profile
by mobilizing and coordinating reactive generations. It is, therefore, possible to help on
preventing voltage collapse on the CSVR control area.

Figure 7.74 shows the rapid restoration of pilot node voltage by the CSVR after a drop
of 5 kV caused by a tripping of units, in less than 3 min.

Figure 7.75 compares the network voltage performance with primary control only and
with CSVR for a very severe load increase situation (30%/h, 60,000MW of initial load),
without modifying the generator operating schedules. This example shows that the network
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Figure 7.74. Tripping of units, pilot point voltage.
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controlled with CSVR can be loaded 3000MWmore when compared to the control option
only relying on AVRs.

7.6.1.5 Conclusion on the French Hierarchical Voltage Control System.
Even if the CSVR secondary voltage regulator system appears as a solution overcoming the
SVR level (no reactive power control loops but direct control of the primary set points; no
pilot node integral control law but optimization of pilot nodes voltages and reactive power
controlmargins), therefore deceivingon thepossibility tomerge together the second and third
hierarchical levels by a secondary including the tertiary voltage control, in practice this is not
the correct understanding. The control dynamics required to CSVR to realize a true
secondary voltage control loop impose to the optimization function to correctly refer to
pilot node voltages only (as in Figure 7.74). Otherwise, the inclusion of the optimal control
margin objective asks for the continuously updating of the control weightings and matrices,
according to the grid real operating conditions. This cannot be achieved without waiting for
the state estimation update. This is an unavoidable conclusionmainlywhen the number of the
pilot nodes is high and the limits on the sensitive nodes narrow. Moreover, because the
optimization of voltages and control margins has to be computed for the overall network
instead of each region separately, it is confirmed this task being proper for the TVR level.

7.6.2 The Italian Hierarchical Voltage Control System

7.6.2.1 General Overview. The Italian coordinated voltage control system is
characterized by a hierarchical control structure (Figure 7.55), where each level generates
the reference set points for the inner control level [16,17].

According to the reference description in Section 7.4.1.4:

� The primary level includes the classical AVR units already operating in the power
plants.

� The secondary level includes the power plant voltage and reactive power regulators
(REPORT, in figure called PQR), able to operate autonomously as an “advanced
high-side voltage regulators” or in a coordinated way under the control of the RVR to
achieve the SVR.

Figure 7.75. Pilot node voltage.
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� The tertiary level includes the centralized TVR that updates in real time all the pilot
nodes voltage set points (SVR set points) defined by the solution of an optimization
problem with an objective function that represents a compromise between security
and economy (Section 7.4.1.5).

The mentioned three hierarchical levels are real time, overlapped closed control loops
that require a well-defined design, and investigation of the dynamics and stability.

The studies for selection of the pilot nodes and control power plants have resulted in
the Italian power system (55,000 MW peak) subdivision into 18 control areas. This plan
involves the largest thermal and hydro power plants connected to the 400 and 230 kV grids,
for a total reactive capacity of about 20,000MVAr. Figure 7.76 shows the subdivision into

Figure 7.76. Application of the hierarchical SVR in the Italian grid.
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areas of the Italian network, pointing out the pilot nodes and the corresponding control
power plants according to the SVR application plan.

The Italian hierarchical voltage control system (Figure 7.77) regulates the voltages of
the main high-voltage buses (pilot buses) in a closed loop through real-time control of the
reactive resources that mostly influences those buses. This permits secure transmission
network operation, very close to the highest voltage limits, through rapid control of the
main generators (control plants), coordinated by a reactive power level within the same
control area and automatically forced to their limits only when needed. The regional
voltage regulators close the control loops of the pilot node voltages, providing each area
with a specific reactive power level that controls the local power plant’s voltage and
REPORTs). In turn, the REPORT closes the reactive power control loops of the plant units,
directly acting on the set points of the generators’ AVRs. RVR also controls capacitors
banks, shunt reactors, OLTCs, and SVCs to avoid saturation of the area generators. AVR
rapid control is referred to as PVR. The combination of REPORTand RVR implements the
SVR. At the highest hierarchical control level, a tertiary voltage regulator coordinates the
RVRs in a real-time closed loop. It establishes on the basis of the actual field measure-
ments, the current pilot node voltages, which achieve the minimum feasible grid losses, by
slow RVR set point correction, keeping the system under control at all times. To achieve
this further aim, an optimal reactive power flow (ORPF) for losses minimization control
(LMC) computes, in short (the day ahead) or very short terms (minutes ahead), the
forecasted optimal voltages and reactive levels, starting from the forecasted=current state
estimation. Therefore, TVR minimizes the differences between the actual field measure-
ments and the optimal forecasted references. This computed “compromise” represents the
maximum tenable voltages plan at any instant. The combination of TVR and LMC forms
the national voltage regulator (NVR), which so links ORPF forecasting with the real-time
optimization of the SVR set points.

The hierarchical voltage control system has different operation modes, according to its
implementation progress, maintenance interventions and transient or persistent failures:

(Operating authority)
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State estimation
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Regional dispatcher

q lev.

AVR
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Power plant
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Figure 7.77. Schematic diagram of the Italian hierarchical voltage control system.
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� Without plant telecommunications, or when the RVR is not operating, REPORT
automatically regulates the local EHV bus voltage (high-side voltage regulation),
according to defined daily trends or the plant operator’s voltage set points, as agreed
by phone with the regional dispatcher.

� Without TSO telecommunications or when TVR is not operating, the RVR autono-
mously regulates the pilot node voltages of its controlled areas, according to stored
daily trends or the regional dispatcher’s choices.

� When the LMC is not operating, the TVR autonomously coordinates the RVRs,
assuming, as a reference for the optimization of pilot node voltages and reactive
power margins, the available long-term forecasted optimal plan or the national
control center operator’s manual reference.

In the framework of the voltage control service, the Italian TSO, having completed the
application of REPORT apparatuses on all the main power plants, as well as of RVR
systems in the regional dispatchers’ control rooms, can defines proper voltage service rules
in connection with the operating SVR.

7.6.2.2 Improvements in the Power System Operation.

(i) Voltage Control System Dynamics.
Hereinafter, some examples of the SVR different on-site control loop dynamics,
recorded during commissioning tests, are given.

At “La Casella” power station, the REPORT control recloses reactive power control
loops on the units 3 and 4. These control loops are tested in front of their reactive
power set points contemporarily change. The step variations of the reactive power
level q show (Figure 7.78) transients on the unit reactive powers and voltages with a
dominant time constant of about 5 s.

Figure 7.78. Transients of generator reactive power control loops following a step-up= step-

down variations on the reactive power level.
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On “Baggio” pilot node, the following trace shows the daily recorded voltage
profile determined by the remote control from the RVR at the Milan Dispatcher
Control Room. The on-site test (Figure 7.79) refers to a constant voltage set point
value (horizontal segment) for the full day: not optimized voltage trend. This set point
choice requires a “compounded” pilot node voltage control loop allowing differences
with respect to the set point value when the control effort is high (top trace around the
constant set-point). The RVR control output q (bottom trend) represents the Baggio
area control effort.

Figure 7.80 refers to the correspondent reactive power productions of the three
power stations controlling the Baggio voltage. They show a concordant alignment with
q as due. The higher control effort happens in underexcitation at the first 6 h of the day.
The SVR voltage control loop dynamics with a dominant time constant of 50 s is too
fast to be recognized from these daily traces.

(ii) Voltage Stability Limit Increase.
Suitable static and dynamic analyses show that SVR and TVR increase the overall
loadability of the transmission system. The study case, the results of which are
presented in Figure 7.81, involves a load ramp increase at some buses in the Rome
control area. From this case it is possible to compare the simulation results, based on a
system dynamic model, obtained with SVR only and with the TVR in service.

The P–V trajectory reveals the expected stability improving effect, in terms of both
voltage profile and load margins (200 and 300MW margin are increased at “Roma
Nord” and “Roma Sud” buses, respectively).

Such increased overall loadability is also demonstrated by computing suitable off-
line and online voltage stability indicators [24,28,44].

Figure 7.79. Baggio pilot node, daily voltage profile under the remote control of the Milan RVR

by the reactive powers of Piacenza, Turbigo, and Tavazzano control power stations.
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Figure 7.81. Italian grid load ramps stability margins (dynamic evolution): primary voltage

regulation (continuous line), secondary voltage regulation (dotted line), secondaryþ tertiary

voltage regulation (dashed line).

Figure 7.80. Daily reactive power profiles of Piacenza, Turbigo, and Tavazzano control power

stations under the remote control of theMilan RVR to regulate the Baggio pilot node as in Figure 7.79.
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The study case, whose results are presented in Figure 7.82, concerns the overall
Italian network and involves an increase in load ramps at all the buses.

In this particular simulation, very short-term reactive power redispatching by LMC
has also been simulated: TVR uses, in fact, four different optimal pilot node voltages
and area reactive levels, computed at every 2000MWof total load increase. Due to the
presence of SVR and TVR, the largest amount of load margin increase achieved is
1500MW for the overall Italian grid.

(iii) Network Losses Reduction.
The main objective of LMC and TVR is the achievement of minimum losses in the
grid, by short-term optimization of the values of network voltages (LMC) in order to
update, in quasi-real time, the TVR reference to continuously reduce the overall

0

14

12

10

∂Qgtot

∂Qltot 8

6

4

2
1000 2000 3000 4000 5000

Total active load increase (MW)

Italian grid load ramps

6000 7000 8000 9000

Primary reg.
Secondary reg.
Tertiary reg.

Figure 7.82. Italian grid load ramps stability margins (static evaluation): the @Qgtot=@Qctot voltage
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Figure 7.83. Expected loss reduction in the Italian grid with SVR and TVR.
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system operation costs. Many static analyses conducted on the overall Italian network
in recent years (Figure 7.83) have demonstrated that the application of the multilevel
control system for grid voltages and reactive power regulation (VRCS¼ SVRþTVR)
allows a reduction in transmission losses of about 4–6%. Such a control system also
achieves better service to the final user in terms of operation quality (i), security (ii),
and reliability (iii).

7.6.2.3 Conclusions on the Italian Hierarchical Voltage Control System. The
hierarchical voltage control system has been proven to operate with success in the Italian
power system since 1985, contributing to simplify and improve the network voltage
operation. The SVR and the TVR allow grid operators to achieve the full exploitation of the
transmission networks transfer capabilities, as required by the restructured and liberalized
energy markets.

In the framework of the ancillary services market, data made available by the proposed
control system also allows simple, correct recognition of the real contribution of each
generator to the voltage service [43].

The Italian experience started with experimental applications in Florence area and in
Sicily, which revealed significant benefits. The control system grew step by step, with
plants first operating with REPORT (high-side voltage control) and then, with RVR,
participating in SVR. The very satisfactory results inspired TERNA-GRTN to promote
widespread application of SVR and begin the development of TVR-LMC [15].

7.6.3 The Brazilian Hierarchical Voltage Control System

7.6.3.1 General Overview. In the Brazilian power system the implementation of
the HVCS is currently under study. Up to now, preliminary investigations related to the
prospective application of the hierarchical coordinated voltage control to parts of the
Brazilian EHV network have been made. The results are satisfactory and further investi-
gations are expected [35].

The analyzed system is the Rio de Janeiro (Rio) grid, which is an energy importing
area. This area, which is a part of the Brazilian Southeastern system, has a peak load of
approximately 5000MW in summer time (from January to March). The Rio Area
equivalent system model consists of 387 AC buses, 678 AC transmission lines and
transformers, 30 power plants, and 5 synchronous compensator units. Figure 7.84 illus-
trates the main transfer corridors that lead to this Area. The power flowing into Rio Area
comes through four transmission corridors, identified as F1, F2, F3, and F4, in Figure 7.84.
The main sources of reactive support within the Rio Area are 2� 200MVAr synchronous
condenser (SC) at Grajau station and the Santa Cruz thermal station. The other reactive
sources of interest are located in the transmission system around the Rio Area:
Marimbondo, Furnas, and L.C. Barreto power station, and Ibiuna SC. The Rio Area is
subdivided in four subsystems: Furnas (124 buses), Light (127 buses), Cerj (57 buses), and
Escela (79 buses).

As regards the setup of the secondary voltage control system (SVR), the pilot bus set
point error is sent to the generator and synchronous condenser units that participate in
the SVR. At each unit the error is weighted by the participation factor Ki and integrated.
The integrated output signal modulates the AVR set point such that to remotely regulate
the pilot bus voltage. With respect to the reference Section 7.4.1.4, the first relevant
difference is the direct computing of the set point updates of the generator unit primary
voltage controls by skipping the generator reactive power control loop. As said before, this
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direct control of the AVR set points is obviously, from the engineering viewpoint, less
precise than the reactive power control because of the AVR set points offsets and the small
range of the voltage controllability (�5%) with respect to the large reactive power range
between the over- and underexcitation limits. Therefore, the generators’ alignment in a
power station is more critical in practice as this increases the complexity of the generator
coordination and the risk of reactive power recirculation among the generators. Besides,
the generators over- and underexcitation limits are approximately and indirectly consid-
ered by the participation factors that also affect the dynamic interaction among the control
generators in the area. Figure 7.85 shows the inner (PVR) and outer (SVR) voltage control
loops setup; this scheme is useful for studies rather than for practical applications.

7.6.3.2 Results of the Study Simulations. The Rio Area is fully represented
together with the transmission corridors through which the power flows into this area. The
remaining parts of the Brazilian South-Eastern System are modeled with static equivalents.
All participating factors from the control loops are set equal to one and the integrator time
constants are set to 100 s. The AVR’s steady-state gains are set equal to 50 p.u.=p.u, in all
generators and SCs.

(i) SVR Step Response.
In order to assess the SVR closed loop time response, a step increase of 5% in the
reactive load is applied in the Light subsystem, which contains the majority of the
loads at the Rio Area. The pilot bus is the Jacarepagua 138 kV bus depicted in
Figure 7.84. The power stations participating in the SVR scheme are Furnas,

Figure 7.84. Main transmission corridors to the Rio Area (numbers denote voltage levels in

kilovolt).
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Marimbondo, and Santa Cruz while Grajau and Ibiuna contribute with SCs. In
Figure 7.86, the voltage with and without the SVR scheme for the step disturbance
is shown. To be observed that in the presence of SVR the voltage of the pilot bus
returns to its initial value (the value before the step increase is applied) and that the
closed loop time response is over damped with a time constant of about 100 s.

(ii) Load Variation.
Starting from the base case (heavy load condition), a load variation simulation is
performed as follows: (a) from 0 to 300 s: 5% ramp increase in the active and reactive
loads of the light subsystem; (b) from 300 to 900 s: loads remain constant at the final
values of the previous step; (c) from 900 to 1200 s: loads are reduced to the initial
values through a ramp.
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Figure 7.85. SVR setup in the Rio system studies.
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The load variation is shown in Figure 7.87a, together with the voltages at the pilot
bus (Jacarepagua 138 kV) with and without the SVR scheme, while Figure 7.87b only
shows the pilot bus voltage. As expected, when no SVR scheme is implemented the
system voltages have an upside down trapezoidal shape. With the considered SVR
control scheme, the pilot node voltage is characterized by a steady-state error.

(iii) Single Contingency Case.
In order to see the effect of the SVR in the case of a contingency, the outage of
the 500 kVAngra-Adrianopolis transmission line (TL) is studied (Figure 7.88). The
voltage at the pilot bus is 1 p.u. before the contingency and 0.958 p.u. after the
contingency. The considered objective of the voltage control system is to maintain
the pilot bus voltage at 0.98 p.u., after this contingency. In the absence of the SVR
system clearly the objective is not reached.

Further, three SVR schemes, with different number of voltage control equipment
regulating the pilot bus voltage, that is, participating in the SVR, are analyzed: (a) only
the Jacarepagua OLTC; (b) Jacarepagua OLTC and Grajau SC; and (c) Jacarepagua
OLTC, Grajau SC, and Santa Cruz thermal units.

Figure 7.88 shows the voltage at the pilot bus for all the three cases. The curves put
in evidence that the control objective is only achieved in the third case. In the first and
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second cases, the control system steady-state errors, owning to the OLTC reaching its
maximum tap limit in the former case and to the Grajau SC reaching its overexcitation
limit in the later case. In the third case, a lower steady-state error allows achieving the
waited result. More ambitious objective can be reached by using control scheme
(Section 7.4.1.4 and integral control law.

(iv) Loading the Light Subsystem.
This simulation has the objective of showing not only the benefits on the overall
system voltage profile but also the gains in loading margins when using SVR scheme
in the Rio Area.

A load ramp is applied to the light subsystem consisting in a 30% load increase in
1000 s at constant power factor. The loads at the remaining subsystems are held
constant. Only the first and the third cases described earlier are analyzed. The
objective of the SVR is to regulate the pilot bus voltage at 1 p.u.

Figure 7.89 compares the pilot bus voltage for the two cases. Voltage instability is
seen to occur shortly before 800 s of simulations.

In the first case (solid line), the voltage deteriorates as the system is loaded. On
the other hand, in the third case (dotted line), the voltage at the pilot bus is held
constant as long as the reserve of reactive power generation exists. One can note
that when the last resource of reactive power hits its limit, a sharp decrease in
the voltage at the pilot bus is observed. However, the utilization of the SVR scheme
does not increase the maximum loadability of the system for these two cases as both
voltage curves collapse at the same time instant. This is due to the limited resources
under SVR.

In order to investigate the ability of the SVR system to increase the maximum
loadability of the power system, another case (the forth—d) was studied: the same
equipment considered in the third case plus Furnas and Marimbondo power plants
and Ibiuna SC. Figures 7.90 and 7.91 show the pilot bus voltage for the simulations
of the first case (solid line) and this last case (dotted line). It can be clearly seen
the increase in the maximum loadability limit with the SVR system adopted in the
forth case.
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7.6.3.3 Conclusions on the Brazilian Voltage Control System. The preliminary
results involving the use of SVR in the Rio Area showed the benefits gained regarding
voltage profile and security. The results also showed the importance of properly selecting
the pilot bus and the reactive power sources participating in the SVR scheme. The
simulations also indicate that regulation at higher voltage levels leads to a better overall
control performance and showed the benefits of including some remote reactive sources in
the SVR scheme to control the voltage profile and increase the loading margin.
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4

WIND POWER GENERATION
Mohammad Shahidehpour and Mircea Eremia

4.1 INTRODUCTION

The share of power generation from wind has significantly increased in the last decade,
especially in the transmission network. For this reason, accurate modeling of the wind
turbine systems is of great importance for power system performance analysis.

The wind energy is converted into electrical energy in two phases (Figure 4.1):

� at the turbine level, which extracts a part of kinetic energy of the wind into
mechanical energy;

� at the generator level, where the mechanical energy is converted into electrical
energy, then transmitted to the electrical network.

The main components of a modern wind turbine system are the turbine, the nacelle,
and the tower. For horizontal axis turbines, a pitch control system and a yaw system are also
used for steering in response to change in wind direction.

The nacelle accommodates the generator and cooling system, the gearbox, and other
electronic control equipments that allow controlling different orientation mechanisms and
the overall operation of the wind turbine.

The height of tower is very important since the wind speed increases with the height
above earth.

The gearbox consists of a slow rotating shaft, which is placed in the hub, and a fast
rotating shaft (1000–2000 rpm), which is coupled to the generator rotor shaft. It is
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also equipped with a mechanical disc brake, which is coupled to the generator, and
a cooling system for oil. The gearbox introduces, besides a large weight (several of
tons), the most maintenance issues. In general, the wind turbines are designed with
three blades that better capture the wind energy and allow its transfer to the slower
shaft.

A pitch control (electromechanical) system acts in certain conditions to change the
position of the blades with respect to their longitudinal axis and thus to control the
mechanical couple and to limit its power. Also, the blades can achieve an aerodynamic
brake by “cut-in speed” (perpendicular to wind direction) or only by turning their
extremities. The pitch control can be passive or active, as the blades are bolted onto
the hub at fixed angle or the blades can be turned out or into the wind to achieve the highest
efficiency. A stall control system is also used to control the power of the wind turbine by
changing the aerodynamic design of the rotor blades. At low wind speeds, the stall control
acts similarly to the pitch control, whereas at high speeds, the blades are pitched slightly
opposite to that achieved by a pitch control.

The yaw control system, which uses electric actuators, allows orientation of the nacelle
facing the wind. An anemometer and a wind vane located on the nacelle roof are used to
provide the data necessary for the guidance control system to trigger or stop the wind
turbine according to wind speed.

Some manufacturers have tried to suppress the gearbox by introducing the “direct
attack” system, or to reduce it. This requires a special electrical generator capable of
running at the same speed with turbine rotor speed, which means that the generator must be
designed with a large number of poles pairs [1].

Figure 4.2 shows the arrangement of the components in the nacelle for two types of
wind turbines. Figure 4.2a shows the conventional drive train design in the form of a geared
transmission with a high-speed generator. Figure 4.2b, by contrast, shows the gearless
variant with the generator being driven directly from the turbine.

A wind turbine can be equipped with an induction generator or a synchronous
generator. In terms of the rotational speed, in general, wind turbine systems
can be classified into two types: fixed speed and variable speed. The largest machines
tend to operate at variable speed, whereas smaller and simpler turbines are of fixed
speed.
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Figure 4.1. Functional chain and conversion stages of a wind energy converter.
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4.2 SOME CHARACTERISTICS OF WIND POWER GENERATION

THE AERODYNAMIC PROFILE OF WIND TURBINE’S BLADES. Figure 4.3 shows the general
aspect of a horizontal axis wind turbine as well as the blades aerodynamic profile.

Figure 4.3b and c shows the cross section of a rotor blade and the forces that act on the
blade. In terms of the wind direction, the wind turbine rotor is turned round propelled by
drag or lift forces. The lift force (L) is perpendicular to the direction of the relative wind
velocity (Vrel), while the drag force (D) acts in the direction of it. The relative wind velocity
is composed of the blade motion (VBlade) and the wind velocity (VW).
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Figure 4.3. General view and cross section of a wind turbine blade with relative wind comprising

the rotating wind (VBlade) and ambient wind (VW).

Figure 4.2. Nacelle of a wind turbine with (a) gearbox and high speed (Courtesy of General

Electric) [2] and (b) a gearless wind turbine (Courtesy of Enercon).
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The wind forces acting on a blade section depend also on the angle of incidence w

between the plane of rotation of the rotor blades and the plane of relative wind
(Figure 4.3c). The angle of incidence w is determined by the ambient wind speed VW

and the speed of the blade VBlade ¼ �vtRð Þ.
If the tip–speed ratio l is defined as the ratio of the rotational speed of the tip of a blade

to the actual speed of the wind, that is

l ¼ vtR

VW
(4.1)

the angle of incidence can be calculated as

w ¼ atan
VW

vtR

� �
¼ atan

1

l

� �

wherevt is the mechanical angular speed of the turbine rotor and R is the wind turbine rotor
radius.

The modern wind turbines are provided with control possibilities of the pitch angle b
through a servomechanism. By turning the blade, the angle of attack a between the chord
line of the blade and the plane of relativewind (Vrel) will change accordingly [3]. Older and
simpler wind turbines have constant blade angle b, which is called stall (or passive stall)
control.

MECHANICAL POWER OF WIND TURBINE. The power of an air mass that flows perpendic-
ularly on an area A at the speed VW is given by the expression [3]:

PW ¼ 1

2
rAV3

W ðWÞ (4.2)

where r is the air density (kg/m3), A ¼ pR2 is the area swept by the rotor blades (m2), VW is
the average wind speed passing through the A surface (m/s), and R is the wind turbine rotor
radius (m).

Integrated in time, the total available wind energy is obtained. The power in wind
energy is converted into mechanical–rotational energy by means of the wind turbine rotor.

However, the wind energy cannot be entirely extracted by the wind turbine. The power
extracted from wind by the turbine is determined by multiplying the available wind power
PW with an efficiency coefficient Cp that is,

PT ¼ Cpðl;bÞPW ¼ Cpðl;bÞ 1
2
rAV3

W (4.3)

where Cp is the performance coefficient, which depends on the aerodynamic properties of
the blades, l is the tip–speed ratio, and b is the blade pitch angle.

According to Betz’s law [4], the theoretical maximum power that can be extracted
from wind is only 59.3% of the available power, that is,

PBetz ¼ CpBetzPW ¼ 0:59� 1

2
rAV3

W (4.4)

In practical designs, modern turbines can achieve efficiencies below 40%. The
efficiency of the turbine is a function of the wind speed, and therefore efficiency may
vary from case to case.
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If the rotor of the wind turbine rotates too slowly, the energy captured by the turbine is
too low, whereas in case of a very high velocity, the surface formed by the blades will
appear as a wall that may be a danger for the wind turbine.

Assuming a wind turbine with the blades diameter d ¼ 82m, the maximum power that
can be extracted by the wind turbine at the wind speed VW ¼ 12m=s and a performance
coefficient Cp ¼ 0:4 is

PT ¼ Cp � 1

2
rAV3

W ¼ 0:4 � 1
2
� 1:225 � p � 412 � 123 ¼ 2:236MW

POWER CURVE. The power curve relates the power developed by the wind turbine and is
represented for wind speed values between the cut-in speed and the cut-out speed
(Figure 4.4). At wind speeds lower than the cut-in speed value and higher than the
cut-out speed value, the turbine does not operate.

The rated capacity is reached at wind speed values between 12 and 16m/s, depending
on the individual wind turbine design. The power produced by the wind turbine above the
rated wind speed is limited to the rated capacity, and therefore only one part of the available
wind power is used. This can be achieved by pitch control or by stall control.

The power curve is sensitive to the air pressure (which vary with the height above sea),
changes in the aerodynamics of the rotor blades (which can be affected by dirt or ice),
shadowing or wake effect, and so on.

The wind turbine shuts down if the wind speed exceeds the cut-out speed, that is,
20–25m/s. However, the wind speed may drop below then may exceed again the cut-out
speed. For this reason there is a delay, referred to as the hysteresis loop (Figure 4.4), after
which the wind turbine starts operating again. Usually, the wind turbine restarts if there is a
drop in wind speed of 3–4m/s below the cut-out speed.

For the power system, shutting down a large amount of power generation may create
significant problems. To avoid this, the wind turbine is provided with step-by-step power
reduction at increased wind speeds instead of sudden cut-out.

PERFORMANCE COEFFICIENT. The performance coefficient, denoted by Cp, shows the
efficiency of power extraction by the wind turbine from the wind. It varies with the wind
speed, the rotational speed of the wind turbine, and turbine blade parameters such as angle
of attack and pitch angle. Usually, it is represented as a function Cpðl;bÞ in terms of the
tip–speed ratio l and blade pitch angle b. Figure 4.5 shows the performance coefficient

v (m/s)5 10 15 20 25

P (MW)

0.2
0.4

0.8
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Hysteresis
loop

Cut-out wind
speed

Figure 4.4. Power curve of a 1.5MW (d¼82m) wind turbine with active pitch control [3,5].
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characteristics for various blade pitch angles and tip–speed ratios. It has a peak at a given
value of l and drops off to zero at higher tip–speed ratios.

The wind turbines are designed/chosen in terms of the average wind speeds. A good
wind site may have average wind speeds ranging around 7–10m/s, and therefore the wind
turbines should be designed to extract the maximum amount of wind energy possible at
wind speeds between 10 and 15m/s. Higher speeds have a low frequency of occurrence,
and therefore using oversized turbines might be economically inefficient. Furthermore,
higher speeds add significant stress on the turbine. As shown in Figure 4.4, the wind turbine
operates at constant power if the wind speed exceeds the rated wind speed and keeps
operating until the cut-out speed is reached. Therefore, the turbine needs to be provided
with a control mechanism to regulate the generated power when the wind speed increases
above the rated wind speed. This control can be achieved in two ways [3]:

� Fixed-speed designs that typically use stall.
� Variable-speed designs that typically use dynamic blade pitch control.

CAPACITY FACTOR. Directly related to the wind profile at the site where the turbines are
located, one way to evaluate the economic efficiency of an individual wind turbine or of a
wind power plant is by calculating the capacity factor:

Capacity factor ¼ Actual annual energy produced

Annual energy that could be produced at full capacity

Investment in wind generation is typically reasonable economic for capacity factors
above 0.25, while values above 0.3 are considered of high economic efficiency. On the
other hand, offshore sites have higher economic efficiency compared to onshore sites,
having capacity factors ranging from 0.35 to 0.45.

4.3 STATE OF THE ART TECHNOLOGIES

4.3.1 Overview of Generator Concepts

There are several types of three-phase generators that can be used in wind turbines, as
shown in the classification presented below [3].
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The wind turbine generators (WTGs) can also be classified into two categories in
terms of the rotational speed, that is, fixed-speed (FWTGs) and variable-speed
(VWTGs). Fixed-speed wind turbine generators have simple design and are directly
connected to the power grid, whereas the variable-speed wind turbine generators
incorporate power electronic-based converters as interface for connection to the power
grid.

4.3.1.1 General Description. INDUCTION GENERATOR. The induction generator is
the most common type of electrical machine used in wind turbine systems because it is
simple, reliable, lightweight, and cheaper. The main disadvantage is that it requires a
reactive magnetizing current to produce the rotating magnetic field, which can be
established once the generator is connected to the main power grid. Once connected,
the generator can be self-excited. It is preferred that the reactive power be provided by an
external source, such as a capacitor bank, and not from the main power grid.

The amount of active power produced by the induction generator is proportional to the
slip, that is, the difference between rotor angular speed and the stator angular speed of the
generator.

The rotor speed depends on the torque developed by the turbine. When the wind speed
is very low, below the cut-in speed, the turbine cannot develop enough torque and the
generator behaves as a motor absorbing current from the grid. To avoid this situation, the
wind turbine is disconnected from the grid.

The rotor of an induction machine may be one of two types: the squirrel cage and the
wound rotor.

Squirrel Cage Rotor. The rotor of a squirrel cage machine is designed with a series of
bars placed in slots near the rotor surface, which are short-circuited by end rings at
each end of the rotor (see Figure 2.69b).
The SCIG wind turbine is directly connected to the power grid and the influence

between active power, reactive power, terminal voltage, and rotor speed follows a strict
relationship. The generator is supposed to operate at fixed speed since the maximum
variation in the rotor speed is around 2%. Furthermore, as the wind turbine produces
more active power, the generator absorbs more reactive power from the external
source. Because the wind speed varies continuously, the reactive power compensation
must be performed dynamically.

Cage generators are remarkable for their extremely simple layout that permits
robust construction and operational reliability even in the event of rough handling.

Wound Rotor. The wound rotor machine consists of a rotor core designed with three-
phase windings instead of bars, but with the same number of poles as the stator. The
advantage of using windings instead of bars is that the wires can be brought out and
connected externally through slip rings and brushes or by means of power
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electronic converter (which may or may not require slip rings and brushes), so that
the current through the windings can be controlled.
By using a power electronic converter, the power can be extracted from or injected

to the rotor circuit and the induction generator can be magnetized from either the stator
circuit or the rotor circuit. It is also possible to recover slip energy from the rotor
circuit and feed it into the output of the stator. The most common configurations of
wound rotor generators are the DSIG and the DFIG [3].

� The dynamic slip-controlled induction generator is a special configuration of a
wound rotor induction generator in which a variable external resistance is
attached to the rotor winding. This configuration allows the generator to have
a variable slip in order to reduce the fluctuations in the torque and power output,
especially during gusts. The slip is simply varied by changing the total rotor
resistance using a power electronic converter. One type of dynamic slip-
controlled induction generator is the OptiSlip design, a Vestas registered
mark, where the external resistor and the switches are mounted on the rotor
shaft and the control signal is transmitted via optical fiber.

� The doubly fed induction generator is another configuration of a wound rotor
induction generator in which the rotor is separately controlled. The stator
windings are directly connected to the power grid, and the rotor windings are
separately connected to the grid through a bidirectional back-to-back IGBT-based
voltage source converter (VSC).

Reactive Power Compensation. Either configuration of an induction generator needs a
reactivemagnetizing current to build up themagnetic field, although reactive power does not
contribute to direct energy conversion. The higher the reactive current content in the overall
current, the lower is the power factor. An induction machine is not “excited” like a
synchronous machine, and therefore it takes the reactive power from the grid. Figure
4.6a shows the variation of the reactive power absorbed by the induction generator from
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Figure 4.6. Reactive power drawn by an inductive generator and voltage at the point of

connection: (a) reactive power variation with slip; (b) voltage at the point of connection.
(Reprinted with permission from Ref. 5.)
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the grid, and Figure 4.6b shows the voltage at the point of connection (POC) to the
main grid [5].

Two cases are considered in Figure 4.6: a strong network (short-circuit power of
3600MVA) and a weak network (short-circuit power of 360MVA) through a transmission
line having a X=R ratio of 10. It can be seen that as the slip or the active power generation
increases, the amount of reactive power absorbed by the generator also increases. A large
amount of reactive power absorbed from the grid results in significant voltage drop on the
transmission line. The voltage at the point of connection with the network decreases as the
slip increases (Figure 4.6b).

SYNCHRONOUS GENERATOR. There are two types of synchronous generators commonly
used by manufacturers in the modern wind turbines [3]:

� The wound rotor synchronous generator.
� The permanent magnet synchronous generator.

The synchronous generator does not need a reactive magnetizing current since the
magnetic field can be created by permanent magnets or a conventional field winding.
Furthermore, if the generator is designed with a greater number of poles, the gearbox can
be removed, case in which the generator operates at the same rotational speed as the
turbine. In order to achieve a full control, the synchronous machine-based wind turbines
are connected to the grid through a power electronic converter.

Today, the synchronous generators used for wind turbines lie in the range between a
few kW to 7MW. Conventionally constructed synchronous machines of this size use
salient-pole rotors. The rotor comprises the pole shoes, the poles lying beneath, and the
exciter windings. The stator consists of the stator core and AC windings.

The simplified configuration of a brushless generator is shown in Figure 4.7 [6]. The
rotor is supplied by the exciter, which consists of exciter poles in the stator, rotary field
windings, and a rectifier bridge at the end of the shaft. The exciter or the exciter coils in the
stator are supplied from the pilot exciter. Rotating an outer permanent magnet generates
current in the pilot exciter coils, which is fed via a voltage controller to the main exciter

Exciter coils
Outer

permanent
magnet

Pilot exciterAC Exciter

Rectifier
bridge

Main AC generator

Rotor

Stator

a b c N

Voltage
regulator

Set point adjuster

Rotary field
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Figure 4.7. Synchronous generator structure of a self-regulating brushless model (Courtesy of
AvK).

STATE OF THE ART TECHNOLOGIES 187



coils. In this way, the necessary magnetic field is set up in the poles of the exciter and
crosses the air gap to the AC windings of the exciter [6].

This type of construction is preferred for grid-independent power supplies. If a grid is
available to power the exciter windings, the pilot exciter becomes superfluous.

In brushless machines, the exciter current is fed from the stator windings, across the air
gap of the exciter, and via the rotating rectifier bridge to the rotor. Its rotating magnetic
field—rotary field—is transferred to the stator.

The much simpler construction of the machine and the gain in dynamic characteristics
must, however, be set against the severe disadvantage of feeding electricity through brushes
and slip rings. Higher frictional losses, brush and slip-ring erosion, and higher maintenance
costs are the consequences.

4.3.1.2 Squirrel Cage Induction Generator. The simplest electrical topology of
a wind turbine system incorporates a fixed-speed wind turbine with a squirrel cage
induction generator. The basic configuration of the wind turbine system is shown in
Figure 4.8 [7].

The main components of a SCIG wind turbine system are turbine aerodynamics,
blade control system, mechanical drive train, induction generator, reactive power
compensation device, coupling transformer, protection (especially under voltage
protection).

This type of wind turbine is directly connected to the electrical network. For this
reason it is simple and cheap. Furthermore, no synchronization device is required.
However, the wind turbine has to operate at constant speed as the frequency of the
grid determines the speed of the generator rotor. This requires a special mechanical
structure capable to absorb the high mechanical stress caused by wind gusts.

Another disadvantage of the induction generators is the high starting current due to
sudden magnetization in the instant of coupling to the network and the need for reactive
power. Connection of the induction generator to the grid generates an in-rush current,
which can be up to five to eight times the rated current, causing severe voltage disturbance
on the power system. This current is limited by use of a soft-starter, which consists of two
thyristors, connected antiparallel, as commutation devices in each phase. Connection of the
generator to the electrical network is assisted by adjusting the firing angle of the thyristors
in a predefined number of grid periods. Once the wind turbine is cut-in, the thyristors are
short-circuited by switches. The reactive power required by the generator for maintaining
the magnetization is provided by capacitor banks.

The main characteristics of a SCIG wind turbine are shown in Table 4.1 [7].
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Figure 4.8. The basic configuration of a SCIG wind turbine [7].
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4.3.1.3 Dynamic Slip-Controlled Wound Rotor Induction Generator. In
order to improve the torque-slip controllability of the induction generator, a variable
resistor RC is introduced in series with the rotor circuit (Figure 4.9) [7]. The external
resistor is connected to the rotor windings through a power electronic converter, and the
currents flow between the resistor and the rotor via slip rings. This solution is known as
dynamic slip control and ensures a speed variation in the range of 1–10%. The power
converter is designed for low voltage and high currents. Alternatively, the resistors and
electronics can be mounted on the rotor, eliminating the slip rings (theWeir design). Use of
power electronic allows the rapid control of the rotor currents so that the output power can
be kept constant even during gusting conditions, and can help the machine to perform
better during grid perturbations.

When operating below rated wind speed and power, the WRIG wind turbine acts
similar to a fixed-speed wind turbine. However, above rated values, by controlling the
resistance it is possible to control the air-gap torque and thus the slip. Besides the sensitive
growth of the energy that can be captured from the wind, a reduction of the influence of
wind gusts on the active power produced by the generator is obtained. The speed range is
typically at most 10% as it depends upon the size of the resistance and the slip power is
dissipated in the resistor [3,7].

The main characteristics of induction generator with control of the rotational speed by
an external rotor resistance are presented in Table 4.2 [7].

This solution preserves the same drawbacks as the previous squirrel cage induction
generator.

T A B L E 4.1. Main advantages and disadvantages of SCIG

Advantages Disadvantages
� Robust standard
generator

� Relatively low cost
� No power electronics

� The power produced is not optimized
� Requires maintenance of gearbox
� It cannot control the reactive power
� The magnetization of the generator is made from the
network
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Figure 4.9. Basic configuration of a variable-speed wind turbine with external rotor resistor.

STATE OF THE ART TECHNOLOGIES 189



4.3.1.4 Doubly Fed Induction Generator. A large number of modern wind
turbines are equipped with a DFIG that has the stator connected directly to the electrical
network, meaning that it operates synchronously at the network frequency, and the three-
phase wound rotor connected via a back-to-back voltage source converter and a trans-
former, as shown in Figure 4.10 [7].

The main advantage of the DFIGwind turbines is their ability to supply active power at
a constant voltage and frequency while the rotor speed may be varied. As the magnetization
of the DFIG can also be provided from the rotor circuit, the reactive power can be
controlled independently of the active power. The rotor circuit can provide reactive power
to the stator via the grid-side converter.

The back-to-back converter allows the control of the electromechanical torque and the
rotor excitation. The size of the converter is a fraction of the generator rating, normally in
the range between 15% and 30%. Since the power converter operates in a bidirectional way,
the DFIG can be operated either in subsynchronous or in supersynchronous operational
mode, with a variation of �30% with respect to the synchronous speed.

On the other hand, the DFIG wind turbine may cause some problems during a grid
fault when its rotor circuit, together with the back-to-back converter, is exposed to a high
overcurrent induced by a high transient stator current. In this case, the wind turbine should
be disconnected from the network in order to avoid some damage to the electrical or
mechanical part. However, this solution is not acceptable in the case of short-term grid
disturbances due to passive grid stability problems and thus some active protection systems
need to be applied to keep the turbine connected to the network but also protected against
any overcurrent.

T A B L E 4.2. Main advantages and disadvantages of WRIG

Advantages Disadvantages
� Variable speed (0 to
þ10%vsynchronism)

� Robust design
� Low power converter with power
electronics

� The power produced is not optimized
� Requires maintenance of gearbox
� It cannot control the reactive power
� The magnetization of the generator is made from
the network
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Figure 4.10. Basic configuration of a doubly fed induction generator. Variable speed drive [7].
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One solution is to connect a crowbar (Figure 4.10) to the rotor terminals, designed to
bypass the rotor-side converter, that is, to short circuit the rotor, in order to avoid
overcurrent on the rotor-side converter as well as overvoltage on the DC-link capacitor.

Figure 4.11a shows the architecture of a crowbar consisting of antiparallel connected
thyristors with external resistors. The crowbar can also be constructed by using diode
bridge and a single thyristor, as shown in Figure 4.11b [8].

The crowbar is connected in case of either a DC-link overvoltage or a rotor-side
converter overcurrent. Because of technical limitations of the two arrangements, the rotor
current is not interrupted immediately. Furthermore, the crowbar remains connected until
the stator is disconnected from the power grid. This is not acceptable under the present grid
codes requirements. In order to remove the crowbar fast enough, an active crowbar is used,
in which the thyristor is replaced with a GTO-thyristor or an IGBT (Figure 4.11c).

The main advantages and disadvantages of the doubly fed induction generator are
presented in Table 4.3 [7,10].

4.3.1.5 Wound Rotor Synchronous Generator. The stator windings of a wound
rotor synchronous generator are connected to the electrical network through a bidirectional
power converter consisting of two back-to-back connected pulse width modulation (PWM)
voltage source converters. The generator-side converter regulates the electromagnetic
torque, whereas the network-side converter regulates the active and reactive powers
produced.

The DC excitation current supplied to the rotor winding is provided by a rotating
rectifier through slip rings and brushes; brushless exciter is also used. Therefore, no
external source of reactive power is required. The frequency (in Hz) of the currents

(a) (b) (c)

Figure 4.11. Crowbar arrangement [8,9].

T A B L E 4.3. Main advantages and disadvantages of DFIG

Advantages Disadvantages
� Possible speed regulation for optimal utilization of
energy (�30% vsynch)

� The power electronics is designed at 30% Pn

� Reactive power for magnetization of the machine is
provided by the power converter

� Standard asynchronous machine
� Grid connection easy to administrate

� Requires maintenance of
gearbox

� The cost of the power electronic
equipments

� Control–command complex
systems of the entire unit

� Slip rings and brushes wear and
tear, maintenance
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produced by the stator is determined by the mechanical speed (in rpm) of the rotor and the
number of pole pairs.

The main advantages of the wound rotor synchronous generator are as follows:

� The efficiency of the machine is usually high since the whole stator current is used
for the electromagnetic torque production.

� The WRSG with salient poles allows the direct control of the power factor,
minimizing the reactive component of the stator current in any operating
circumstances.

� Is it possible to design the generator with smaller pole pitch and therefore multiple
pole pairs. This could be a very important characteristic in order to obtain low-speed
multiplier machine, eliminating the gearbox.

However, the existence of a winding circuit in the rotor may be a drawback as
compared to permanent magnet synchronous generator. In addition, in order to allow the
generator to regulate both the active and reactive powers, the frequency converter is
typically sized 1.2 times the rated active power.

Some variable-speed wind turbine manufacturers, for example Enercon and Lagerwey,
use a low-speed multipole WRSG. The advantage is that the gearbox is removed, but the
price is a large and heavy generator and a full-scale frequency converter sized to handle the
full power of the wind turbine system. Another solution is the four-pole (high speed)
WRSG used by Made, which requires a gearbox.

4.3.1.6 Permanent Magnet Synchronous Generator. The excitation of a
permanent magnet synchronous generator is provided by the permanent magnets, and
therefore no rotor winding is needed. Compared to the generators with excitation winding
on the rotor, the PMmachine has the advantage of lower rotor losses, smaller dimensions of
the rotor, simpler cooling circuit (the rotor does not require cooling), and reduced failures.
However, the costs for manufacturing the permanent magnets are very high, and an
appropriate cooling system is required since the permanent magnets are sensitive to high
temperatures.

The permanent magnet generator requires the use of a full-scale power converter for
connection to the power grid in order to adjust the voltage and frequency at the generator
terminal to those of the power system. Furthermore, during external short circuits and wind
gusts the permanent magnet machine may cause very stiff performance. Although the
converter is an added cost, it allows the generator to operate at any speed so as to fit the
current conditions [3].

The rotor is provided with permanent magnet poles and, in terms of the rotational
speed, it may have salient poles or may be round. Salient poles are more usual in low-speed
machines and may be more suitable for wind turbines.

The most common types of PM machines are the radial flux machines, the axial flux
machines (Figure 4.12), and the transverse flux machines [6].

The synchronous nature of the PMSG may cause problems during start-up, synchro-
nization, and voltage regulation. It does not readily provide a constant voltage [3].

ARCHITECTURE OF PERMANENT MAGNET GENERATOR-BASED WIND TURBINE. Figure 4.13
shows the arrangement of a permanent magnet generator connected to the power grid
through a frequency converter, consisting of a three-phase diode rectifier (passive), a PWM
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voltage source inverter, and a DC booster. The DC booster is used to regulate the DC-link
voltage, whereas the network-side converter controls the operation of the generator. The
reference power to the network-side converter is optimized according to the maximum
power-speed characteristic shown in Figure 4.33. This configuration can include or not a
gearbox.

The disadvantage of this arrangement is that the diode rectifier increases the level of
harmonic distortion and the current amplitude of the PMSG. For this reason, this
configuration has been considered for small-sized wind turbine systems (�50 kW).
This issue was overcome using a PWM rectifier instead of the diode rectifier, shown
in Figure 4.14.
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Figure 4.13. Permanent magnet synchronous generator with a boost chopper [5].
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Figure 4.12. Schematic representation of double air gap designs for machines with (a) axial;

(b) radial air gap. (Reproduced from Ref. 6.)

PMSG

Wind
turbine

Network-side
converter

DC-link
voltage control

Generator
control

Generator-side
converter

Electrical
network

Figure 4.14. Permanent magnet synchronous generator with PWM converter [5].
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The controllable IGBTs allow the generator-side converter to control the generator
operation, whereas the network-side converter controls the DC-link voltage and therefore
the active and reactive powers exported to the network.

FROM HIGH-SPEED TO LOW-SPEED GENERATORS. Large wind turbines were classically
designed with generators with small number of poles and high speeds, up to 1500 rpm at
50Hz and 1800 rpm at 60Hz. As the turbine speed is much lower than the generator speed,
typically between 20 and 60 rpm, a gearbox was required between the turbine and
generator to adapt the speed. In order to eliminate the problems introduced by the gearbox
(e.g., high losses and high noise), nowadays there is a trend to use low-speed generators,
which can be directly connected to the turbine shaft. Figure 4.15 shows comparatively the
drive trains of a conventional wind turbine and one with a direct-drive generator [11].

Direct connection of the generator to the turbine involves a very high torque developed
at the rotor shaft. For instance, a 500 kW direct-drive generator, with 30 rpm, has the same
rated torque as a 50MW steam turbine generator, but with 3000 rpm [5]. It is important to
know that the size and the losses of a low-speed generator depend on the rated torque rather
than on the rated power. High-rated torque direct-drive generators are usually heavier and
less efficient than the conventional ones. In order to increase the efficiency and reduce the
weight of the active parts of the wind turbine, these generators are usually designed with
large diameter of the rotor and small pole pitch (which means a large number of poles).

PERMANENTMAGNETVERSUSWOUNDROTOR. A synchronous generator is self-excited from
the rotor excitation, consisting of either permanent magnets or current-carrying winding.

The excitation current of a wound rotor synchronous generator is adjustable and, conse-
quently, the output voltage canbe controlled independently of the load current [5]. This iswhy in
the classical power plants, where the generators are connected directly to the power grid, the
rotors are providedwithwound rotors rather thanpermanentmagnets.Thegenerators ofmodern
wind turbines are connected to the grid through a flexible power electronic-based interface;
therefore, the advantage of controllable no-loadvoltage is of less importance. Instead, compared
to the permanent magnet rotor, the wound rotor is heavier and has higher losses.

Permanent magnet excitation avoids the field current supply or reactive power
compensation facilities needed by wound rotor synchronous generators and induction
generator and it also removes the need for slip rings [12].

The main advantages and disadvantages of the permanent magnet synchronous
generator configuration are presented in Table 4.4 [7]. As the diameter of the turbine
rotor increases, the permanent magnet generators seem to be the first choice for the wind
turbines manufacturers.

Gearbox
1:50

Generator

(a) (b)

1500 rpm

Generator
30 rpm

Figure 4.15. Drive trains of (a) conventional wind turbine; (b) direct-drive generator.
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4.3.2 Overview of Wind Turbines Concepts

4.3.2.1 Fixed-Speed Wind Turbines. The early large-sized wind turbine tech-
nologies were based on generators operating at fixed speed, that is, the rotor speed is
constant regardless of the wind speed, and is determined by the power grid frequency, the
generator characteristics, and the gear ratio. The induction generator (squirrel cage or
wound rotor) is more suited to operate at fixed speeds and its stator can be connected
directly to the power grid through a soft-starter (see Figure 4.8). In case of a squirrel cage
generator, the slip and hence the rotor speed can be varied, but the variation is very small so
that the wind turbine is referred to as a fixed-speed system.

Induction generators operate at higher speeds, and therefore a gearbox is used to
transfer the mechanical energy from the low-speed shaft of the aerodynamic rotor to the
high-speed shaft driving the generator. For size and cost reasons, the induction generator
operates at a standard nominal speed of 1500 rpm. In terms of the rated power, the gearbox
must provide a gear ratio of about 30–100. A solution to increase the power production was
to design a squirrel cage induction generator running at two different, but constant, speeds.
This is possible by changing the number of stator pole pairs from eight poles for low wind
speeds to four to six poles for high wind speeds.

4.3.2.2 Variable-Speed Wind Turbines. As the technology became more mature
and advancements have been done especially regarding the generator and power electronic-
based interface with the electrical network, the wind turbines have been designed with
variable speeds. The aim has been to capture as much as possible energy from the wind.
Thus, the variable-speed wind turbines are designed to maximize the aerodynamic
efficiency over a wide range of wind speeds.

The two variable-speed wind turbine topologies are the partial-scale converter wind
turbine based on doubly fed induction generator (Figure 4.16) and the full-scale converter
wind turbine (FCWT) based on synchronous or induction generator (Figure 4.17) [13].

Variable-speed operation of the wind turbine allows continuous change—increase or
decrease—of the rotational speed, in terms of the wind speed VW, so that the tip–speed ratio
l can be maintained constant at the optimal value, which corresponds to the maximum
power coefficient. Contrary to a fixed-speed system, a variable-speed system maintains
the generator torque fairly constant and the variations in wind are absorbed by changes
in the generator rotor speed. To allow the wind turbine to operate at variable speed, the
mechanical rotor speed and the electrical frequency of the grid must be decoupled.

T A B L E 4.4. Main advantages and disadvantages of PMSG

Advantages Disadvantages
� Variable-speed operation (0–100%
of the nominal speed)

� Optimization of extracted wind
power when the wind speed is low

� The gearbox can be removed
� Very low rotor losses
� Simple rotor with no parts likely to
wear and tear

� High diameter of the machine
� The cost of the power electronic equipments
(dimensioned at 100% Pn) and of the machine
(which is not standard)

� Power losses in power converter
� High costs of permanent magnets
� Possibility of demagnetization
� Insufficient experience in construction and
installation
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This means that the electrical frequency of the generator may vary as the wind speed
changes, while the grid frequency remains unchanged [5]. For this reason, the variable-
speed wind turbines are typically connected to the grid through a power converter, which
controls the generator operation.

The rotor of a doubly fed induction generator (Figure 4.16) is connected to the
electrical network through a partial-scale frequency converter, sized for just a fraction of
the wind turbine rated power. In this way, the mechanical and electrical rotor frequencies
are decoupled, and the electrical stator and the rotor frequencies can be matched
independently of the mechanical rotor speed.

A typical configuration of a full-scale frequency converter wind turbine is shown in
Figure 4.17. The generator is connected to the power grid through a back-to-back converter
sized for the full rated power of the turbine, decoupling the generator frequency by the grid
frequency. In this type of wind turbine, a wide range of electrical machine types may be
employed: induction generator, wound field or permanent magnet synchronous generator.
Depending on the type of generator used, the wind turbine may include or not a gearbox.

In the direct-drive (gearless) configuration, the turbine and the generator rotors are
mounted on the same shaft, which means that the generator is designed with large-diameter
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Figure 4.17. Full variable-speed wind turbine systems: (a) wound rotor synchronous generator;

(b) wound rotor induction generator or permanent magnet synchronous generator [5,13].
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Figure 4.16. Partial variable-speed wind turbine system using doubly fed induction generator

with wound rotor [5,13].
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and multiple poles, capable to run at low speeds. On the other hand, a smaller generator
with a smaller number of poles requires a gearbox [14].

As the grid codes have become more restrictive regarding the immunity of the wind
turbines to grid faults, variable speed and full-rated electronic interface are currently the
only choice of the manufacturers for large wind turbines.

Compared to other alternatives, the full-scale wind turbine offers several advantages,
such as [8]

� decoupling between the grid and the generator minimizes the effects of a grid fault
from propagating to the generator, and therefore provides better fault response;

� the full-size generator-side converter facilitates a large operating speed range for the
turbine, which improves the wind turbine power performance;

� the full-size grid-side converter gives more space for the wind turbine to provide
reactive power into the grid, particularly during a grid fault.

The full-scale wind turbine concept poses, however, some disadvantages:

� Higher converter losses, than in a DFIG wind turbine, since the entire output power
passes the converter.

� The high investment cost of the full converter, although this cost trend is decreasing.

In addition to these main wind turbine systems, there are some other configurations to
be mentioned.

The semivariable-speed turbine is typically equipped with an induction generator of
which total rotor resistance can be changed by addition of an external resistor controlled
with power electronics (Figure 4.9). Any change in the rotor resistance results in shifting
the torque/speed characteristic of the generator. In this way, the rotor speed can be varied
(decreased) by about 10% of the rotor speed. Therefore, a semivariable capability is
achieved at relatively low cost.

The main advantage of variable-speed wind turbines is that more energy can be
generated for a certain wind speed regime. Although the electrical efficiency decreases due
to the losses in the power electronic converters that are essential for variable-speed
operation, the aerodynamic efficiency increases. The aerodynamic efficiency gain can
exceed the electrical efficiency loss, resulting in a higher overall efficiency. In addition, the
mechanical stress is less because the rotor acts as a flywheel (storing energy temporally as a
buffer), thus reducing the drive-train torque variations.

The main drawback of variable-speed generating systems is that they are more
expensive. However, using a variable-speed generating system can also give major savings
in other subsystems of the turbine such as lighter foundations in offshore applications,
limiting the overall cost increase [13].

4.3.3 Overview of Power Control Concepts

The wind turbine systems are sometimes subjected to high wind speeds causing high
aerodynamic forces that act on the turbine blades and also that lead to increased rotor
speed. In order to avoid any damages, the wind turbine is provided with various systems to
control aerodynamic forces on the turbine rotor [3]. On the generator side, the command
system can be split into two essentials functional levels (Figure 4.18):
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� regulating systems, monitoring systems, and associated protections;
� management system of operation modes and protections management.

More general can be considered a third level corresponding to the overall management
in a wind power plant designed in accordancewith the grid codes requirements. The control
of the power supplied to the main electrical network can be done at each of the two levels of
conversion and in different ways according to operating conditions:

� At the turbine level, especially for limiting the power generated during high wind
speeds.

� At the generator level, particularly for variable-speed wind turbine systems, where
the energy captured is optimized at low or medium wind speeds. This requires the
control of parameters that affect the generator operation (current, speed) or
restrictions of the operating system (DC-link voltage, currents through the interface
with the electrical network).

Limiting the mechanical power developed by the turbine so that the rated power is not
exceeded is an essential aspect for a wind turbine. This can be done using different
alternatives such as a pitch control, a passive stall control or an active stall control. The last
two alternatives are commonly used in a fixed-speed wind turbine, while the first
alternative, the pitch control, is used in variable-speed wind turbine.

The three control systems of the aerodynamic forces are [3]

(i) The stall control (passive control), is the simplest, most robust and cheapest
control method, where the blades are bolted onto the hub at a fixed angle. The
aerodynamic profile of the rotor blades causes the rotor to stall (loss the power
surplus) when the wind speed exceeds a certain level [15]. The geometry of the
blades limits the lift forces when the wind speed becomes too high and causes a
progressive aerodynamic discharge of the blades that will reduce the power
captured. This concept has the advantage of not requiring any mechanical or
electrical auxiliary system. The disadvantage is that the power captured by the
wind turbine is a function only of the wind speed and the rotation speed; there is
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Figure 4.18. General control structure of a wind turbine [7].
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no any possibility to adjust the pitch angle. The stall control causes less power
fluctuations than a fast-pitch power regulation. However, this method is less
efficient at low wind speeds, it has no assisted start-up, and the wind turbine
system experiences variations in the maximum steady-state power due to
variations in air density and grid frequencies.

In case of a stall control wind turbine system, in the event of a fault in the
electrical grid, if the energy captured by thewind turbine cannot be transmitted to
the grid, there must be a mechanical brake on the turbine shaft (high braking
torque), dimensioned “to tire” the kinetic energy of the turbine. The brake can be
fitted behind the gearbox where the torque is lower, and it is used only as a
“parking” brake. An emergency stop can also be provided by the generator under
the condition that this one has a resistive electrical circuit for energy recovery,
which connects, in case of emergency, to the rheostatic brake.

The variation curve of available wind power PW in terms of the wind speed is
shown in Figure 4.19a [16].

(ii) The pitch control (active control) assumes that the blades can be turned out of the
wind direction as the wind speed becomes too high or turned into the wind when
the wind speed decreases below the rated value. This type of control provides a
good power control and can contribute at start-up and during emergency stop.
Compared to the stall control, where the output power decreases as the
wind speed increases above the rated value, the pitch control ensures a constant
output power, close to the rated power, for wind speeds above the rated value
(Figure 4.19b).

The blades are rotated by using electrical or hydraulic devices and allow the
pitch angle b to be varied between 0� and 25� (up to 30�) [16]. Turning the blades
out of the wind, the aerodynamic forces acting on the blades can be reduced to
acceptable limits. Because the axial pressing force is reduced, the efforts in the
tower are also reduced. This advantage is amplified on variable speed because the
extra energy during the gusts of wind, on which the variations are too brutal for
blade orientation mechanism to compensate the effects, can be stored by the rotor
inertia through its speed variation (if the generator can accept this energy), while
the transmitted power remains constant. Mechanical brake is then a parking
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Figure 4.19. Typical power characteristics: (a) stall control; (b) pitch angle control [16].
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brake. When the wind speed drops below the cut-in speed, the power can be
cancelled by turning the blades at b ¼ 90� [16].

The mechanism used to rotate the blades involves higher costs and mainte-
nance. Because of the limited speed of the mechanism, the output electrical
power exhibits more fluctuations than in the case of the stall control.

(iii) The active stall control, referred also to as “assisted stall” or “combi stall,” is a
combination of the stall control and pitch control. At low wind speeds, the blades
are pitched similar to a pitch-controlledwind turbine in order to achievemaximum
efficiency [3]. At high wind speeds, the blades are pitched toward stall, that is, in
opposite direction than that employed by an active pitch control system. For this
reason, the active stall control is sometimes called negative pitch control.

Compared to the pitch control system, aerodynamic braking requires pitch
angles of only about �20�, so the travel of the pitch mechanism is very much
reduced. Furthermore, in order to keep the output power constant at the rated
value only small change of the blade pitch is required [18].

The active stall wind turbine achieves limited power fluctuations and also is
able to compensate the variations in air density. Other advantage is that it can
assist the wind turbine system in case of emergency stops and during start-up.

An example of active stall controller block is depicted in Figure 4.20 [8].
The measured output power is compared to the reference value, which is equal

either to the optimum power or to the rated power. The resulted error is passed
through a PI controller to provide the required pitch angle value b0. Because of
the physical limitations, the real value must be limited by a pitch rate limiter,
which provides the value b00. This value is then fed into a pitch actuator. The pitch
actuator can be modeled as a first-order time lag system in order to model the
hydraulic system of the actuator.

In order to avoid unnecessary continuous changes in pitch angle, which may
wear the pitch mechanism, the mechanism is allowed to pitch the blades only at
specified period of sample times and only if the difference between the new and
the old set point exceeds a certain minimum value. For power system stability
studies, however, this mechanism can be excluded from the model.

4.4 MODELING THE WIND TURBINE GENERATORS

4.4.1 Model of a Constant-SpeedWind Turbine

Figure 4.21 shows the simplified structure of a constant-speed wind turbine model. The
most important parts of this wind turbine to be modeled are the turbine rotor, the drive train,
and the generator. The input to the wind turbine model is the wind speed value VW, and the
link with the electrical network model is given by the active and reactive powers produced,
P andQ, and by the actual voltage and frequency,U and f, of the network taken as reference
for the wind turbine model.
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Figure 4.20. Pitch control for active stall wind

turbine [8].
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WIND SPEED MODEL. One way to model the wind speed is to use historical data of the
wind speed measured at the site where the wind power plant is/will be located. The wind
speed may vary very much and may have very different characteristics from one moment to
another. Therefore, simulations based only on “real” values are limited to those historical
data available [20]. Simulation for a complete range of characteristics of the wind, such as
wind gusts or turbulence, may require additional measured data.

On the other hand, analytical expressions can be established to model the wind based
on characteristics chosen by the user, which may also include measured data. A general
expression of the actual wind speed, which provides reasonable flexibility in power
systems simulations, is made up by the sum of the following components [3,21]:

VWðtÞ ¼ VwaðtÞ þ VwrðtÞ þ VwgðtÞ þ VwtðtÞ (4.5)

where VWðtÞ is the wind speed at time t, VwaðtÞ is the average value of the wind speed,
VwrðtÞ is the ramp component, VwgðtÞ is the gust component, and VwtðtÞ is the turbulence
component.

The wind speed components are all in meter/second, and the time t is in seconds.

WIND TURBINE ROTOR MODEL. For electrical simulation, the wind turbine can be
represented by the well-known algebraic equation (4.3) of the power extracted from
the wind, which gives the relationship between the total available wind power and the
performance coefficient. In off-line simulations, both the air density r and the area swept
by the turbine blades are considered constant. The wind speed value is obtained from the
wind speed model, and the performance coefficient is a controlled term since it is a function
of the pitch angle b and the tip–speed ratio l.

REPRESENTATION OF THE WIND TURBINE DRIVE TRAIN. Awind turbine drive train can be
represented by a multimass system modeled by inertia, angular positions, and angular
velocities. The masses are coupled between them through spring constants and damping
coefficients.

The three-mass model of the constant-speed wind turbine drive train is shown in
Figure 4.22. It consists of the following three inertias [8]:

� The inertia Jb, representing the flexible parts of the blades, which can be flexibly
rotated by pitch control.

� The inertia Jh, representing the rigid parts of the blades bolted into the hub, the
turbine hub, the low-speed shaft, and rotating parts of the gearbox that are stiffly
connected to the low-speed shaft.

� The inertia Jg, representing the generator rotor, the high-speed shaft including also a
disk brake, and the rotating parts of the gearbox that are stiffly connected to the high-
speed shaft.

Wind speed
model

Turbine
rotor model

Drive- train
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Generator
model

Electrical
network
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Figure 4.21. Simplified structure of a constant-speed wind turbine model [3,19].
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In Figure 4.22, ub, uh, and ug represent angular positions of the blades, hub, and
generator, vb, vh, and vg correspond to the angular velocities of the blades, hub, and
generator, and Hb, Hh, and Hg are the inertia constants of the blades, hub, and generator,
respectively.

The springs of blades and the low-speed shaft are considered flexible. The elasticity
between adjacent masses is expressed by the spring constants: Kbh is the effective blade
stiffness and Khg represents the shaft stiffness, resultant of both the low- and high-speed
shafts. The damping between masses is represented by damping coefficients: Dbh is the
damping coefficient between the blades and the hub, and Dhg is the damping coefficient
between the hub and the generator rotor [5,22].

The equations of motion of the three-mass model, expressed in per unit, can be written
as [8,22]

2Hb
dvb

dt
¼ Ct � Kbh ub � uhð Þ � Dbh vb � vhð Þ

2Hh
dvh

dt
¼ Kbh ub � uhð Þ � Khg uh � ug

� �� Dbh vb � vhð Þ � Dhg vh � vg

� �
2Hg

dvg

dt
¼ �Ce þ Khg uh � ug

� �� Dhg vh � vg

� �
dub
dt

¼ vb;
duh
dt

¼ vh;
dug
dt

¼ vg

�����������������

(4.6)

In equations (4.6), Ct is the aerodynamic torque determined as a function of the power
extracted fromwind by the turbine PTand the blade speed vb, that is,Ct ¼ PT=vb, whereas
Ce stands for the electromagnetic torque of the generator. The terms corresponding to the
damping coefficients of the blades Db, the hub Dh, and the generator Dg have been
neglected.

The three-mass model involves very large computation time in power system dynamic
simulations. For this reason, a simpler model, with two masses, is preferred.

In the two-mass model, the drive train of a wind turbine is modeled as two inertias Jt
and Jg that are connected to each other through a spring (Figure 4.23). The spring
represents the low stiffness of the drive-train shaft. The first mass accounts for the blades,
the hub, and the low-speed shaft, whereas the second mass accounts for the high-speed
shaft, the gearbox, and the generator rotor. It is supposed that the gearbox is one of main
sources of shaft flexibility [8,22,23].
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Figure 4.22. The three-mass model of

drive train (Adapted from [8]).
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The equations of motion of the two-mass model, expressed in per unit, can be written
as [8]

2Ht
dvt

dt
¼ Ct � Ks ut � ug

� �� Dtg vt � vg

� �
2Hg

dvg

dt
¼ �Ce þ Ks ut � ug

� �þ Dtg vt � vg

� �
dut
dt

¼ vt;
dug
dt

¼ vg

�������������
(4.7)

where Ht and Hg are the wind turbine and the generator rotor inertia constant,
respectively; vt and vg are the turbine and the generator rotor angular velocities,
respectively, in revolutions per minute; ut and ug are the turbine and the generator rotor
angular positions, respectively, in mechanical degrees; Dtg is the mutual damping,
caused by differences in speeds of the rotor and the turbine shaft; and Ks is the shaft
stiffness.

In this model, the terms corresponding to the turbine self-damping Dt representing
the aerodynamic resistance in the turbine blades, and the generator self-damping Dg

representing the damping due to mechanical friction and windage, have been
neglected.

The drive-train model can be simplified under the form of a one-mass model by
removing shaft stiffness and mutual damping between masses. The equivalent inertia is the
sum of the generator rotor and the turbine inertias. Therefore, assuming that the turbine
angular velocity and the generator rotor angular velocity are equal, the equation of motion
of one-mass drive-train model reduces to

2 Ht þ Hg

� � dvm

dt
¼ Ct � Ce

���� (4.8)

SQUIRREL CAGE INDUCTION GENERATOR MODEL. In order to write the stator and rotor
voltage equations of an induction generator in the d–q reference frame, we make use of
equations (2.219) and (2.220) of the induction motor, but assuming the generator
convention, that is, the current leaving the machine is positive and the current entering
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Figure 4.23. Two-mass model of a

drive train (Adapted from [8]).
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the machine is negative. Thus, the voltage equations are [24]

uds ¼ �Rsids � vscqs þ
dcds

dt

uqs ¼ �Rsiqs þ vscds þ
dcqs

dt

udr ¼ �Rridr � svscqr þ
dcdr

dt

uqr ¼ �Rriqr þ svscdr þ
dcqr

dt

�����������������

(4.9)

The subscripts d and q stand for direct and quadrature axis component, respectively,
and the subscripts r and s for rotor and stator, respectively.

The slip s is defined as

s ¼ 1� p

2

vm

vs
(4.10)

where p is the number of poles and vm is the rotor mechanical angular velocity.
The impedances are expressed in per unit in order to make them independent of the

voltage level and generator rating. Using again the generator convention, the stator and
rotor flux linkages from equation (4.9) can be calculated as

cds ¼ �Lssids � Lmidr

cqs ¼ �Lssiqs � Lmiqr

cdr ¼ �Lrridr � Lmids

cqr ¼ �Lrriqr � Lmiqs

�����������
(4.11)

where vs and vr are stator and rotor electrical angular velocities, in rad/s; Lss and Lrr are
stator and rotor inductances; and Lm is the mutual inductance between stator and rotor.

Substituting equation (4.11) in equation (4.9), and neglecting the stator transients, the
voltage–current relationships become

uds ¼ �Rsids þ vs Lssiqs þ Lmiqr
� �

uqs ¼ �Rsiqs � vs Lssids þ Lmidrð Þ

udr ¼ 0 ¼ �Rridr þ svs Lrriqr þ Lmiqs
� �� d

dt
Lrridr þ Lmidsð Þ

uqr ¼ 0 ¼ �Rriqr � svs Lrridr þ Lmidsð Þ � d

dt
Lrriqr þ Lmiqs
� �

��������������
(4.12)

The rotor voltages of a squirrel cage induction generator are equal to zero because the
squirrel cage is short-circuited at the ends.

The electrical torque Ce is given by

Ce ¼ cqridr � cdriqr (4.13)
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and the equation of the motion of the generator is

dvm

dt
¼ 1

2Hm
ðCm � CeÞ

���� (4.14)

The active power generated P and the reactive power consumed Q are

Ps ¼ udsids þ uqsiqs

Qs ¼ uqsids � udsiqs
(4.15)

The generator exchanges active and reactive powers with the grid only through the
stator terminals. Because the rotor is not connected to the grid it does not need to be taken
into account [3].

4.4.2 Modeling the Doubly Fed Induction Generator Wind
Turbine System

4.4.2.1 DFIG Model. A doubly fed induction generator is a special design of an
induction machine, in which both the stator and the rotor are connected to the power grid.
The stator, consisting of three-phase windings with two up to eight poles, is connected to
the grid through a transformer. The rotor is also designed with three-phase windings, which
are connected to an external stationary circuit via slip rings and brushes. This arrangement
allows the rotor exchange power in both directions with the power grid. The general control
block diagram of the DFIG wind turbine is illustrated in Figure 4.24 [8,25,26].

The main parts of the DFIG model are the models of the turbine rotor, the drive train,
the generator, the rotor-side converter, the grid-side converter with the DC-link, as well as
the interface and power grid models. Additional models represent different controls such as
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Figure 4.24. Control block diagram of a DFIG wind turbine (Adapted from [8]).
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pitch angle controller, power/speed controller, reactive power controller, and a wind speed
model.

Similar to variable-speed drive applications (induction motors), the control of the
doubly fed induction machine is performed by decoupling the internal controls. The
rotating d–q frame is aligned with any synchronously rotating variable, such as the stator
flux. In this way a decoupled control between the electrical torque and the rotor excitation
current is obtained. In contrast with the squirrel cage induction machine, the excitation to
the machine rotor is provided by the rotor-side converter [27].

With appropriate PWM control, it is possible to control the torque and hence the speed
of the generator rotor. The frequency of excitation varies with the wind speed and thus with
the mechanical speed of the generator rotor.

DOUBLY FED INDUCTION GENERATOR MODEL. For easier modeling of the doubly fed
induction generator, the d–q reference frame is chosen. Furthermore, the generator
convention is considered, which means that the currents are outputs instead of inputs,
and active power and reactive power have a positive sign when they are fed into the grid.

Using the generator convention we achieve again the following set of stator and rotor
equations [24]:

uds ¼ �Rsids � vscqs þ
dcds

dt

uqs ¼ �Rsiqs þ vscds þ
dcqs

dt

udr ¼ �Rridr � svscqr þ
dcdr

dt

uqr ¼ �Rriqr þ svscdr þ
dcqr

dt

�����������������

(4.16)

and the flux linkages:

cds ¼ �Lssids � Lmidr

cqs ¼ �Lssiqs � Lmiqr

cdr ¼ �Lrridr � Lmids

cqr ¼ �Lrriqr � Lmiqs

�����������
(4.17)

The transients in the rotor fluxes are sometimes neglected because of the complexity in
modeling the converter and due to computational speed required during simulations. With
the transients neglected, the following set of equations results:

uds ¼ �Rsids þ vs Lssiqs þ Lmiqr
� �

uqs ¼ �Rsiqs � vs Lssids þ Lmidrð Þ
udr ¼ �Rridr þ svs Lrriqr þ Lmiqs

� �
uqr ¼ �Rriqr � svs Lrridr þ Lmidsð Þ

�����������
(4.18)
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The electrical angular velocity of the rotor vr is

vr ¼ p

2
vm (4.19)

where p is the number of poles and vm is the mechanical angular velocity (rad/s).
The electrical torque of the generator is given by

Ce ¼ cdsiqr � cqsidr (4.20)

The total active and reactive powers exchanged by the DFIG with the electrical
network are the sum of the stator and rotor powers:

P ¼ Ps þ Pr (4.21a)

Q ¼ Qs þ Qr (4.21b)

The stator active and reactive powers are

Ps ¼ udsids þ uqsiqs (4.22a)

Qs ¼ uqsids � udsiqs (4.22b)

and the rotor active and reactive powers are

Pr ¼ udridr þ uqriqr (4.23a)

Qr ¼ uqridr � udriqr (4.23b)

The reactive power Q expressed in equation (4.23b) is not necessarily equal to the
reactive power exchanged by the machine with the electrical network. It depends on the
control strategy for the grid-side converter that feeds the rotor winding. This is not valid for
the active power, since the converter efficiency is incorporated in the rotor power [3].

4.4.2.2 Drive Train of DFIG. For a fixed-speed wind turbine, detailed drive-train
dynamics might need to be considered especially in transient analysis. For a variable-speed
wind turbine the drive-train characteristics have almost no effect on the network operation
due to the decoupling effect of the power electronic converter.

The drive-train system of a DFIG wind turbine can be modeled using a two-mass
model [28]. Despite the minor influence of shaft natural damping, it is important to note
that a wind turbine with a power converter, such as the one with a DFIG, is often supplied
with shaft torsional active damping [8].
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The equations representing the shaft torsional mode of oscillation can be split into two
equations:

� The mechanical equations of the induction generator:

2Hg
dvg

dt
¼ veðCshaft � CeÞ

dug
dt

¼ vg

�������� (4.24)

� The mechanical equations of the wind turbine:

2Ht
dvt

dt
¼ ve Ct � Cshaftð Þ

dut
dt

¼ vt

�������� (4.25)

The incoming torque from the shaft to the induction generator, Cshaft, in both
equations, consists of a term, Ctorsion, representing elasticity of the shaft, and a term,
Cdamping, representing the damping torque of the shaft:

Cshaft ¼ Ctorsion þ Cdamping ¼ Ks ut � ug
� �þ Dtg vt � vg

� �
(4.26)

The mechanical torque produced by the wind turbine Ct is transferred to the generator
through the multiple shafts to generate the electromagnetic torque Ce.

The equivalent shaft is characterized by the effective shaft stiffness Ks, expressed in
p.u. torque/rad, and the damping torque Dtg, expressed in p.u. torque/(rad/s).

In equations (4.24) and (4.25), the speed of the induction machine vg and the speed of
the wind turbine vt are measured in radians per second, whereas the angular position of the
machine ug and the angular position of the wind turbine/hub ut are measured in radians.
Also, the base angular speed is ve ¼ 2pf , where f is the power frequency, for example,
50Hz.

Based on equations (4.24) and (4.25) we can draw the torsional model of the DFIG
drive train with two masses (Figure 4.25).
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Figure 4.25. Two-mass torsional model [1].
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4.4.2.3 Power Converter. The power electronic has gained its place in power
system applications because of its flexibility in operation. A back-to-back converter is used
to asynchronously interconnect the rotor of the DFIG system with the electrical network,
allowing power transfer in both directions. The back-to-back converter consists of two
VSCs and a DC link (Figure 4.26).

The back-to-back four-quadrant PWM–VSC, presented in Figure 4.26, is widely used
in wind power systems today. The use of IGBT and PWM is a modern solution in power
electronic-based power systems applications to minimize the harmonic content of the
current. As a result, it reduces the torque pulsation on the generator and improves the
quality of output power. The flexibility that may be achieved in controlling various
parameters on either side of the converter with PWM techniques is also of great
importance. By AC–DC–AC transformation, the generator rotor frequency is decoupled
from the power grid frequency. For this reason, the converter is sometimes called frequency
converter.

A DC link separates the two voltage source converters so that they can be controlled
independently of each other.

On each side of the converter, R-L filters are used to remove the switching harmonics.
The DC-link chopper is a protection circuit against DC-link overvoltages during grid faults.
The arrangement consists of a resistor and an electronic switch, usually an IGBT.

The generator rotor-side converter controls the rotor currents of the machine, and thus
controls the active and reactive powers of the machine as given by (4.23). The rotor-side
converter is designed for the maximum slip power and reactive power control capability.

The grid-side converter exchanges power between the rotor-side converter and the
power grid. It normally controls the DC-link voltage only. However, the converter might be
employed to provide reactive power support during a grid fault, but this capability requires
a larger converter rating.

The power rating of the grid-side converter is mainly given by maximum slip power
since it usually operates at a unity power factor.

In stability studies, it is accepted to disregard the switching dynamics of the converter.
In addition, converters are assumed to be able to follow the demanded values of the
converter current [8].

4.4.2.4 Control Strategy for the DFIG. As the stator of the DFIG wind turbine is
directly connected to the electrical network and the rotor is connected through power
electronic-based interface, the only way to control the DFIG is through the control on the
rotor operation. As the DFIG operates either as motor or as generator, the control system
has to be designed so as to allow both operating states [29].
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Figure 4.26. Back-to-back converter (Adapted from [8]).
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The most employed control strategy of the DFIG is based on the rotor current vector
control in the d–q frame. Depending on the quantity required to be controlled, the d-axis is
aligned either to the stator flux linkage vector [30] or to the stator voltage vector [31]. This
procedure is chosen to allow decoupled control between active and reactive powers.

Flux magnitude and angle control (FMAC) is another control strategy, which aims to
control the generator torque and terminal voltage by adjustment of the rotor flux magnitude
and phase [32,33]. FMAC can also add auxiliary control loops to provide power system
stabilizer, voltage support, and short-term frequency support capabilities.

However, conventional vector control and FMAC involve relatively complex trans-
forms between the rotor and synchronous reference frame. In order to get the rotor speed
and position information, an accurate position encoder has to be included or a sensorless
algorithm should be employed. These methods increase the system complexity.

A direct power control (DPC) strategy is proposed in Ref. [34]. With appropriate rotor
voltage vectors, DPC can also achieve decoupled active and reactive power control.
However, the switching frequency is not constant with the variation of operating condi-
tions. This makes the design of the harmonic filter of the rotor-side power converter
difficult.

More recently, an equivalent synchronous machine model and a corresponding control
scheme have been proposed in Ref. [35]. This control strategy relies on adjusting the
magnitude and frequency of the rotor voltage to control the stator voltage and the active
power. Coordinate transformation, rotor current, rotor speed, and position information are
not required in the control strategy. Thus, the control system design is simplified.

Figure 4.27 shows the overall control system of a DFIG wind turbine, consisting of a
generator control level and a wind turbine control level. This system follows mainly a rotor
current vector control strategy.

The DFIG controller receives measured values of the currents and voltages in (a, b, c)
coordinates from both sides of the power converter, as shown in Figure 4.27. As the DFIG
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Figure 4.27. Overall control system of a DFIG wind turbine (Adapted from [10]).
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control will be performed in the (d–q) frame, a transformation (a, b, c)! (a–b)! (d–q) is
required [29].

GRID-SIDE CONVERTER CONTROL. The general model of the grid-side converter is
presented in Figure 4.28, which includes the current-controlled voltage source converter,
the grid-side filter, and the DC-link capacitor [8]. The harmonic filter consists of a
resistance Rfg and an inductance Lfg.

In the d–q components, the voltage balance across the grid-side filter can be written
as [8]

udg � udc ¼ Rfgidg þ Lfg
didg
dt

� veLfgiqg

uqg � uqc ¼ Rfgiqg þ Lfg
diqg
dt

þ veLfgidg

(4.27)

where udg and uqg denote the grid voltage vector components, which are obtained from
the voltage _U c, whereas udc and uqc are the converter-side voltage vector components,
which are obtained from the voltage _Ug. The grid pulsation isve ¼ 2pf , where f is the grid
frequency.

The last term in both equations can be seen as a disturbance on the controller, causing
also a coupling of the two equations, which makes difficult to control the two currents, idg
and iqg, respectively.

In order to achieve decoupled control on the grid-side converter, we assume that the
d-axis of the reference frame is aligned along the stator voltage vector position. Under
these conditions, uqg ¼ 0 and udg ¼ us. In per units, the grid-side voltages ug are equal to
the stator voltages us.

With uqg ¼ 0, we achieve

udc ¼ �u0dg þ veLfgiqg þ udg

uqc ¼ �u0qg � veLfgidg
(4.28)

where

u0dg ¼ Rfgidg þ Lfg
didg
dt

u0qg ¼ Rfgiqg þ Lfg
diqg
dt

(4.29)

Based on equation (4.28), we can draw the grid-side converter control scheme, which
consists of two cascade control loops, providing the reference values to the converter udc;ref
and uqc;ref (Figure 4.29). The control of these voltages is performed through control of the

UDC C Uc Ug
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converter

Rfg j Lω e fg

Grid-side filter
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Figure 4.28. Schematic diagram of the grid-

side converter.
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grid-side currents. The d-axis reference current is provided by a DC-link voltage control
loop, whereas the q-axis reference current is provided by the reactive power control loop.
Both loops consist of two control levels: a slower control level (the DC-link voltage control
on the d-axis loop and the reactive power control on the q-axis loop) and a faster control
level (for current control on either loop).

In the d–q frame, the active and reactive powers delivered to the grid through the
rotor are

Pg ¼ udgidg þ uqgiqg (4.30a)

Qg ¼ uqgidg � udgiqg (4.30b)

Therefore, the active and reactive powers are proportional to idg and iqg, respectively.
In general, the reactive power exchanged by the machine with the power grid through

the grid-side converter is set to zero; thus, iqg ¼ 0. However, according to equation (4.30b),
positive or negative values are feasible.

The main purpose of the grid-side converter is to keep constant the voltage across the
DC link. Assuming that we have lossless converter and lossless DC link, the energy stored
in the DC link is

EC ¼
Z

P dt ¼ 1

2
C � U2

DC (4.31)

where Pð¼ Pr � PgÞ is the net active power flow into the capacitor, Pr is the rotor power
inflow and Pg is the grid power outflow; C is the DC-link capacitance; and UDC is the
capacitor voltage.

The converter dynamics can therefore be described by

C
dUDC

dt
¼ Pr � Pg

UDC

Under the considered control strategy, since uqg ¼ 0, the active power delivered to the
grid through the rotor is Pg ¼ udgidg. Therefore, the DC-link voltage can be controlled by
the control of the d-axis current component idg [10].
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ROTOR-SIDE CONVERTER CONTROL. In the vector control of the rotor-side converter, we
assume that the d-axis is oriented along the stator flux vector position. From power grid
operation point of view, the stator flux is maintained almost constant because the stator
voltages are almost constant in amplitude, frequency, and phase.

Due to the chosen reference frame, cqs ¼ 0 and dcqs=dt ¼ 0. Therefore, from (4.17)
we achieve

iqs ¼ � Lm

Lss
iqr (4.32a)

The d-axis stator current becomes

ids ¼ � 1

Lss
cds þ Lmidrð Þ (4.32b)

As the stator flux cds does not vary much, the stator transients may also be neglected,
that is, dcds=dt ¼ 0. With cqs ¼ 0 and neglecting the stator resistance Rs ¼ 0, the stator
voltages given in equations (4.16) become

uds ¼ 0

uqs ¼ vscds

(4.33)

Replacing the d- and q-axis stator currents from equations (4.32a) and (4.32b) in
equations (4.22), the expressions of the active and reactive powers delivered by the stator
become

Ps ¼ uqsiqs ¼ �uqs
Lm

Lss
iqr (4.34a)

Qs ¼ uqsids ¼ � uqs

Lss
cds þ Lmidrð Þ ¼ � u2qs

vsLss
� Lmuqs

Lss
idr (4.34b)

The negative sign of the stator powers is in accordance with the generator convention.
From the above equations it is obvious that under flux-oriented control, the active

power delivered by the stator can be controlled through the control of the q-axis rotor
current and the reactive power (for constant d-axis fluxes) may be controlled through the
control of the d-axis rotor current.

The machine control by PWM technique is generally performed by controlling the
rotor voltages. Therefore, decoupling between the rotor voltages is required.

Replacing the expression of the d-axis rotor flux from (4.17) into the expression of the
q-axis rotor voltage from (4.18), and taking into account expressions (4.32b) and (4.33),
gives

uqr ¼ �Rriqr þ svscdr ¼ �Rriqr � svs Lrr � L2m
Lss

� �
idr � Lm

vsLss
uqs

� �
(4.35)
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Similarly, replacing the expression of the q-axis rotor flux from (4.17) into the
expression of the d-axis rotor voltage from (4.18), and taking into account the expression
(4.32a), gives:

udr ¼ �Rridr þ svs Lrr � L2m
Lss

� �
iqr (4.36)

Equations (4.35) and (4.36) are the necessary conditions for rotor voltage decoupling.
While the rotor resistance may be neglected, the remaining terms can be added in the
control loops as compensation terms.

Figure 4.30 illustrates the two cascading control loops of the rotor-side converter,
which provides the reference values of the d- and q-axis rotor voltages.

The pulse width modulation procedure on the rotor-side converter is performed after
appropriate transformation of the rotor voltages from the d–q frame to abc coordinates.

The input to the q-axis control loop is a reference active power obtained from a
maximum power tracking (MPT) controller, whereas the input to the second control loop is
a reference reactive power required to control the terminal voltage and the power factor.

(i) Active Power Control
In normal operation, the active power reference value for the active power control loop
is provided by a maximum power tracking controller based on predefined P-v lookup
table. This table provides the maximum (optimal) power that can be extracted from
wind for a certain wind speed. For high wind speeds there is a cross-coupling with the
speed controller, which determines the optimal pitch angle. Figure 4.31 illustrates the
simplified block diagram of the active power control scheme. In some cases the torque
is controlled instead of active power. If frequency regulation loop would be included in
the wind turbine control scheme, an additional signal adds to the optimal value
extracted from the lookup table.

(ii) Reactive Power Control
The reactive power control loop is typically employed to control the terminal voltage
or the power factor through the control of the d-axis rotor current using the rotor-side
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converter. Reactive power can also be produced by the network-side converter, but the
rotor-side converter is likely to be preferred in the case of a DFIG wind turbine [5].

4.4.2.5 Aerodynamic Model and Pitch Angle Controller. The wind turbine
converts the kinetic energy of wind into mechanical energy in the form of mechanical
torque through the turbine shaft that drives the electrical generator. The mechanical torque
developed by the turbine is given by

Ct ¼ Pt

vt
¼ 1

2vt
rV3

wACpðl;bÞ (4.37)

If the wind speed increases too much, the electromagnetic torque is no longer
sufficient to control the rotor speed from becoming too high and consequently, the
generator can be damaged. Turbine blades can also be damaged because of high forces
developed at high wind speeds. The solution is to reduce the power extracted from the
wind.

One way of limiting the forces acting on the turbine blades at wind speeds greater than
the rated value is by changing the pitch angle b, thus reducing the performance coefficient
Cpðl;bÞ [17]. Rotation of blades around their longitudinal axis is performed by either
hydraulic or electrical drives. Therefore, a pitch angle controller model (Figure 4.32) has to
be integrated in the wind turbine system model [8].

As the wind speed cannot be measured precisely, the input to the controller can be the
active power and the rotor speed. The lower part of the pitch controller shown in Figure 4.32
is the rotor speed regulator while the upper part is an aerodynamic power limiter.

CONTROL OF WIND POWER EXTRACTION OF A DFIG. The rotor-side converter is respon-
sible for controlling the mechanical torque as well as the stator terminal voltage or the
power factor. The variable-speed operation of the DFIG is possible because the power
converter decouples the mechanical rotor speed and the power system electrical frequency.
The rotor speed control capability facilitates also the optimization of the power extracted
from the wind [26,36]. Figure 4.33 shows an example of mechanical power characteristics
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for various wind speeds. These characteristics have a maximum that corresponds to a
certain generator rotor speed.

The control strategy of the DFIG aims to extract the maximum possible power from
the wind. To achieve this, the active power is set so as to follow the curve of maximum
power, Popt (Figure 4.33).

The control strategy can be based either on the mechanical power developed versus
wind speed characteristic (Figure 4.34a) or on the electrical power versus generator rotor
speed characteristic (Figure 4.34b), both determined based on measured aerodynamic data
of the turbine.

Figure 4.34a shows the optimal characteristic of the mechanical power that can be
developed by the turbine in terms of the wind speed. Figure 4.34b shows the electrical
power developed by the generator versus rotor speed for various wind speeds. The
generator speed range is restricted to a limit between the minimum speed vmin and the
maximum speed vmax.

The curve of optimal power Popt extracted from the wind is defined by the relation-
ship [30]:

Popt ¼ Kopt � v3
r (4.38)
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and the optimal torque is given by

Copt ¼ Kopt � v2
r (4.380)

where Kopt is a parameter obtained from the aerodynamic performance of the wind turbine.
As shown in Figure 4.34, the optimal power curve is divided into several regions [8]:

� Minimum Speed Operating Region (region A–B). Due to high thermal stress on the
IGBT power converter at low rotor frequencies, it is not practical to maintain the
wind turbine in operation at low wind speeds. Therefore, a cut-in wind speed is
introduced in the control strategy, as a limitation on the left side of the power
characteristic. In this region, the wind turbine operates at almost constant rotor
speed, which is usually around 50% below the synchronous speed.

� Optimal Speed Operating Region (region B–C). Within this operating range,
characterized by low to medium wind speeds, the wind turbine operates at variable
rotor speed. The control strategy is adapted so as to extract the maximum power from
the wind, which is given by equation (4.38). However, during turbulent wind
conditions, the operating point can be shifted from the optimal characteristic. In
this region, the rated power of the wind turbine is not reached, and the control of the
generator speed is provided by the rotor-side converter. This strategy is also called
“wind-driven mode.”

� Maximum Speed—Partial Load Operating Region (region C–D). By design, the
generator reaches its nominal angular speed (synchronous speed) at wind speeds
below the rated wind speed. In this region, the generator is maintained around the
rated speed, although it operates at powers lower than the rated value. During
turbulent wind conditions, the rotor speed may increase above the synchronous
speed, but, due to power converter constraints, it cannot exceed 15–20% above the
synchronous speed. Still the control is provided by the rotor-side converter only.

� Maximum Speed—Full Load Operating Region (region D–E). If the wind speed
increases above the rating value, the rotor-side converter is no longer able to control
the torque and this task is taken over by the pitch angle regulator. By pitching the
blade angle, the regulator limits the aerodynamic input power so that the torque and
the rotor speed can be maintained at constant value. For very high wind speeds, the
pitch control will regulate the input power until the wind speed shutdown limit is
reached.

Due to some operational restrictions, for example, size and efficiency of the generator or
the acceptable noise emission, under normal operating conditions thewind turbine rotational
speed must be limited to values between the minimum speed vmin and the nominal speed
vsync. However, when wind gusts occur, the rotor speed may increase above the nominal
speed. This is acceptable for a short transient period but must be limited to a maximum value
vmax higher than the nominal speed. Therefore, there can be two control strategies of the
DFIG: the power optimization strategy and the power limitation strategy [10].

4.4.2.6 Operating Modes. The operating modes of the DFIG can be differentiated
in terms of the relative speed of the rotor over the synchronous speed and the power flow
direction passing the power converter, namely supersynchronous, synchronous, and
subsynchronous operations (Figure 4.35).
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At low wind speeds, the DFIG operates at a rotor speed lower than the synchronous
speed, that is, the slip is positive and the rotor absorbs power from the power grid through
the power converter (Figure 4.35a). In the region C–D, when the generator operates at the
synchronous speed, the generator slip is zero and there is no power flowing through
the power converter (Figure 4.35b). During wind gusts, the rotor speed may exceed the
synchronous speed and the slip become negative. In this case, the mechanical power from
the shaft is split into two parts: the largest part of the power goes to the stator and a fraction
of the power passes through the rotor (Figure 4.35c).

4.4.3 Full-Scale Converter Wind Turbine

4.4.3.1 General Model. The general structure of a variable-speed wind turbine with
direct-drive synchronous generator is illustrated in Figure 4.36. As the generator is
connected to the grid through a power electronic-based full-scale converter (frequency
converter), the generator frequency, which is variable, is different from the power grid
frequency (50 or 60Hz). Comparative to a DFIG (a partial-scale converter wind turbine),
the reactive power, the voltage, and the frequency are all determined by the converter, while
the active power depends on the machine operation.

Full-scale converter wind turbines can include either wound rotor synchronous
generator or permanent magnet synchronous generator, with or without a gearbox. The
principle of controlling the frequency converter is similar in all cases.

Some observations are necessary [3]:

� Thewind speed model is identical to that in the case of a constant-speed wind turbine
model.
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� The rotor model as well as the rotor speed and pitch angle controllers are identical to
those used in the doubly fed induction generator.

� The converter and the protection system of a wind turbine with a DFIG are different
from that of a direct-drive synchronous generator.

Taking into account the previous observations, only the generator model and the
control systems are discussed below.

4.4.3.2 Model of a Direct-Drive Wind Turbine with Synchronous Genera-
tor. WOUND ROTOR SYNCHRONOUS GENERATOR MODEL . The model of a wound rotor
synchronous generator was demonstrated in Chapter 2. According to equations (2.39),
in the d–q reference frame, the stator voltage equations are

uds ¼ �Rsids � vecqs þ
dcds

dt

uqs ¼ �Rsiqs þ vecds þ
dcqs

dt

�������� (4.39)

and the rotor voltage equations are

uf ¼ Rf if þ dcf

dt

0 ¼ RDiD þ dcD

dt

0 ¼ RQiQ þ dcQ

dt

������������
(4.40)

In order to complete the model, the flux linkage equations are added:

cds ¼ �Ldsids þ Lmdif

cqs ¼ �Lqsiqs

cf ¼ LfIf

�������� (4.41)

Notice that all quantities in equations (4.39)–(4.41) are in per units.
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Figure 4.36. General structure of a variable-speed wind turbine with a direct-drive synchronous

generator [3].
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The transformer voltages in the stator voltage equations, dc=dt, due to the flux change
in space, may be neglected because the associated time constants are small. Therefore, the
voltages of interest for the wind turbine control in normal operation become

uds ¼ �Rsids þ veLqsiqs

uqs ¼ �Rsiqs � veLdsids

uf ¼ Rf if þ dcf

dt

���������
(4.42)

The electromechanical torque is defined as

Ce ¼ cdsiqs � cqsids (4.43)

Some applications use the electromechanical torque in the rotor speed controller to
provide the set point for the stator. However, more usual is the use of active power
determined from maximum power point lookup table.

The active and reactive powers generated by the synchronous machine are given by

Ps ¼ udsids þ uqsiqs (4.44a)

Qs ¼ uqsids � udsiqs (4.44b)

Since the generator is fully decoupled from the grid by the frequency converter, the
generator operation does not affect the power factor and the reactive power deliver-
ed/absorbed to/from the power grid. Therefore, the reactive power delivered/absorbed by
the stator Qs, as given in equation (4.44b), is of interest when sizing the converter and also
to avoid exceeding the capability limits of the generator [3].

PERMANENT MAGNET SYNCHRONOUS GENERATOR MODEL. In the PMSG model, the flux is
assumed to be sinusoidally distributed along the air gap. In analogy to (4.39), under
balanced steady-state conditions, the stator voltage equations are

uds ¼ �Rsids � vscqs þ
dcds

dt

uqs ¼ �Rsiqs þ vscds þ
dcqs

dt

�������� (4.45)

In the case of a PMSG, the excitation winding is replaced by the permanent magnets
and damping winding is removed. Therefore, the terms involving the field winding and the
damping winding in equations (4.40) and (4.41) disappear. Furthermore, the flux cpm of
the permanent magnet mounted on the rotor that is coupled to the stator winding should be
added in the d-axis stator flux expression. The flux linkages can be calculated using the
following set of equations:

cds ¼ �Ldsids þ cpm

cqs ¼ �Lqsiqs

����� (4.46)

where cpm is the permanent magnet flux linkage, and Lds and Lqs are the stator leakage
inductances.
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The electrical torque Ce of the permanent magnet synchronous machine is given
by [16,37]

Ce ¼ p Lqs � Lds
� �

ids þ cpm

	 

iqs (4.47)

where p is the number of poles pairs.
For a nonsalient-pole machine, the stator inductances Lds and Lqs are approximately

equal. Consequently, the d-axis stator current ids does not influence the electromagnetic
torque, and equation (4.51) becomes

Ce ¼ pcpmiqs (4.470)

The turbine generator system can be described by the equation of motion:

dvm

dt
¼ 1

2H
ðCm � CeÞ (4.48)

whereH is the inertia constant of the rotor, andCm andCe are the mechanical and electrical
torque, respectively.

Note that the stator electrical angular velocity is given by

vs ¼ pvm

where vm is the mechanical angular velocity (rad/s).

4.4.3.3 Control of Full-Scale Converter Wind Turbine. The control of a full-
scale converter wind turbine depends on the configuration of the frequency converter and
the machine control strategy, resulting in a large number of control possibilities. One
control strategy may reside in the fact that the grid-side converter is responsible for
controlling the voltage of the wind turbine system at the interface with the electrical
network, whereas the generator-side converter operates at the stator voltage.

In the following, we assume that the wind turbine is equipped with a permanent
magnet synchronous generator and that both the generator-side converter and the grid-side
converter consist of PWM-controlled IGBTs (Figure 4.37).

The control strategy presented here is quite similar to the control strategy presented for
the DFIG wind turbine. The difference resides in the fact that, under normal conditions, the
power grid operation does not affect the generator operation.

GRID-SIDE CONVERTER CONTROL. The control of the grid-side converter is based on the
assumption that the d-axis is oriented along the grid voltage vector position, that is,
uqg ¼ 0, and thus the grid voltage has a d-axis component only udg. The voltage ug is
metered on the grid side of the wind turbine system.

The expressions of the active and reactive powers on the grid side are

Pg ¼ udgidg þ uqgiqg (4.49a)

Qg ¼ uqgidg � udgiqg (4.49b)
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Under the above assumption, equations (4.49) become

Pg ¼ udgidg (4.490a)

Qg ¼ �udgiqg (4.490b)

showing that the active power is determined by the d-axis grid current, whereas the reactive
power is determined by the q-axis grid current, metered on the grid side of the power
converter.

Figure 4.38 shows the grid-side converter controller, which consists of two cascading
loops, with the reference active power being the input to the d-axis control loop and the
reactive power being the input to the q-axis control loop.

The reference to the active power control is obtained from the MPT characteristic. The
aim is to optimize the generator operation so that to achieve the highest efficiency and
deliver as much active power as possible.

Under normal conditions, because the generator is decoupled from the power grid
through the frequency converter, the generator is not required to deliver/absorb reactive
power. Therefore, the reference reactive power canbe set to zero, that is,Qg;ref ¼ 0.However,
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when a voltage support is required from the wind turbine system in normal operation or in
case of faults occurring in the electrical network, reactive power exchange between thewind
turbine system and the electrical network is required, that is, Qg;ref 6¼ 0. Avoltage regulator
can be designed to provide voltage control at the point of connection through appropriate
support of reactive power, which is the duty of the grid-side converter. As in the case of any
electrical machine, the amount of reactive power exchanged by thewind turbine systemwith
the power grid must be limited to the frequency converter rating [10].

GENERATOR-SIDE CONVERTER CONTROL. From the voltage equations expressed in (4.45)
and stator linkages equations in (4.46), it can be seen that there is a cross relationship
between the two axes. Under steady-state conditions, the derivative terms in equations
(4.45) reduce to zero. Under this assumption, replacing the stator flux linkages from
equation (4.46) in (4.45), achieve

uds ¼ �Rsids þ vsLqsiqs

uqs ¼ �Rsiqs � vs Ldsids � cpm

� � (4.50)

Neglecting also the stator resistance, we can see that the d-axis stator voltage depends
on the q-axis stator current, and the q-axis stator voltage depends on the d-axis stator
current. In order to obtain independent controllers for the two coordinates, the influence
of the q-axis on the d-axis components and vice versa must be eliminated. The two
components can be decoupled by considering the two terms on the right-hand side of
equation (4.50) as compensation terms (Figure 4.39).

The aim of the generator-side converter is to keep constant the DC-link voltage and to
control the generator stator voltage to its rated value, that is, Us;ref ¼ Us;rated. The
advantage of controlling the stator voltage at its rated value is that the power converter
always operates at the rated voltage for which it was designed and optimized [10].

The reference value to the DC-link voltage control loop can be provided by a damping
controller, which aims to generate a torque that dampens the speed oscillations.

4.5 FAULT RIDE-THROUGH CAPABILITY

4.5.1 Generalities

Thepower systems have sometimes undergone unpredictable disturbances, for example short
circuits. A short circuit occurring close to awind turbine system results in a voltage dip at the
generator terminals and hence an active power drop [23,38]. In the past, wind turbines were
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allowed to be disconnected from the power grid during such a disturbance. As the share of
wind turbine systems has increased in the power system generation, the grid codes stipulates
nowmore restrictive conditions related to the casewhen thewind turbine systems are allowed
to be disconnected. Figure 4.40 shows an example of the limit voltage dip, particularly in
Ireland and Romania, beyond which the wind turbine generator may be disconnected.

According to Figure 4.40, for voltage values situated anywhere above the curve the
wind turbine system must remain connected to the power grid, whereas in case of more
severe faults with voltage dips below the curve the limit wind turbine system is allowed to
disconnect.

A voltage dip experienced at the wind turbine generator terminals leads to a high
transient rotor current, which may harm the rotor converter and also may cause overvoltage
on the DC-link capacitor.

If the protective actions are less efficient, the fault must be cleared very quickly. Also,
the generator may accelerate considerably beyond its rated speed leading to instability.

Different alternatives for fault ride-through schemes are described in the literature.
Some of these schemes are as follows [8,39]:

(i) Active Crowbar
This solution is typically employed in doubly fed induction generator-based wind
turbine systems. The crowbar resistance is sized for values between 1 and 10 times the
rotor resistance [9]. When necessary to quickly damp the rotor transient current, the
crowbar may be sized at higher resistance values, with the risk that a too high
resistance value may lead to overvoltage on the converter. Therefore, the size of the
crowbar resistance is a compromise between these two factors.

Occurrence of a fault affecting the wind turbine system is sensed by overvoltage
protection attached to the DC-link capacitor and overcurrent protection attached on the
rotor side. After protection triggering the power converter control is blocked and the
crowbar is activated. Once the transients are damped, the power converter is deblocked
and the crowbar is deactivated. The next step is resynchronization and return to normal
operation.

(ii) Switched Stator Resistance
Disconnection of a faulty line causes a voltage phase-angle jump at the wind turbine
generator terminal and hence a high transient current. One solution to this
inconvenience can be the insertion of a switched resistance in series with the stator
circuit. This resistance causes the stator and rotor transient current to decay more
rapidly [40].

(iii) DC-Link Chopper
The chopper consists of an active switch (IGBT) and series-connected resistor placed
in parallel with the DC-link capacitor (Figure 4.26). The DC-link chopper is a
preferred fault ride-through device under the actual grid codes specifications as it
helps the wind turbine system to remain connected to the power grid during grid faults.
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Figure 4.40. Border limit of a voltage dip

occurring at the wind turbine system terminal.
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The aim of the DC-link chopper is to provide smoothing of the DC-link voltages
during power fluctuations in the intermediate link of the converter caused by grid
faults. When the DC-link voltage increases above a threshold, the chopper is switched
“on” and the surplus power is dissipated in the chopper resistor. When the DC-link
voltage decreases below a lower uncritical threshold, the chopper is switched “off” by
means of a switching device.

In the case of a DFIG-based wind turbine system, the DC-link chopper is used in
combination with the crowbar, while in case of full-scale converter wind turbine
systems, the chopper is a part of the fault ride-through strategy together with the pitch
controller and damping controller.

4.5.2 Blade Pitch Angle Control for Fault Ride-Through

From the power system point of view, the dynamic influence of wind turbine systems
depends very much on the technology used, that is, fixed-speed wind turbine systems,
DFIG-based wind turbine systems, and full-scale converter variable-speed wind turbine
systems.

The fixed-speed wind turbine systems using squirrel cage induction generators
provide natural damping of power system oscillations as the stator is directly connected
to the power grid, whereas in the case of variable-speed wind turbine systems, the power
electronic interface contributes to enhancement of transient stability and voltage stability
of the power system.

The fault ride-through capability of two types of wind turbine systems are presented in
the following:

(i) The Case of the Active Stall-Controlled Wind Turbine [23]
An active stall control is usually applied to wind turbine systems equipped with
squirrel cage induction generators, which are connected directly to the power grid.
Therefore, in case of a transient fault, during which the generator experiences a
voltage dip at its terminals, the rotor speed increases and the generator demands
more reactive power that might not be acceptable under the actual grid codes. This
demand for reactive power by the generator makes the voltage to recover slowly.
The wind turbine system experiences speed oscillations at the drive train, which
imply active and reactive power oscillations and consequently voltage oscillations
induced into the grid.

A controller is designed to damp the oscillations and to prevent the generator rotor
from accelerating to dangerous speed values and also to assist in voltage recovery. In
active stall control, pitch angle regulation is a way of controlling the output power of
the turbine and thus the transient fault controller is a pitch angle controller. As soon as
a grid fault is detected, the controller reduces the aerodynamic power of the rotor to
zero by changing the pitch angle with the maximum pitch rate. If the grid voltage has
recovered and the generator speed is in normal range, the pitch angle returns to the
value prior to the fault and the generator resumes to the normal operation.

(ii) The Case of Pitch Angle-Controlled Wind Turbine
The pitch angle control is employed in the case of variable-speed wind turbines, that is,
doubly fed induction generator-based wind turbine system and full-scale converter
connected wind turbine system. The ridding through fault procedures are different for
the two types of wind turbine systems since in the case of the DFIG the stator is
connected directly to the power grid [41].
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In the case of a DFIG, the fault ride-through procedure involves both the pitch angle
control to prevent overspeeding and the so-called crowbar to protect the converter
against overcurrents and the generator rotor and the DC-link against overvoltages. In
normal operation, the rotor-side converter controls the output active and reactive
powers, with the reference for the active power being given by the MPT characteristic,
whereas when a grid fault is detected the active power reference is provided by a
damping controller. Because the stator is connected directly to the power grid, when a
fault occurs in the grid, the terminal voltage drops and the active power drops too. This
produces an imbalance between the mechanical power of the turbine and the output
electrical power resulting in acceleration of the turbine and generator, and the drive
train starts to oscillate. The blade pitch angle control prevents the turbine from
overspeeding and damps low-frequency oscillations but it is not able to damp the fast
torsional oscillations. Therefore, a damping controller is employed to damp any
torsional oscillations of the drive train under grid fault conditions (Figure 4.41).

A wind turbine system connected to the power grid via full-scale frequency
converter can easily ride through fault since the synchronous generator is not directly
connected to the power grid. Moreover, the generator-side converter can easily fulfill
its task to control the DC-link voltage and the stator voltage without being influenced
by the power grid disturbance.

A multipole PSMG has no inherent damping and any small speed perturbation
can cause high mechanical stress on the drive train that can lead to instability, unless
a damping controller is employed to damp the torsional oscillations. During a grid
fault, the grid-side converter does not exchange active power with the power system,
and the surplus of active power produced by the generator is dissipated in the
resistance of the chopper module. On the other hand, the pitch angle controller
rapidly limits the power extracted from the wind in order to limit the active power
produced by the generator [41].
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8

BACKGROUND OF POWER
SYSTEM STABILITY

S.S. (Mani) Venkata, Mircea Eremia, and Lucian Toma

8.1 INTRODUCTION

The power systems are the largest and most complex manmade dynamic systems. Similar
to any dynamic system, the power system is continuously subjected to perturbations and
experiences transitions from one operating state to another in the form of oscillations.
A primitive condition for the power system to maintain the stability requires that the
oscillations be damped.

Power system stability has been an important preoccupation for engineers since the
1920s [1,2]. However, blackouts caused by instability still occur despite the significant
advancements in the control and protection technology that have been made. There has
been also a continuing growth in interconnections between regional power systems aiming
to improve the stability and control conditions, but the stability problem has gained new
dimensions. Voltage stability, frequency stability, and interarea oscillations have become
greater concerns than in the past. A clear understanding of different types of instability and
how they are interrelated is essential for the satisfactory design and operation of power
systems [3].

8.2 CLASSIFICATION OF POWER SYSTEMS STABILITY

A IEEE=CIGRE Joint Task Force on Stability Terms and Definitions has defined the power
system stability as “the ability of an electric power system, for a given initial operating
condition, to regain a state of operating equilibrium after being subjected to a physical
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disturbance, with most system variables bounded so that practically the entire system
remains intact” [3]. This definition refers mainly to an interconnected power system as a
whole and is essentially a single problem. However, the various types of stability problems
of a power system cannot be properly understood and effectively dealt with by treating
them as a single problem. Furthermore, because of high dimensionality and complexity of
the power system, which involves a large number of variables, simplifying assumptions are
made in order to allow the analysis of specific types of problems with satisfactorily
accuracy. Stability analysis is greatly facilitated by classification of stability into appro-
priate categories.

Classification of the power system stability by focusing mainly on only one variable
(i.e., voltage, frequency, or rotor angle) is a meaningful practice. Such approach is also
known in literature as partial stability [4–6]. Figure 8.1 gives the overall picture of the
power system stability problem, based on the dynamics of the phenomenon, identifying its
categories and subcategories that will be described in the following paragraphs [3,7]. This
classification is based on the following considerations [3]:

� The physical nature of the resulting mode of instability as indicated by the main
system variable in which instability can be observed.

� The size of the disturbance considered, which influences the method of calculation
and prediction of stability.

� The devices, processes, and the time span that must be taken into consideration in
order to assess stability.

Another possible classification of the power system stability can be done in terms of
the duration of the phenomenon (time domain) and the components that influence the
phenomenon, as illustrated in Table 8.1.

8.2.1 Rotor Angle Stability

Rotor angle stability refers to the ability of synchronous machines in a power system to
remain in synchronism after being subjected to a perturbation. However, distinction should
be made between types and severity of perturbations because the synchronous generator
has the ability to withstand only some of them.

The rotor shaft of a synchronous generator rotates by application of a mechanical
torque from a primary machine (turbine). As explained in Chapter 2, energization of the
rotor winding from a DC source creates a stationary magnetic field in the rotor winding,
which in turn induces alternating voltages in the stator windings when the generator rotor is
driven by the primary machine (mover). When the generator is connected to the power grid,

T A B L E 8.1. Classification of Power System Stability Based on the Time Domain and
Influencing Component

Time Domain Generator Influenced Phenomenon Load Influenced Phenomenon

Short term
Rotor angle stability

Small-disturbance voltage stability
Small-disturbance

stability
Transient
stability

Long term Frequency stability Large-disturbance voltage stability
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balanced three phase currents of frequency equal to the power system frequency will flow
in the stator circuit, which will generate a rotating magnetic field. The stator rotating
magnetic field interacts with the rotor magnetic field producing the electromagnetic torque
that opposes the rotation of the rotor. Therefore, mechanical torque is required to support
the rotor revolving at desired speed. In steady-state conditions, the two opposite torques are
equal and the rotor speed is maintained at a constant value. In this state the generator is said
to be in equilibrium. At nominal frequency, the rotor speed is equal to the synchronous
speed for which the machine was optimized in the design stage. Therefore, the amount of
mechanical torque necessary to be produced by the turbine is directly related to the amount
of current flowing in the stator. Any change in the stator current requires a change in the
mechanical torque.

At no load, when no power is transferred from rotor to stator, the stator magnetic
field is aligned with the rotor magnetic field. As the load increases and more
mechanical torque is produced by the turbine, there is an angular separation between
the two fields. This angle can increase up to a maximum value beyond which the
synchronous generator losses the synchronism. To determine this maximum value, let
us consider a simple system consisting of a generator, with the electromotive force
(emf.) Eg and the terminal voltage V 1, supplying power to a power system through a
network represented by the equivalent reactance Xech. The voltage at the power system
bus is denoted by V 2. (Figure 8.2a).

The rotor angle, dg, also called load angle, of the synchronous generator represents the
phase shift between the emf developed by the rotor, Eg, and the voltage at the generator
terminals,V 1, and reflects the load of the generator. The more current is carried in the stator
windings, the larger is the rotor angle and more stressed is the generator. In open circuit, the
rotor angle is zero and the terminal voltage is equal to the emf Eg.

In a simple form, the power transferred from the generator to the power system is
given by

Pe ¼ EgV2

Xg þ Xech
sin d (8.1)

Thus, it can be seen that this power is a highly nonlinear function of d, the phase shift
between the emf developed by the rotor, Eg, and the voltage at the power system node, V 2.
The network reactance can change if the network topology changes, whereas the generator
reactance, Xg, depends on the purpose of the study. The steady-state reactance of the
generator is much larger than the reactance in transient state (see Table 2.2).

Eg g

V1 V2Xg Xech

P Power
system

Generator Network

(a) (b)

1 2

P
Pmax

/2

Operating
point

PePm

P >0 P <0

Figure 8.2. Illustration of a power transfer: (a) one-line diagram; (b) power-angle characteristic.
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The relationship between the power transferred, Pe, and the phase angle, d, is
illustrated in Figure 8.2b. The power transferred increases as the angle increases and
reaches a maximum value for an angle p=2, beyond which the power tends to decrease,
which it not desirable. On the other hand, from equation (8.1) it can be seen that the higher
is the network reactance, the less power can be transferred while keeping the generator in
synchronism. Large network reactance values occur because of long distances or weak
interconnections. Since the network is involved, the maximum value that can be reached
for a rotor angle is less than p=2. There is also a phase difference between the terminal
voltage of the generator and power system bus voltage. Usually, for stability reasons, the
power transferred on an electrical line is limited to a phase difference of 30�. Therefore, in
steady-state conditions, the maximum value of the rotor angle is less than p=2.

The power–angle characteristic illustrated in Figure 8.2b is a measure for evaluating
the static (steady-state) stability. The steady-state stability limit corresponds to the point in
which, if the receiving system demands a small additional load DP, the generator becomes
unable to deliver it without a change in the field excitation. This is the case when
@P=@d ¼ 0. Therefore, the steady-state stability condition is satisfied for positive values of
the derivative @P=@d.

To understand how the stress is exerted on the generator in terms of the rotor angle dg,
let us assume the analogy between the voltage diagram of the network from Figure 8.2a and
a mechanical system (Figure 8.3) [8,9].

The mechanical system consists of one fixed arm representing the voltage V 2, one
mobile arm representing the emf Eg, and a spring representing the vector ðXd þ XechÞI,
joining the extremities of the two arms. The lengths of the arms, representing the
magnitudes of the two voltages, are considered to be constant. But, the length of the
spring is propositional to the applied tensile force, that is, the current. A rotational torque
C0 ¼ q � r is exerted at the fixed end of the arm Eg caused by the weight q, representing
the load. In steady state, the torque C0 is balanced by the torque C exerted by the spring on
the arm Eg. The torque C is defined as the product of the length of the arm, Eg, the tensile
force of the spring, f, and the sine of the angle, a, between the arm and the spring. The
tensile force is the product of the spring elongation, l, and the elasticity coefficient,
k ¼ 1=ðXd þ XechÞ [8].

Drawing the segment ab as a perpendicular from point b on the arm Eg, we find that
l sina ¼ V2 sin d. Therefore, we find that the torque C has an expression similar to that
given in equation (8.1). The torque C and the stress in the spring are at a maximum when
the angle d is 90�.

At equilibrium, the input mechanical torque equals the output electromagnetic torque
at any individual generator in the power system. Any sudden change occurring in the power

Eg

V2

( +X Xd ech)I l

Eg

V2
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r

a

b

f

(a) (b)

Figure 8.3. Voltage diagram of the power system: (a) electrical; (b) mechanical.
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system causes unbalance between the network angular frequency and the angular speed of
the rotor, and hence misalignment of the stator and rotor magnetic fields and unbalance
between the two torques. Naturally the generators tend to align the two magnetic fields
resulting in a change in the rotor speed. Therefore some generators may run faster than the
others. The change in the rotor speed will result in a change in the load angle and hence the
slower machines transfer part of the load to the faster machines. In accordance with
equation (8.1), an increase in the phase angle beyond 90� results in decrease in the power
transfer, which may lead to instability. For this case @P=@d < 0. The rate of change of the
rotor speeds of individual generators is highly dependent on the rotor inertia and the
amount of power deviation. The change in share of power production among different
generators causes changes in the power flows on the network branches. Types of changes
may be load change, generation change, limitation of power transfer from one or more
generators to the loads due to line disconnection, severe voltage variations caused by short-
circuits, and so on.

The control systems attempt to restore the power system to steady-state conditions and
balance the mechanical torque with the electromagnetic torque of individual generators so
that the rotor speeds and hence the load angles are stabilized. The turbine governor adjusts
the mechanical torque and the voltage regulator attempts to restore the voltage. The
transition to the new operating state, involving the rotor speeds, the voltages, or the power
flows, is oscillatory in its nature and is usually called electromechanical oscillations. Of
interest is the first oscillation of the rotor angle, which may indicate whether or not the
generator will remain in synchronism.

An analogy of the electromechanical oscillations phenomenawith a mechanical system
is illustrated in Figure 8.4. The balls of different weights (e.g. inertia and installed power),
representing the generators, are connected to each other by a set of strings, representing the
transmission lines. The points of connection of the springs represent the substations.

In steady state the springs maintain constant elongation. However, if the weight of one
ball is changed, changes in the tensile force in the spring occur and the spring oscillates
causing the other springs to oscillate, which in turn affect the other balls. In this way, the
entire interconnected mechanical system experiences oscillations. If the spring sustaining a
certain ball experiences too large oscillations, that ball may break away becoming instable.
But, using some damping solutions, the oscillations may die away and the system may
returns to a stable state.

Taking a single generator as an example, its capability to return to a stable operating
point after being subjected to perturbations can be analyzed using Figure 8.5 [10].

A ball, representing the operating point, is located in a potential hole. The heights of
the hole show the strength of the generator with its control systems. This ball is maintained
in equilibrium at the point Awith the support of the prime mover providing the mechanical
torque Cm that equals the electromagnetic torque Ce. Any perturbation reflects the effort

Figure 8.4. Mechanical analogy for

the electromechanical oscillations.
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required to pull the ball out of the hole. If a perturbation moves the ball at the point B, the
generator is capable to return to a stable state, but after several oscillations, which should be
damped as quickly as possible. However, if the perturbation moves the ball at the point C,
the generator may become instable very easily because any additional small perturbation
pushes the ball very quickly out of the hole.

Rotor angle oscillations may also appear in the power system any time because of
weak electrical connection between generators or between generators and loads due to long
distances (large reactances), because of uncoordinated fast voltage regulators or other types
of controls. In large interconnected systems, local generators tend to attach to each other
and in some situations to oscillate against other groups of generators. If not damped
quickly, the rotor angle oscillations may cause damage to the power plants and other
equipment in the power system.

The change in the electromagnetic torque of a synchronous generator following a
perturbation can be resolved into two components [7]:

DCe ¼ CSDdþ CDDv (8.2)

where CSDd is the synchronizing torque component, which is in phase with the rotor angle
deviation Dd; CS is a synchronizing torque coefficient; CDDv is the damping torque
component, which is in phase with the speed deviation Dv ð¼ dd=dtÞ; CD is the damping
torque coefficient.

The system stability is conditioned by the existence of both components of torque for
each synchronous generator. Insufficient synchronizing torque will lead to aperiodic or
nonoscillatory instability, whereas insufficient damping torque results in oscillatory
instability.

According to [11], the synchronizing torque is the torque that acts on the shaft of a
synchronous machine when the rotational speed of the rotor deviates from the synchronous
speed. This keeps the machine in synchronism. In other words, it is torque that brings the
rotor speed back to the synchronous speed. This can be done by contribution of the speed
governor, the excitation system, and other internal control loops attached to the generator.
External actions, for example, from FACTS devices, can also contribute to improvement of
the synchronizing torque.

The power system is characterized by relatively small damping torque, which is
mainly provided by the damper windings of the synchronous machines and by some load
types. The damping capability is approximated by a damping term, which is included in the
swing equation, given in Section 2.1. However, in the attempt to improve the synchronizing
torque, the fast acting excitation systems can significantly weaken the damping torque
thereby causing oscillatory instability. This effect is referred to as artificial negative

Cm
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Instable
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Figure 8.5. Generator states: (a) steady-state equilibrium; (b) perturbed operation.
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damping. This problem can be corrected by using an additional signal to the excitation
system loop called a power system stabilizer.

The synchronous generator, through its components and control systems, has the
capability to restore the synchronous speed of the rotor after some disturbances. However,
in some cases, the cause of perturbation must be quickly eliminated. To gain useful insight
into the nature of stability problems, it is convenient to classify the rotor angle stability
phenomena into the following two major categories: small-disturbance rotor angle
stability and large-disturbance rotor angle stability [7].

8.2.1.1 Small-Disturbance (or Small-Signal) Rotor Angle Stability. Small-
disturbance rotor stability is concerned with the ability of the power system to maintain
synchronism under small disturbances, like small variations in load and generation [3].
The small disturbances are those changes occurring in the power system for which
the rotor angle presents an almost linear variation allowing linearization of the
system equations around the equilibrium point without encountering errors. The
process following the disturbance depends on a number of factors, including the initial
operating conditions, the transmission system strength, and the excitation systems
performance.

When a small disturbance occurs in the power system, the instability may result in two
forms [7] (Figure 8.6):

� Increase in rotor angle due to insufficient synchronizing torque; nonoscillatory
instability may result when the automatic voltage regulators of the synchronous
machines maintain constant field voltage.

� Rotor oscillations of increasing amplitude due to insufficient damping torque;
oscillatory instability through oscillations of increasing amplitude may result
when automatic voltage regulators act by continuously changing the field
voltages.

Stable Instable 

With constant field voltage 

t0
Positive CS; Positive CD

Non-oscillatory instability 

t0
Negative CS; Positive CD

With excitation control 

t0
Positive CS; Positive CD

Oscillatory instability 

t0
Negative CS; Positive CD

Figure 8.6. Nature of small-disturbance response.
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Depending on the generators and the states involved in the unstable oscillations, the
stability of the following types of oscillations is of concern [7]:

� Local plant mode oscillations are associated with the swinging of one generator or
one power plant against the rest of the power system. The frequency of oscillation
ranges from 1 to 2Hz, depending on the machine characteristics and the power
system operating conditions.

� Interarea mode oscillations are associated with the swinging of one geographically
isolated group of synchronous machines against other machines. If the interarea
oscillations become instable, the groups of generators can loss their synchronism and
one part of the power grid can be islanded following transmission lines disconnection
by the protection system. The frequency of this mode of oscillations ranges from 0.1
to 1Hz.

� Control mode oscillations can be due to poorly tuned control systems attached to
field exciters, speed governors, HVDC links, SVC, and so on.

� Torsional modes refer to the torsional vibrations induced in the generator-turbine
rotational components due to sporadic changes either on the turbine side or on the
power grid side. The torques applied on the rotor shaft in opposite directions create
twisting of the shaft. Such phenomena can cause shaft break or turbine blade failures
especially at the low-pressure cylinder of the thermal power plants. All perturbations
are characterized by time, frequency, and amplitude. Perturbations in the power grid
can be switching in the network or sudden large load changes such as arc furnaces
operation or motor starting. A particular case of torsional mode is the subsynchro-
nous resonance (SSR), which is due to the interaction between series capacitors and
nearby power plants with long and flexible shafts [12]. Instability of torsional modes
may be also caused by interaction with excitation controls and speed governors.

8.2.1.2 Large-Disturbance Rotor Angle Stability or Transient Stability. The
large-disturbance rotor angle stability, commonly referred to as transient stability, is
concerned with the ability of the power system or a synchronous generator to maintain
synchronism when subjected to a severe disturbance. The resulting system response
involves large excursions of the generator rotor angles emphasizing the nonlinear
power–angle relationship. As a consequence, the systems equations can no longer be
linearized as in the case of small perturbations, and the rotor angles variations can be
analyzed using integration numerical methods. Examples of large perturbations are short-
circuits on transmission lines, disconnection of large power plants, and disconnection of
large loads. Stability depends on both the initial operating conditions of the power system
and the severity of the disturbance. The most severe large perturbations involve changes in
the network topology. For instance, a short circuit can be eliminated by disconnection of
the affected element.

When a short circuit occurs on a transmission line close to a synchronous generator,
the terminal voltage drops significantly and the generators’ capability to produce electrical
power is reduced. During the brief period following the perturbation occurrence, the
excitation system, with fast response and high ceiling voltage, can contribute to maintain
the stability of the generator by field forcing thereby boosting the terminal voltage. For
such a perturbation, the first condition to maintain the stability is to quickly eliminate the
short circuit by line disconnection. If the generator “survived,” after fault elimination it
enters into oscillations, which must be damped very quickly. The damping of the
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oscillations is then conditioned by the small-perturbation performance of the power
system. The automation and protection systems attempt to reconnect the transmission
line and restore the initial operating conditions. However, if the oscillations are not
properly damped, a fast acting reclosure can cause larger oscillations and therefore greater
stress on the generator shaft.

Figure 8.7 illustrates the rotor angle oscillations experienced by a synchronous
machine indicating stability or instability of the machine (see Chapter 10 for more
details). Case 1 shows that the rotor angle oscillations are damped (decrease in amplitude)
and the rotor angle tends to stabilize to a constant value. Cases 2 and 3 indicate that the
rotor angle can increase significantly in amplitude and the generator losses synchronism. In
the Case 2, synchronism is lost at the first oscillation. This form of instability is known as
first swing instability and is caused by insufficient synchronizing torque. In the Case 3, the
machine maintains synchronism in the first oscillations, but the oscillations are growing in
amplitude and synchronism is lost after a few oscillations. This form of instability
generally occurs because the generator is not “small-disturbance stable” due to insufficient
damping and=or synchronizing torques and conflicting actions of the control systems, even
if appropriate actions are taken in time to eliminate the causes of the perturbation.

The time of interest for large perturbations stability ranges from 3 to 5 s and may
extend to 10 s for very large power systems with weak interconnections between remote
generators.

8.2.2 Voltage Stability

Voltage stability is the ability of a power system to maintain steady acceptable voltages at
all buses in the system under normal operating conditions and after being subjected to a
disturbance. The voltage may become instable when there is an unbalance between load
demand and load supply, mainly an imbalance of reactive power [7,13–18]. This may
happen for two reasons: either due to a sudden change in the load demand, such as loss of
load in an area, or due to limitation in the load supply capacity due to tripping of a
transmission line. The voltage instability is initially a local phenomenon. If appropriate
measures are not taken in due time, the system voltages will deteriorate progressively with
a widespread impact. Actions that may help voltage restoration can be load shedding,
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Figure 8.7. Rotor angle responses to large perturbations [7].
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transformer tap changing, generator excitation forcing, and so on. Failure in voltage
restoration will result in dangerous low voltages leading to voltage collapse and finally
system blackout.

The most effectiveway to control the voltage is by reactive power support. The voltage
stability conditions are met if the reactive power injection increase in one bus will lead to
voltage increase in the same bus. In other words, a system is voltage stable if the V–Q
sensitivity is positive for every bus and voltage unstable if the V–Q sensitivity is negative
for at least one bus [19] (see also Section 11.3.2).

One way of explaining the voltage instability phenomenon is by considering a simple
power system, consisting of one load center, represented by an equivalent impedance Zc,
supplied through a transmission line and a transformer, represented by an equivalent
impedance Z , from an infinite power source, represented by the equivalent voltage E, as
shown in Figure 8.8b.

Denoting by b the angle of the equivalent impedance Z and by w the angle of the load
impedance Zc, the expression of the line current I may be written as [14]:

I ¼ Iscffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ðZc=ZÞcosðb� wÞ þ Zc=Zð Þ2

q (8.3)

where Isc ¼ E=Z ¼ V1=Z is the short-circuit current magnitude at the load bus.
The expressions for the load bus voltage and the delivered active power are

V2 ¼ _Zc_Ij j ¼ IscZcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ðZc=ZÞcosðb� wÞ þ Zc=Zð Þ2

q (8.4)

P2 ¼ V2I cos w ¼ I2scZc

1þ Zc=Zð Þ2 þ 2ðZc=ZÞcos b� wð Þ cos w (8.5)
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Normalized diagrams for I, V2, and P2 as functions of the Z=Zc ratio are suggestively
shown in Figure 8.8c.

Under no-load conditions (Zc ¼ 1) the current value is zero and the load bus voltage,
V1, is equal with the source bus voltage, E. As the load impedance decreases and the current
increases asymptotically toward Isc, the load bus voltage V2 decreases due to the voltage
drop on the equivalent impedance Z.

Analysis of characteristics from Figure 8.8c reveals the following:

� For values Zc > Z, the increase in current is the dominant phenomenon and, thus,
increase in the active power P2 delivered to load center is possible.

� For values Zc < Z, the voltage drop increase and the voltage decrease are dominant,
which cause increase in the power losses, and in consequence the power P2 that can
be transferred to the load decreases.

� Maximum power transfer (point C) is achieved when the load impedance is equal to
the network impedance (Zc¼ Z).

Replacing for Zc ¼ Z and Isc ¼ V1=Z in equation (8.5) gives the expression for the
maximum power transfer:

P2 max ¼ V2
1 cos w

2Z 1þ cos b� wð Þ½ � ¼
V2
1 cos w

4Z cos2 b� wð Þ=2½ � (8.6)

for which the critical voltage is obtained by

V2cr ¼ IscZffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1þ cos b� wð Þ½ �p ¼ V1

2 cos b� wð Þ=2½ � (8.7)

The operating point C, for which V2cr and P2max are achieved, is called critical point
(Figure 8.8c). This point corresponds to the maximum power transfer achieved in theory,
given that “the power delivered to a load through a dipole from a constant voltage source is
maximum when the source impedance is equal with the load impedance”.

The maximum power transfer corresponds to the normal operation limit, situated to
the left of this value, as shown in Figure 8.8c.

For a power delivered smaller than the maximum power (for instance,
P2 ¼ 0:8 p:u: < P2max), there are two possible operating points, A and B, obtained for
two different values of the load impedance:

� Point A, placed to the left of the critical point, characterized by low current value and
high voltage value, is a normal operating point for the power system.

� Point B, placed to the right of the critical point is an abnormal operating point and is
characterized by large current and small voltage values, which causes high power
losses. In this case, when the OLTCs supplying the load attempt to restore a normal
voltage level, the apparent impedance “seen” by the transmission network will
decrease. This will cause additional increase of the current and amplification of the
voltage level degradation. For this reason, point B is considered an unstable
operating point.

From equations (8.4) and (8.5) we see that the load power factor has a significant
effect on the power–voltage characteristics of the system. This is to be expected since the
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voltage drop in the transmission line is a function of active as well as reactive power
transfer. Voltage stability, in fact, depends on the relationship between P, Q, and V. Of
special interest is the relationship between P2 and V2 (see Figure 11.4). The normal
operation corresponds to the upper side of the characteristic, while the abnormal
operation corresponds to the lower side. More aspects of the V–I characteristics for
different values of the load power factor or different values of the source voltage E are
developed in Chapter 11.

The above-presented aspects for a simple power system provide a basic overview on
the voltage stability problem. However, in large power systems the voltage (in)stability
depends on all factors influencing the voltage such as network topology and parameters,
types of loads, network loading, and characteristics of reactive power compensating
devices.

Classification of voltage stability in terms of the disturbance severity helps under-
standing and correctly analyzing the voltage variations in the power system [41].
Therefore, the voltage stability may be conveniently classified into large-disturbance
voltage stability and small-disturbance voltage stability.

Large-disturbance voltage stability is concerned with the ability of a power system to
maintain steady voltages within acceptable limits following large disturbances such as
system faults or disconnection of a transmission line, a transformer or a synchronous
generator. The voltage recovery process after the disturbance depends on the load
characteristics and network characteristics as well as the actions of various protective
and control systems. The mathematical analysis requires simulations over a period of time
extended from a few seconds to tens of minutes [21].

Small-disturbance voltage stability refers to the ability of a power system to control the
voltagewhen small changes occur in the power system, mainly incremental changes in load
demand. The processes taking place in this case are slow and can be associated with steady-
state conditions. Therefore, static analysis methods, also referred to as load-flow of steady-
state analysis, can be applied, with good accuracy, to determine the stability margins and
the indices showing the strength of the system in respect to voltage. The operating
conditions are dependent on the characteristics of load and the control actions at the instant
of time for which the analysis is performed [22].

In terms of the severity of disturbance and the operating conditions of the power
system, voltage stability assessment may require analysis on various time frames.
Therefore, voltage stability can also be classified into

� Short-term voltage stability involves the system dynamics, mainly of the fast acting
load components capable to recover (e.g., induction motors, especially residential air
conditioners, and heat pumps) during the brief period after a major disturbance
occurrence. Instability may occur because of disturbance severity and that the
discrete control systems are too slow. The study period of interest is of several
seconds, and analysis requires solution of appropriate system differential equations.

� Long-term voltage stability deals with slower acting equipment such as tap changing
transformers located close to loads (tens of seconds) or generator overexcitation
limiters (many minutes) [23–25]. Long-term instability may be caused by controlled
loads (e.g., constant energy loads, such as thermostatically controlled heating loads).
Instability is due to the loss of long-term equilibrium, postdisturbance steady-state
operating point being small-disturbance unstable, or a lack of attraction toward
the stable postdisturbance equilibrium [17,18]. In many cases, static analysis
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[19,24,26,27] can be used to estimate stability margins, identify factors influencing
stability, and screen a wide range of system conditions, and a large number of
scenarios. However, when timing of control actions is important, this should be
complemented by quasi-steady-state time-domain simulations [17,23].

Voltage stability problems may be experienced in a power system when disturbances
occur, for example, transmission line outage, which may reduce the reactive power transfer
capability of the transmission network to the load. Let us consider the classical system
consisting of a load center supplied through a radial network from the power source. It is
assumed that voltage dynamics in the supply system are faster than the aggregated
dynamics of the load center. Therefore, the network can be represented by three distinct
quasi-steady-state V–Q characteristics for the three stages of the disturbance: pre-
disturbance, postdisturbance, and postdisturbance with reactive power support (Figure 8.9).

In normal conditions, the “load-network” system operates in point a situated at the
intersection between the predisturbance characteristic and the steady-state load charac-
teristic Qd(V). Assuming that the network experiences a disturbance (e.g., a line outage)
that reduces its reactive power supply capability, a new system characteristic is formed,
called postdisturbance characteristic, and the operating point jumps to point b on this
characteristic. The load center will respond instantaneously with its transient characteristic
trying to restore the reactive power demand, characterized by lower voltage value. The load
dynamics can be described through the generic model [20]:

Tq
dy

dt
¼ QsðVÞ � QdðVÞ (8.8)

where Tq is the load time constant and y is a state variable. The load demand can be
expressed as:

QdðVÞ ¼ yQtðVÞ ¼ yVb

where QtðVÞ ¼ Vb is the transient load characteristic.
The increase in the reactive power demand can be modeled by increasing the state

variable y. The load is modeled as an impedance if b ¼ 2, whereas when b ¼ 1 the load is
modeled as a current.

Since at point b the voltage is lower than the nominal value, any increase in reactive
power can be done by increasing the current which, in turn, will cause greater voltage drops
on the network impedance. The voltage continues to decrease monotonically and the
operating point moves from point b to point c or further to point f as long as the network
reactive power supply, Qs(V), is lower than the reactive power demand, Qd(V).

a

b

predisturbance

postdisturbance

post-  supportQ

Q

Voltage

c
d

e

f
g

Q Vd( )

Figure 8.9. Voltage dynamics as viewed from the V–Q

plane [20].
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A new system characteristic is formed, called post-Q support characteristic, if a local
reactive power source is connected to supply the load or remote reactive power support is
initiated to boost the supply voltage. If the reactive power support is activated in a timely
manner, the operating point jumps from point c to point d on the post-Q support
characteristic. Since at point d the power supply, Qs(V), is greater than the load demand,
Qd(V), the voltage begins to increase until the operating point reaches an equilibrium, at
point e, at the intersection between the new system characteristic and the reactive power
demand characteristic. However, if there is a large delay (slow response) in activating
appropriate reactive power support and the system operation reaches the point f on
postdisturbance characteristic, after reactive power support activation, the operating point
jumps to point g, and the voltage begin to collapse monotonically.

8.2.3 Frequency Stability

Frequency stability refers to the ability of a power system to maintain steady frequency
following a severe system upset resulting in a significant unbalance between generation
and load [3].

Any unbalance between generation and load causes deviation of the system frequency
with respect to the nominal value, and hence changes in the power grid angular frequency
since their relationship is v ¼ 2pf . Because the system frequency and the angular
frequency are global quantities, any unbalance between generation and load affects the
operation of all synchronous machines of the power system. Any change in the angular
frequency results in change in the electromagnetic torque and finally unbalance between
the electromagnetic torque and the mechanical torque of each synchronous machine. The
change in the angular frequency is given by Dv ¼ DP=2Hsys, where DP is the active power
unbalance and Hsys is the system inertia calculated as the sum of inertias of all turbine
generators in the power system. The inertia of a turbine generator refers to the turbine
generator’s resistance to changes in the rotor speed. In large power systems with many
synchronous generators connected, for example, UCTE, the system inertia in rotating
masses is very large. Therefore, a significant change in the angular frequency needs a
significant active power unbalance. However, the way in which the angular frequency is
affected depends on the size of the power system and the severity of perturbation. Isolated
power systems are more vulnerable to the disconnection of large generators [28].

The power systems are designed with automatic and manual control systems that are
used for frequency control. As explained in Chapter 6, in Europe the frequency control is
performed on three levels. The primary and the secondary controls are automatic systems
and are able to respond very quickly to frequency deviations. The third control level
consists in manual deployment of power reserves upon the call of the dispatching center.
The primary control is designed to stabilize the frequency in the first seconds after
perturbation occurrence, whereas the secondary control is designed to automatically
balance the generation and load and bring the system frequency within predefined limits.
The third control level has the purpose to replace the secondary reserve so that sufficient
automatic active power reserve is maintained in the system in order to counteract
inadvertent power unbalances and frequency deviations.

The national grid codes require that appropriate power reserve be maintained available
in the power system for both upward and downward regulation in order to face the
inadvertent disconnection of either the largest power plant or the largest load center.
Furthermore, the neighboring power systems can contribute to restoring the equilibrium
between generation and load. However, danger may also come from faults that can affect
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the network integrity. Disconnection of one transmission line or one transformer may cause
overloading of other network branches, weakening the transfer capacity on some network
corridors, which in the long run can create severe local unbalance between generation and
load. The Italian blackout in 2003 [29] and the UCTE network splitting in 2006 [30]
originated from disconnection of one transmission line, and the first process was related to
frequency problems.

Severe system upsets resulting in large excursions of frequency also cause power flow
changes, large voltage variations, as well as significant changes in other system variables.
Voltagemagnitude changes,whichmay be higher in percentage than frequency changes, also
affect the load-generation balance.High voltagemay cause undesirable generator tripping by
poorly designed or coordinated loss of excitation relays or Volts=Hertz relays. In an
overloaded system, low voltage may cause undesirable operation of impedance relays.
Therefore, it may be said that frequency instability is not an independent phenomenon.

The involved corrective actions of processes, controls, and protection are not modeled
in conventional transient stability or voltage stability studies. These processes may be very
slow, such as boiler dynamics, or only triggered for extreme system conditions, such as
Volts=Hertz protection tripping of generators [3].

Large frequency deviations are due to the inability of the synchronous generators to
maintain=restore equilibrium between system generation and load. Instability that may
result occurs in the form of sustained frequency swings leading to tripping of generating
units and=or loads. For this reason, timely and optimal actions must be taken in order to
minimize the amount of interrupted load.

Hydro generators may run almost unaffected when large drops in frequency occur,
even up to 10%. However, thermal power plants are very sensitive to frequency drops, even
by 5%, because their motor-driven auxiliaries such as boiler feedwater pumps, coal
pulverizing and feeding equipment, and draft fans are high order frequency dependent.
A small drop in the system frequency causes a large reduction in the output power to the
auxiliaries; the energy input to the turbine decreases affecting the generator output, which
in turn produces additional drop in the system frequency as a cascading effect. Further-
more, the turbines are damaged due to the operation at low frequency.

In large interconnected power systems, large power unbalance may cause weakening of
the coupling between generators, and groups of generators may run at different frequencies
leading to the network splitting into islands. In such cases, the question is whether the
frequency in the islands can reach a steady value. It depends on the coordination of control
and protection equipment. In order to prevent the collapse of the islands, underfrequency
load shedding relays are activated in order to maintain the balance between generation
and load.

The characteristic time of the processes evolving during frequency excursions can
range from few seconds, corresponding to the responses from the generator control and
protection devices and the underfrequency load shedding protection, to several minutes,
characteristic to the prime mover reaction time or load voltage regulators [3]. However, the
time characteristic for triggering the frequency instability depends on the power system
size. Therefore, as also shown in Figure 8.1, the power system frequency stability can be
either a mid-term phenomenon or a long-term phenomenon. Mid-term frequency
instability and collapse can be observed in islands created after network splitting with
insufficient generation resources and inappropriate control equipment [31], while long-
term frequency stability problems, that can also lead to system collapse, can be observed
when the steam turbine overspeed controls or boiler=reactor protection and controls
experience disoperation [32,33].
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8.3 PARALLELISM BETWEEN VOLTAGE STABILITY
AND ANGULAR STABILITY

Voltage instability does not always occur in its pure form. Often the angle and voltage
instability go “hand in hand.” One may lead to the other and the distinction may not be
clear. Frequency stability may also be strongly connected to either of them. However, a
distinction between angle stability and voltage stability is important for understanding the
underlying causes of the problems in order to develop appropriate design and operating
procedures.

More insight about the voltage stability limit of a load center can be obtained by
comparing with the angle stability of a generation plant using graphical representation.
Figure 8.10 presents a parallelism between the minimum voltage criteria for voltage
stability (Figure 8.10a) with the equal area criteria for large-disturbance angle stability
(Figure 8.10b).

The equal area criterion deals with excessive energy generation and the critical
clearing time (see Chapter 10), whereas minimum voltage criterion deals with excessive
energy demand and critical reactive power support (see Chapter 11) [20]. Excessive
generation causes acceleration of the generators’ rotor speed, which may lead to angular
instability and finally loss of synchronism, while excessive load demand causes severe
voltage drops and load reduction, which may lead to voltage collapse.

The shadowed surface shown in Figure 8.10b indicated as decelerating area (Adec),
represents the restoring energy available that allows the generator to stabilize after
a large disturbance, and it can easily be calculated using the equal area criterion.
In Figure 8.10a, the shadowed surface may theoretically indicate the minimum energy
necessary to be activated immediately in order to help the power system survive to
voltage stability problems. However, it is quite difficult to estimate exactly the restoring
energy in this case.

8.4 IMPORTANCE OF SECURITY FOR POWER SYSTEM STABILITY

Evaluating the operating state of a power system is mandatory for the system operator in
taking appropriate decisions and keeping the electrical quantities within acceptable limits.
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Figure 8.10. Parallelism between voltage stability and angle stability [20].
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Furthermore, analysis of the system performance under various conditions and phenomena
helps designing the control systems.

The power system can be seen as a “black box,” with a well-defined function, to which
consumers are connected. It should ensure the continuity of supply with electrical energy to
the consumers irrespective of its operating conditions. In order to perform this function, the
power system must be designed so that to withstand any disturbance, for example, short
circuits followed by a line tripping, tripping of any element without a fault, and so on.

The number of possible events that theoretically may occur is infinite and thus
designing the power system to withstand all possible events or combination of events is
impossible. The practice is to evaluate the power system state using one or more indexes for
all possible events, and then rank the events in descending order of the combined index
values. The indices penalize violation of transmission capacity limit, voltage limits,
stability limits, and so on. Defense plans or countermeasures are designed for those
disturbances that the power system cannot withstand. The defense plans are designed to
counteract all dangerous disturbances starting from the top of the list.

The reliability of a bulk power system is its capability of continuously delivering
electrical energy to any consumer at accepted quality standards and in the demanded
amount, both in normal and disturbed conditions. The degree of reliability may be
measured by the frequency, duration, and magnitude of adverse effects on consumer
service [34].

The term security is used to indicate if the power system is able to withstand
disturbances. The power system security may be defined as the ability to withstand
any kind of disturbance without interruption of the power supply service. It can be said that
the power system is fully reliable if it is secure all the time. Security may also be associated
with the term robustness, which reflects the way in which the power system can withstand
disturbances.

The power system security is conditioned by both physical security and cyber security.
The physical security refers to the integrity and operation at normal parameters of the
primary and secondary circuits of the electrical network, on one side, and of the generators
and loads, on the other side. All computer, communication and digital control devices
installed in control centers, power plants, substations, and so on form the cyber system,
which is the backbone of the power system. Correct operation of the cyber system ensures
the cyber security of the power system [35].

TCP=IP (Transmission Control Protocol=Internet Protocol) based cyber infrastruc-
tures have been developed and expanded significantly in the last decade. The SCADA
(Supervisory Control And Data Acquisition) system is the main infrastructure used today
in power systems for data acquisition and transmission, monitor and control, which
includes TCP=IP protocols for remote access, remote maintenance, and so on. TCP=IP
based communication is also used within the electricity markets. The remote access
makes the power systems vulnerable to malicious attacks, sometimes with catastrophic
consequences.

8.4.1 Power System States

The national=regional grid codes stipulate that the state quantities must remain within
acceptable ranges for any disconnection of an element (line, transformer, generator, etc.).
This is known as the N-1 security criterion. Consecutive outages may occur in a power
system and thus it is highly recommended that the power system be designed so that to
withstand double disconnections, known as the N-2 security criterion. Unfortunately, due
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to the large financial investments required, many of the power systems may have problems
to comply with the N-2 security criterion.

The operating conditions vary continuously and the power system moves from one
state to another, as suggestively indicated by S in Figure 8.11. Transition to one state or
another depends on the random events that may occur or on the decision taken by the
system operator. In NORMAL state, all parameters are within acceptable ranges and
the power system is stable and secure. Furthermore, from this state, disconnection of any
element can bring no harm to the power system. However, significant changes such as large
load increase or extreme weather conditions make the system vulnerable to disconnection
of an additional element and the power system may enter in the ALERT state. Figure 8.11
shows also a classification of possible states of the power system depending on the event
that may occur.

When the power system enters in the alert state, immediate corrective actions must be
taken in order to restore the normal operation. The restoration process may take shorter or
longer time depending on the dynamics of the corrective actions. If during this transition a
new contingency occurs, the system can enter in an EMERGENCY state, in which there is
a large number of bus voltage limits violations or exceeding of branch ampacity. In this
state, ultimate (extreme) remedial actions can still be taken and system restoring to a
normal operation is possible. If the contingency is too severe, the power system may
become instable and finally COLLAPSEs.

Violation of an operating constraint may not necessarily mean that the power system
becomes instable. Due to high loading, the voltage in the system nodes can become too low
and the loads demand more current that, in time, may overload the transmission lines.
This will finally jeopardize the electrical network integrity, limits the transmission capacity
and lead to instability conditions.

Following the major incidents that have occurred in the European interconnected
power system [29,30], UCTE has issued in 2009 a new policy for operation security policy
[36]. This policy defines clear responsibilities for each power system operator for any
operating conditions.
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Figure 8.11. Power system states [36].
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8.4.2 Power Flow Security Limits

Maintaining the power systems in a secure operating state assumes that some electrical
quantities should be maintained within admissible limits. The most important limits that
could restrict the power transfer in a transmission grid are as follows:

� Thermal Limit The electrical current flowing through an electrical line must not
exceed the admissible value in order to avoid overloading and therefore increasing
the temperature of line conductors. Exceeding this limit leads to conductors
dilatation followed by increasing in the sag in conductors toward the earth. If there
is too much sag, a short circuit will occur, which, when detected by the protection
systems, will cause the line tripping. Unscheduled disconnection of a transmission
line (or a transformer) can have severe consequences on the power system operation,
that is, the redirection of the power flows and overloading of other branches,
respectively, which will produce a chain reaction leading to blackout.

� Voltage Limit The electrical equipment is designed to operate at voltage values
situated within an admissible range. A higher voltage level will cause insulation
flashover, while a lower voltage level will cause the dynamic phenomenon know as
“voltage collapse.” On the other hand, the voltage exceeding outside the admissi-
ble limits will affect directly the consumers through the quality of the power
supplied.

� Stability Limit The interconnected power systems undergo various electric and
magnetic interactions due to the random behavior of the consumers and sometimes
of the power plants, which lead to power, voltage, or frequency oscillations.
In order to avoid power system instability, some measures should be taken by
which sufficient stability reserves are ensured. Generator instability may cause
damage to the attached equipment as well as to consumers through interruption in
power supply.

The transmission capacity of a power grid can change in time due to changes of
one of the above-defined limits (Figure 8.12). In particular, the total transfer capacity
(TTC) denotes the maximum exchange program between two areas or between two
nodes compatible with operational security standards applicable at each system if
future network conditions, generation and load patterns were perfectly known in

Stability limit

Voltage limit

Thermal limit

TTC TTC

time (h)

TTC
(MW)

TTC

 

Figure 8.12. Limits of total transfer capacity [37,38].
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advance [37]. In other words, the total transfer capacity is given by the most restrictive
limit, that is:

TTC ¼ Minimum fthermal limit; voltage limit; stability limitg

also including the case of the most severe contingency.
Accurate determination of the three limits is impossible due to the high number of

unknown variables. For this reason, the system operators define a security margin (capacity
not used) for each interconnection line or transmission corridor, and the remaining allowed
transmission level is called Net Transfer Capacity (NTC).

The factors changing the security limits are multiple. For instance, the thermal limit is
dependent on weather conditions, the stability limit depends on the power reserves, on the
existence and performances of some regulation and control systems (PSS, AVR, “fast
valving”, speed governor, etc.), on the existence of advanced devices (FACTS, HVDC
links, etc.), and the voltage limit can be influenced by the performance of the automatic
voltage regulators.

Exceeding one of the security limits defined above denotes a network congestion that
may jeopardize the power system operation. However, the congestion’s related problems
are managed by some technical or economical mechanisms. In the long term, the
congestions management is seen as an economical problem because of the bilateral
agreements involving power exchanges, which represents a great part of the total system
load. However, in the short term or in real-time, the problem of congestions becomes a pure
technical issue.

In real-time, network congestion may emerge as a consequence of load forecast errors
and, thus, of unscheduled power flows, as well as by technical reasons such as unscheduled
disconnection of a generator, an electrical line, or a transformer. The system operator has,
therefore, to predict the risky situations that may emerge in any moment and adapt to the
network conditions by taking the appropriate measures. Real time problems are solved by
the system operators using the security services.

8.4.3 Services to Meet Power System Security Constraints

The services provided within a power system are classified in terms of destination,
commercial feature, and the entity that provides them. From the commercial point of
view, the power system services can be classified in two categories [39]:

� System services are those services provided by the system operator and transmission
operators by some functions or means designed to monitor and control the continu-
ous operation of the power system necessary to support the electrical energy supply
to consumers while ensuring the secure conditions at the lowest costs.

� Ancillary services are those services procured by the system operator from the
network users, producers or consumers, by means of which the system operator is
carrying out its functions to coordinate the transport of the electrical energy from
producers to consumers. The procurement of these services is usually performed
by means of specific competitive markets, and the providers are financially
remunerated.

In others words, power system services refer to those functions or services by means of
which some electrical parameters of the network are controlled. In the following, we will
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focus mainly on those services that can make the object of commercial agreements, that is,
the ancillary services.

From the point of view of controlling the electrical parameters, the following
commercial services are defined:

� frequency control,
� voltage control,
� active power loss replacement,

and in case of blackouts
� black start capability.

Maintaining the power system stability should be added to these services, which is
performed by the system operator by means of specific functions requiring short-, medium-,
or long-term studies based on simulations. Although this service is classified as system
service, it has to be mentioned due to its importance for the power system security.

The way in which the four ancillary services are performed may differ more or less
from one control area to another, which are part of large synchronous areas, such as
UCTE (Europe), the interconnected power systems from North America, or the
interconnected systems from any part of the world. The necessity of implementing a
certain ancillary service depends to a great extent on the geographical spread of the
power system, the average consumption, the transmission capacity, the existence of
advanced devices, and so on.

8.4.4 Dynamic Security Assessment

With the advancements in the computer and telecommunication technologies, more
reliable and powerful tools have been implemented in power system control centers to
assist the power system operators in their current activity such as real-time monitoring,
on-=off-line analysis, state estimation, reporting, and so on. A particular tool is the
Dynamic Security Assessment (DSA) system by means of which the system operator
is able to evaluate if the system security conditions are met in both steady-state and
transient conditions [21,26,40,41].

Off-line DSA tools perform stability analysis for all possible contingencies and
operating conditions, including network topology, generation-load pattern, regulators
settings, and so on. The analysis is performed in order to determine if the power system
maintains the stability for the simulated operating conditions, also using time-domain
simulations. On the other hand, calculations are performed to determine operating limits
such as fault critical times that are references for relay settings, power transfer limits that
allow the bus voltages to be maintained within security limits, loading levels on network
sections that allow evaluating the operational risk for future changes within the power
system, and so on. Calculations performed by off-line DSA tools might involve time
consuming methods.

In the real-time operation, on-line DSA tools are used to perform fast stability
evaluation based on the current data obtained from measurement systems and the state
estimator. For real-time analysis, this evaluation requires simulations only for a limited
number of contingencies, unusually the most dangerous cases from the list of possible
contingencies generated by the off-line DSA system. Real-time simulations assume appli-
cation of direct methods for transient stability assessment or calculation of local=global
indices for evaluating the risk of triggering the voltage instability.
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The DSA tools are part of the Energy Management System (EMS), which includes all
tools and functions implemented in a control center for supervision, control, optimization
and management. EMS receives measurements from Supervisory Control And Data
Acquisition (SCADA) and, most recently, from Phasor Measurement Units (PMU).
The EMS system is completed with modeling functions, archive, and visualization
components. The results obtained by the DSA or other computation tools of the EMS
system are sent to the tools dealing with real-time control or remedial plans.

Classical DSA simulations are performed using measurements acquired by the
SCADA system at different time instants and sent to the dispatching center with a delay
of 2–4 s. This may cause some additional errors in the results obtained by the DSA tool.
With the PMU technology, synchronized measured data can be sent to the dispatching
center much faster, in the order of milliseconds. PMU technology may therefore signifi-
cantly improve the results of any transient stability analysis because they directly measure
angles, present in the swing equations, as compared to the SCADA systemwhere the angles
are estimated.
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9

SMALL-DISTURBANCE ANGLE STABILITY
AND ELECTROMECHANICAL

OSCILLATION DAMPING
Roberto Marconato and Alberto Berizzi

9.1 INTRODUCTION

Nowadays, angle stability following small disturbances or variations (also called steady-
state angle stability or, improperly, small-signal angle stability) is mostly related to
damping of electromechanical oscillations, that is, to oscillations between synchronous
generator rotors connected through the transmission grid (lines, transformers, etc.).

Up to about 1960, the typical primary voltage control time constants were in the range of
some seconds and therefore the voltage control loop was much slower than the electro-
mechanical oscillations, especially with respect to the local ones, characterized by periods of
0.4–0.7 s. Consequently, in the electromechanical loop, the operating conditions were the
same as if the voltage regulator was in manual operating mode (i.e., excitation voltage
constant) and the electromechanical loop and the primary voltage control loopwere basically
decoupled. The only issue potentially dangerous of the small-disturbance angle stability was
the aperiodic instability, due to insufficient synchronizing power coefficients.

At present, thanks to the upgrading of transmission systems (characterized by a higher
number of lines, an increased meshing, and higher nominal transmission voltage levels, all
factors increasing short-circuit powers), the synchronizing power coefficients are no longer
such as to induce aperiodic instability.

By contrast, the use of very fast modern voltage regulators, characterized by time
constants much lower than in the past (about 0.2 s), gives rise to a coupling between the
electromechanical and voltage loops, which may result in problems of periodic instability,
that is, of insufficient (in some instances even negative) damping of electromechanical
oscillations.
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The problem of the aperiodic instability may still occurs nowadays (even in the
presence of modern voltage regulators) in systems very large from the geographical
point of view but poorly meshed and/or with too low transmission voltage levels (e.g.,
150–220 kV rather than 400 kV, or at 400 kV but operated at 220 kV), that is, characterized
by relatively small short-circuit powers. Conversely, in such systems, the problem of the
damping of electromechanical oscillations may not arise, for reasons that will be covered
in the following sections. An example of such systems will be given in Section 9.6.

In order to solve damping oscillation problems, the modal analysis and the synthesis of
control actions (e.g., the introduction of power system stabilizers (PSSs) into excitation
control systems) are performed. They require

� the determination of the dynamic matrix [A] associated with the model of the system:
this model is linearized around one or multiple operating points, defined by power
flow (PF) computations;

� the evaluation of the eigenvalues of [A] that are the poles of the system: a stable
system requires that all the poles have negative real part;

� the evaluation of the eigenvectors of [A] in order to fully describe the modal
characteristics of the power system.

Therefore, in order to determine such features it is necessary to linearize the various
equations that describe the dynamic behavior of the system and to find the dynamic
matrix [A].

Nevertheless, to evaluate the factors affecting electromechanical oscillations from a
qualitative point of view, that is, to understand the phenomena involved, use may be made
of the model of a power plant (true or equivalent to a system area) connected to an infinite
system. This model is helpful to investigate both local or power plant oscillations and
interarea electromechanical oscillations, if the problems affect the overall system.

In any case, the damping of electromechanical oscillations is strongly dependent on
the dynamics of the various components. Hence, the behavior of such components and of
the overall system should be described in sufficient detail, taking into account

� the structure of synchronous generators (field circuit, damper windings, or additional
rotor circuits);

� the primary voltage control;
� the primary frequency control;
� the over/underexcitation limiting circuits of units;
� and so on.

9.2 THE DYNAMIC MATRIX

9.2.1 Linearized Equations

As it is well known, the overall model of a power system can be described by a system of
nonlinear differential and algebraic equations. Such equations can be written as follows:

½ _x� ¼ f ð½x�; ½w�; ½u�Þ
0 ¼ gð½x�; ½w�; ½z�Þ (9.1)
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where
[x] is the vector of the state variables; its size is n, if n is the dynamic order of the

system;

[w] is the vector of the voltage amplitudes and phases in the ng generation nodes, its
size is 2ng;

½w� ¼
vG½ �

� � �
uG½ �

2
4

3
5 (9.2)

[z] is the vector of the variations of the voltage amplitudes and phases in the nL load
nodes (HV nodes), its size is 2nL;

½z� ¼
vL½ �

� � �
uL½ �

2
4

3
5 (9.3)

[u] is the vector of the inputs, that is, of the set points of controls (at least primary
voltage and frequency controls should be included).

For example, the set f of equations can include, if for each generator the fourth-
order model is adopted (see Section 2.1.6.1), the differential equations (2.10), (2.1550), and
(2.1400). Correspondingly, for the same generator, the set g will include equations (2.1350)
and (2.14900), together with the power flow equations and, if necessary, additional algebraic
equations.

In particular, the vector [x] holds at least the following variables (core of the power
system):

� Absolute rotor angles (d).
� Absolute1 angular speeds of rotors (V), which, of course, corresponds to vr used in
previous chapters.

� Electromagnetic state variables ( e00d , e
00
q , e

0
d, e

0
q) of rotors.

� State variables of excitation and primary voltage control systems (xv).
� State variables of supply and primary frequency control systems (xV).

The algebraic equations in (9.1) can be written ordering first the equations depending
on the state variables [x].

The linearization of such system of equations around an operating point (defined by a
power flow computation), characterized by the superscript o, yields

½Dx_ � ¼ ½Fxx�½Dx� þ ½Fxw�½Dw� þ ½B�½Du�
0 ¼ ½Gwx�½Dx� þ ½Gww�½Dw� þ ½Gwz�½Dz�
0 ¼ ½Gzw�½Dw� þ ½Gzz�½Dz�

8>><
>>: ð9:10Þ

1 In this chapter, capital letters will be used for the absolute values of variables, while small letters will be used for

relative (p.u.) values, according to the following table.

U$ v P$ p Q$ q E$ e I$ i
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where [Fxx], . . . , [Gzz] are the matrices containing the suitable partial derivatives.
For example, matrix [Fxx] is built as follows:

Fxx½ � ¼

@f 1
@x1

@f 1
@x2

. . .
@f 1
@xn

@f 2
@x1

@f 2
@x2

@f 2
@xn

..

.
} ..

.

@f n
@x1

@f n
@x2

. . .
@f n
@xn

2
6666666666664

3
7777777777775

0

and the other matrices are built in the same manner.
Accordingly, the so-called complete system matrix can be built, based on

equations (9.10)

½Ac� ,
½Fxx� ½Fxw� ½0�
½Gwx� ½Gww� ½Gwz�
½0� ½Gzw� ½Gzz�

2
664

3
775 (9.4)

� This matrix has the structure depicted in Figure 9.1.

[Ac] =

[Gwx]

[Gzw] [Gzz]

[Gwz]

[Gww][Fxw][Fxx]

Figure 9.1. Structure of the complete system matrix.
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9.2.2 Building the Dynamic Matrix

In equation (9.4), the submatrix

½J� , ½Gww� ½Gwz�
½Gzw� ½Gzz�

" #
(9.5)

is the complete Jacobian matrix, in polar coordinates, holding the partial derivatives of the
PF equations with respect to all the algebraic variables and describes the linearization of all
the system algebraic equations. They are always valid in analyzing the system steady state
and dynamic behavior, except when dealing with electrical phenomena.

However, equations (9.10) are not in the normal form, that is,

½Dx� � ¼ ½A�½Dx� þ ½B�½Du�
½Dy� ¼ ½C�½Dx� þ ½D�½Du�

(
(9.6)

where [y] represents all the outputs, that is, [y]T¼ [[w]T[z]T].
Equations (9.6) are obtained by removing the vectors [Dw] and [Dz] from

equations (9.10). For this purpose, from the third of equations (9.10), we get

½Dz� ¼ �½Gzz��1½Gzw�½Dw� (9.7)

and substituting into the second of equations (9.10),

½0� ¼ ½Gwx�½Dx� þ ½Gww� � ½Gwz�½Gzz��1½Gzw�
n o

½Dw� (9.8)

that is, putting

½H� , � ½Gww� � ½Gwz�½Gzz��1½Gzw�
n o�1

(9.9)

we obtain

Dw½ � ¼ H½ � Gwx½ � Dx½ � (9.10)

Substituting into the first of equations (9.10), we get

½Dx
�
� ¼ ½Fxx� þ ½Fxw�½H�½Gwx�f g½Dx� þ ½B�½Du� (9.11)

Finally, the dynamic matrix associated with the linearized model is obtained:

½A� , ½Fxx� þ ½Fxw�½H�½Gwx� (9.12)

whereas the outputs are in the normal form (9.6) with [D]¼ 0 and

½C� ,
½H�½Gwx�

� � � �������
�½Gzz��1½Gzw�½H�½Gwx�

2
4

3
5 (9.13)
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If the state variables are ordered as follows:

x½ � , d½ �T ..
.

V½ �T ..
.

e½ �T ..
.

xv½ �T ..
.

xV½ �T
h iT

(9.14)

then the dynamic matrix associated with the linearized model of the power system core
becomes

½A� ¼

½0� ½I� ½0� ½0� ½0�
½Að�Þ

Vd � ½AVV� ½Að�Þ
Ve� ½0� ½AVxV �

½Aed� ½AeV�ð Þ ½Aee� ½Aexv � ½0�
½Að�Þ

xvd
� ½AxvV�ð Þ ½Að�Þ

xve
� ½Axvxv � ½0�

½0� ½AxVV� ½0� ½0� ½AxVxV �

2
666666664

3
777777775

(9.15)

Moreover, assuming [u]T¼ [[Vref]
T[vref]

T], where [Vref] holds the speed set points of
the primary frequency control systems and [vref] the voltage set points of the primary
voltage control systems, [B] has the following structure:

½B� ¼

½0� ½0�
½BVV� ½0�
½0� ½Bev�
½0� ½Bxvv�

½BxVV� ½0�

2
66666664

3
77777775

(9.16)

Dealing with [A], it may be worth noting that

� if speed governors are not modeled, the corresponding rows and columns have to be
erased (in particular, [AVV], which gives a contribution to the damping of electro-
mechanical oscillations) while the remaining submatrices are unaffected;

� any PSSs derived from speed will affect only the matrices [AeV] and [AxvV] (which
would otherwise not be present);

� any PSSs derived from electrical real power will affect the matrices [AVd], [AVe],
[Axvd] and [Axve], marked with an asterisk in equation (9.15).

As the system poles are the eigenvalues of [A], all the information about the stability of
the system following small perturbations and, in particular, the periods and dampings of
electromechanical oscillations can be evaluated. The number of these eigenvalues equals
the size of the dynamic matrix.

It is worth emphasizing that, unlike in linear systems, the eigenvalues of [A] also
depend on the operating point, owing to the linearization that has been made.

9.3 A GENERAL SIMPLIFIED APPROACH

In order to take a simplified but sufficiently accurate approach, let us suppose that each
generator is represented either by one of the third-order dynamic models, namely by the
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one having xq¼ x0d ¼ x00d ¼ xi, or by one of the second-order models; the internal emf e ( e0

or e00), given by

e ¼ eðcos dþ j sin dÞ (9.17)

has a variable amplitude and can thus be regarded as an input or control variable.
Regarding the electromechanical oscillations, it should be noted that

� the damping of electromechanical oscillations is determined by the system char-
acteristics in terms of masses (generators) and springs (network) with very low
losses; therefore, it is smaller (0.1–0.2 at the most) than the value usually adopted for
the control loops (e.g., voltage and frequency control loops), which may reach 0.7 or
even higher values;

� the damping problem arises when it is positive but small (e.g., 0.03) or even negative
(e.g., �0.04).

Hence, the use of a second-order dynamic model for the synchronous generators
(implying zero damping) represents a good approximation and therefore provides very
useful information when the computation of damping is not required. Of course, the
determination of the damping requires the use of a more accurate dynamic model (e.g., at
least fourth-order one) for synchronous generators.

9.3.1 Inertia and Synchronizing Power Coefficients

Assuming the second-order model (2.12) with D ¼ 0, the differential equations are, in
absolute values

_dk ¼ Vk �Vn

_Vk ¼ Vn

TakSnk
ðPmk � PekÞ

with k ¼ 1; . . . ;N

8><
>: (9.18)

where N is the number of the generators in the system, Tak is the mechanical start-up time
(Ta¼ 2H, being H the inertia constant) of the kth generator, Snk is the nominal apparent
power of the kth generator,Vn is the nominal angular speed (which, of course, corresponds
to v0 used in previous chapters).

If, for the sake of simplicity and without losing generality, loads are assumed to be
static and linear (i.e., complex but constant admittances and impedances), then the load
impedances and the impedances jxi of the generators may be embedded into the passive
network, including the two-port networks of lines and transformers.

Therefore, the nodal admittance matrix can be reduced to the internal emf machine
nodes, eliminating all other network nodes and resulting in a reduced matrix [Y ]:

½I � ¼ ½Y �½E � (9.19)

where[ E] is the vector of the emfs of elements of (9.17) and [I ] is the vector of the currents
that generators inject into the network.

For the generic kth generator, we will have

I
k ¼

XN
i¼1

Y
ki
E
i (9.20)
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and a generated complex power

S
k ¼ Pek þ jQk ¼ E

k

XN
i¼1

Y �
ki
E�
i (9.21)

with

Y
ki ¼ Gki þ jBki (9.22)

Therefore, the generated real and reactive powers are

Pek ¼ Ek

XN
i¼1

Ei½Bki sinðdk � diÞ þ Gki cosðdk � diÞ�

Qk ¼ Ek

XN
i¼1

Ei½Gki sinðdk � diÞ � Bki cosðdk � diÞ�

8>>>><
>>>>:

(9.23)

In particular, we will get

Pek ¼ f k d1; . . . ; dN ;E1; . . . ; ENf g (9.24)

which is a nonlinear function of the angles [d] and of the amplitudes [E] of emfs.
The linearization of equations (9.18) around the operating point gives

½Dd� � ¼ ½DV�
½DV� � ¼ ½M��1 ½DPm� � ½DPe�f g

8<
: (9.25)

with

½DPe� , ½K�½Dd� þ ½F�½DE� (9.26)

M½ � , diag Mkf g ¼ diag
TakSnk

Vn

� �
(9.27)

as shown in Figure 9.2a. The matrix [M] is the matrix of inertia coefficients or inertias,
while

½K� ¼
K11 . . . K1N

..

. ..
.

KN1 . . . KNN

2
6664

3
7775 (9.28)

is the matrix of synchronizing power coefficients, which holds the sensitivities of Pek with
respect to di

Kki ,
@Pek

@di

� �o

(9.29)
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Moreover,

½F� ¼
F11 . . . F1N

..

. ..
.

FN1 . . . FNN

2
6664

3
7775 (9.30)

with

Fki ,
@Pek

@Ei

� �o

(9.31)

Equations (9.25) may also be written as

½Dd� �
½DV� �

2
4

3
5 ¼

½0� ½I�
½C� ½0�

" # ½Dd�
½DV�

" #
þ

½0� ½0�
½R� ½M��1

" # ½DE�
½DPm�

" #
(9.32)

(as shown in Figure 9.2b), with

½C� , � ½M��1½K�
½R� , � ½M��1½F�

(
(9.33)

Therefore, they are now in the normal form

½Dx
�
� ¼ ½A�½Dx� þ ½B�½Du� (9.34)

[M]–1 [I(N)]

s

[I(N)]

s

[K]

(a)

(b)

[F]

[I(N)]

s

[M]–1

[I(N)]

s

[R]

[C]

[ΔPm]

[ΔPm]

s[ΔΩ]

[ΔΩ]

[ΔΩ] [Δδ ]

[Δδ ]

[ΔPe]

[ΔE]

[ΔE]

+

+

+

+
+

+

–

Figure 9.2. Block diagram of a system with second-order generator model.
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with

½A� ,
½0� ½I�
½C� ½0�

" #

½B� ,
½0� ½0�
½R� ½M��1

" #
8>>>>><
>>>>>:

(9.35)

9.3.2 Electromechanical Oscillations

9.3.2.1 Oscillation Modes. Disregarding controls, that is, assuming [DE]¼
[DPm]¼ 0, the system eigenvalues are the roots of the characteristic equation

det lI � Aj j ¼ 0 (9.36)

that is, owing to the particular structure of [A],

det lI � Aj j ¼ det l2I � C
�� �� ¼ 0 (9.37)

The latter relationship shows that the eigenvalues of [A] are given by the square roots
of the eigenvalues of [C].

In this respect, it should be noted that the determinant of [C] is zero. Actually, the
generic Pek depends on the differences between the angular position dk of the kth machine
and the angular positions of the other machines

Pek ¼ f k d1 � dk; . . . ; dN � dk;E1; . . . ;ENf g (9.38)

DPek ¼ @f k
@d1k

� �o

Dd1 þ � � � þ @f k
@dNk

� �o

DdN

� @f k
@d1k

� �o

þ � � � þ @f k
@dNk

� �o� �
Ddk þ

XN
i¼1

@f k
@Ei

� �o

DEi

(9.39)

where dik ¼ di � dk
The sum of the elements of each row of [K] is zero (k¼ 1, . . . , N):

XN
i¼1

Kki ¼ 0 (9.40)

As [M] is diagonal, it follows that

det½K� ¼ det½C� ¼ 0 (9.41)

Letting Lh be the generic eigenvalue of [C] (h¼ 1, . . . , N), in general

det½C� ¼
YN
h¼1

Lh (9.42)
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Therefore, from (9.41), at least one eigenvalue of [C] lies in the origin; by convention,
it is assumed to be the last one (LN¼ 0).

Since we are interested to problems of periodic-type stability, we assume that all the
poles of [A] are on the imaginary axis. Therefore, the other eigenvalues Lh (h¼ 1, . . . ,
N� 1) of [C] must be real, distinct, and negative. Each Lh (h¼ 1, . . . , N� 1) corresponds
to the following pair of eigenvalues of [A]:

lð1;2Þ
h ¼ � ffiffiffiffiffi

Lh
p

(9.43)

that is,

l
h ¼ jvoh

l�
h ¼ �jvoh

(
(9.44)

with

voh ¼
ffiffiffiffiffiffiffiffiffi�Lh

p
h ¼ 1; . . . ;N � 1 (9.45)

The (N� 1) pairs of conjugate imaginary poles (9.44) correspond to (N� 1) electro-
mechanical oscillation modes.

The previous approach refers to absolute rotor angles (Figure 9.3a). As the electrical
power depends only on angular differences, we can model the mechanical part as in

sTa
[cm]

[ce]

[1]

Ωn Ωn
[Ω]

[δ ]s
1

1

+ + –

–

(a)

s

s

1

(b)

+

–

+

–

Ω1

Ωn

Ωn

Ωn Ωn

s
Ωn

[Ω] [δ]

Ω1,N

ΩN–1

Ωn

ΩN–1,N

Ωn

ΩN

δN–1,N

δN,N = 0δN
Ωn

ΩN

δ1,NΩn Ωn

Figure 9.3. Mechanical part of the units: (a) absolute angles; (b) relative

angles.
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Figure 9.3b. Therefore, one of the two poles of [A] lying in the origin is associated with the
integrator that does not interact with the system, while the other one is associated with the
common or mean motion between machines, corresponding to the mean frequency of the
network (assuming that there is no speed control). This feature is represented in Figures 9.4
and 9.5 and will be explained in Section 9.3.2.2.

Actually, under the above-mentioned assumptions, a step 1/s of mechanical power
corresponds to 1/s2 of frequency change that is to a ramp variation of frequency. The mean
speed Vm of the system is the speed of the so-called center of inertia.

It is interesting to observe the formal analogy between the electromechanical
oscillation modes and the torsional oscillation modes of units. In the latter case, the
masses are those distributed among the turbine stages and the alternator and the springs are
the torsional elastic constants of the shaft. Conversely, in the case of electromechanical
oscillations, the masses are those relevant to the single generators and the springs are the
synchronizing power coefficients (associated with the electrical connections between the
synchronous generators).

Hence, electromechanical oscillations in a system of N machines are N� 1 and,
owing to the dynamic model that has been assumed (second-order synchronous
generators), their damping is zero. Therefore, the second-order model of synchronous
machines provides only indications about the frequencies voh of electromechanical
oscillations or about the related periods; the periods of electromechanical oscillations
observed and studied up to now (including local and interarea oscillations) range from
about 0.4 to 20 s.

However, as this approach does not provide any information about the damping of
each mode, the latter should be determined by modeling the components (machines,
regulators, and governors) with a sufficient level of detail, considering the state variables
listed in Section 9.2.1.

Re

Im

jωoh

–jωoh

s

2

Figure 9.4. Position of eigenvalues of the dynamic

matrix [A] with the simplified model.

50 Hz t

f

Figure 9.5. Mean motion of generators, without speed

control, for a stepwise decrease in mechanical power.
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9.3.2.2 Oscillation Amplitudes and Participation Factors. From equations
(9.32), that is, from Figure 9.2, it is easy to obtain, in terms of Laplace transforms under
null initial conditions

s½DdðsÞ� ¼ ½DVðsÞ�
s½DVðsÞ� ¼ ½C�½DdðsÞ� þ ½R�½DEðsÞ� þ ½M��1½DPmðsÞ�

(
(9.46)

that is the matricial equation

s2½DdðsÞ� ¼ ½C�½DdðsÞ� þ ½R�½DEðsÞ� þ ½M��1½DPmðsÞ� (9.47)

or

½DdðsÞ� ¼ ½s2I � C��1 ½R�½DEðsÞ� þ ½M��1½DPmðsÞ�
n o

(9.48)

Then, if [L] and [G] are the matrices of the eigenvalues and eigenvectors of [C],
respectively

½L� ¼ diag Lhf g ¼ diag �v2
oh


 �
(9.49)

(with LN¼ 0), we get, based on the properties of eigenvalues and eigenvectors

½DdðsÞ� ¼ ½G�½s2I � L��1½G��1 ½R�½DEðsÞ� þ ½M��1½DPmðsÞ�
n o

(9.50)

and thus also

½DVðsÞ� ¼ ½G�s½s2I � L��1½G��1 ½R�½DEðsÞ� þ ½M��1½DPmðsÞ�
n o

(9.51)

Similar expressions also hold for any other output variable [Y(s)] of the linearized
model. As a result, the simplified dynamic behavior of the system following small
variations is completely defined by [L] and [G].

Dealing with [GN], the eigenvector corresponding to the zero eigenvalue,

½GN � , ½G1NG2N � � �GNN �T (9.52)

it results

G1N ¼ G2N ¼ � � � ¼ GNN (9.53)

If we define

½W � , ½G��1½R� ¼ �½G��1½M��1½F�
½D� , ½G��1½M��1

(
(9.54)
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then the contribution associated with the eigenvalue LN ¼ 0, in all the DVk(s) of
equation (9.51), can be written as

1

s
G1N

XN
j¼1

½WNjDEjðsÞ þ DNjDPmjðsÞ� (9.55)

and it is independent of the particular machine k (k¼ 1, . . . , N), that is, it is the same for
all the system generators. By identifying the variations of such speed with DVm

DVm ¼ Vm �Vn (9.56)

we will have

DVmðsÞ ¼ 1

s
G1N

XN
j¼1

½WNjDEjðsÞ þ DNjDPmjðsÞ� (9.57)

If one of the power system generators is an infinite system, the eigenvalue LN
disappears. In such condition

DVm ¼ 0 (9.58)

that is, as is intuitive, the mean network speed coincides with the nominal or synchronizing
speed.

In the general case (k¼ 1, . . . , N), from equation (9.51)

DVkðsÞ ¼
XN�1

h¼1

s

s2 þ v2
oh

Gkh

XN
j¼1

WhjDEjðsÞ þ
XN
j¼1

DhjDPmjðsÞ
" #

þ DVmðsÞ (9.59)

where from equations (9.54), the elements Whj and Dhj are

Whj ¼ �
XN
i¼1

ðG�1Þhi
Mi

Fij

Dhj ¼
ðG�1Þhj
Mj

8>>>>><
>>>>>:

(9.60)

Large or small structural perturbations (opening of lines, disconnection of generators)
are equivalent to the application of mechanical power steps with amplitudes different from
generator to generator. Therefore, in the absence of voltage and speed controls and within
the framework of small variations, if Pwk is the amplitude of the equivalent perturbation for
the kth machine, we will obtain

DPm½ � ¼ 1

s
Pw½ � ¼ 1

s
½Pw1 � � �PwN �T (9.61)

Apart from the contribution of the pole in the origin, equation (9.59) becomes

DVkðsÞ ¼
XN�1

h¼1

Gkh

s2 þ v2
oh

XN
j¼1

DhjPwj (9.62)
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that is, in the time domain

DVkðtÞ ¼
XN�1

h¼1

AkhsinðvohtÞ (9.63)

where Akh is the participation factor of the generator k to the mode h.
This expression shows that the speed of any generator of the network (and likewise for

all other variables: angles, powers, voltages, etc.) is a linear combination of the various
oscillation modes. The amplitudes Akh are

Akh ¼ Gkh

XN
j¼1

ðG�1Þhj
vohMj

Pwj (9.64)

where, for each oscillation mode, the summation is independent of the particular machine k
considered.

As a consequence, we may define

ah ,
XN
j¼1

ðG�1Þhj
vohMj

Pwj (9.65)

a (real) coefficient identifying the hth oscillation mode and the (small) perturbation being
investigated. Therefore,

Akh ¼ Gkhah (9.66)

In other terms, for the kth machine, the amplitude of the sinusoid pertaining to the hth
mode is proportional to the corresponding element of the eigenvector [Gh] of [C].

For each mode h, ah depends in particular on the oscillation period of the hth mode
and on the value of the power steps applied to generators. In contrast, the oscillation
amplitudes pertaining to any mode, that is, the amplitudes of sinusoids with frequency
voh (appearing in expressions (9.63) for the speeds of generators k, i, with k, i¼ 1, . . . ,
N) are given by

Akh

Aih

¼ Gkh

Gih

(9.67)

which is the ratio between the elements of the eigenvector [Gh] pertaining to the machines
k and i. They do not depend on type, location, or extent of the perturbation.

On the contrary, for each h, the coefficient ah takes account of the impact of the
considered perturbation on the hth oscillation mode and in particular on the oscillation
amplitudes Akh. If the perturbation is such that ah¼ 0, then the mode h is not excited by that
particular perturbation.

Of course, similar considerations also apply to angle variations and to the linearized
model output variables, for example variations of currents and power flows on lines, of bus
voltages, and so on, provided that the algebraic relationship between state variables and
output variables is known.
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Now, the matrix [C] has real elements and real eigenvalues [L]: consequently, also the
matrix of the eigenvectors [G] and its inverse [G]�1 have real elements. Thus, for each
oscillation mode, generators may be divided into three categories (see equation (9.67)):

� Generators oscillating in phase between them, at generally different amplitudes; the
elements Gkh of these generators have the same sign (e.g., positive).

� Generators oscillating in phase between them, at generally different amplitudes, in
phase opposition with the generators of the first category; the elements Gkh of these
generators have an opposite sign (e.g., negative) with respect to the generators of the
first category.

� Generators not oscillating together with the generators of either the first category or
the second category; these generators have Gkh¼ 0, as if they were (for that
oscillation mode) infinite systems.

It is worth stressing that, among the N� 1 oscillation modes of a power system, the
dominant ones (i.e., with significant amplitudes) are usually very few (2–4 at the most),
even for large interconnected systems with 500 or more oscillation modes; this finding is
also confirmed by worldwide experimental recording of perturbations. These dominant
oscillation modes are also the slowest ones, in that the zeros actually overlap the fastest
poles (see Figure 9.6), thereby canceling them.

In particular, if the eigenvectors of the matrix [C] are known, then information may be
obtained about the characteristics of the various electromechanical oscillations in terms of
local or interarea oscillations. In the first instance, the elements Gkh will be large (in
absolute values) only for some generators. In the second instance, a set of generators will
have significant speed amplitudes of a given sign and oscillate with respect to another
group of generators that either are characterized by equally significant amplitudes of an
opposite sign, or practically do not oscillate. An example of the above is given in
Figure 9.7: the oscillation mode may be interpreted as the oscillation between generators
1, 2, 3 and generators 5, 6.

The properties indicated above, rigorously valid if a second-order generator model is
adopted, are extremely useful in practice for many analyses of the dynamic behavior of a
network. Indeed, the conclusions of the previous simplified analysis are still valid with

Figure 9.6. Poles and zeros associated with electro-

mechanical oscillations.
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sufficient approximation compared to the result of the eigenvalue analysis on the matrix [A]
built starting from more accurate models (e.g., those of the fourth-, fifth- or sixth order), as
demonstrated by many practical cases.

In summary, the simplified analysis of the dynamic behavior of a system, based on the
second-order model for synchronous machines, makes it possible to assess (through
eigenvalues) the periods of the (N� 1) electromechanical oscillations between the
N system generators

Toh ¼ 2p

voh

(9.68)

and, through eigenvectors, the ratios between the amplitudes for the various oscillation
modes and for the various generators, and thus also between the various points of the
network and the actual oscillation amplitudes in response to perturbations (through the
inverse matrix of eigenvectors, equation (9.64)).

Of course, if themodal characteristics of the state variables are known, it is immediate
to determine the behavior of any output variable (voltages, real power flows, etc.). By
contrast, the simplified analysis does not provide any information about the damping of
electromechanical oscillations, since they are null by definition, owing to the dynamic
model that has been adopted for generators.

9.3.3 Numerical Examples

In this section, some numerical examples are provided in order to demonstrate the
properties of the simplified approach to study the dynamic phenomena associated to
the electromechanical oscillations.

The first example shows the application of the approach to a simple two-area test
system, while the second example is related to a three-area system representing a
simplified model of the European Power System.

t

Akh

A1h

A2h

A3h

A4h = 0

A5h

2

Toh

A6h

Figure 9.7. Example of oscillation ampli-

tudes for a generic mode and for a 6-genera-

tor system.
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9.3.3.1 Application 1: Two-Area Test System. The test system used in this section
(Figure 9.8) is characterized by two large areas connected by a transmission link. Each
area, well meshed, has its own generation and load, quite balanced, and normally
exchanges a low level of real and reactive power with the other area. It is, therefore,
suitable to represent each area by an equivalent generator (a constant emf behind a
reactance Xg), a transformer and a local load, represented as a resistance connected on
the HV level. This system allows some interesting comments on the parameters that
influence the electromechanical oscillations. The data of the test system are reported in
Table 9.1.

The resistances R1 and R2 represent a real load of 40,000MWeach, at the rated voltage
400 kV; therefore, their value is 4V.

The initial operating conditions of the test system are computed by a power flow,
assuming that the voltage at the load busses is 400 kV and that the two areas are
autonomous, that is, the real and the reactive power flowing through the interconnection
line is approximately zero. The power flow results are reported in Table 9.2.

1 3jXg1

E1 E2R R

jXt1 jXL jXt2 jXg25 6 4 2

Figure 9.8. Two-area test system.

T A B L E 9.2. Power Flow Results

Bus # V (kV) Phases (rad)

1 420.00 0.2061
2 420.00 0.2061
3 402.18 0
4 402.18 0
5 400.00 �1.1037
6 400.00 �1.1037

T A B L E 9.1. Data of the Two-Area Test System

Generators Vn (kV) Sn (MVA) xg (p.u.) Ta (s)

1 20 50,000 0.27 10
2 20 50,000 0.27 10

Lines Length (km) xL (V/km)

100 0.3616

Transformers n (kV/kV) xt (p.u.)

1 20/400 0.13
2 20/400 0.13
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The two-area test system is reduced, in order to determine its equivalent (Figure 9.9) as
seen from nodes 1 and 2, where E1 and E2 are the emf behind the transient reactance of the
generators.

Accordingly, the (6� 6) admittance matrix of the system in Figure 9.8 can be
manipulated and reduced to a (2� 2) matrix [Y eq] relevant to the network in Figure 9.9.

Y
eq

�  ¼ Geq

� þ j Beq

�  ¼ Y 11 Y 12

Y 21 Y 22

" #
¼

0:2133� j0:0924ð Þ 0:0135þ j0:0198ð Þ
0:0135þ j0:0198ð Þ 0:2133� j0:0924ð Þ

" #

(9.69)

The matrix of synchronizing power coefficients [K] is then

K½ � ¼
K11 K12

K21 K22

" #
¼

3490 �3490

�3490 3490

" #
ðMW=radÞ (9.70)

where

K11 ¼ E1E2 Beq12 cos d12ð Þ � Geq12 sin d12ð Þ� 
K12 ¼ �E1E2 �Beq12 cos d12ð Þ þ Geq12 sin d12ð Þ� 
K22 ¼ E2E1 Beq21 cos d12ð Þ � Geq21 sin d12ð Þ� 
K21 ¼ �E2E1 �Beq21 cos d12ð Þ þ Geq21 sin d12ð Þ� 

ðMW=radÞ (9.71)

The matrix of inertia coefficients is, according to (9.27)

M½ � ¼ M1 0
0 M2

� �
¼ 1591 0

0 1591

� �
ðMVAs2=radÞ (9.72)

and the matrix [C] of equation (9.33)

C½ � ¼ � M½ ��1
K½ � ¼

�K11

M1
þK11

M1

þK22

M2
�K22

M2

2
664

3
775 ¼

�2:193 2:193

2:193 �2:193

" #
ðs�2Þ (9.73)

The eigenvalues and eigenvectors of [C] can be computed solving

det

Lþ K11

M1
�K11

M1

�K22

M2
Lþ K22

M2

2
664

3
775 ¼ L Lþ K11

M1
þ K22

M2

� �� �
¼ 0 (9.74)

Z12 21

E1 E2 Z2Z1
Figure 9.9. Equivalent circuit of the two-area test

system.
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The solution of the above equation

L1 ¼ �K11

M1
� K22

M2
¼ �4:3855

L2 ¼ 0

(
(9.75)

shows that the only one electromechanical oscillation present is characterized by

To ¼ 2pffiffiffiffiffiffiffiffiffi�L1
p ¼ 3 s (9.76)

typical of interarea oscillations. In order to evaluate the ratio between the oscillation
amplitudes, it is necessary to compute the eigenvector associated to L1, held in the first
column of the eigenvector matrix [G]:

G½ � ¼ �0:7071 0:7071
0:7071 0:7071

� �
(9.77)

The ratio between the amplitudes of the oscillations of the two machines is

G11

G21
¼ �1 (9.78)

It is worth noting that this ratio is negative (this occurs always, in the case of two
machines): this indicates that the generators oscillate always in phase opposition. More-
over, in this case, the ratio is �1, which indicates that the two amplitudes are equal, which
is reasonable, as the two machines are equal.

In order to evaluate the accuracy of the simplified approach, some time-domain
simulations have been carried out. The perturbation considered is a three-phase switching-
on/-off, lasting 50ms, of a solid connection to ground at bus bar 3. Since the duration is
very short, this type of disturbance may be considered as a small perturbation.

In the simulation, all the controls have been switched-off in order to highlight the
electromechanical oscillation only.

Figure 9.10 shows the oscillatory behavior of the system in terms of rotor speeds. The
period of the electromechanical oscillation is approximately 3 s and the oscillation of the
two rotors is equal in amplitude but in phase opposition, as expected. As the second-order
model is used for generators, the oscillations are not damped. The same figure also
highlights the mean speed variation of the system that is different from zero because the
loads are assumed voltage dependent.

Figure 9.11 shows the simulation obtained in response to the same perturbation,
assuming a fourth-order model for the generators: the period of electromechanical
oscillations is practically the same as in the previous case, and the oscillation is well
damped, thanks to the high positive contribution of the generator structure (see
Section 9.4.3.2).

Figure 9.12 shows the results of a time-domain simulation carried out on the same
perturbation, with the second-order model for generators, where the inertia of G1 has been
increased doubling the start-up time. In this case, the simplified approach results in a
period, for the electromechanical oscillation, of 3.46 s, while the amplitude of the speed
variation of G2 is doubled with respect to the one of G1; this is confirmed by the time-
domain simulation.
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9.3.3.2 Application 2: Three-Area Test System. The second test system (Fig-
ure 9.13) is a simplified model of the European Power System (see Section 9.6), consisting
of three cascade-connected areas (whose data are provided in Table 9.3); loads are assumed
purely resistitive, and the areas are autonomous, in that the loads are local and the power
exchanges are zero.

Local loads are assumed 80% of the relevant area generation capability, that is, area 1
and area 2 loads are 40,000MW, while the load of area 3 is 200,000MW, at the rated
voltage 400 kV. The loads are represented by three resistances R1¼R2¼ 4V and
R3¼ 0.8V.

The initial operating conditions are computed by a power flow, assuming that
the power exchange among areas is zero and that voltages at load busses are 400 kV
(Table 9.4).
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Figure 9.10. Behavior of the rotor speed of two equal generators, in case of a small perturbation

(second-order dynamic model).
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Figure 9.11. Behavior of the rotor speed of two equal generators, in case of a small perturbation

(fourth-order dynamic model).
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Figure 9.12. Behavior of the rotor speed of two generators (second-order dynamic model): case

of doubled inertia of generator G1.

1 4jXg1

E1 E2

E3

R1 R2 R3

7 9 8

6

3

5 2jXt1 jXt2

jXt3

jXg3

jXg2jXL1

I≈0 I≈0

jXL2

Figure 9.13. Three-area test system.

T A B L E 9.3. Data of the Three-Area Test System

Generators Vn (kV) Sn (MVA) Xg (p.u.) Ta (s)

1 20 50,000 0.27 10
2 20 50,000 0.27 10
3 20 250,000 0.27 10

Lines Length (km) XL (V/km)

7–9 120 0.36
8–9 80 0.28

Transformers Sn (MVA) n (kV/kV) Xt (p.u.)

1 50,000 20/400 0.13
2 50,000 20/400 0.13
3 250,000 20/400 0.13
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The test system is then reduced in order to find its equivalent circuit at the terminals of
the internal emf of generators, namely busses 1, 2, and 3.

Accordingly, the (9� 9) admittance matrix of the system in Figure 9.13 can be
manipulated and reduced to a (3� 3) matrix [Y eq] relevant to the network in Figure 9.14.

Y
eq

�  ¼ Geq

� þ j Beq

� 

¼
0:2129� j0:0924ð Þ 0:0002þ j0:0001ð Þ 0:0136þ j0:0197ð Þ
0:0002þ j0:0001ð Þ 0:2049� j0:1044ð Þ 0:0216þ j0:0317ð Þ
0:0136þ j0:0197ð Þ 0:0216þ j0:0317ð Þ 1:0987� j0:4142ð Þ

2
664

3
775 (9.79)

The matrix of synchronizing power coefficients [K] is determined starting from this
admittance matrix and from the rotor angles. It results

K½ � ¼
3503 �27 �3475

�27 5631 �5603

�3466 �5589 9055

2
64

3
75 ðMW=radÞ (9.80)

The matrix of inertia coefficients is, according to (9.27)

M½ � ¼
1592 0 0

0 1592 0

0 0 7961

2
64

3
75 ðMVAs2=radÞ (9.81)

T A B L E 9.4. Power Flow Results for the Three-Area Test System

Bus # V (kV) Phases (rad)

1 419.98 0.2060
2 419.98 0.2060
3 429.02 0.2079
4 402.16 0
5 402.16 0
6 402.16 0
7 400.00 �0.1047
8 400.00 �0.1047
9 400.00 �0.1047

E1 Z3

Z13 Z32

Z12

1 3 2

Z2E3 E2Z1
Figure 9.14. Equivalent of the three-area

test system.
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and the matrix [C] of equation (9.33)

C½ � ¼ � M½ ��1
K½ � ¼

�2:1998 0:0173 2:1825

0:0173 �3:5363 3:5189

0:4353 0:7020 �1:1373

2
64

3
75 ðs�2Þ (9.82)

The eigenvalues and eigenvectors of [C] are

L½ � ¼
�2:4730 0 0

0 �4:4004 0

0 0 0

2
64

3
75 (9.83)

G½ � ¼
�0:9263 �0:2241 �0:5773

0:3593 �0:9461 �0:5773

0:1131 0:2334 �0:5773

2
64

3
75 (9.84)

The eigenvalue analysis shows two electromechanical oscillation modes; their period
is respectively,

To1 ¼ 2pffiffiffiffiffiffiffiffiffi�L1
p ¼ 4 s (9.85)

To2 ¼ 2pffiffiffiffiffiffiffiffiffi�L2
p ¼ 3 s (9.86)

Consider mode #1: the eigenvector relevant to the first column of [G] shows that the
amplitude of the oscillation for G1 is much higher than for G2 and G3, which oscillate in
phase to each other. In particular, the amplitude of the oscillation for G3 is lower due to its
larger inertia. The situation is represented in Figure 9.15.

For mode #2, the analysis of the relevant eigenvector (second column of [G]) is
depicted in Figure 9.16. Generators G1 and G2 oscillate in phase, but G2 is characterized
by a higher amplitude. G3 is in phase opposition with a lower amplitude.

Interesting results can be obtained increasing the inertia of G3, which means that
area 3 is of infinite power. Assume that Ta3¼ 30 s. The eigenvalue analysis results in

To1 ¼ 2pffiffiffiffiffiffiffiffiffi�L1
p ¼ 4:12 s (9.87)

1

23

Figure 9.15. Speed oscillation amplitudes for oscillation

mode #1.
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To2 ¼ 2pffiffiffiffiffiffiffiffiffi�L2
p ¼ 3:23 s (9.88)

with the eigenvector matrix

G½ � ¼
0:9873 �0:0879 �0:5773

�0:1481 �0:9935 �0:5773

�0:0558 0:0719 �0:5773

2
64

3
75 (9.89)

It is worth noting that the assumption made results in (see Figure 9.17)

� a remarkable reduction of the amplitude of the oscillations for area 3, for both modes
#1 and #2;

� a strong decoupling between areas 1 and 2, connected through the infinite bus.
Basically, mode #1 describes the oscillation of G1 with respect to areas 2 and 3
together, while mode #2 describes the oscillation of G2.

9.4 MAJOR FACTORS AFFECTING THE DAMPING
OF ELECTROMECHANICAL OSCILLATIONS

9.4.1 Introduction

Nowadays, the main stability problem that arises is the insufficient damping z of electro-
mechanical oscillations, that is, oscillations between alternator rotors that fall within the
following ranges in terms of oscillation frequencies and oscillation periods

1 2

3

Figure 9.16. Speed oscillation amplitudes for oscillation

mode #2.

1

2 3 1 2

3

Mode #1 Mode #2 

Figure 9.17. Speed oscillation amplitudes assuming area 3 of infinite power.
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vo ¼ 0:3� 15 rad=s

f o ¼ 0:05� 2:5Hz

To ¼ 0:4� 20 s

8>><
>>: (9.90)

positive but small or negative values of z (Figure 9.18) may occur in systems characterized
by a particular structure (long lines, longitudinal configuration, etc.) and are usually due to
the modern excitation systems of units, which are very fast.

The problem may be as follows:

� Local. Electromechanical oscillations have large amplitudes on the variables (pe, V,
d, f ) of either a single generator or power plant or a few power plants very close to
each other. Local oscillations are characterized by

vo ¼ 6� 15 rad=s

To ¼ 0:4� 1 s

(
(9.91)

� Between Areas (or Low-Frequency Oscillations). Amplitudes are large on the
variables of many power plants belonging to one or more zones of the system
that are geographically far from each other. Such oscillations are characterized by

vo ¼ 0:3� 6 rad=s

To ¼ 1� 20 s

(
(9.92)

Anyhow, in both cases, the electromechanical oscillations are present on all the system
variables: the difference is only due to the amplitudes.

The analysis to be developed has the fundamental aim to understand the phenomenon
in qualitative terms. Consequently, reference can be made to the simplest scheme
(Figure 9.19) of a generator (or area) connected to an infinite system; this scheme is
valid in case of both local and interarea oscillations.

In case of local oscillations (actual power plant, actual load, etc.)

peQ0

pL 	 0

pTQ0 ; limit case pT ¼ pe

8>><
>>: (9.93)

t

To

ζ < 0
yi(t)

Figure 9.18. Undamped electromechanical

oscillation.
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In case of interarea oscillations (equivalent generator, equivalent load, etc.)

pe > 0

pL > 0

pT R 0 ; small portion ofPe

8>><
>>: (9.94)

It is worth noting that the same scheme allows the analysis of the angle stability
following large perturbations, always in qualitative terms.

9.4.2 Single Machine-Infinite Bus System: A Simplified Approach

As it is well known, in the case of a generator or an area connected to an infinite – system,
the variations of the generated real power is a function of the rotor angle variations and of
the excitation voltage variations:

Dpe ¼ hðsÞDvf þ kðsÞDd (9.95)

Adopting the general dynamic model of generators depicted in Figure 9.20, that is, in
p.u., the same as Figure 2.30, in terms of Laplace transforms we can obtain

hðsÞ , Dpe
Dvf

ðsÞ
� �

d¼const:

¼ voR sin d
o aðsÞ
xe þ xdðsÞ (9.96)

kðsÞ , Dpe
Dd

ðsÞ
� �

vf¼const:

¼

� voR sin d
o ioq �

voR sin d
o

xe þ xdðsÞ
� �

þ voR cos d
o iod þ

voR cos d
o

xe þ xqðsÞ
� � (9.97)

pe pT

pL

vR

Ssc = ∞
H = ∞ Figure 9.19. Reference case: generator or

area connected to an infinite system.

vf

vq

id

vdiq

(a) (b)

–

+

xd(s)

a(s)

xq(s)

Figure 9.20. General dynamic model of the electrical part of a generator.
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In particular, whatever the rotor circuit number (field circuit and additional circuits),
the transfer function k(s) may be put into the following form:

kðsÞ ¼ qoR þ voR
� �2 sin2 do

xe þ xdðsÞ þ
cos2 do

xe þ xqðsÞ
� �

(9.98)

where qR is the reactive power entering into the infinite-system node having voltage vR.
Such transfer function depends on the reactances xd(s) and xq(s) of the generator, on

the reactance xe (transformer plus line) connecting such generator to the infinite system,
on the voltage of such system ( voR) and on the operating point of the generator, in terms of
generated real and reactive powers ( poe and q

o), terminal voltage (vo), that is, qoR, and rotor
angle (do).

The linearized system block diagram is shown in Figure 9.21, highlighting both the
dynamic relationship between Dd and Dpe expressed by k(s), and the inputs Dpm (supply
and speed control systems) and Dvf (excitation and voltage control systems).

As a first approach to the problem of damping of electromechanical oscillations, let us
consider the second-order generator model, characterized by

x00q ¼ x00d ¼ x0q ¼ xi (9.99)

With reference to the simplified circuit in Figure 9.22a the output of the generator is

pe ¼ f e; vR; df g ¼ evR sin d

xe þ xi
(9.100)

For constant vR and in the absence of voltage control (i.e., assuming the excitation
voltage and thus the internal emf constant), the following equation would hold for small
variations around the operating point:

Dpe ¼
@pe
@d

� �o
Dd , kDd (9.101)

sTa s

k(s)

h(s)Δvf

ΔPm

ΔΩ
ΔδΩn Ωn

ΔPe

–

+

+

+

Electromechanical loop

1

Figure 9.21. Linearized block diagram of a generator connected to an infinite system.
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with

k ¼ ðevR cos dÞo
xe þ xi

¼ qoR þ ðvoRÞ2
xe þ xi

(9.102)

Under the above assumptions, the modified electromechanical loop block is depicted
in Figure 9.22b. The relevant characteristic equation is

s2 þ kVn

Ta

¼ 0 (9.103)

and its roots are, assuming that electromechanical oscillations are present,

l1;2 ¼ �j

ffiffiffiffiffiffiffiffiffi
kVn

Ta

s
, � jvo ¼ �j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vn

Ta

ðevR cos dÞo
xe þ xi

s
(9.104)

Therefore, the frequency of the electromechanical oscillation is inversely proportional
to the square root of the total reactance (xiþ xe). In particular, such frequency decreases as
the link (represented by xe) to the infinite system becomes weak, or in case of interarea
oscillation. It follows that small xe gives rise to local oscillations,whereas high values of xe
bring about interarea or low-frequency electromechanical oscillations.

The second-order model considered for generators, in line with the general result of
Section 9.3, provides no information on damping, which is zero by definition. The presence
of the oscillation implies that

k > 0 (9.105)

or

do < 90
 (9.106)

pe

jxi jxe

e v vR

(a)

sTa s

k

1

(b)

DPm = 0 +

–

DPe

DW
DδWn Wn

Figure 9.22. Second-order synchronous generator con-

nected to an infinite system: (a) equivalent circuit; (b) linear-

ized block diagram.
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otherwise the instability would be of aperiodic type, as the two roots would be real, equal,
and of opposite sign. Therefore, the aperiodic instability limit condition, that is for a real
pole, is given by

k ¼ 0

do ¼ dolim ¼ 90


(
(9.107)

and thus (see Figure 9.23)

pe ¼ pe max ¼
evR

xe þ xi
(9.108)

In other terms, the aperiodic or real-pole instability is due to insufficient synchronizing
power coefficient k.

Application: As an illustrative example, the situation depicted in Figure 9.24 is
considered.

From Figure 9.24, we can write

vR ¼ 1 p:u: qR ¼ 0

x ¼ xe þ xi ¼ 0:8 p:u: eo cos do ¼ vR ¼ 1 p:u:

(
(9.109)

pe k = 0

k > 0 k < 0

0 180°δ lim

δ Figure 9.23. Power-angle steady-state charac-

teristic and aperiodic stability limit.

e

xi = 0.3
i

v

xe = 0.5

 = vRvR

io vR

jxio

eo

Re
do

vR = 1 p.u.

qR = 0

po
e = io = 0.8 p.u.

qR

Ssc = ∞
H = ∞

Figure 9.24. Example of computation of local electromechanical oscillation period.
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If the alternator start-up time is taken to be Ta¼ 7.5 s and the nominal frequency to be
50Hz, then

k ¼ eovR

x
cos do ¼ 1:25

vo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:25� 314

7:5

r
’ 7:3 rad=s

f o ¼ vo

2p
’ 1:15Hz

To ¼ 0:86 s

8>>>>>>>>>><
>>>>>>>>>>:

(9.110)

A few considerations are to be made about the simplified model adopted for the
qualitative analysis. Actually, taking into account a more accurate model of the generator
(damper windings, field circuit) and the presence of speed governors and voltage
regulators, damping is not zero; but, even if it is positive, it remains usually very small
as compared to the values normally required in control loops of typical regulations. For the
damping of electromechanical oscillations, a value of 0.10 is usually regarded as good
and 0.20–0.25 as excellent.

9.4.3 Single Machine-Infinite Bus System: A More Accurate Approach

9.4.3.1 Introduction. The general block diagram of Figure 9.25a can represent any
case of a generator (or area) connected to an infinite system (with or without intermediate
load and whatever its model, excitation system and voltage control, supply system and
speed control), depending on k(s), the transfer function between the angle variationsDd and
the decelerating power variations, given by

Dpd ¼ �Dpa ¼ Dpe � Dpm (9.111)

where pa is the accelerating power.
Generally, k(s) takes into account the electromagnetic part of the generator, as well as

its excitation system and voltage control, supply system and frequency control. Therefore,
such function should not be mistaken for (9.98), which concerns the generator structure
only. The characteristic equation of the system shown in Figure 9.25a is

1þ Vn

s2Ta

kðsÞ ¼ 0 (9.112)

that is

s2 þVn

Ta

kðsÞ ¼ 0 (9.113)

Equation (9.113) has a number of solutions, depending on k(s); however, two of them
must be associated with the electromechanical oscillation. Calling ( l1, l2) the relevant
pair of (conjugate) poles:

l1 ¼ so þ jvo

l2 ¼ so � jvo

(
(9.114)
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on the basis of equation (9.113) it gets

�l2
1 ¼

Vn

Ta

k l1ð Þ (9.115)

that is,

v2
o � s2

o � 2jsovo ¼ Vn

Ta

Re kðl1Þf g þ j Im kðl1Þf g½ � (9.116)

v2
o � s2

o ¼
Vn

Ta

Re kðl1Þf g

� so

vo

¼ 1

2v2
o

� Vn

Ta

Im kðl1Þf g

8>>><
>>>: (9.117)

Since z is anyway and always small (even upon local oscillations), we get

s2
o � v2

o (9.118)

(a)

sTa s

k (s)

1

–

Δpa

Δpd

ΔΩ
ΔδΩn Ωn

sTa s

k

k′(s)

k(s) = k + k′(s)

1

+

+

–

Δpa

ΔΩ
ΔδΩn Ωn

(b)

sTa s

d(s)

k′(s)

–

–

s
d(s) = 

k

1 Δδ

ΔΩ
Ωn

Ωn

Ωn

(c)

Figure 9.25. Different block diagrams suitable to

represent the electromechanical loop to take into

account the dynamic effects of the components (gen-

erator structure, load, excitation system and voltage

control, supply system and frequency control).
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kðl1Þ ’ kð jvoÞ ¼ Re kð jvoÞf g þ jIm kð jvoÞf g (9.119)

and from (9.117), we obtain

vo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vn

Ta

Re kð jvoÞf g
s

(9.120)

z ’ � so

vo

’ 1

2v2
o

Vn

Ta

Im kð jvoÞf g ¼ 1

2
� Im kð jvoÞf g
Re kð jvoÞf g ¼ 1

2
tan ffkð jvoÞ (9.121)

To understand whether the effect of k(s) on damping is positive or negative, let us
represent the electromechanical loop like in Figure 9.25b where the effect of k(s) is split
into two contributions:

Dpd ¼ kðsÞDd (9.122)

with

kðsÞ ¼ k þ k0ðsÞ (9.123)

where k is the synchronizing power coefficient defined by (9.101) and (9.102), as if the
generator were a second-order one; as mentioned above, it is not responsible for damping;
and k0(s) takes into account the actual structure of the generator and its controls; it is
responsible for damping.

Now, as two integrators are associated with the mechanical part, the phase margin gc of
the electromechanical loop is

gc ¼ ff k þ k0ð jvcÞ½ � (9.124)

where vc indicates the cutoff frequency of the loop.
As, for small dampings, the following equation holds:

vc ’ vo ¼
ffiffiffiffiffiffiffiffiffi
kVn

Ta

s
(9.125)

we may state that (see also Figure 9.26)

� the effect of k0(s) is stabilizing, if k0(jv) has a positive phase at the oscillation
frequency vo, that is, if

0 < ffk0ð jvoÞ < p (9.126)

� conversely, the system is unstable, that is, the effect of k0(s) is destabilizing, if

�p < ffk0ð jvoÞ < 0 (9.127)

Now, equations (9.119), (9.122), and (9.123) infer

Dpd ¼ k þ Re k0ð jvoÞf g þ jIm k0ð jvoÞf g½ �Dd

¼ k þ Re k0ð jvoÞf g½ �DdþVn

vo

Im k0ð jvoÞf gDV
Vn

(9.128)
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If now we define

DpS , k þ Re k0ð jvoÞf g½ �Dd

DpD , Vn

vo

Im k0ð jvoÞf gDV
Vn

8><
>: (9.129)

the block diagram of Figure 9.27 results, where DpS and DpD are called synchronizing
power (or torque) and damping or braking power (or torque), respectively, while

k̂ ¼ k þ Re k0ð jvoÞf g ¼ Re kð jvoÞf g

d̂ ¼ Vn

vo

Im k0ð jvoÞf g ¼ Vn

vo

Im kð jvoÞf g

8><
>: (9.130)

Re

Im

k

γc > 0

0 <    k′( jωo) < π

k′( jωo)k + k′( jωo)

(a)

Re

Im
k

k′( jωo)

γc < 0

k + k′( jω
o )

–π <    k′( jωo) < 0(b)

Figure 9.26. Stabilizing and destabilizing effects of the

transfer function k0(s): (a) stabilizing effect; (b) destabi-

lizing effect.

sTa s

d̂

k̂

1

+
+

–

Dpa

Dpd
DpD

DpS

Dd
DW
Wn Wn

Figure 9.27. Electromechanical loop with

damping or braking power (or torque) and

synchronizing power (or torque).
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The synchronizing power is proportional—in a static way—to angle variations, while
the damping power is proportional—always in a static way—to speed variations. The
characteristic equation of the electromechanical loop becomes

1þ Vn k̂

sðsTa þ d̂Þ ¼ 0 (9.131)

or

s2 þ s
d̂

Ta

þVnk̂

Ta

¼ 0 (9.132)

which is of the type

s2 þ 2zvnsþ v2
n ¼ 0 (9.133)

where z is the damping and vn is the natural angular frequency, equal to the amplitude of
the two poles associated to vo.

This equation has a pair of complex and conjugate poles; such pair is associated with
the electromechanical oscillation and is characterized by

vn ¼
ffiffiffiffiffiffiffiffiffi
Vn k̂

Ta

s
; z ¼ 1

2vn

� d̂

Ta

; vo ¼ vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
(9.134)

and, as damping is small,

vo ’
ffiffiffiffiffiffiffiffiffiffiffiffi
Vn

k̂

Ta

s

z ’ 1

2voTa

d̂

8>>><
>>>: (9.135)

As a result, k̂ can be considered responsible for the oscillation period and d̂ for
damping.

A third and last form of representation (equivalent to the previous ones) of the electro-
mechanical loop to understand the effect of k0(s) on damping is shown in Figure 9.25c, where

dðsÞ , Vn

s
k0ðsÞ (9.136)

Since damping is small, the following equation will hold (in analogy with equation
(9.119)):

dðl1Þ ’ dð jvoÞ ¼ Re dð jvoÞf g þ jIm dð jvoÞf g (9.137)

and thus also

dð jvoÞ ¼ Vn

jvo

k0ð jvoÞ ¼ Vn

jvo

Re k0ð jvoÞf g þ jIm k0ð jvoÞf g½ � (9.138)
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From (9.138)

Re dð jvoÞf g ¼ Vn

vo

Im k0ð jvoÞf g

Im dð jvoÞf g ¼ �Vn

vo

Re k0ð jvoÞf g

8>><
>>: (9.139)

Hence, three equivalent forms of representation of the electromechanical loop have
been identified to obtain information about the various contributions to damping. They will
be referred to in the following sections.

Furthermore, it is worth pointing out that

� equation (9.121) implies

z ¼ 1

2
� Im kð jvoÞf g
Re kð jvoÞf g ¼ 1

2
� Im k0ð jvoÞf g
k þ Re k0ð jvoÞf g (9.140)

� since vo> 0, from equations (9.135) and (9.130), we get

k̂ ¼ k þ Re k0ð jvoÞf g ¼ Re kð jvoÞf g > 0 (9.141)

although small;
� moreover, equation (9.135) also shows that the sign of z depends on the sign of d̂;
� as a first approximation, the damping value can be supposed to be the sum of various
contributions:

z ¼ zS þ zV þ zPF þ � � � (9.142)

where zS is contribution to damping due to generator structure (xd(s) and (xq(s)), zV is
contribution to damping due to primary voltage control, zPF is contribution to damping
due to primary frequency control, and so on.

9.4.3.2 Contribution to Damping Due to Generator Structure. The above
description suggests that second-order generator models cannot provide information about
the damping of electromechanical oscillations. Indeed, account should be taken of the
actual generator structure, represented by the operational reactances xd(s) and xq(s). A good
dynamic model for the generator (see Figure 9.20) is the fourth-order one (also described
by equations (2.880), (2.890), and (2.92) in Section 2.1.6.2)

“d-axis”
xdðsÞ ¼ xd

1þ sT 0
d

1þ sT 0
do

aðsÞ ¼ 1

1þ sT 0
do

8>><
>>: (9.143)

“q-axis” xqðsÞ ¼ xq
1þ sT 00

q

1þ sT 00
qo

(9.144)

These equations are suitable to model the generator in the full range of (local and
interarea) electromechanical oscillations.
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The contributions due to generator structure (i.e., to xd(s) and xq(s)) are depicted in
Figure 9.28.

As regards the contribution of the generator structure on the q-axis, the following
comments can be offered:

� zq is always positive, as intuitive, because it is due to the dynamic pole-zero
characteristics of xq(s).

� When the oscillation period To rises, the dynamic effect tends to zero, because xq(s)
tends to a constant value (xq), so much so that the dynamic effect vanishes.

� zq is sufficiently high (ffi 0.10–0.15) for local oscillations, while it radically drops in
case of low-frequency or interarea oscillations.

Dealing with the contribution of generator structure on the d-axis, with reference to
Figure 9.28b, it is possible to conclude that

� zd is always positive and this is intuitive, because it is due to the pole-zero dynamics
along the d-axis;

� the behavior of zd is opposite to the one of zq, since the d-axis is phase shifted by 90



versus the q-axis;
� zd is sufficiently high (ffi 0.08–0.12) for interarea oscillations, while it radically
drops in case of local oscillations.

To(s)
0.2 0.4 1 2(a) 4 10 20

0.12

0.08

0.04

0

ζq

To(s)

0.12

0.08

0.04

0

Without AVR

With AVR

(b) 0.2 0.4 1 2 4 10 20

ζd

Figure 9.28. Contribution to damping of the generator

structure along the q- and d-axes.
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9.4.3.3 Contribution of the Primary Voltage Control.

DAMPING OF OSCILLATIONS. The presence of the Primary Voltage Control affects the
damping of electromechanical oscillations. The overall effect zV of the Primary Voltage
Control is given by two contributions:

zV ¼ zF þ zPV (9.145)

The first contribution zF, destabilizing, is due to the interaction with the structure of
generators. Figure 9.28b shows also the contribution to damping in the presence of
automatic voltage regulator (AVR). When the AVR is in operation, the cutoff frequency
of the primary voltage control loop is only dependent on the transient reactance x0d, that is, it
is completely independent of the synchronous reactance xd. This means that the voltage
regulator has the effect of nullifying the dynamics of xd(s) that are responsible for the
positive effect (zd) that the excitation circuit alone has on damping when there is no voltage
control. In other words, it can be stated that the presence of voltage control extends the
validity of the approximations of a(s) and xd(s) (along the d-axis only), which are strictly
valid only at high frequency (i.e., only in the usual range of local oscillations), to the overall
range of electromechanical oscillations. This result is described in Figure 9.29.

The primary voltage control loop gives rise to another contribution to the damping,
called zPV. In this connection it should be pointed out that, under the assumption

x0d ¼ x00d ¼ x00q ¼ x00 ¼ xi (9.146)

the equivalent circuit of a generator (or area) connected to an infinite system, is depicted in
Figure 9.30a. The corresponding phasor diagram is reported in Figure 9.30b where the
internal emf e is variable in amplitude (e) and phase (d). Consequently, the delivered real
power pe and the voltage v at the generator terminals, which are output variables, can be put

Electromechanical
oscillations

Local
electromechanical

oscillations

(rad/s)

xd

x″

d-axis

0

–1

1

1

T ′do T ′d

a(jω)

xd( jω)

0

0.1 0.2 0.4 1 2 4 10 20

1

ω

Figure 9.29. Transfer functions along the direct axis, local electromechanical oscillations, and

overall range of electromechanical oscillations.
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into the form

pe ¼ f e; vR;df g
v ¼ g e; vR;df g

(
(9.147)

If vR is constant, then

Dpe ¼ kDdþ hDe

Dv ¼ h1 Ddþ h2 De

(
(9.148)

with

k , @pe
@d

� �o

h , @pe
@e

� �o

8>>><
>>>: (9.149)

and

h1 ,
@v

@d

� �o

h2 ,
@v

@e

� �o

8>>><
>>>: (9.150)

Therefore, the electromechanical and the voltage control loops can be described by the
block diagram depicted in Figure 9.31.

e

jxi jxe
pe

pL

(a)

i
v vR

δ
Re

q

d

e = e(sinδ + jcosδ )

i vR

(b)

Figure 9.30. (a) Equivalent circuit of a generator connected to

an infinite system; (b) relevant phasor diagram.
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Then

k0ðsÞ ¼ � hh1

h2
gvðsÞ (9.151)

where gv(s) is the closed-loop transfer function of the primary voltage control loop at
constant angle d:

gvðsÞ ,
Dv

Dvref
ðsÞ

� �
Dd¼0

¼ h2ðFvðsÞ=sT 0
doÞ

1þ h2ðFvðsÞ=sT 0
doÞ

(9.152)

or

gvðsÞ ¼
1

1þ sðT 0
do=ðh2FvðsÞÞÞ (9.153)

In the range of the electromechanical oscillations, it is usual to approximate the AVR
transfer function Fv(s) by its transient or dynamic gain mt (this assumption is strictly valid

sTa

sT′do

primary voltage control loop

ep

Electromechanical loop

k′(s)

k

h h1

h2Fv(s)

k

Electromechanical loop

1

1

sTa

1

+

+ +

+

+

+

+

–

–

+

+

–
Δpm

ΔvfΔvref

Δpm

for Δvref = 0

Δe Δv

Δpe

Δδ

Δδ

ΔΩ
Ωn

ΔΩ
Ωn

s

Ωn

s

Ωn

Figure 9.31. Block diagrams for analyzing the contribution zPV due to primary voltage control.
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for static excitation systems, and to a first approximation also for rotating excitation
systems):

FvðsÞ ’ mt (9.154)

From equation (9.153), it follows that

gvðsÞ ¼
1

1þ sTv

(9.155)

with

Tv ¼ 1

vv

¼ T 0
do

mth2
(9.156)

where vv is the cutoff frequency of the primary voltage control loop.
At this point, it is possible to evaluate the contribution zPV taking into account the

general equation (9.121). Since

Im k0 jvoð Þf g ¼ � hh1

h2
Im gv jvoð Þf g (9.157)

we obtain (see also equation (9.155))

zPV ¼ � Vn

2Tav2
o

hh1

h2
Im gv jvoð Þf g ¼ Vn

2Tav2
o

hh1

h2

vo=vv

1þ ðvo=vvÞ2
(9.158)

Based on equation (9.158), the contribution zPV depends only on the sign of hh1/h2:

hh1

h2
< 0 destabilizing effect zPV < 0

hh1

h2
> 0 stabilizing effect zPV > 0

8>><
>>: (9.159)

It can be verified that h2 is always positive, as it is intuitive; conversely, the signs of h
and h1 depend on the structure of the two-port network connecting the generator to the
infinite system and on the operating conditions (power flow).

In this respect, it is necessary to examine both the situation of a generator or an area
directly connected to the system (see Figure 9.24) and the situation with an intermediate
load, as they may give rise to different effects.

In the case of a generator-network connection without intermediate load, we imme-
diately deduce that

e � v ¼ jxii

v � vR ¼ jxei

(
(9.160)

fromwhich wemay derive the voltage v at the generator terminals. As a matter of fact, from

e � v

jxi
¼ v � vR

jxe
(9.161)

MAJOR FACTORS AFFECTING THE DAMPING OF ELECTROMECHANICAL OSCILLATIONS 517



with

e ¼ e cos dþ j sin dð Þ
vR ¼ vR

�
(9.162)

we infer

v ¼ xixe

xi þ xe

e

xi
þ vR

xe

� �
¼ xixe

xi þ xe

e cos d

xi
þ vR

xe

� �
þ j

e sin d

xi

� �
(9.163)

v ¼ xixe

xi þ xe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e

xi

� �2

þ vR

xe

� �2

þ 2evR cos d

xixe

s
(9.164)

By differentiating, we obtain the expressions for h1 and h2:

@v

@d

� �o

¼ � xixe

ðxi þ xeÞ2
� e

ovR sin d
o

vo
¼ � xixe

xi þ xe

pe
v

� �o
@v

@e

� �o

¼ xixe

xi þ xe

� �2 1

xivo
eo

xi
þ vR

xe
cos do

� �
8>>>><
>>>>:

(9.165)

As an alternative, in order to obtain the expression of v as a function of e and d, we can
consider the phasor diagram of Figure 9.32, and obtain equivalent expressions for the
coefficients h1 and h2:

e cos ðd� uÞ ¼ vþ xii sinf ¼ vþ xi
q

v

e sin ðd� uÞ ¼ xii cosf ¼ xi
pe
v

8<
: (9.166)

where

q ¼ v

xe
ðv� vR cos uÞ

pe ¼ v

xe
vR sin u

8><
>: (9.167)

Re

v

vRO

e

i

A
B

C

OB = e cos (δ – θ)

φ

φ
φ

δ θ

BC = e sin (δ – θ) = xi i cos φ

AB = xi i sin φjxi i

jxe i

Figure 9.32. Phasor diagram of a generator connected to an infinite system.
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By substitution of pe and q into (9.166), we can see that the second equation is
independent of v, so that the first equation relates v to e and enables to compute h1 and h2
univocally.

Indeed, it follows from the first of equations (9.166) and (9.167) that

e cos ðd� uÞ ¼ vþ xi

xe
v� xi

xe
vR cos u ¼ v

xi þ xe

xe
� xi

xe
vR cos u (9.168)

v ¼ xe

xi þ xe
e cos ðd� uÞ þ xi

xi þ xe
vR cos u (9.169)

h1 ¼ @v

@d

� �o

¼ � xe

xi þ xe
eo sin ðd� uÞo

h2 ¼ @v

@e

� �o

¼ xe

xi þ xe
cos ðd� uÞo

8>>><
>>>: (9.170)

where h2 is always >0, and also

h1

h2
¼ �eotan ðd� uÞo (9.171)

With regard to h2, it is maximum at no load (d� u¼ 0), when it is equal to xe/(xiþ xe),
and then decreases with increasing delivered real power (Figure 9.24).

Even in the case of a generator connected to an infinite system, the cutoff frequency vv

of such loop proves to be maximum at no load and to diminish—although slightly—with
increasing load.

As from equation (9.100), we have

@pe
@d

� �o

¼ k ¼ eovR

xi þ xe
cos do

@pe
@e

� �o

¼ h ¼ vR sin d
o

xi þ xe
¼ pe

e

� �o
8>>><
>>>: (9.172)

we finally obtain (�p/2< d
 <p/2), taking into account also equations (9.165) and (9.170)

k ¼ eovR cos d
o

xi þ xe
¼ qoR þ v2R

xi þ xe
> 0

h ¼ vR sin d
o

xi þ xe
¼ pe

e

� �o
h1 ¼ � xixe

xi þ xe

pe
v

� �o
¼ � xe

xi þ xe
eo sin ðd� uÞo

h2 ¼ xixe

xi þ xe

� �2 1

xivo
eo

xi
þ vR

xe
cos do

� �

¼ xe

xi þ xe
cos ðd� uÞo > 0

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

(9.173)
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and

h h1

h2
¼ �poe tan ðd� uÞo (9.174)

Therefore, the following first major conclusions can be drawn:
The signs of h and h1 depend on the sign of d

o, that is, on the sign of poe ; so, if the unit is
in generation mode ( poe > 0):

h > 0

h1 < 0

(
(9.175)

If, instead, it is in pumping mode ( poe < 0), then (see Figure 9.33),

h < 0

h1 > 0

(
(9.176)

Thus, as h2> 0 always,

h h1

h2
< 0 (9.177)

when the generator is directly connected to the infinite system, the voltage control loop
effect is always destabilizing (negative contribution to the damping of electromechanical
oscillations). In other words, the voltage control contribution is doubly negative in that, on
one hand, it nullifies the positive contribution of the field circuit zF and, on the other hand, it
introduces a negative contribution zPV.

If the generator is unloaded ( poe ¼ 0), as in the case of synchronous compensators

h ¼ h1 ¼ 0 (9.178)

the voltage loop is completely decoupled from the electromechanical one (see Figure 9.31)
and therefore the voltage control loop does not have any effect on the electromechanical
oscillations. Therefore, reducing the loading of the generators has a stabilizing effect: in
the absence of PSSs, the only action available to increase damping is the reduction of the
generated power.

As far as the aperiodic limit is concerned, it is possible to show that the presence of the
voltage regulator makes the limit angle dolim lie above 90
; therefore, the voltage control
loop increases the aperiodic stability region.

vR

vR
eo

eo
δ o > 0

δ o < 0

Figure 9.33. Unit in generation mode (a) and in pumping mode (b).

520 SMALL-DISTURBANCE ANGLE STABILITY AND ELECTROMECHANICAL OSCILLATION DAMPING



In general, for zPV, we can derive the following expression, from (9.158) and (9.174):

zPV ¼ 1

2v2
o

� Vn

Ta

poe tan ðd� uÞoIm gvð jvoÞf g

¼ � Vn

2Tav2
o

poe tan ðd� uÞo vo=vv

1þ ðvo=vvÞ2
(9.179)

Hence, the following second major conclusions can be drawn:

� For vo!1 or vo/vv!1 or vo�vv, zPV! 0. In the past (1960s), the AVR had no
effect on damping of electromechanical oscillations, because it was very slow (large
Tv, small vv, vv�vo). A negative but small zPV was largely compensated by zq.

� When the speed of response of the primary voltage control loop grows, that is, when
vv gets closer to vo, as in the case of modern static exciters, the contribution of zPV
tends to become increasingly negative. This occurs when

–xe increases (vo small), that is, the generator (area) is weakly connected to the
infinite system;

– poe increases, in case of either delivered or absorbed power (when poe reverts, also
tan(d � u)
 reverts);

–the internal angle (d � u)
 increases, that is, at a given real power, the delivered
reactive power qo is smaller (remembering in particular that, as q tends toward the
underexcitation limit, the internal angle tends to 90
);
–Ta decreases, that is, the (true or equivalent) generator inertia is smaller.

ABOUT OSCILLATION FREQUENCY. As shown in the previous sections, the general
expression for the oscillation frequency is given by

v2
o ¼

Vn

Ta

Re kð jvoÞf g (9.180)

with

Re kð jvoÞf g ¼ k � h h1

h2
Re gvð jvoÞf g (9.181)

Under the assumption

k � h h1

h2
Re gvð jv0Þf g (9.182)

the oscillation frequency can be approximated to

vo ’
ffiffiffiffiffiffiffiffi
Vnk

Ta

s
(9.183)

The above approximation depends on k, h, h1, and h2, that is, on the structure of the
connecting two-port network and on the operating point. In particular, since

Re gvð jvoÞf g ¼ 1

1þ ðvo=vvÞ2
(9.184)

0 � Re gvð jvoÞf g � 1 (9.185)
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we can state that, for each assigned poe , if xe decreases (and this better models local
oscillations), then do decreases, k and vo increase, h2 and vv decrease, vo/vv increases,
Re{gv(jvo)} decreases; therefore, equation (9.182) is more and more true, and equation
(9.183) is suitable for local oscillations more than for interarea oscillations.

Application: As an example, reference can be made to Figure 9.34 with the following
parameters

Ta ¼ 10 s; T 0
do ¼ 7:5 s

mt ¼ 50 p:u:=p:u:; xi ¼ 0:2 p:u:

xe ¼ 1 p:u:

8><
>: (9.186)

and the operating point

vo ¼ 1 p:u:

poe ¼ io ¼ 0:8 p:u:

(
(9.187)

The result is
vo
R ¼ 1� j0:8; eo ¼ 1þ j0:16

voR ¼ 1:28; eo ¼ 1:0127

ðd� uÞo ’ 9
; do ’ 48


8><
>: (9.188)

and then

k ¼ 0:723;
h h1

h2
¼ �0:128; h2 ¼ 0:833

vo ’
ffiffiffiffiffiffiffiffiffi
kVn

Ta

r
¼ 4:76; vv ¼ 5:55

vo

vv

¼ 0:86; Re gvð jvoÞf g ¼ 0:576

h h1

h2
Re gvð jvoÞf g ¼ �0:074 � k

8>>>>>>>>>><
>>>>>>>>>>:

(9.189)

jxi jxe
pe

q = 0

jxi i

jxe i

Re

(a)

(b)

δ – θ
δ

vR

vRv

e

i

v

e
i

Figure 9.34. Example of evaluation of approx-

imations when computing oscillation frequency.
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In this case, the condition (9.182) is well satisfied.
When this approximation fails, vo can be calculated from (9.180), (9.181), and

(9.184):

v2
o ¼

Vn

Ta

k � h h1

h2

1

1þ vo=vvð Þ2
 !

(9.190)

that is, from the biquadratic equation

v4
o þ v2

v �
kVn

Ta

� �
v2
o �

Vn v
2
v

Ta

k � h h1

h2

� �
¼ 0 (9.191)

whose real and positive single solution

vo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kVn=Tað Þ � v2

v

� �þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kVn=Tað Þ � v2

v

� �2 þ 4 Vn=Tað Þv2
v k � h h1=h2ð Þð Þ

q
2

vuut
(9.192)

provides the frequency of the electromechanical oscillation.

OSCILLATION FREQUENCY AND DAMPING CONTRIBUTION OF THE PRIMARY VOLTAGE CONTROL

ON LOCAL AND INTERAREA OSCILLATIONS. The expression of vo depends on k, h, h1, and h2 or
on k only. It is general, that is, without and with intermediate load between the generator
and the infinite system.

Further, let us suppose that the investigated subset of electromechanical oscillations
is expressed in terms of vo/vv (this is meaningful, because vv is practically always
ranging between 4 and 6 rad/s). So, we can generalize some conclusions based on some
particular cases:

ðiÞ vo

vv

’ 1 (9.193)

or voffi 4–6 rad/s, Toffi 1–1.5 s, that is, in practice, the borderline between local and
interarea oscillations:

Re gvð jvoÞf g ’ 1

2

Im gvð jvoÞf g ’ � 1

2

8><
>: (9.194)

v2
o ’

Vn

Ta

k � h h1

2h2

� �
(9.195)

Moreover, equation (9.182) being satisfied:

vo ’
ffiffiffiffiffiffiffiffi
kVn

Ta

s
(9.196)
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we obtain from (9.179)

zPV ¼ 1

2v2
o

� Vn

Ta

poe tan ðd� uÞoIm gv jvoð Þf g

¼ � 1

4k
poe tan ðd� uÞo

(9.197)

independent of the dynamic gain mt of the AVR.

ðiiÞ vo

vv

	 2 (9.198)

or vo	 8–12 rad/s, To� 0.5–0.8 s, that is, in the domain of local oscillations,

Im gv jvoð Þf g ’ �vv

vo

Re gv jvoð Þf g ’ vv

vo

� �2

8>><
>>: (9.199)

so that the real part tends to zero more rapidly than the imaginary part.
As a consequence, equation (9.182) is certainly satisfied and thus

vo ’
ffiffiffiffiffiffiffiffi
kVn

Ta

s
(9.200)

zPV ¼ � 1

2v2
o

� Vn

Ta

� vv

vo

poe tan ðd� uÞo

¼ � 1

2kvo

vvp
o
e tan ðd� uÞo

(9.201)

In this case, all other parameters being equal, the negative contribution zPV increases
when vv or the dynamic gain mt increases.

ðiiiÞ vo

vv

� 1

4
(9.202)

or vo� 1–1.5 rad/s, To	 4–6 s, that is, in the domain of interarea oscillations,

Im gvð jvoÞf g ’ �vo

vv

Re gvð jvoÞf g ’ 1

(
(9.203)

k and h h1=h2 comparable (9.204)

vo ’
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vn

Ta

k � h h1

h2

� �s
(9.205)
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zPV ¼ � 1

2v2
o

� Vn

Ta

� vo

vv

poe tan ðd� uÞo

¼ � 1

2vo

� Vn

Ta

� 1

vv

poe tan ðd� uÞo
(9.206)

So, in this case, all other parameters being equal, the negative contribution zPV
increases when vv or the transient gain mt decreases.

The above considerations are summarized in qualitative terms in Figure 9.35.

DAMPING IMPROVEMENT IN THE ABSENCE OF PSS. The three conclusions of the previous
section justify why, when no appropriate PSSs are available, the following control action is
suitable in order to damp any type of electromechanical oscillation:

� Reduction of delivered real power and limitations of reactive power in under-
excitation operation, with consequent reduction of generator utilization with respect
to thermal and turbine limits (see Figure 9.36).

Besides, where no appropriate PSSs are available, the following additional control
actions can be taken (depending on the type of electromechanical oscillations), at a
given operating point

� In case of local oscillations, reduction of the dynamic AVR gain mt; however, this
deteriorates the speed of response of the primary voltage control loop.

� In case of relatively slow interarea oscillations (To	 4 s, vo� 1.5 rad/s), increase
of mt.

For oscillations in the range of 4–6 rad/s (To¼ 1–1.5 s), that is, in case of interarea
oscillations having a small oscillation period, zPVis practically unaffected by variations ofmt.

All the conditions described so far, just as those concerning the signs of h and h1,
remain valid also for a more general model of gv(s), remembering that gv (jv) has a negative
phase in the range of 0–180
.

0

1
1.5

3
4
6

8
10
12

Interarea oscillations

Local oscillations

Increasing μt
is useful

Zone of insensitivity
to μt

Decreasing μt
is useful

ωo = 0.5

ωv or μt

–ζPV

Figure 9.35. Damping contribution of

AVR versus its dynamic gain.
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In the case of the generator on the infinite system without intermediate load, under
manual control (Dvf ffi 0), the aperiodic-type stability limit of the rotor angle was found to
be 90
. The above conclusions show that the negative contribution zPV may result in a more
restrictive constraint: in order to ensure a reasonable oscillatory-type stability margin, d


can be limited, in the absence of PSSs, to below 90
. Accordingly, the limit value for the
real delivered power may be lower than

poe
� �

do¼90
 ¼
eovR

xi þ xe
(9.207)

Figure 9.37 depicts the qualitative curves of aperiodic and oscillatory stability limits
with and without AVR. The figure stresses, as of now, the benefits deriving from the use of
appropriate stabilizing signals.

pe
(p.u.)

q
(p.u.)

1

o.p.

–1 0

δ – θ

1

Underexcitation
limit

Overexcitation
limit

Turbine limit

Technical
minimum

qo

po
e

o.p.o.p.

– –0.5~ – –0.4~(vo)2

xd

o.p.: operating point

–

Figure 9.36. Generator capability curves.

pe

q

1

Underexcitation
limit

Turbine limitb
d

a

c

0.5 0–0.5

Figure 9.37. Qualitative curves of stabil-

ity limits following small perturbations:

(curve a) aperiodic without AVR; (curve b)

aperiodic with AVR; (curve c) oscillatory

with AVR and without PSSs; (curve d)

oscillatory with AVR and with PSSs.
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IMPACT OF LOADS AND POWER FLOWS ON THE DAMPING. The case of an intermediate load
between the generator and the infinite system is certainly a more significant case from the
practical point of view. In particular, it can also model the case of a system area, with its
generators (represented by an equivalent generator) and loads (represented by an equiv-
alent load), connected to the rest of the system.

For the sake of simplicity, it is suitable to assume the load static, linear and directly
connected to the generator terminals (Figure 9.38a).

The following equation applies

e � v

jxi
¼ v � vR

jxe
þ v

z
L

(9.208)

that is

�j
e

xi
þ vR

xe

� �
¼ v

1

jxe
þ 1

jxi
þ 1
z
L

� �
(9.209)

By putting
1
z
, 1

z
L

þ 1

jxe
þ 1

jxi
(9.210)

vR ¼ vR

e ¼ e cos dþ jsin dð Þ

(
(9.211)

we infer

v ¼ �jz
e cos d

xi
þ vR

xe

� �
þ j

e sin d

xi

� �
(9.212)

e

jxi jxe

zL

v

pe, q pT, qT

pL, qL

(a)

Ssc = ∞
H = ∞

vR

e vR

pe

(b)

y0

y1

y2

Figure 9.38. Generator connected to an infinite

system with intermediate load: (a) electrical

scheme; (b) equivalent circuit.
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from which

v ¼ g e; vR; df g ¼ z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e

xi

� �2

þ vR

xe

� �2

þ 2evR cos d

xixe

s
(9.213)

quite similar to equation (9.164). As a result (z takes the place of xixe/(xiþ xe)), we obtain

@v

@d

� �o

¼ � z2

xixe
� e

ovR

v0
sin do

@v

@e

� �o

¼ z2

xivo
eo

xi
þ vR

xe
cos do

� �
8>>><
>>>: (9.214)

To derive the expression of pe as a function of e, d, and vR, it is useful to apply the star-
delta transformation, as shown in Figure 9.38b, obtaining

y1 ¼ �z
1

xixe
, g1 þ jb1

y0 ¼ �jz
1

xizL
, g0 þ jb0

8>><
>>: (9.215)

As

pe ¼ Re eðy0eÞ� þ e½y1ðe � vRÞ��f g (9.216)

we have

pe ¼ g0e
2 þ g1ðe2 � evR cos dÞ � b1evR sin d

¼ ðg0 þ g1Þe2 � evRðg1 cos dþ b1 sin dÞ (9.217)

and by differentiating

@pe
@d

� �o

¼ evRðg1 sin d� b1 cos dÞ½ �o (9.218a)

@pe
@e

� �o

¼ 2eðg0 þ g1Þ � vRðg1 cos dþ b1 sin dÞ½ �o (9.218b)

Hence, in lieu of equations (9.173), we get

k ¼ evRðg1 sin d� b1 cos dÞ½ �o

h ¼ 2eðg0 þ g1Þ � vRðg1 cos dþ b1 sin dÞ½ �o

¼ pe
e

þ eðg0 þ g1Þ
h io

h1 ¼ � z2

xixe

evR

v
sin d

h io
h2 ¼ z2

xi

1

v

e

xi
þ
vR

xe
cos d

� �� �o
> 0

(9.219)
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where z, g1, b1, and (g0þ g1) only depend on the electrical parameters of the system (xe),
generator (xi), and load (rL, xL) and do not depend on the transit poT or on the operating
point.

Based on equations (9.219), the following remarks may be made:

1. As the contribution of the primary voltage control loop to damping is always
provided by

zPV ’ � 1

2vo

� Vn

Ta

� h h1
h2

Im gvð jvoÞf g (9.220)

the approximation

vo ’
ffiffiffiffiffiffiffiffiffi
kVn

Ta

s
(9.221)

is subject to the same considerations made for the case without intermediate load.

2. To have k> 0, it is required that

tan do > b1=g1 (9.222)

and thus the condition k¼ 0 is no longer defined by dolim ¼�90
 as in the case
without intermediate load (g1¼ 0) but rather by the more restrictive

tan dolim ¼ b1=g1 (9.223)

3. The sign of h not only depends on the sign of pe, as in the case without intermediate
load but also on the value of (g0þ g1). In this connection, let us assume that the
impedance zL of the load is purely resistive

z
L ¼ rL (9.224)

This assumption does not prevent from generality, as the case of an resistive–
inductive load can be studied using Th�evenin’s Theorem, as in Figure 9.39.

The star-delta transformation provides the following values of b0, b1, g0, g1

b0 ¼ �1

xi
a b1 ¼ � 1

xi þ xe
a

g0 ¼
1

rL
� xe

xi þ xe
a g1 ¼ � 1

rL
� xp

xi þ xe
a

8>><
>>: (9.225)

with

xp ¼ xixe

xi þ xe

a ¼ 1

1þ ðxp=rLÞ2

8>><
>>: (9.226)

MAJOR FACTORS AFFECTING THE DAMPING OF ELECTROMECHANICAL OSCILLATIONS 529



Now, note that

g0 þ g1 ¼
1

rL
� xe � xp

xi þ xe
a ¼ 1

rL

xe

xi þ xe

� �2 1

1þ ðxp=rLÞ2
> 0 (9.227)

which is always satisfied, whatever the value of xp or xe. It follows that

– if the unit is in generation mode ( poe > 0), then

h > 0 (9.228)

– If the unit is unloaded ( poe ¼ 0), then

h > 0 (9.229)

– If the unit is in pumping mode ( poe < 0), then

h R 0 (9.230)

depending on

poe R � ðeoÞ2ðg0 þ g1Þ (9.231)

Thus, the coefficient h becomes negative for

poe < �ðeoÞ2ðg0 þ g1Þ (9.232)

4. The sign of h1 depends only on the sign of d
o, as in the case without load. However,

now do may be negative, even if the unit or the area is in generation mode and this
depends on the load and on the real power transit poT . Figure 9.40 qualitatively

e

jxi

jxi

jxe

vR
rL jxL

rL

jx′e

xL

xL + xe

xexLx′e = 
xe + xL

e v′R

v′R = vR

Figure 9.39. Application of Th�evenin’s Theorem to the case of a resistive-inductive load.
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o =

pe
o
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o =

pT
o > 0
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o
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Figure 9.40. Unit in generation mode in the same operating point (eo, vo, (d� u)o, po
e are const.):

effect of the decrease in real transit po
T with the increase in real load po

L .
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describes this situation: it is worth noting that the generator operating conditions
(eo, vo, sin d� uð Þo, poe) are the same in all cases.

Since

poe ¼
eovo

xi
sin ðd� uÞo

poT ¼ vovR

xe
sin uo

8>><
>>: (9.233)

we deduce (see situation 5)

�AB ¼ vR sin u
o ¼ xep

o
T

vo

�CD ¼ e osin ðd� uÞo ¼ xip
o
e

vo

8><
>: (9.234)

and the condition do¼ 0 occurs when the load is also supplied by the network, that
is, poT < 0.

In particular, if we assume

eo ’ vR (9.235)

we get (point A matches C, situation 4 in Figure 9.40)

xe p
o
T

�� �� ¼ xip
o
e (9.236)

whereas in situation 3

poT
�� �� < xi

xe
poe (9.237)

and in situation 5

poT
�� �� > xi

xe
poe (9.238)

Therefore, do is negative when the approximated condition (9.238) is fulfilled.
Additionally, for a load also supplied by the network, we have

poL ¼ poe þ poT
�� �� (9.239)

Therefore, the condition (9.238) may also be written as

poL > 1þ xi

xe

� �
poe (9.240)

5. From (9.219), we have

�hh1 ¼ z2

xixe

evR

v
sin d

h io pe
e
þ eðg0 þ g1Þ

h io
(9.241)

Neglecting the case poe < 0 (unit in pumping mode), the sign of�hh1 depends on
the sign of the angle do. Hence, again under the assumption (9.235) and taking in
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mind that h2> 0, we may conclude that the effect of the voltage control loop, when
a load is present, is (due to condition (9.159))

� destabilizing if

poT
�� �� < xi

xe
poe (9.242)

� stabilizing if

poT
�� �� > xi

xe
poe (9.243)

In particular, in the case of generator at no load ( poe ¼ 0 like in the case of
synchronous compensators), as h> 0, h2> 0, and h1< 0 for do< 0, the effect of
AVR is positive (it was null in the case of load far from the generator).

6. Therefore, the presence of a real load always has stabilizing effects; this is depicted
in Figure 9.41 (cases numbered as in Figure 9.40), which shows the qualitative shift
of the electromechanical mode as the power flows from the infinite system to the
area increases.

Some of the previous results may be simplified in practice, in particular equation
(9.243). In effect, for both local and interarea oscillations, we get

b0j j � g0

b1j j � g1

(
(9.244)

s

Re

Im

5 4 3 2 1 0

0 : without load; pT
o = pe

o

1 : pT
o > 0 and < pe

o

2 : pT
o = 0 and < pe

o

3 : pT
o < 0 and <

4 : pT
o < 0 and =

5 : pT
o < 0 and >

xi pe
o

xe

xi pe
o

xe

xi pe
o

xe

ζPV

Figure 9.41. Qualitative shift of electromechanical oscillation following transit decrease.
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and also

a ’ 1 (9.245)

For instance, if xiffi 0.3 p.u., rLffi 1.25 p.u. ( poL ffi 0.8 p.u.), we obtain (all parameters
are in p.u.)

� for local oscillations with xeffi 0.7 p.u., Toffi 1 s

xp ¼ 0:21 a ¼ 0:97

b0 ¼ �3:24 b1 ¼ �0:97 ’ �1= xi þ xeð Þ
g0 ¼ 0:543 g1 ¼ �0:163

8><
>: (9.246)

� for interarea oscillations with xe¼ 9.7 p.u., Toffi 3.5 s

xp ¼ 0:29 a ¼ 0:95

b0 ¼ �3:16 b1 ¼ �0:098 ’ � 1

xi þ xe
g0 ¼ 0:74 g1 ¼ �0:022

8>><
>>: (9.247)

Consequently, from (9.225)

y0 ’ g0 ¼
1

rL
� xe

xi þ xe

y1 ’ jb1 ¼ �j
1

xi þ xe

8>>><
>>>: (9.248)

In this expression, the larger xe with respect to xi (case of low-frequency oscillations),
the closer will be go to gL(¼ 1/rL). The equivalent circuit of Figure 9.38b becomes as shown
in Figure 9.42, as if the load were directly supplied by the internal emf of the generator.

Therefore, the expressions of k, h1, and h2 are those applying to the situation without
load with poT in place of poe , in that

eovR sin d
o

xi þ xe
¼ poT (9.249)

Therefore, from (9.219), we get

h1 ¼ � xixe

xi þ xe

pT
v

� �o
(9.250)

e

jxi jxe

vR

pe

pL

pT
vg0

Figure 9.42. Approximation of the

equivalent circuit of Figure 9.38b.

534 SMALL-DISTURBANCE ANGLE STABILITY AND ELECTROMECHANICAL OSCILLATION DAMPING



h ¼ pe
e
þ g0e

� �o
(9.251)

Then, go being positive and excluding the pumping-mode case, we obtain

�hh1 < 0 (9.252)

if

poT < 0 (9.253)

replacing equation (9.243). Hence, to a first approximation, the mere fact that the power
flow comes from the infinite system ( poT negative) will cause the primary voltage control
loop to have a stabilizing effect.

Based on the above considerations on the real load dependence on voltage, it may be
stated that

� At no load ( poe ¼ 0), the effect of the voltage control loop is positive; conversely, in
case of absence of load or of load far from the generator, such effect was null.

� The presence of a real load always has a stabilizing effect; indeed, at a given poe , it
reduces the rotor angle do: if equation (9.243) is not satisfied, the value of zPV
remains negative, but it is lower in absolute terms than in absence of load.

� Thus, braking resistors, shunt connected to the generator terminals (see Figure 9.43)
and fully equivalent to a linear real load, represent a solution—expensive—to
improve the damping of electromechanical oscillations.

� If equation (9.243) is satisfied, then the effect of the primary voltage control loop is
positive, that is, the stabilizing effect of load is such as to offset completely the effect,
which is otherwise always negative, of the voltage loop. Such feature depends on xe.
Therefore, in terms of system characteristics, such situation may be different, in
practice, depending on whether fast or local oscillations or slow or interarea
oscillations are involved. Given the fact that equation (9.243) requires a negative
poT , that is, a load also supplied by the network, positive damping is obtained:

– for fast electromechanical oscillations (relatively small xe), if p
o
T accounts for a

significant percentage of poe or is comparable to poe ;

– for slow electromechanical oscillations (relative large xe), if p
o
T accounts for an

even small percentage of poe , for example 5–10%.

� The previous considerations, along with those made in the preceding section, clearly
show that the contribution zPVand thus the problem of damping of electromechanical
oscillations is a problem of real power transmission.

jxi jxe

R

vR

Ssc = ∞
H = ∞

Figure 9.43. Switching-on of braking resis-

tors at generator terminals.
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MAJOR CONCLUSIONS ON THE INFLUENCE OF THE PRIMARY VOLTAGE CONTROL. To get an
idea of the value that zPV may take on with and without intermediate load, the realistic
situation of a generation and possibly load area will be considered. The area may export
power ( poT > 0), import power ( poT < 0), or have zero power exchange ( poT ¼ 0). To
simplify computations, let us also suppose that qoL ¼ 0 (purely real load) and that (see
Figure 9.44a).

qoT ¼ q ¼ 0 (9.254)

Consequently, vR and qR will adapt to the various operating conditions. At vo¼ 1, we
will thus have

� for each value of poe

io ¼ poe ¼ poL þ poT

eo ’ 1

d� u ¼ const:

8><
>: (9.255)

� for each value of poT

vR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðxepoTÞ2

q
tan u ¼ xep

o
T

(
(9.256)

� for each value of load and of xe, the values of z, g1, b1, and (g0þ g1) are constant.

jxi jxe

pe, q

(a)

pT, qT pT, qR

rL
e

i iT

v vRpL, iL

vR

e

jxi i
vδ – θ

θ

δ i
Re

jxe iT

iT iL

(b)

Figure 9.44. Evaluation of zPV: (a) equivalent circuit;

(b) phasor diagram.
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Figures 9.45 and 9.46 show the behavior of zPV as a function of xe, that is, of the
oscillation period To, and of the power flows. They are based on (9.173), without
intermediate load, and on equations (9.219) in the presence of load ( poL ¼ 0:8 p:u:,
rL ¼ 1:25 p:u:, qoL ¼ 0). In particular, the curves are obtained by assuming

xi ¼ 0:2 p:u: Ta ¼ 10 s

T 0
do ¼ 7:5 s mt ¼ 50 p:u:=p:u:

(
(9.257)

These results can be summarized as follows (see Figure 9.46):

� If the area exports power, zPV< 0.
� If the area imports power, zPV> 0 is likely to occur.

9.4.3.4 Effect of Primary Frequency Control.

BASIC CONSIDERATIONS. Let �d(s) be the transfer function of the primary speed
governor of the unit, of the related supply system and of the turbine:

�dðsÞ , Dpm
DV=Vn

ðsÞ
� �

(9.258)
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Figure 9.45. Trend of zPV without

intermediate load.
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Figure 9.46. Trend of zPV with intermedi-

ate load.
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Figure 9.47a shows the block diagram for assessing the effect on electromechanical
oscillations. This diagram may be transformed into the one shown in Figure 9.47b, where

k0ðsÞ , s

Vn

dðsÞ (9.259)

and thus

k0ð jvoÞ ¼ j
vo

Vn

dð jvoÞ ¼ j
vo

Vn

Re dð jvoÞf g þ jIm dð jvoÞf g½ � (9.260)

that is

Im k0ð jvoÞf g ¼ vo

Vn

Re dð jvoÞf g (9.261)

So, from equation (9.121), we obtain

zPF ’
1

2voTa

Re dð jvoÞf g (9.262)

Therefore, the effect of primary frequency control loop is stabilizing only if

�p

2
< ffdð jvoÞ < p

2
(9.263)

1

sTa s

–d(s)

k

–

+

Δpm

Δpe

Δδ

ΔΩ
Ωn Ωn

(a)

1

sTa s

k

sd(s)

k′(s)

–

+

+

Δpa

Δpd

Δδ

ΔΩ
Ωn Ωn

Ωn

(b)

Figure 9.47. Block diagrams for assess-

ing the effect of primary frequency con-

trol on the damping of electromechanical

oscillations.
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as shown Figure 9.48, or

Re dð jvoÞf g > 0 ) zPF > 0

Re dð jvoÞf g < 0 ) zPF < 0

(
(9.264)

Now, to evaluate the actual contribution of primary frequency control, it is necessary to
study the details of the dynamic characteristics of d(s), due to differences in speed
governors, supply systems and turbines. It is suitable to evaluate at least the main features
of the primary frequency control of

� conventional thermal units;
� gas-turbine and combined-cycle units;
� hydro units.

CONVENTIONAL THERMAL UNITS. Assume that the effect of the slowest control loops is
neglected, as they do not interact with electromechanical oscillations. The following
transfer function for the frequency control loop is suitable for the analysis:

dðsÞ ¼ 1

bp
� 1

ð1þ sT scÞ2
� 1þ saTR

1þ sTR
(9.265)

where bp is the permanent droop, Tsc is the steam-chest time constant, TR is the reheater
time constant, and a is the fraction of power produced by high-pressure stages.

For these parameters, typical data are

bp ¼ 0:05 p:u:=p:u: a ¼ 0:3 p:u:=p:u:

Tsc ¼ 0:3 s TR ¼ 10 s

(
(9.266)

Therefore,

dðsÞ ¼ 20
1

ð1þ s0:3Þ2 � 1þ s3

1þ s10
(9.267)

and the relevant Bode plots are shown in Figure 9.49.

Re

Im

2

d( jωo)

2

Destabilizing effect
ζPF < 0

Stabilizing effect
ζPF > 0

2
–

π

2

π

Figure 9.48. Stabilizing and destabilizing

effects of primary frequency control loop.
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Based on equation (9.262), Figure 9.50 shows the approximate damping contribution
that occurs upon the variation of the electromechanical oscillation period To and for a start-
up time Ta¼ 8 s.

It is worth noting that

� in case of local oscillations (To¼ 0.4–1 s), zPF is negative but very small, because
Re{d(jvo)} is very small and can be neglected. Moreover, Dpmffi 0 because the
amplitude of d(jvo) is very small too;

� in case of interarea oscillations (To	 2 s), zPF becomes positive and high (Dpm 6¼ 0),
so high as to certainly compensate zPV< 0 for To	 4 s;

� if, Ta remaining equal, bp is higher than assumed (areas with regulating and
nonregulating units), for example, bp¼ 0.15 p.u./p.u. (as shown in Figure 9.50),
then any effect will be reduced proportionally;

� if, bp remaining equal, the start-up time is greater than 8 s (e.g., Ta¼ 12 s, in case of
areas with many rotating loads), the effects will be similarly reduced;

� good frequency control (well-damped control loop and presence of many regulating
units) provides a strongly positive contribution to damping of very slow electro-
mechanical oscillations (whose frequency lies within the frequency range controlled
by the regulation). This is another good reason for having good frequency control in
large interconnected power systems that experience interarea oscillations.

d( jω)

|d( jω)|

10–110–2 101 102
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–180º
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10–1

1
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1

3
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–1

–2

ω (rad/s)

Figure 9.49. Typical Bode plots of pri-

mary frequency control loop transfer

function d(s) for a thermal unit.
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GAS TURBINES AND COMBINED-CYCLE POWER PLANTS. In case of gas turbines, the
following expression holds for d(s):

dðsÞ ¼ 1

bp
� 1

ð1þ sT tÞ � 1

ð1þ sT fÞ2
� 1þ saTm

1þ sTm

(9.268)

where bp is the permanent droop, Tt is the throttle time constant, Tf is the fuel equivalent
time constant, Tm is the engine time constant, a is the engine transient gain.

With reference to industrial engines, the following typical parameter values may be
assumed

bp ¼ 0:05 p:u:=p:u: T t ¼ T f ¼ 0:1 s

Tm ¼ 1 s a ¼ 0

(
(9.269)

and then

dðsÞ ¼ 20

ð1þ s0:1Þ3ð1þ sÞ (9.270)

Bearing in mind that

Ta ’ 20 s (9.271)

the diagram of Figure 9.51 is obtained.
The remarks previously made for conventional thermal units will apply. In addition, it

can be observed that

� in comparison with conventional thermal units, the reheater time constant (equal to
about 10 s) is missing and, accordingly, zPF is higher in the range of interarea
electromechanical oscillations.

In case of combined-cycle units, the results are intermediate between those depicted in
Figures 9.50 and 9.51.
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Steam-chest
effect

–0.1

Figure 9.50. Qualitative contribution of primary frequency control loop of conventional thermal

units to damping of electromechanical oscillations.
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HYDRO UNITS. To highlight the effect of the penstock and therefore also of the
operating point, it is useful to consider separately the speed governor (represented by
gr(s)) and of the water supply system (represented by ga(s)):

dðsÞ ¼ grðsÞgaðsÞ (9.272)

jdð jvÞj ¼ jgrð jvÞj � jgað jvÞj
ffdð jvÞ ¼ ffgrð jvÞ þ ffgað jvÞ

(
(9.273)

Assuming that (i) the speed governor is equipped with an accelerometer and thus has
no transient feedback and (ii) the penstock and the turbine are described by the low-
frequency approximation, we obtain

grðsÞ ¼
1

bp
� 1þ sTac

1þ sTb
� 1

1þ sðTs=bpÞ

gaðsÞ ¼
1� sðTwnq

oÞ
1þ sðTwnqo=2Þ

8>>><
>>>: (9.274)

where bp is the permanent droop, Tac is the accelerometer time constant, Tb is the
tachometer time constant (ffi 0.3 s, not negligible, like in the case of thermal units),
1/Ts is the control servomotor gain, Twn is the penstock nominal start-up time, and qo is the
water flow rate in the operating point.

Assuming the typical parameter values

bp ¼ 0:05 p:u:=p:u: Tac ¼ 3 s

Tb ¼ 0:3 s T s ¼ 0:5 s

(
(9.275)

for the governor (supposing that the unit is equipped with a Pelton turbine) and Twn¼ 1.25 s
for the penstock, with the unit at full load

qo ¼ 0:8 p:u: (9.276)
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Figure 9.51. Qualitative contribution

of primary frequency control loop of

gas turbines to damping of electrome-
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A realistic form of d(s) can be obtained by

grðsÞ ¼ 20
1þ s3

ð1þ s0:3Þð1þ s10Þ
gaðsÞ ¼

1� s

1þ s0:5

8>><
>>: (9.277)

whose Bode plots are reported in Figure 9.52.
In order to compare the results with thermal units, let us assume Ta¼ 8 s (instead of

ffi 6 s, typical value for hydro units). Figure 9.53 shows the damping contributions of the
speed governor alone, that is, of the unit at no load (qo¼ 0 and ga(s)¼ 1) and of the
governor-supply system set at full load and at half load (qo¼ 0.4 p.u.).

It can be observed that

� at no load, only the speed governor has an effect, which is stabilizing;
� the effect of the penstock is destabilizing: the greater the load, the more destabilizing
the effect for a given To;

� at high load, the overall effect is destabilizing and to a significant extent (Dpm 6¼ 0) in
the range of interarea electromechanical oscillations, whereas it is small (Dpmffi 0) in
the range of local oscillations, as in the case of thermal units;

� at low load, the effect of the penstock tends to disappear (ga(s)! 1) and the overall
effect may also be stabilizing, but still very small in the range of local electro-
mechanical oscillations. Conversely, it is certainly stabilizing and to a significant
extent for interarea oscillations;

� for To< 0.6 s, the overall effect is ffi 0;
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Figure 9.52. Typical Bode plots of the transfer functions of (a) speed governor; (b) water supply

system of hydro unit equipped with Pelton turbine and qo¼0.8 p.u. (full load).
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� for To> 10 s, the overall effect is highly stabilizing;
� for bp and Ta, the same considerations as those made about thermal units will
apply.

� in case of Francis and Kaplan turbines (Figure 9.53 refers to Pelton turbines), that is
for hydro units with low water-head, the penstock effect tends to disappear (Tw! 0)
in the overall range of electromechanical oscillations.

MAJOR CONCLUSIONS ON THE INFLUENCE OF THE PRIMARY FREQUENCY CONTROL. According
to the analysis developed above, the following conclusions on the contribution of zPF in
interconnected power systems can be drawn:

� It is generally highly dependent on type of the units in operation, actual regulating
capacities and load of hydro units.

� It can be disregarded (Dpmffi 0) in case of local oscillations involving thermal units
and low water-head hydro units.

� It must be taken into account and can have positive or negative effects (Dpm 6¼ 0) in
case of interarea oscillations.

9.4.3.5 Outline of Other Contributions. Other possible issues could affect the
damping of electromechanical oscillation in electric power systems. For the sake of brevity,
we summarize the conclusions for each of such factors:

� The nonlinear dependence of a real load on voltage has a stabilizing effect, as in the
linear case. The higher the exponent kpv of the voltage dependence of the load, the
higher will the positive contribution of the load be.

� As the load regulating energy is very small compared to the one of the units, the
dependence of the frequency on a real load is stabilizing but generally small.
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� Reactive loads, shunt reactors, and shunt capacitors have indirect effects: positive in
the case of capacitors banks and capacitive loads; negative in the case of inductive
loads and shunt reactors. However, such effects are negligible, as they are related to
the reactive power.

� The compound action and the over/underexcitation limiting circuits worsen zPV but
in a negligible way, because the related loops are very slow.

� Secondary voltage control (thanks to the reactive power control loop) provides a
positive contribution to interarea oscillations only. However, also this contribution is
very small.

� Secondary frequency control (or LFC), just as boiler controls, has no effect on
damping.

� FACTS controllers, such as SVCs and TCPARs, provide negative but negligible
direct contributions, since they have very fast controls. Thanks to their voltage
support action, SVCs provide a stabilizing indirect contribution; indeed, by decreas-
ing the electromechanical oscillation periods, they increase the contribution zq of the
generator structure along the q-axis.

� HVDC links improve zPV; indeed, if they are in power control mode, they reduce real
power flows on AC links. In frequency control mode, they provide a strongly
stabilizing contribution, thanks to the very small value of the permanent droop
(0.01 p.u./p.u. instead of 0.05 p.u./p.u.).

9.4.4 Summary of the Major Factors Affecting the Damping
of Electromechanical Oscillations

The stability, and in particular the damping of electromechanical oscillations is dependent
on a number of factors: the characteristics of generators, the controls and the physical
process of the energy conversion. The main conclusions of this section are as follows:

� The structure of generators introduces a highly positive contribution zS; in particular,
the quadrature axis has a highly positive zq effect on local oscillations, whereas the
direct axis (in the absence of the AVR) has a highly positive effect zd on interarea
oscillations.

� Primary voltage control nullifies the positive contribution zd. Moreover, with no
load, it introduces a second negative contribution zPV; the slower the oscillations, the
larger the latter contribution.

� The presence of the real load and its dependence on voltage has a stabilizing effect
and, depending on the directions of real power flows in the system, it may be such as
to make zPV strongly positive.

� Primary frequency control (on conventional thermal, gas-turbine and combined-
cycle units) provides a negative and very small contribution zPF to local oscillations.
By contrast, such contribution becomes positive upon interarea oscillations and so
high as to compensate zPV.

� In the case of hydro units with high water-head (Pelton turbines), zPF is strongly
variable and depends on the delivered power. At low load, it is always stabilizing; at
medium-high load, it is strongly negative, especially upon interarea oscillations;
conversely, upon very slow oscillations, it may become strongly positive.
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� Instead, in the case of hydro units with low water-head (Francis and Kaplan
turbines), zPF is actually always positive.

� Thus, the contribution zPF is highly dependent on the type of the units in operation,
actual regulating capacities and load of hydro units. For thermal units and low water-
head hydro units, it can be disregarded in the case of local oscillations. In case of
interarea oscillations, it must be taken into account.

9.5 DAMPING IMPROVEMENT

9.5.1 Introduction

The concepts described in the previous section highlight that modern voltage regulators are
among the main responsible factors for negative damping of electromechanical oscilla-
tions. Interestingly, if we consider the block diagram of Figure 9.31 at constant set point,
we obtain (with or without intermediate load)

De ¼ �FvðsÞ
sT 0

do

Dv ¼ �FvðsÞ
sT 0

do

ðh2 Deþ h1 DdÞ (9.278)

that is,

De ¼ �h1
FvðsÞ=sT 0

do

1þ h2ðFvðsÞ=sT 0
doÞ

Dd (9.279)

Taking into account that

Dd ¼ Vn

s
� DV
Vn

gvðsÞ ¼
h2ðFvðsÞ=sT 0

doÞ
1þ h2ðFvðsÞ=sT 0

doÞ

8>>><
>>>: (9.280)

we also derive

De ¼ � h1 Vn

h2s
gvðsÞ

DV

Vn

(9.281)

As around the electromechanical oscillation frequency vo

gvð jvÞ ¼
1

1þ jðv=vvÞ ¼
1� jðv=vvÞ
1þ ðv=vvÞ2

(9.282)

we obtain

hDe ¼ h h1

h2
� Vn

v 1þ ðv=vvÞ2
h i v

vv

þ j

� �
DV

Vn

(9.283)

representing real power changes due to changes in the internal emf as a result of voltage
control:

hDe ¼ @pe
@e

� �o

De (9.284)
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The total variation of electrical power is

Dpe ¼ kDdþ hDe ¼ k
Vn

s
� DV
Vn

þ hDe ¼ Dp0e þ Dp00e (9.285)

which, around vo, becomes

Dpe ¼ �j
kVn

v
þ h h1

h2
� Vn

v 1þ v=vvð Þ2
h i v=vv þ jð Þ

2
4

3
5DV

Vn

(9.286)

Hence, the imaginary part of Dpe depends on both Dp0e and on the imaginary part of
Dp00e , while the real part of Dpe depends only on the real part of Dp00e .

On the other hand, the conditions for stability are, as shown in (9.159)

h h1

h2
< 0 ) zPV < 0

h h1

h2
> 0 ) zPV > 0

8>><
>>: (9.287)

This means that, when zPV< 0, electrical power variations have a component that is
due to internal emf variations and that is in phase opposition to speed variations, that is,
when speed increases the generated power decreases and vice versa, thus resulting in a
destabilizing contribution; therefore, this is the component responsible for the negative
damping induced by the voltage control.

Figure 9.54 shows that, from the physical point of view, the situation is similar to the
case of a speed governor with negative gain (1/bp< 0), that is, a negative braking torque
(or power).

Therefore, the compensation of this destabilizing effect can be realized by modifying
the excitation control structure, by introducing a suitable transfer function between the
speed variation and the AVR set point:

Dvref
DV=Vn

ðsÞ , kPSSðsÞ (9.288)

that is termed Additional Feedbacks (AFs) or additional signals (ASs) or PSSs. Conse-
quently, the diagram of Figure 9.31 turns into the one of Figure 9.55.

Moreover, the goal of the AFs is that, around the oscillation frequency vo, the
harmonic transfer function kPSS (jv) causes the emf variations De to be in phase with the
speed variations DV/Vn

De

DV=Vn

ð jvÞ ¼ k̂V (9.289)

In that case, the block diagram of Figure 9.55 turns into the one in Figure 9.56, whose
characteristic equation is

kVn

s
� 1

sTa þ hk̂V
þ 1 ¼ 0 (9.290)

that is

s2Ta þ shk̂V þ kVn ¼ 0 (9.291)
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1

sTa

1

sTa

< 0

> 0

1

sTa

+

–

–

–
+

+ +

–

Dpe = Dp′e + Dp″e = kΔδ + hDe

Dp″e = hDe

Dpm

Dpm

Dpm

DW
Wn

DW
Wn

DW
Wn

Dp′e

Figure 9.54. Physical interpretation of negative

contribution of primary voltage control to

damping.

1

sTa s

sT′do

Voltage control loop

Fv(s)

k

h

h2

h1kPSS(s)

Electromechanical loop

PSSv

1

–

+

+

+

+ +++

–

Δpm

Δpe

Δvref Δvf ΔvΔe

Δδ

ΔΩ
Ωn Ωn

Figure 9.55. Block diagram of a unit connected to an infinite system (with or without interme-

diate load) in the presence of stabilizing signals.
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Thus, the system poles have the form

l1;2 ¼ �zvn � jvn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
¼ �zvn � jvo (9.292)

with

vn ¼
ffiffiffiffiffiffiffiffi
kVn

Ta

r

z ¼ 1

2vn

� hk̂V
Ta

vo , vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p

8>>>>>><
>>>>>>:

(9.293)

where vn coincides with vo if hDe¼ 0 (e.g., if there is no AVR).
In practice, as damping values are small (zffi 0.1–0.2 at the most), we may always

assume that

vn ¼
ffiffiffiffiffiffiffiffi
kVn

Ta

s
’ vo (9.294)

and thus also

z ’ 1

2vo

� hk̂V
Ta

(9.295)

With regard to damping, we may observe that

� if kPSS(s) is selected in such a way that

hk̂V > 0 (9.296)

then, the additional feedback makes the damping of oscillations positive;

� in the case of a generator connected to an infinite system without intermediate load,
we should remember that (see (9.175) and (9.176))

h > 0 if poe > 0

h ¼ 0 if poe ¼ 0

h < 0 if poe < 0

8><
>: (9.297)

sTa s

k

hk̂Ω

1

–

+

+
+

Δpm

Δpe

Δδ

ΔΩ
Ωn Ωn

Figure 9.56. Block diagram equivalent to the one of Figure 9.55, in which internal emf variations

are in phase with speed variations.
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As a result,

� the effect of additional signals is zero if the generated real power is zero, as in the
case of synchronous compensators;

� if the generator can operate in both generation and pumping modes (like modern
hydro units), then the sign of the additional feedback should be made dependent on
the sign of the generated real power in order to make the contribution to the damping
always positive.

9.5.2 Modal Synthesis Based on the Theory of Small Shift Poles

The normally required increase Dz in the damping of electromechanical oscillations is
fairly small (Dz in the range of 0.2 is excellent), which involves a small shift of poles.
Consequently, the theory of small shifts of poles based on eigenvalue sensitivity to
additional feedback can be adopted.

To this end, a generic system with one input U(s) and one output Y(s) will be
considered (see Figure 9.57). In Figure 9.57, G(s) is the forward transfer function and H(s)
is the feedback function (to be closed), with

HðsÞ ¼ e hðsÞ (9.298)

where e is the static gain and h(s) has an assigned structure.
Moreover, let us assume that the poles ofG(s) andH(s) are distinct, l1, . . . , ln are the

poles of G(s), and C1, . . . , Cn the corresponding residues, so that

GðsÞ ¼ Gð1Þ þ
X
i

C
i

s�li
¼ Gð1Þ þ C

h

s�lh
þ
X
i 6¼h

C
i

s�li
(9.299)

Now, let lh be the generic pole of G(s) to be shifted: after the closure of the positive
feedback, it will shift by Dlh while satisfying the characteristic equation

1� GðsÞHðsÞ ¼ 0 (9.300)

from which, for s¼ lh þ Dlh, we get

1� ehðlh þ DlhÞCðlh þ DlhÞ ¼ 0 (9.301)

G(s)
+

+

ε h(s)

H(s)

U(s) Y(s)

Figure 9.57. Closure of feedback for single-input and single-output systems.
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1� ehðlh þ DlhÞ
C

h

Dlh
þ
X
i6¼h

C
i

lh � li þ Dlh

" #
¼ 0 (9.302)

and thus

1� ehðlh þ DlhÞ
X
i6¼h

C
i

lh � li þ Dlh
¼ ehðlh þ DlhÞ

C
h

Dlh
(9.303)

that is,

Dlh
e

¼ C
hhðlh þ DlhÞ

1� ehðlh þ DlhÞ
P

i 6¼hðCi=ðlh � li þ DlhÞÞ
(9.304)

Observing that (Figure 9.57) for e! 0, we also have Dlh ! 0, we deduce

lim
e!0

Dlh
e

¼ C
hhðlhÞ (9.305)

In other words, for small values of static gain of the feedback, we obtain the (small)
shift of the pole h as a result of feedback closure

Dlh ¼ C
hehðlhÞ ¼ C

hHðlhÞ (9.306)

Now, let us define the pair of conjugate poles associated with the mode h of the
electromechanical oscillation (whose damping is to be improved):

lh ¼ sh þ jvoh

l�
h ¼ sh � jvoh

(
(9.307)

Observing that (see (9.306))

HðlhÞj j ¼ Dlhj j
C

hj j (9.308)

then, as the hth residue does not depend on the shift, all the points of the circle centered in
lh and radius Dlhj j are characterized by the same value of jHðlÞhj as shown in Figure 9.58.
Since, for the mode to be damped, the following is certainly true

sh � voh (9.309)

we also have

HðlhÞ ’ Hð jvohÞ (9.310)

Dlhj j
C

hj j ’ Hð jvohÞj j (9.311)

In other words, all the points of the circumference of Figure 9.58 correspond to
the same gain of the harmonic transfer function of the additional feedback. For a given
jH ( jvoh)j, the value (among all the possible shifts Dlh) that corresponds to the maximum
increase of damping is orthogonal to lh, in the direction j lh. As
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lh ¼ sh þ jvoh , � zhvnh þ jvnh

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2h

q
(9.312)

the orthogonal shift of the pole lh implies that the amplitude of the same pole is taken to be
constant, that is,

vnh ¼ const: (9.313)

Therefore,

Dlh½ �vnh¼const: ¼ �vnh � j
2zhvnh

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2h

p
" #

Dzh ¼ j
l
hffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2h
p Dzh (9.314)

In view of the above, we may develop a synthesis criterion that maximizes
damping, with a constant gain of the additional feedback transfer function. Such criterion
corresponds to selecting

HðlhÞ ¼
Dlh
C

h

¼ j
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2h
p � lh

C
h

Dzh (9.315)

In other terms, on the basis of equation (9.309)

Hð jvohÞ ¼ �voh

C
h

Dzh (9.316)

jHð jvohÞj ¼ voh

C
hj jDzh

ffHð jvohÞ ¼ p� ffCh

8<
: (9.317)

and so also

Dzh ¼
C

hHð jvohÞj j
voh

(9.318)

The above equations clearly infer that the stabilizing effect on the hth electro-
mechanical oscillation only depends on the amplitude and phase values of the harmonic
transfer function of the additional feedback at the oscillation frequency voh. These values

s

ωnh = const. jω

Δλh

λh

λh + Δλh

σ
Figure 9.58. Small shift of the pole l

h.
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may be calculated once the pole l
h and its residue C

h have been determined and the
increase Dzh has been established.

9.5.3 PSSs on Excitation Control

9.5.3.1 Base Case and Theory. With reference to equation (9.288), let us deter-
mine the residue C of the transfer function (in the absence of PSSs) between the input Dvref
and the output DV/Vn. From Figure 9.55, for

kPSSðsÞ ¼ 0 (9.319)

we get, first of all,

De ¼ � h1

h2
gvðsÞDdþ

1

h2
gvðsÞDvref (9.320)

On the other hand, for Dpm¼ 0, the following equation holds

DV

Vn

¼ � 1

sTa

Dpe ¼ � 1

sTa

ðkDdþ hDeÞ (9.321)

and, finally,

DV=Vn

Dvref
ðsÞ ¼ �sð1=TaÞ � ðh=h2ÞgvðsÞ

s2 þ ðVn=TaÞ k � ðh h1=h2Þ gvðsÞ½ � (9.322)

In the latter expression, the denominator corresponds to the characteristic equation of
the electromechanical loop. Focusing on the electromechanical mode and neglecting the
other poles, we get two poles with negligible damping, that is,

l1 ’ jvo

l2 ’ �jvo

�
(9.323)

s2 þVn

Ta

k � h h1

h2
gvðsÞ

� �
’ s2 þ v2

o (9.324)

and, accordingly,

DV=Vn

Dvref
ðsÞ ’ � sð1=TaÞ � ðh=h2Þ gvðsÞ

s2 þ v2
o

(9.325)

The residue C associated with l1 is

C ¼ ðs� l1Þ
DV=Vn

Dvref
ðsÞ

� �
s¼l

1

¼ � 1

2Ta

� h

h2
gvð jvoÞ (9.326)

Now, by (9.316), we get around vo

kPSSð jvoÞ ¼ 2voTa

h2

h
� 1

gvð jvoÞ Dz (9.327)
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or

kPSSð jvoÞ ¼ 2voTa

h2

h
Dz 1þ j

vo

vv

� �
(9.328)

In other words, the dynamic characteristics of kPSS(s) have to be opposite to the
features of gv(s) (see Figure 9.59), which actually is the transfer function to be compensated
by the power system stabilizers.

Therefore, we immediately realize that (see (9.328) and also Figure 9.59)

� ifvo�vv, 1/ jgv(jvo)j is constant, the stabilizing signal is required to be proportional
to speed only;

� ifvo�vv, 1/ jgv(jvo)j increases with slopeþ1, the stabilizing signal is required to be
proportional to the derivative of the speed only, that is, the acceleration;

� if vo is in a neighborhood of vv, both signals are required.

We can observe that no need arises for speed derivatives of an order higher than the
first one because, in practice, modern excitation and voltage control systems are suffi-
ciently fast, so that the phase of 1/gv(jv), near vo never exceeds 90


 significantly.
In the light of the above statements, an additional signal DvPSS, capable of damping

electromechanical oscillations of any frequency is of the type (see Figure 9.60a)

DvPSS ¼ kV
DV

Vn

þ kc ðDpm � DpeÞ (9.329)

corresponding to the transfer function

DvPSS
DV=Vn

ðsÞ , kPSSðsÞ ¼ kV 1þ kcTa

kV
s

� �
(9.330)

where kV and kc are gains of the additional signals from speed and acceleration
(accelerating power or torque), respectively.

Based on the above, we may also claim that

� kc is suitable to damp local oscillations;
� kV is suitable to damp interarea oscillations.

10

4

2

ωo ωo

ωv

ωo

ω

gv( jω)

+1

1

1

Figure 9.59. Asymptotic plot of the

amplitudeof the transfer function 1/gv(s).
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Owing to equation (9.327), we will have, around the frequency vo to be damped:

kV þ jkcTav ¼ 2
h2

h
voTa Dz

1

gvð jvÞ
(9.331)

Therefore, for v¼vo, the additional feedback gains are

kV ¼ 2h2
h

voTa Re
1

gvð jvoÞ
� �

Dz

kc ¼ 2h2
h

Im
1

gvð jvoÞ
� �

Dz

8>>><
>>>: (9.332)

that is,

kV ¼ 2h2
h

voTa Dz

kc ¼ 2h2
h

� vo

vv

Dz ¼ kV

Tavv

8>><
>>: (9.333)

which enables the synthesis of the needed transfer function.
It should be pointed out that, for a system with dominant thermal generation (see also

Section “Conventional Thermal Units” in 9.4.3.4),

� for local oscillations, that is, kc important,

zPF ’ 0 ) Dpm ¼ 0 (9.334)

and, consequently, the block diagram of Figure 9.60a becomes that of Figure 9.60b;

kΩ

kc

ΔvPSS

+

+

(Δpm – Δpe)

(a)

ΔΩ
Ωn

kΩ

kc

ΔvPSS

+

–

Δpe

ΔΩ
Ωn

(b)

Figure 9.60. (a) General block diagram of PSSs on

excitation control of units; (b) its simplification in case

of systems with dominantly thermal generating units.
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� for interarea oscillations, the gain kc becomes less and less important (in particular,
for very slow oscillations, zPF is so positive and large as to completely compensate
the negative contribution zPV and therefore there is no need for PSSs).

In any case, the use of a suitable phase-shifting filter with the only speed signal as input
can result in an output signal proportional both to the speed and to the acceleration, thereby
facing any situation.

To have an idea of the numerical values that the gains kV and kc may take on, further let
us refer to the example of equations (9.188) and (9.189), assuming Dz¼ 0.1; we get the
following typical values:

kV ’ 10 p:u:=p:u:; kc ’ 0:35 p:u:=p:u: (9.335)

In conclusion, introducing additional feedbacks into excitation control can signifi-
cantly improve the damping of electromechanical oscillations, that is, ensure an adequate
oscillatory mode stability margin. This also allows the full utilization of the capability chart
during the operation of the generator (see Figure 9.36).

9.5.3.2 Synthesis of PSSs on Excitation Control: General Case.

CHOICE OF GENERATORS ON WHICH PSSS ARE TO BE INTRODUCED. The most common
means adopted to improve the damping of electromechanical oscillations is the use of local
PSSs on the excitation control of units. In some instances, the limitations on the PSSs
operation due to the excitation control may suggest their use in FACTS controllers
(typically in SVCs and TCPARs) or in HVDC-link controls. In all cases, equation
(9.316), is the basic relationship to be used.

In this section, we describe how to select the generators most suitable to damp
electromechanical oscillations and how to determine the relevant best values of the gains
kV and kc of the transfer functions for such generators, that is, of the local additional
feedbacks.

Assuming that additional feedbacks are of local type (Figure 9.61) and namely of the
type (9.330), that is, deriving from the speed of a unit and adding to the set point of the

U1(s)

UN(s)

HN(s)

H1(s)

Y1(s)

YN(s)
[G(s)]

+

+

+

+

Figure 9.61. Local additional feedbacks.
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voltage regulator of the same unit, then equations of the type (9.316) will apply. Therefore,
for the kth machine (k¼ 1, . . . , N)

Hkð jvohÞ ¼ � voh

C
kh

Dzh (9.336)

It is possible to compute the damping sensitivity to the gain jHk(jvoh)j of local
additional feedbacks:

mkh , zh
Hkð jvohÞj j ¼

C
khj j

voh

(9.337)

The most effective generators are characterized by the highest values of mkh, that is, of
the residues jCkhj.

To determine these residues, reference may be made to the dynamic matrix, adopting a
sufficiently detailed model of the power system. Thus, if [L] and [G] are the matrices of the
eigenvalues and eigenvectors of the dynamic matrix [A], respectively, using the notation of
(9.6), we get

½DxðsÞ� ¼ ½G� ½sI � L��1½G��1 ½B� ½DvrefðsÞ� (9.338)

where the inputs of interest are only the set points of the voltage regulators.
As a consequence, the matrix [B] (see equation (9.16)) is

½B� ¼ ½0�T ½0�T ½Bev�T ½Bxvv�T ½0�T

 �T

(9.339)

where [Bev], [Bxvv] are square matrices of order equal to the number N of generators.
In particular, the transfer function between the input Dvref,k and the output DVk/Vn is

DVk=Vn

Dvref;k
ðsÞ ¼

X
h

GðVÞ
kh

Q
hk

s� l
h

þ
X Heaviside’s partial-fraction expansion

relevant to nonelectromechanical complex poles

þ
X Heaviside’s partial-fraction expansion

relevant to real poles

(9.340)

where in the first summation the Heaviside partial-fraction expansion for electromechan-
ical modes is highlighted; G

ðVÞ
kh identifies the (generally complex) kth element of the

eigenvector [Gh], associated with the eigenvalue l
h and pertaining to the state variable

DVk/Vn; Qhk is the (generally complex) element of the matrix.

½Q� ¼ ½G��1 ½B� (9.341)

pertaining to the eigenvalue l
h and to the input Dvref,k. As a result, the residue is

C
kh ¼ GðVÞ

kh
Q

hk (9.342)

It is interesting to note that the residues Ckh may also be experimentally deduced.
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Once all the residues are determined for all the system units, it is possible to select the
power plants most suitable for the introduction of additional feedbacks.

At this point, assuming a given damping increase Dzh, equations (9.316) and (9.330)
allow the determination of the values of the feedback gains relevant to the ith unit, kVi

and kci

Hið jvohÞ ¼ voh

jCihj
Dzh cos p� ffCihð Þ þ jsin p� ffCihð Þð Þ

¼ kVi þ jvohkciTai

(9.343)

that is,

kVi ¼ voh

jCihj
Dzhcos ðp� ffCihÞ

kci ¼ 1

TaijCihj
Dzhsin ðp� ffCihÞ

8>><
>>: (9.344)

from which also

kci

kVi

¼ 1

vohTai

tan ðp� ffCihÞ (9.345)

independent of the damping and only dependent on the system behavior.
Hence, the most effective power plants for improving the damping of a given

electromechanical oscillation and the relevant synthesis of the additional feedback transfer
function require the knowledge of the poles and residues of the appropriate transfer
functions; this can be very burdensome for large interconnected power systems. However,
it is worth noting that the most effective power plants practically depend on the structure of
the network and on the operating point and not on voltage and frequency controls. This
allows the simplification of the approach, also considering that, as already mentioned, the
typical damping of electromechanical oscillations is very small; therefore, reference can be
made to the second-order model for generators and to linear loads.

SIMPLIFIED SYNTHESIS. In analogy with the approach taken for the base case (bearing
in mind, in particular, Figures 9.55 and 9.56), let us call kVk the gain between the output
DVk /Vn and the input Dek, corresponding, in Figure 9.2, to the closure of the feedback
between [DV] and [DE]. With a procedure similar to the one described above, we may
derive the transfer functions between DVk/Vn and DEk, with a view to assessing the
damping sensitivity. From equation (9.59) we get, neglecting the contribution due to the
pole in the origin

DVk=Vn

DEk

ðsÞ ¼ 1

Vn

X
h

Gkh Whk

s

s2 þ v2
oh

¼ 1

2Vn

X
h

Gkh Whk

1

s� jvoh

þ 1

sþ jvoh

� � (9.346)

implying that

C
kh ¼ C�

kh ¼
1

2Vn

Gkh Whk (9.347)
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and then, based on equation (9.336)

k̂Vk ¼ � 2voh Vn

GkhWhk

Dzh (9.348)

while, based on equation (9.337), we get the damping sensitivity in simplified form:

gkh ¼
Gkh Whkj j
2Vnvoh

(9.349)

The above equations allow the determination of the most effective power plants for
damping the hth mode of electromechanical oscillation, regardless of the model of voltage
regulators and only taking into account the structure of the network (in particular, the
location of power plants and the operating conditions). Therefore, the simplified analysis
may help to determine the damping sensitivity with a more realistic model of the system
(see (9.337)), that is, taking into account the actual structure of generators (e.g., via the
fifth-order model) and the presence of voltage and speed regulators: the model can be made
more complete only for the power plants whose simplified analysis has highlighted large
sensitivities (9.349), that is, large amplitudes of the electromechanical oscillation to be
damped.

ACTUAL STRUCTURE OF PSSS. The structure of PSSs depicted in Figure 9.60 is ideal. In
practice, it should be taken into account that

� use can be made of the frequency Df at the generator terminals, instead of the
electrical angular speed DV;

� a washout filter is to be introduced, in order to eliminate the continuous components
of the input signals.

Moreover, it should be observed that

� in many systems, DvPSS is obtained as a combination of signals derived both from
speed (or frequency) and delivered power, like in Figure 9.60b;

� in other cases, the AF is derived from power only or from speed (or frequency) only:
in such cases, we can obtain a complete effect, equivalent to kV and kc, that is, an
effect from both speed and acceleration, by introducing a suitable phase-shifting
filter, as already mentioned.

Therefore, apart from the necessary transducers, the general block diagram of PSSs on
excitation control is that of Figure 9.62.2

In Figure 9.62

FwðsÞ ¼ sTw

1þ sTw
(9.350)

2 In Figure 9.62, one or two inputs will be actually present (in particular, either the frequency or the rotor speed),

depending on the particular situation.
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is the transfer function of the washout filter, while

FsðsÞ ¼ ks
1þ sT2

1þ sT1
(9.351)

is the transfer function of the phase-shifting filter. Besides, the additional voltage vPSS must
be limited in order to avoid large variations in voltage loops after large perturbations (large
variations of V, f, and acceleration), or to avoid angle stability problems resulting from
large perturbations. Hence

vs min � vPSS � vs max (9.352)

with

vs max ¼ �vs min ’ 0:06� 0:08 p:u: (9.353)

As to the phase-shifting filter

(a) if the additional signal is derived from acceleration, a phase-lag (pole-zero) transfer
function can be introduced to also obtain the acceleration integral, that is speed,
within a proper frequency range;

(b) if the additional signal is derived from speed, a phase-lead (zero-pole) transfer
function can be considered to also have the speed derivative, within a proper
frequency range.

ONLINE UPDATING. With the above-illustrated approach, the values of the gains kV
and kc can be determined under given conditions of structure and operation of the
power system, so as to have a minimum acceptable damping for them, for instance,
zmin¼ 0.10.

Sometimes, during the operation of the power system, the damping z tends to be
smaller than zmin. In this case, the gains should be updated.

This may be done online, by using the measured values of pe, q, v, and i at generator
terminals, both to determine the initial values of the state variables (typically do and eo) and
to estimate the external reactances xe seen from the various generators involved, as if each
of them were connected to an infinite system.

Once all the necessary data are collected, through real-time simulations of the power
plant (and of its controls) connected to an infinite system, we may recompute online the
residues Ckh and update the values of the PSS gains.

Ω

εv

Ωn

Fw(s)

+
+

+

+
–+

Fs(s)
vPSS

vref

vs max

vs min

kf

kΩ

kc

fn

f

v
pm – pe

Figure 9.62. General block diagram of PSSs on excitation control.
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9.5.4 Limitation on PSS Gains

The introduction of PSSs changes the voltage loop, in that it closes a loop between De and
Dvref, as shown by the dashed line of Figure 9.63.

On the usual assumption

FvðsÞ ¼ mt (9.354)

we immediately see that the voltage loop block diagram changes as depicted in Figure 9.64.
The transfer function of the dashed-line block is

1

sT 0
do=mt þ ðh=sTaÞkPSSðsÞ (9.355)

s

Fv(s)

k

h h1

h2

kPSS(s)

1

sTa

ΔvPSS Δvf Δe ΔvΔvref 1
sT ′do

+

+

+

+ + ++

–

–

Δpm

Δpe

Δδ

ΔΩ
Ωn Ωn

Figure 9.63. Effect of PSSs on voltage loop.

μt

sT ′do

h2

h1

h
kPSS(s)

sTa

Δe ΔvΔvref

– –

+ +++

Δδ

Figure 9.64. PSSs seen from the voltage loop.
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where

h

sTa

kPSSðsÞ ¼ h

sTa

kV þ sTakcð Þ ¼ h kV

sTa

þ hkc (9.356)

which enables to separately analyze the effects of kc and kV.
In the presence of kc alone (see Figure 9.65a), the feed-forward transfer function is

h2
1

hkc þ ðsT 0
do=mtÞ

¼ mth2

sT 0
do þ mthkc

(9.357)

and thus the characteristic equation of the voltage loop is

sT 0
do þ mtðh2 þ hkcÞ ¼ 0 (9.358)

The (real) pole is equal to

l ¼ �mtðh2 þ hkcÞ
T 0
do

¼ �v0
v (9.359)

Now, as

hkc > 0 (9.360)

(the stabilizing signal is subjected to the sign of h) and h2 is always positive, kc shifts the
pole leftward, improving the voltage loop stability (Figure 9.66a).

h2

hkc

(a)

(b)

hkΩ

sTa

μt

sT ′do

Δe ΔvΔvref +

–

+ + +

–

h2
μt

sT ′do

Δe ΔvΔvref +

–

+ + +

–

Figure 9.65. Effects of PSSs on voltage loop: (a) effect of kc; (b) effect of kV.
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In the presence of kV alone (Figure 9.65b), the feed-forward transfer function is

h2
1

sT 0
do=mt þ ðhkV=sTaÞ ¼

sh2Tamt

s2TaT
0
do þ mthkV

(9.361)

Hence, the characteristic equation of the loop is

s2 þ s
h2mt

T 0
do

þ mthkV

TaT
0
do

¼ 0 (9.362)

or in normal form

s2 þ 2zvnsþ v2
n ¼ 0 (9.363)

Therefore, kV has the effect of creating another pole. As

vn ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
mthkV

TaT
0
do

s

z ¼ 1

2
h2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tamt

hkVT
0
do

s
8>>>>><
>>>>>:

(9.364)

with

hkV > 0 (9.365)

ss

jω

σ
≠ 0

2

ss

= 0

kΩ = 0

kΩcr
ζωn

jω

kc = 0

(a)

(b)

kc

σ

Figure 9.66. Pole shift of voltage control loop: (a)

effect of kc; (b) effect of kV.
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(the stabilizing signal is subjected to the sign of h) and h2 is always positive, the damping
(always remaining positive) decreases when kV increases. Moreover, with the simplifica-
tion

h2 ¼ xe

xi þ xe
cos ðd� uÞo ¼ const: (9.366)

the amount

zvn ¼ 1

2
� h2mt

T 0
do

(9.367)

(independent of kV) is constant and the root-locus upon the variation of kV is as depicted
in Figure 9.66b: when kV increases, the poles are first real and distinct, then real and
coincident when z¼ 1 , that is (from (9.364))

kV cr , kVð Þz¼1 ¼
1

4
h22

Tamt

hT 0
do

¼ 1

4
� h2
h
Tavv (9.368)

Assuming the typical values

vv ’ 5 rad=s

Ta ’ 7:5 s

(
(9.369)

h ¼ pe
e

� �o
’ 0:8 (9.370)

h2 ¼ 0:75� 1 (9.371)

(lower value for local oscillations, upper value for interarea ones), we get

kV cr ’ 10� 12 p:u:=p:u: (9.372)

If

kV > kV cr (9.373)

the poles become complex conjugate and an additional increase in kV decreases the
damping of the loop.

In conclusion, on the contrary of kc, too high values of kV may make the loop
oscillatory, with a certainly positive but not too high damping: the stabilizing effect of kV
on electromechanical oscillations destabilizes the voltage loop.

This may be undesired, because voltages at generator terminals, and thus also on the
network, have an oscillatory behavior.

Therefore, the value of kV should be kept within an acceptable range in order to
achieve a satisfactory response of the primary voltage control loop.

9.6 TYPICAL CASES OF INTERAREA OR LOW-FREQUENCY
ELECTROMECHANICAL OSCILLATIONS

A first typical case (see Figure 9.67) is represented by a highly meshed area, with
generators and loads, that is connected to a system with a nominal power much larger than
the power of the area, so that it can be considered as an infinite system. The connection is
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made up of an equivalent long line (weak connection, if xe is large, To is large too). It is
intuitive that, in such a system, a slow electromechanical oscillation mode arises between
the various generators of the area—oscillating together and practically with the same
amplitude—and the infinite system.

The second typical case is represented by systems with a longitudinal structure
(connected to an infinite system) or systems extending mainly in a given geographic
direction and having generators and loads distributed along this path in a more or less
uniform way (see Figure 9.68).

In this case, there exists a slow oscillation mode (the slowest one), whose amplitude
varies with distance from the infinite system: maximum at the free end, decreasing in the
rest of the system and obviously null at the infinite bus. At least three examples of
structures of this type can be made.

(i) The first example is relevant to the Central-Southern Italian Power System in the
past (in the late 1960s, prior to the development of the 400 kV transmission

xe

vR

Ssc = ∞
H = ∞

Figure 9.67. Highly meshed area connected to the rest of the system via a long line.

amplitude

Ssc = ∞
H = ∞

Ssc = ∞
H = ∞

vR

vR

Figure 9.68. Systems with longitudinal structure.
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system), for which the North Italy and the European interconnected network
represented a de facto infinite system. The slowest electromechanical oscillation,
with a period Toffi 4 s, was characterized by a zPFffi 0 (prevalently thermal units)
and a strongly negative zPV. The damping of such oscillation required the
adoption of kV having high values in Sicily (large amplitudes) and gradually
decreasing values along the peninsula and toward North.

At present, the infinite system lies close to South Italy (Toffi 2–2.5 s) and so the
situation is as in the first typical case.

(ii) The second example is represented by the former Yugoslav Power System
(Figure 9.69) in its interconnected operation with the rest of the European
network (years 1972–1973): the situation was similar to the previous one but with
Toffi 6 s and maximum amplitudes toward the border with Romania.

In this case, it was necessary to increase the value of kV in the hydro power
plant of Djerdap (border with Romania), as such value had been set up for
damping a slower oscillation in isolated operation (ffi 2.9 s).

(iii) A third example is the interconnection of the Greek Power System with the
European one via the former Yugoslav network (years 1974–1975). In this
instance, the slowest mode had a period of Toffi 8–10 s with maximum ampli-
tudes at the free end, that is, in Greece. In the Greek network, having a
dominantly thermal generation, zPF proved to be positive and sufficiently large
with respect to a negative zPV: no need for PSSs.

A third typical case is represented by small-sized systems (Figure 9.70) having a slow
oscillation mode with variable amplitude: some generators oscillate with positive ampli-
tude and other generators are in phase opposition to them (negative amplitude). An

Italy
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Zagreb

Sisak

Zakučac

Tuzla

Kakanj

Jablanica

Trebinje
Titograd

Perucica

Morava

Kosovo

Bistrica

Belgrade Djerdap

Padriciano
Divača

220 kV

400 kV

Power plants

Bor

Figure 9.69. Structure of the power system of Yugoslavia in the years 1972–1973.
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example was the Central Peru Power System (years 1978–1979) in which the slowest
electromechanical oscillation was characterized by Toffi 1 s and negative damping. PSSs
with kc and kV were installed in the Mantaro hydro power plant (the biggest one, on the
Andes region) in order to damp this oscillation.

The fourth typical case is represented by systems with large geographic extension,
having a cascade configuration with a structure of longitudinal type at both ends
(Figure 9.71).

An example is the interconnection between CENTREL and the European system
(UCTE) in 1997:

� Area A defines the western end of the European system (Portugal and Spain).
� Area B consists of the CENTREL Power System (Poland, Hungary, Czech Republic,
Slovakia).

� The central area C identifies the rest of the UCTE system (highly meshed, of high
nominal power and including France, Germany, Switzerland, Italy, etc.).

This system, which can be studied in a simplified way as presented in Section 9.3.3.2,
had two slow oscillation modes (with periods of about 4 and 3 s) of area Awith respect to C
and of area B with respect to C (as if C were an infinite system), respectively. These
oscillation modes, with a positive but very small damping, were damped by adopting
appropriate values of kV at the free end of area B (Poland) and by introducing braking
resistors in area A.

The fifth typical case is represented by large interconnected systems characterized by a
very wide geographic extension and a filiform structure (weak connection) along a long
electrical backbone; an example is the planned MEDRING (Figure 9.72) around the
Mediterranean Sea (ring structure, weak backbone along the southern-eastern coast). In
North Africa and Middle East, most of the power plants are thermal (both conventional,
with gas-turbine units and combined cycles): it follows that, thanks to the high stabilizing

Figure 9.70. System having a slow

oscillationmode andwhere some gen-

erators oscillate with positive ampli-

tude and the remaining generators

are in phase opposition to the first.

A C B

Figure 9.71. Cascade systems.
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contribution that is owed to the primary frequency control loop of such generating units, the
slowest electromechanical oscillation (period of about 10 s with the ring closed and about
20 s with the ring open side Turkey) is well damped even in the presence of very fast
modern voltage regulators. As a result, the adoption of PSSs to damp such oscillation does
not appear to be necessary.

By contrast, owing to the poor meshing of the system together with not too high
transmission voltage levels and thus, ultimately, low short-circuit powers (see also
Section 9.1), problems of steady-state angle instability of aperiodic type may arise.

In conclusion, as practically experienced, it is worth mentioning that the problem of
the damping of electromechanical oscillations in case of interconnection between two
initially separate systems often lies in adapting the already installed PSSs, whose values are
set up for damping oscillations in isolated operation. Interconnection makes the system
different, changing its modal characteristics completely. Consequently, the most efficient
power plants and the PSS gains are to be identified with reference to the new
characteristics.
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10

TRANSIENT STABILITY
Nikolai Voropai and Constantin Bulac

10.1 GENERAL ASPECTS

The transient stability is defined as the ability of a power system to maintain the generators
in synchronism and reach acceptable steady-state operating conditions when subjected to
large disturbances such as short circuits, loss of large generating units, loss of critical
network branches, or large load variations.

The behaviors of a power system are well known described by a hybrid DAE
model consisting of algebraic equations (A), modeling the electrical network,
and nonlinear differential equations (D), modeling the generators and=or loads
behavior:

_x ¼ fðx; y;mÞ ¼ Dðx; y;mÞ

0 ¼ gðx; y;mÞ ¼ Aðx; y;mÞ

8<
: (10.1)

where x, y are state variables and m is the vector of parameters.
The solution of the nonlinear differential equations is obtained through step-by-step

integration methods. In this regard, the transient state is decomposed into a series of
consecutive instantaneous states separated by small enough time intervals so that the
variation in any variable during an integration step is evaluated through its derivative.
Therefore, in the DAE system of equations, the electrical variables are divided into
two categories:
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� Inertial or slow variation variables—x, the vector of inertial variables—are variables
related to the rotor fluxes influencing the transient process. These variables remain
constant in the first moments after the disturbance (the law of constant flux linkages).
In the computation process, the values of the inertial variables at the beginning of an
integration step are taken equal to their values at the end of the previous step, while
their variations during the integration step are evaluated by the system of differential
equations. In the transient stability studies, the inertial variables of interest are the
inductive fluxes, the emfs proportional to these fluxes, the rotor angle d, the torque,
and so on.

� Noninertial or fast variation variables—y, the vector of noninertial variables—are
variables related to the electrical network, which suddenly changes, in jumps, upon
the occurrence of a disturbance; for instance, when a three phase-to-earth fault
occurs on a bus-bar, the bus voltage is U¼U0 until t¼ 0, and becomes U¼ 0 for
t> 0. In the computation process, these variables remain constant during an
integration step but varies from one step to another. The noninertial variables are
the currents, the voltages, and the powers generated.

For the noninertial variables, the existence conditions for the steady-state solutions are
studied, while for the inertial variables, the conditions for stability of steady-state solutions
are investigated. The symmetrical, balanced, and sinusoidal steady state is the solution
ðx0; y0Þ of the algebraic equations (A), which is verified through the nonlinear differential
equations. The stability of the algebraic equations solution is given by the stability of the
inertial variables (D); the steady state is stable if the dynamic elements of the power system
are in stable equilibrium. The transient states of interest in the planning and operation of
power systems are the transition states between two equilibrium states of the dynamic
elements. We may say that “the transition is stable” if the transient state ends in a stable
steady state.

Thus, in the transient stability analysis, three distinct phases are considered: the
predisturbance or the initial steady state, the disturbance state, and postdisturbance or the
final steady state.

During the disturbance, the transition of the power system from one equilibrium state
to another may be a normal operation process or may be caused by a random event due to
external factors (e.g., a short circuit on a transmission network, followed by the unsimulta-
neous line disconnection at the two ends and, eventually, automatic or manual reclosing).

One of the most used tools for the transient stability assessment is the critical fault
clearing time defined as the maximum time period elapsed from the instant of fault
occurrence to the instant of fault clearing and isolation of the affected section, necessary for
the power system to maintain its ability to reach a postdisturbance steady state (after the
fault clearance). Note that, the fault clearing time also includes the necessary time for
protection system operation and breakers switching.

In practice, the most used approach for the transient stability analysis is the time-
domain simulation of the inertial and noninertial variables after the occurrence of a large
disturbance.

The most relevant information regarding the transient stability=instability is obtained
by the examination of oscillation curves, which represents the evolution in time of the
relative rotor angles. Three characteristic cases are distinguished

(i) the stable case, in which the rotor angle, after several damped oscillations,
reaches a constant postdisturbance steady-state value;
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(ii) the unstable case, at first swing, also called first-swing instability, in which case
the rotor angle increases continuously in time;

(iii) the case in which the generator is stable in the first swing, but the next oscillations
are growing in magnitude and the stability is lost; this form of instability
generally occurs when the postdisturbance state does not fulfill small-signal
stability conditions.

An important role in ensuring the transient stability is given by the fast, selective, and
safe operation of the protection system, which must be capable to distinguish between the
faulty operation, the stable oscillations, and instability conditions. Therefore, the protec-
tion systems must avoid false actions and undesired disconnection of network elements,
which may worsen the stability conditions of the power system.

More simple methods were developed for transient stability assessment among which
the most known is the equal area criterion.

10.2 DIRECT METHODS FOR TRANSIENT STABILITY ASSESSMENT

10.2.1 Equal Area Criterion

10.2.1.1 Fundamentals of Equal Area Criterion. The equal area criterion is a
graphical–analytical method for fast assessment of the first-swing transient stability,
applicable for the following cases:

(i) The synchronous machine is connected through a passive network to an infinite
power bus.

(ii) Two synchronousmachines of finite power interconnected through a passive network.

(iii) Multimachine system, but possible only by aggregating all generators in two
equivalent synchronous machines, case for which the method was called
extended equal area criterion.

In order to substantiate the principles of the equal area criterion, let us consider a
synchronous generator connected through a passive network to an infinite power system,
while the generator is modeled by the classical model (a constant emf E0 behind the
transient reactance). Therefore, the rotor angle d from the swing equation is replaced with
the emf angle d0(E0 ¼ E0ejd

0
). Furthermore, if the damper winding is neglected, that is

D ¼ 0, the swing equation (2.10) becomes

M

v0
� d

2d0

dt2
¼ Pm � Pe ¼ Pa (10.2)

where Pa is the accelerating power.

Multiplying by 2
v0

M
� dd

0

dt
both sides of equation (10.2) and given that H¼M=2, yields

2
dd0

dt
� d

2d0

dt2
¼ v0

H
Pa

dd0

dt
(10.3)

Given that

d2d0

dt2
¼ d

dt

dd0

dt

� �
¼ d

dd0
dd0

dt

� �� �
dd0

dt
¼ d

dd0
1

2

dd0

dt

� �2
 !
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the left side of (10.3) becomes

2 � dd
0

dt
� d

dd0
� 1

2
� dd0

dt

� �2
" #

¼ dd0

dt
� d

dd0
� dd0

dt

� �2

¼ d

dt
¼ dd0

dt

� �2

and therefore equation (10.3) becomes

d

dt

dd0

dt

� �2

¼ v0

H
Pa

dd0

dt

� �
Integrating in time gives

dd0

dt

� �2

¼
Z

v0

H
Padd

0

The
dd0

dt

� �
derivative represents the angular velocity of the synchronous machine

rotor related to the general reference system, which rotates with the synchronous speed v0.
Under stable steady-state conditions, this angular velocity is zero but modifies if a
disturbance occurs in the system (increases if the disturbance is a short circuit).

The first-swing stability of the generator is fulfilled if the angle d0, measuring the rotor
position with respect to the reference axis, which rotates with the synchronous speed, does
not continuously increase in time, that is, to reach the maximum swing at d0m and thereafter
decrease (Figure 10.1). This condition is satisfied if the angular velocity dd0=dt returns to
zero after a certain time interval elapsed from the time instant of disturbance occurrence,
when d0 ¼ d0m. Therefore, the stability criterion becomes

Zd0m
d00

v0

H
Padd

0 ¼
Zd0m
d00

v0

H
Pm � Peð Þdd0 ¼ 0 (10.4)

where d00 is the initial value of d0.

The graphical representation from Figure 10.1 shows that
R d0m
d00
ðv0=HÞPadd

0 is given by

the algebraic sum of the shaded surfaces A1 and A2. The A1 surface represents the

P Pm e,
Pe

A1

A2

P =ct.m

δ'0 δ'd δ'm δ'
Figure 10.1. Basic concepts of the equal area criterion

(A1¼A2).
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accelerating area when Pm>Pe, while A2 is the decelerating area when, in this case,
Pm<Pe.

The first-swing stability criterion is satisfied if the A1 surface is smaller or at most
equal to the A2 surface (A1 � A2).

In practice, in order to assess the first-swing stability of the synchronous generator, the
mechanical power is assumed constant (Pm ¼ ct:) and the electromagnetic power is
expressed in terms of the parameters of the network through which the generator is
connected to the infinite power bus.

Let us consider the circuit from Figure 10.2, in which a single synchronous generator
(bus 1) is connected through an external reactance Xe to the infinite power bus (bus 2), of
which voltage V2, taken as phase reference, is constant, and the electromagnetic power is
given by

Pe1 ¼ E0
1V2

X0
d1 þ Xe

sin d012 (10.5)

where d012 is the angle between the phasor of the emf E0
1 ¼ E0

1e
jd012 , behind the generator

transient reactance, and the phasor of the infinite power bus voltage V2 ¼ V2ej0 ¼ V .
If loads are supplied from one of the connection network nodes, these are modeled as

constant shunt admittances. All the passive nodes of the network are then eliminated by a
Gauss procedure applied to the nodal admittances matrix ½Y 0

nn�, modified by addition to the
diagonal terms of the admittances modeling the loads. The nodal admittance matrix
reduced to the generator buses is thus obtained:

Yred
nn

� � ¼ Y11 Y12

Y21 Y22

For the considered case, the Yred
nn

� �
matrix is constructed for two buses only, that is,

– bus 1, to which the reactance X0
d1 is connected, having the voltage equal to the emf

E0
1 ¼ E0

1e
jd012 ;

– bus 2, of infinite power, having the voltage V2 ¼ V2ej0 ¼ V .

If Y11 ¼ G11 þ jB11 and Y12 ¼ G12 þ jB12 are the nodal admittances on the first row of
the Yred

nn

� �
matrix, then the expression of the electromagnetic power delivered by the

synchronous generator connected to bus 1 is given by

Pe1 ¼ ReðE0
1I

�
1Þ ¼ G11E

02
1 þ E0

1V2 G12 cos d
0
12 þ B12 sin d

0
12

� 	 �
� Y11E

02
1 sina11 þ Y12E

0
1V2sin d012 þ a12

� 	 (10.6)

where

Y11 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

11 þ B2
11

q
; tan a11 ¼ G11

B11

Y12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

12 þ B2
12

q
; tan a12 ¼ G12

B12

1 2

XeX ′d1
E ′1

Infinite bus
=ct.V2

Figure 10.2. A single machine infinite bus

(SMIB) system.
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10.2.1.2 Calculation of the Fault Clearing Time. In order to illustrate the
application principles of the equal area criterion, let us consider the power system from
Figure 10.3, which consists of a synchronous generator, connected through a transformer
and a double-circuit line to the infinite power bus 2. A symmetrical three phase-to-earth
short circuit is applied on one of the line circuits (Figure 10.3a).

The electromagnetic power at the generator terminals, in the three stages of the
transient state, is expressed using equation (10.5) as follows:

(i) Prefault steady state (both line circuits are connected)

Pn
e1 ¼ Pm1 ¼ E0

1 V2

Xn
12

sin d012

where Xn
12 ¼ X0

d þ Xt þ Xl

2
(ii) During fault conditions, when a three-phase short circuit occurs on one of the line

circuits at the k � L distance from bus 3 (Figure 10.3b)

P
f
e1 ¼

E0
1 V2

X
f
12

sin d0f12

where X
f
12, given by the expression

X
f
12 ¼ X0

d þ Xt þ Xl þ
X0
d þ Xt

� 	
Xl

kXl

is obtained by applying the Y ! D transformation to the D circuit formed by
XY;1 ¼ X0

d þ Xt, XY;2 ¼ Xl and XY;3 ¼ kXl reactances. If the fault occurs close to
bus 3, then k ¼ 0 and therefore, Xf

12 ! 1 and Pf
e1 ¼ 0, respectively. This is the worst

case because the accelerating power Pa ¼ Pm1 � P
f
e1 ¼ Pm1 is maximum.

(iii) Postfault steady state (the fault was cleared by simultaneous tripping of the
breakers at both ends of the affected circuit)

P
pf
e1 ¼

E0
1V2

X
pf
12

sin d0 pf12

where X
pf
12 ¼ X0

d þ Xt þ Xl.

The power–angle transient characteristics corresponding to the three stages of the
disturbance are illustrated in Figure 10.4.

1 S 8

kL (1 )-k L

3 2

1

3 2jXl

jkXl j k-1 X( ) l

jXtjXd
E1 V2

Figure 10.3. The SMIB system used for application of the equal area criterion (a) and its

equivalent circuit (b).
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The point a, situated at the intersection of the Pn
e1ðd0Þ curve with the mechanical power

line Pm1 ¼ ct:, to which the d0120 angle corresponds, defines the initial state of the studied
system for which stability conditions have to be ensured. At the instant of the fault
occurrence, the operating point suddenly moves in the point b since P

f
e1 ¼ 0 (since the

angle d0 is an inertial variable it does not show sudden variations). Now, because Pm1 > Pe1,
the generator rotor accelerates and the angle d012 increases up to d012d (point c on the P

f
e1

characteristic), when the affected circuit is disconnected.
At the time instant td, corresponding to d012d, when the fault is cleared, the operating

point suddenly jumps from c to d and continues to move on the P
pf
e1 curve with negative

acceleration since Pm1 < P
pf
e1, until the deceleration area Adec becomes equal to the acce-

leration area Aacc and the relative speed of the rotor becomes zero (point e in Figure 10.4).
The angle d012 reaches the maximum swing in the point e and thereafter decreases, indicating
that the transient stability condition is satisfied. In the absence of damping, the rotor will
continue to swing around d

0 pf
12 (point g is the new postfault steady state point).

If the two areas does not become equal up to point f, the operating point continues to
move on the P

pf
e1 characteristic and the angle increases, while the acceleration becomes

again positive since Pm1 > P
pf
e1 , and the synchronism is lost.

The equal area criterion is practically a method for determination of the maximum
rotor angle swings and, therefore, it can be used for the transient stability assessment
without analyzing the d0ðtÞ curve, that can be plotted by solving the swing equation.

If d0 pf12m is the maximum swing that the rotor angle can reach up to without losing the
synchronism (the rotor angle corresponding to point f on the Ppf

e1 characteristic), then the
two areas Aacc and Adec are computed as follows:

Aacc ¼
Zd012d
d0120

Padd
0
12 ¼

Zd012d
d0120

Pm1 � P
f
e1

� �
dd012 ¼

Zd012d
d0120

Pm1dd
0
12 ¼ Pm1 d012d � d0120

� 	

Adec ¼
Zd012m
d012d

P
pf
e1 � Pm1

� �
dd012 ¼

Zd012m
d012d

E0
1V2

X
pf
12

sin d012 � Pm1

 !
dd012

(10.70)

¼ E0
1V2

X
pf
12

cos d012d � cos d012m
� 	� Pm1 d012m � d012d

� 	
(10.700)

P

Pm1

pf
d

b c

a
d e

fg

m
pf (rad)

Pe1
n

Pe1
pf

Pe1
f

Aacc

Adec

Figure 10.4. Application of the equal area criterion to

the SMIB system.
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For the considered disturbance, the transient stability limit corresponds to the situation
in which the two areas are equal. The limit value of d0 is called critical angle (d0crit) and can
be determined by solving the equation:

Zd0crit
d0120

Pm1dd
0
12 ¼

Zd012m
d012d

P
pf
e1 � Pm1

� �
dd012 (10.8)

resulted from the equality of the two areas (Aacc ¼ Adec). From expressions (10.70) and

(10.700), given that Pm1 ¼ Pmax sin d
0
120, where Pmax ¼ E0

1V2

X
pf

12

, we get

Pmax cos d0crit � cos d012m
� 	 ¼ Pmax sin d

0
120 d012m � d0120
� 	

(10.9)

and

d0crit ¼ a cos d012m � d0120
� 	

sin d0120 þ cos d012m
� �

(10.10)

The critical fault clearing time
Given the value of the critical angle d0crit we can determine the fault clearing time

corresponding to this angle, called critical fault clearing time, tcrit, by solving the equation
d0ðtÞ ¼ dcrit. The values of d

0ðtÞ can be determined either by integrating the swing equation
or by Taylor series expansion.

(i) Numerical Integration of the Swing Equation
Since during the fault we have P

f
e1 ¼ 0, the swing equation becomes

d2d012
dt2

¼ v0

M
Pm1

and its solution is

d012ðtÞ ¼
v0

M
� Pm1 � t

2

2
þ C1t þ C2 (10.11)

The integration constants, C1 and C2, are determined from the initial conditions:
dd012
dt


t¼0

¼ v0vjt¼0 ¼ 0 and d012jt¼0 ¼ d0120, resulting C1 ¼ 0 and C2 ¼ d0120,

respectively.
Thus, d012ðtÞ ¼ v0

M
� Pm1 � t

2

2 þ d0120 and, setting d012ðtÞ ¼ d0crit, the critical fault clearing
time is

tcrit ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2M

v0Pm1
� d0crit � d0120
� 	r

(10.12)

(ii) Taylor Series Expansion
Expanding d0ðtÞ in Taylor series and keeping the first two terms only, yields

d0ðtÞ ffi d0ðt0Þ þ
�
t � t0

	 dd0
dt


t¼t0

þ ðt � t0Þ2
2

d2d0

dt2


t¼t0

(10.13)
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At the instant of disturbance occurrence, t0 ¼ 0, in accordance with the swing
equation, we have

dd012
dt


t¼0

¼ v0v ¼ 0

and

d2d012
dt2


t¼0

¼ v0
dv

dt


t¼0

¼ v0

M
ðPm1 � P

f
e1jt¼0Þ (10.14)

Equating the right side of equation (10.13), in which angle derivatives are calculated
with (10.14), to the critical angle d0crit, achieve a second-order equation, from where we
get the critical time.

Note that, if Pm1 ¼ ct: and the fault occurs near bus 3, that is P
f
e1 ¼ 0, then

equation (10.13) is identical with (10.11).
The three possible cases for a Single Machine Infinite Bus (SMIB) system are

illustrated in Figure 10.5. Analyzing the stable case, the transient stability margin, h,
can be defined as follows:

d

P

(a)

(c)

(b)

e

Pm

t

Aacc Adec

<
Stability

reserve ( )Adec f,

td

=0

=0

t

>

td

d

Pe

Pm

Aacc Adec

=

t

td

crit

Pe

Pm

Aacc Adec

Figure 10.5. Equal area criterion applied for a SMIB system: (a) stable case; (b) unstable case;

(c) critical case.
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� In terms of the fault clearing time:

ht ¼
tcrit � td

tcrit
(10.15a)

� In terms of the available deceleration area:

h 1ð Þ
a ¼ Adec

Adec;f
(10.15b)

� In terms of the difference between the deceleration and the acceleration areas:

h 2ð Þ
a ¼ Adec � Aacc

Aacc
(10.15c)

From (10.15c) we can conclude that h has positive values for stable system cases and
negative values for unstable system cases.

Figure 10.6 shows the qualitative dependence of h in terms of the fault clearing time, td.

10.2.1.3 Two Finite Power Synchronous Generators. Let us consider two
generators connected through a passive network that can be reduced to the simple SMIB
system case. The swing equations of the two machines can be written as:

2H1

v0
� d

2d01
dt2

¼ Pa1 ¼ Pm1 � Pe1

2H2

v0
� d

2d02
dt2

¼ Pa2 ¼ Pm2 � Pe2

Subtracting the two expressions yields the swing equation of the equivalent synchro-
nous machine:

2H

v0
� d

2d012
dt2

¼ Pa ¼ Pm � Pe (10.16)

where d012 ¼ d01 � d02;

H ¼ H1H2

H1 þ H2
;

Pa ¼ H2Pa1 � H1Pa2

H1 þ H2
(valid also for Pm and Pe)

Safe

Stable Unstable

Dangerous

tcrit

td

δ

Figure 10.6. The plot of h against the fault clearing

time td.
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The electric powers produced by the two generators are given by

Pe1 ¼ Y11E
02
1 sina11 þ Y12E

0
1E

0
2 sin d012 þ a12

� 	
Pe2 ¼ Y22E

02
2 sina22 þ Y21E

0
2E

0
1 sin d021 þ a21

� 	 (10.17)

where d021 ¼ �d012 and Y12 ¼ Y21.
The differential equation (10.16) has the same form as the swing equation of a

synchronous machine connected to an infinite power bus. Therefore, the equal area
criterion becomes

Zd012m
d0120

H2Pa1 � H1Pa2ð Þdd012 ¼ 0 (10.18)

10.2.2 Extended Equal Area Criterion–EEAC

The Extended Equal Area Criterion—EEAC [1] evaluates the transient stability of a
power system using an equivalent system consisting of a generator connected to an
infinite power bus called Single Machine Infinite Bus System—SMIB. The method
allows fast evaluation of the stability, since it uses an algebraic formulation for the
stability index.

The principle of the EEACmethod is illustrated in Figure 10.7. The Aacc and Adec areas
are the acceleration and deceleration areas of the equivalent generator, while de ¼ dðteÞ and
du ¼ dðtuÞ are its rotor angle values corresponding to the clearing time te and the time to
instability tu, respectively.

P

VD

VP

Pm

PeO

PcP

PcD

PePPeD

δO δP δe δu δ

Adec

Aacc

O – subscript standing for normal operating configuration 

D – subscript standing for the during fault system configuration 

P – subscript standing for the post-fault system configuration 
Figure 10.7. Basics of the EEAC

method.
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The critical fault clearing time tcrit represents the duration of fault for which the two
areas are equal and maximum (for the given disturbance).

The EEAC method consists of two main steps:

Step 1: Determine the parameters of the equivalent SMIB system.

Step 2: Apply the equal area criterion to the SMIB system in order to determine the
critical clearing time tcrit.

If the second step does not raise problems, the equal area criterion being simple and
fast to apply, the first step may be critical; it consist in a procedure involving the following
operations:

(i) For a given fault, the electrical network is divided into two generator groups: the
group of weak disturbed generators or the noncritical generators, identified by
N, and the group of strong disturbed generators or the critical generators,
identified by C.

(ii) Reduce each group, noncritical and critical, to one equivalent generator, each
representing the center of inertia of the corresponding group.

(iii) Reduce the resulted system, consisting of two equivalent generators, to an SMIB
system.

The groups of critical and noncritical generators are determined using the Critical
Machine Ranking (CMR) [1] method. The CMR is based on the Degree of Criticality
(Involvement) of the Machine (DCM) defined in terms of the rotor angles magnitude. In this
regard, a simplified time simulation that uses Taylor’s series expansion is performed to
determine the time evolution of the rotor angles. The series expansion allows using a large
integration step, which is reflected in less computation effort.

The algorithm of the CMR method requires the following steps:

1. Determine the initial conditions: identify an initial group of critical
generators and compute the corresponding critical angle—dcrit and the
unstable equilibrium angle—du; this computation is performed using a
modified version of the CMR method, that is the EEAC method.

2. Compute tcrit and tu corresponding to dcrit and du using global type Taylor’s
series expansion;

3. Compute the rotor angles time evolution (up to tu) using individual type
Taylor’s series expansion. The time intervals ½0; tcrit� and ½tcrit; tu� are
divided into a number or subintervals established through desired accuracy.

4. Rank the generators in descending order of the rotor angles magnitudes in
the ½tcrit; tu� interval.

5. After ranking, the critical generators can be grouped into various possible
groups by selecting k ¼ 1, then k ¼ 2 generators, and so on, starting from
the top of the list. For each critical group compute the critical clearing time,
tkcrit, using the EEAC criterion. The real critical group is that with the
smallest critical clearing time;
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The initial conditions are determined by following the next algorithm within the step 1
of the CMR method:

1.1 Determine the evolution of the rotor angles over a time window of 3 s, for
the considered disturbance, using the individual type Taylor’s series
expansion. In order to obtain an unstable trajectory and to reduce the
computation time, large values are chosen for the fault duration (te ffi 1 s)
and for the step size (Dt ffi 0:1 s).

1.2 If for the considered fault duration (te ffi 1 s) the generators do not lose the
synchronism, it can be said that the power system is very stable. Other-
wise, the generators are ranked in descending order of the magnitudes of
the rotor angles at the time instant in which the system becomes unstable.

1.3 Select the generators from the top of the list established at point 1.2 in order
to set the critical group to determine the initial conditions of the CMR
method.

The advantage of the EEACmethod is that the method is reliable and accurate, and the
stability index is computed very fast. The main disadvantage is that the method is
applicable for the classical generator model only. Moreover, correction coefficients are
required to eliminate the errors caused by the truncated Taylor’s series expansion [1].

10.2.3 The SIME (SIngle - Machine Equivalent) Method

The research developed byMania Pavella fromUniversit�e de Li�ege regarding, on one hand,
preserving the main advantages of the time-domain methods and of the equal area criterion
and, on the other hand, the elimination of the main disadvantage of the EEAC method, that
is the use of detailed methods for the synchronous generators, led to the creation of the
hybrid method generically called SIME [3,44]. This method converts the trajectories of the
multimachine system to a single trajectory of an equivalent system—OMIB. The SIME
method combines the step-by-step time-domain integration method applied to the multi-
machine system and the equal area criterion applied to the equivalent generator. This
combination requires two basic steps: the identification of the critical generators (i.e., the
generators responsible for the loss of synchronism) and the assessment of stability reserve.

For a given unstable scenario, defined by a systemoperating point before the disturbance
and by a contingency (type, location, sequence of events), the SIME method performs, in a
first stage, the time-domain simulation “during the disturbance” period and, afterwards, the
time-domain simulation for the “after disturbance” period. In the beginning of the last step,
SIME builds the so-called OMIB candidates towhich the equal area criterion is applied. The
candidates are built using the data of themultimachine systemgiven for each step of the time-
domain simulation. The process stopswhen one of the candidates is declared unstable. In this
moment SIME identifies the critical generators, declares that this OMIB candidate is the real
one and computes the corresponding stability reserve.

SIME preserves the method accuracy and capacity to deal with the desired model and
stability scenario by updating the OMIB parameters for every step of the time-domain
simulation. Furthermore, the use of the OMIB and of the equal area criterion allows for the
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significant expansion of the method’s time-domain simulation problem, adding the
following possibilities:

(i) Fast stability assessment.

(ii) Contingencies filtering (the elimination of the riskless contingencies) and
classification–evaluation of the dangerous contingencies.

(iii) Sensitivity analysis.

(iv) Preventive control, that is, the identification of the necessary measures to
stabilize the system in case of dangerous contingencies.

(v) Description—the time evolution of the rotor angles, of the OMIB, and the
OMIB’s P-d curves—and the multiform physical interpretations given by OMIB
and the equal area criterion.

10.2.3.1 Method Formulation. The SIME method is based on the following two
remarks:

a. No matter the complexity of the system, the transient instability phenomenon starts
when the system generators split into two groups causing the irreversible loss of
synchronism.

b. SIME substitutes the study of the multimachine system dynamics with the study of
the OMIB, which is simpler and faster using the equal area criterion, by replacing
each generators group trajectory with the equivalent generators trajectory and,
further, with the trajectory of a single-generator system—OMIB.

In this regard, the parameters of the OMIB system are computed starting from the two
equivalent generators system. Hence, the rotor angle (d), the angular velocity (v), the
inertial coefficient (M), the mechanical power (Pm), the electrical power (Pe), and the
acceleration power (Pa) are determined in the following ways:

� The OMIB rotor angle is computed with respect to the angle difference between the
two generators:

dðtÞ ¼ dCðtÞ � dNðtÞ (10.19)

where

dCðtÞ ¼ M�1
C

X
k2C

dkðtÞMk; dNðtÞ ¼ M�1
N

X
j2N

djðtÞMj (10.20)

and

MC ¼
X
k2C

Mk MN ¼
X
j2N

Mj M ¼ MCMN

MC þMN
(10.21)

� The mechanical and the electrical powers are determined using the expressions

PmðtÞ ¼ M M�1
C

X
k2C

PmkðtÞ �M�1
C

X
j2N

PmjðtÞ
" #

PeðtÞ ¼ M M�1
C

X
k2C

PekðtÞ �M�1
C

X
j2N

PejðtÞ
" # (10.22)
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� The acceleration power is:

PaðtÞ ¼ PmðtÞ � PeðtÞ (10.23)

� the OMIB angular speed is:

vðtÞ ¼ vCðtÞ � vNðtÞ (10.24)

In the above equations, C represents the set of the critical generators, N represents the
set of the noncritical generators and M is the OMIB inertial coefficient.

Thus, the differential equation describing the OMIB dynamics is:

M
d2d

dt2
¼ PmðtÞ � PeðtÞ ¼ PaðtÞ (10.25)

We stress that the quantities Pm, Pe, Pa are obtained on the basis of the information
provided by the time-domain simulation program, to which SIME is coupled, which
considers all the system and generator controls activated and uses Park equations. The
OMIB’s trajectory is not affected by any simplifying hypothesis, except the ones used by
the time-domain simulation program. These quantities are computed for every time step of
the simulation program.

As an example, the results obtained by applying the SIMEmethod to a three-machines
power system (m1, m2, and m3) [4] are illustrated in Figure 10.8. In Figure 10.8a, the rotor
angle variation curves for the three machines and the rotor angle variation for the OMIB
equivalent system are shown for a fault clearing time te ¼ 0:117 s. Notice that the most
advanced machine is m2 and that the maximum angle deviation is in between m1 and m3

(126.6
). Hence, the generators m2 and m3 form a critical group while the generator m1

forms a noncritical group.
On the other hand, Figure 10.8b, shows the P–d characteristic for the OMIB and

illustrates the equal area criterion. The results of the equal area criterion for a fault clearing
angle of de¼ 71.1
 are: du¼ 158
 and tu¼ 0.458 s.

As it is known (see subsection 10.2.1), the equal area criterion provides that the
stability of a dynamic system described by a differential equation of type (10.25) depends
on the sign of the stability reserve, h, defined by:

h ¼ Adec � Aacc (10.26)
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Figure 10.8. SIME method results for a three-generators system [2]: (a) the time evolution of the

three generators and of the OMIB; (b) the P� d characteristic of the OMIB and the equal area

criterion.
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The power system is stable if h is positive, unstable if h is negative, while for h¼ 0 the
system is at its stability limit.

The expression of type (10.26), which assesses the OMIB case using the equal area
criterion, contains easy-to-compute particular expressions, as it will result below.

10.2.3.2 Criteria and Degree of Instability. An unstable OMIB trajectory
reaches the unstable angle du at the time instant tu when

PaðtuÞ ¼ 0 and
dPa

dt


t¼tu

> 0 (10.27)

with v > 0 for t > tu (see Figure 10.8b).
The conditions (10.27) are “stopping conditions” for the time-domain simulation

program provided by SIME. They mark the beginning of the loss of synchronism
and, hence any further computation is useless, except when a particular research is
desired.

At the instant of time t ¼ tu, the stability reserve h is defined by another, very easy to
compute, expression:

hu ¼ � 1

2
Mv2

u (10.28)

10.2.3.3 Criteria and Corresponding Stability Reserve. A stable OMIB trajec-
tory reaches its “recovery angle” dr < du at the instant trwhen the OMIB’s angle reaches its
maximum value then decreases, that is,

vðtrÞ ¼ 0 and PaðtrÞ < 0 (10.29)

The conditions (10.29) are “the stopping conditions” of the SIME based time-domain
simulation program. They show whether the system is stable—at least as regards the first
oscillation—and any further computation is useless, unless the next oscillations are of
interest.

At the instant t ¼ tr, the stability reserve h is given by (see Figure 10.9b):

hst ¼
Zdu
dr

Paj jdd (10.30)

It should be mentioned that, unlike the instability margin defined by (10.28), the
stability reserve (10.30) can be determined only approximately. This happens because
neither the angle du nor the trajectory PaðdÞ with d 2 ½dr; du� are known since the OMIB
trajectory “recovers”, that is the angle of the equivalent system starts decreasing after the
maximum value d ¼ dr < du is reached.

The following two approximations are proposed in [2]:

a. the triangle approximation, TRI in Figure 10.9b:

hst ffi
1

2
Paðdu � drÞ (10.31)

b. the least squares approximation (weighted or not), denoted by WLS in
Figure 10.9b, where the PaðdÞ curve is extrapolated on the interval d 2 ½dr; du�.
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10.2.3.4 Identification of the OMIB Equivalent. This identification is based on
the following observation: “no matter how complex the system is, the transient instability
phenomenon is triggered when the generators separate into two groups and the irreversible
loss of synchronism results”.

The OMIB identification is carried out in the following manner:

(i) For every computation step, starting from te (the instant of time when the fault is
cleared and the multimachine system enters the final configuration), SIME
performs a ranking of the generators in descending order in terms of their rotor
angles, and then considers the first “electrical distances” between the ranked
generators (e.g., for the first 10 generators).

(ii) Each of these “distances” splits the generators into two groups on both sides of
the considered distance; SIME computes the corresponding “OMIB candidates”
and applies on it the test (10.27).

(iii) If one of the “OMIB candidates” satisfies the conditions (10.27), it is considered
as the “real OMIB.” The critical generators will be the ones situated above the
distance of the real OMIB, while the noncritical generators will be the ones
bellow. Once the real OMIB is identified, SIME stops the time-domain simula-
tion and computes the stability reserve using the equation (10.28).

(iv) Otherwise, if the conditions (10.27) are not satisfied, SIME continues the time-
domain simulation, proceeding to the next computation step, and repeating the
steps (i) and (ii) until the conditions (10.27) are satisfied, after which the step (iii)
is executed.
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Figure 10.9. Time-domain and P� d plane representation of the OMIB equivalent trajectory for

the three-generators system case [2]: (a) the unstable trajectory; (b) the stable trajectory.
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Observation: the OMIB identification is performed only for an unstable trajectory.
Extending, one considers that the OMIB of the previously identified unstable trajectory
is still valid for a stable trajectory close enough to this one (e.g., a trajectory obtained for
a relatively close fault clearing time).

10.2.4 Direct Methods Based on Lyapunov’s Theory

10.2.4.1 Lyapunov’s Method. The direct methods for transient stability assess-
ment based on Lyapunov stability theory deal with the autonomous nonlinear dynamic
system:

D _x ¼ f Dxð Þ (10.32)

where Dx is a vector of variables deviation from the equilibrium point (the origin of
coordinates), that is Dx ¼ x� x0. The system of differential equations (10.32) is a
particular case of the system (10.1) and represents a so-called classical model of the
dynamics of the electric power system defined by (10.2).

All functions f and their first partial derivatives are supposed to be continuous and
defined in any D-neighborhood of the origin of coordinates. This means that the system
(10.32), under the initial conditions Dx0 ¼ Dx10;Dx20 . . . ;Dxuof g in the D-neighborhood
of the origin of coordinates, has a well (unique) defined solution (unique trajectory).

The Lyapunov stability is defined as follows:

� The equilibrium point 0; 0; 0; . . . ; 0f g of the system (10.32) is called stable, if for any
positive number e, no matter how small it can be, it is possible to indicate another
positive number h eð Þ such that for all initial disturbances satisfying the condition

Xn
i¼1

Dx2io � h (10.33)

in further changes in the system the following inequality holds

Xn
i¼1

Dx2i tð Þ < e (10.34)

Instability of system equilibrium is understood as the absence of formulated
stability properties.
� If the equilibrium is stable, and also the conditions

lim
t!1Dx2i tð Þ ¼ 0 (10.35)

are met, the equilibrium is called asymptotically stable.

For dynamic systems as described by (10.32), the second (direct) Lyapunov method,
best suited to the problem of constructing the criteria of transient stability of electric power
systems, is formulated as follows.

The equilibrium of the autonomous system (10.32) is stable “in the large,” if there
exists a continuous Lyapunov functionU Dx1;Dx2;Dx3; . . . ;Dxnð Þ that is determined in the
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phase space of variables Dx1;Dx2;Dx3; . . . ;Dxnf g, with continuous partial derivatives
such that

1. U Dx1;Dx2;Dx3; . . . ;Dxnð Þ is a positive definite function in the closed region V,
including the origin of coordinates;

2. one of the surfaces of U ¼ ct: will be a boundary of the region V;

3. the Lyapunov function gradient—grad U—is not equal to zero inV, excluding the
origin of coordinates and the boundary of the region V;

4. by virtue of equations (10.32), the Lyapunov function derivative dU=dt is a negative
sign function in V or identically equal to zero.

Some explanations of the key notions applied in the considered theorem are given in
the following:

� The function of multiple variables is called a constant sign function if, besides the
zero values, it takes only values of one sign for all variables. The constant sign
function is called sign definite if it vanishes only at the origin of coordinates.

� The system of coordinates Dx1;Dx2;Dx3; . . . ;Dxnf g is called a phase space of the
dynamic system (10.32).

� If in terms of the considered theorem dU=dt is a negative definite function in V, the
asymptotic stability “in the large” of equilibrium of the dynamic system (10.32) is
ensured.

Classical theorems of the Lyapunov method stability functions [5,6], in contrast to the
indicated modified theorem [7–9], require that only conditions 1 and 4 be fulfilled in any
vicinity of the origin of coordinates. Themodified theoremaccording to LaSalle’s Invariance
Principle actually guarantees the existence of the attraction (stability) region V with the
boundaryU ¼ C ¼ ct:The estimate of constantC, withwhich the regionVwill be a peculiar
“trap” for the trajectories of the disturbed systemmotion, is amajor problemof theLyapunov
method functions. Virtually, the region described by Lyapunov function at U ¼ C results in
some approximations of the real attraction region of a dynamic system [10].

Figure 10.10 illustrates graphically the Lyapunov’s method functions to estimate
stability “in the large” for the second-order system.

The upper part of the figure presents a section of Lyapunov function along the axis Dx1
and shows lines of the equal level of functionU. Here, 0 stands for stable equilibrium and 1
for unstable equilibrium of the “saddle” form, which is seen from the topology of lines of
the equal level of function U (see the lower part of Figure 10.10). The region outlined by
line 2 is an estimate of the attraction region by using functions U. Line 3 is a real attraction
region of the dynamic system. If the attraction region estimated using Lyapunov functionU
is smaller than the real attraction region of the dynamic system equilibrium, it means that
the second method of Lyapunov gives sufficient stability conditions that are far from the
necessary and sufficient ones.

Controlling the system stability “in the large” is performed by determining the
coordinates of the points 0 and 1, calculation of Lyapunov functions U values for
some disturbances (e.g., at point 4 that is situated in Figure 10.10 beyond the plane of
axis Dx1) and at the point of unstable equilibrium 1, and then by comparing different values
of function U. If U4 < U1 the system is stable, if U4 > U1 the system is unstable, whereas
for U4 ¼ U1 a critical situation is reached.
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In the classical form, the direct Lyapunov’s method proceeds from the fact that at the
initial time instant the dynamic system is in a disturbed state and the system stability “in the
large” is estimated under the assumption of its free motion from the disturbed state. Thus,
the previous process that led to the disturbed state of the system was not taken into account.

The transient process evolving in the power system as a result of a disturbance is
accompanied by changes in the system parameters at certain instants of time (e.g., a short
circuit on a transmission line involves line tripping, automatic reclosing, and operation of
emergency control devices) The coordinates of the system at the instant of the last change
in its parameters represent a disturbed state from which its free motion toward equilibrium
occurs. The equilibrium is stable if the system stability is maintained or unstable if stability
is lost.

Based on the above-mentioned properties, the application of the second Lyapunov’s
method for the power system transient stability assessment requires that the following three
problems be solved:

1. Calculation of the system motion trajectory in time up to the last change in its
parameters, for example, by numerical integration of differential equations of the
mathematical model of the system dynamics.

2. Construction of an appropriate Lyapunov function.

3. Determination of the stable and unstable system equilibriums coordinates.

The first problem does not cause any important difficulty. However, the extent to
which the sufficient conditions for stability obtained by the Lyapunov function method are
far from the necessary and sufficient ones will depend on how efficient the solution to
the second and third problems is. In the next two sections attention will be given to the
approaches for the Lyapunov function construction and the methods used to determine the
system equilibrium coordinates.
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Figure 10.10. Illustration of the method of

Lyapunov functions.
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10.2.4.2 Designing the Lyapunov Function. Construction of the Lyapunov
function U(x) is one of the key problems of this method. A well proven criterion to
estimate the constructed Lyapunov function is the following requirement: the sufficient
conditions obtained using this function in a nonlinear case should be also necessary
conditions in the linear case [11]. For this purpose, the Routh–Hurvitz stability conditions
for linear (linearized) system should be satisfied.

It should be noted that no general technique of constructing the Lyapunov function for
nonlinear systems was defined so far. Construction of a good Lyapunov function is a matter
of luck.

Lyapunov in [5] suggested the function U as a quadratic form of coordinates for the
linear (linearized) system with constant coefficients

U ¼ DxTPDx (10.36)

where P is a sought matrix. The derivative of Lyapunov function is defined as

_U ¼ DxTQDx (10.37)

where Q is a given matrix.
The sought matrix P is determined from the Lyapunov matrix equation [9].

ATPþ PA ¼ Q (10.38)

where A is a coefficient matrix of the linearized system (10.32) in the form

D _x ¼ ADx (10.39)

The main problems of this approach are related to setting the matrix Q (since there are
no effective techniques to set it), and solving the Lyapunov matrix equation (10.38).
Positive definiteness of Lyapunov function (10.36) is determined by meeting the
Sylvester’s criterion, which requires that all the determinants of the matrix P be positive.

Development of the considered approach is connected with a search for the derivative
of Lyapunov function _U by virtue of the initial nonlinear system (10.32) [10–12].

The experience shows that the best Lyapunov functions are obtained when they can be
interpreted physically. In this context, it is interesting to mention the energy method for
constructing Lyapunov functions. In an explicit form, this method has apparently been used
since the “birth” of the analytical mechanics. For the conservative systems, we find the
total energyH equal to the sum of kinetic and potential energies of the system, as a function
of generalized coordinates. Then the elements that correspond to absorption and dissipa-
tion of mechanical energy are added to the system and for this system the sought functionH
will be Lyapunov function [9].

To illustrate the approach, let us consider the differential equation [9]:

€x þ w _xð Þ þ f xð Þ ¼ 0 (10.40)

where w 0ð Þ ¼ f 0ð Þ ¼ 0.
This equation is apparently equivalent to the system

_x ¼ y; _y ¼ �f xð Þ � w yð Þ (10.41)

590 TRANSIENT STABILITY



Equation (10.40) allows simple interpretation in terms of mechanics, that is, it
describes the oscillations of a particle affected by the nonlinear restoring force f(x) in
an environment with the impedance (damping) that depends nonlinearly on the speed y.

Taking into account that in accordance with (10.40) the mass of a particle equals unity,
the total energy can be written in the form

U ¼ y2

2
þ
Zx
0

f xð Þ dx (10.42)

where the first term in the right-hand side corresponds to the kinetic energy, and the second
term to the potential energy.

If the environment has no impedance w yð Þ ¼ 0ð Þ, the system (10.41) would allow the
first integral of U, which corresponds to the known law of energy conservation. However,
since the mechanical energy in the process of oscillations, due to the impedance, is
converted into thermal energy, the function U should decrease along the trajectory of the
system described in (10.41). Indeed, it is easy to see that by virtue of system (10.41) we
have _U ¼ �w yð Þy:

If the condition U is positive definite, the inequality w yð Þy > 0 holds true for y 6¼ 0,
then obtain _U � 0.

For the function U to be positive definite the equality f ðxÞx > 0 should hold true.
In order to apply the stability theorems, it is necessary to make sure that

lim
xj!1

R x
0 f ðxÞdx ¼ 1 or impose some conditions to provide boundedness of the trajectories

of the system (10.41).
In the end, it is also necessary to make sure that on the curve y ¼ 0, where function _U

vanishes, there are no integral trajectories except for zero equilibrium. However, if along
the trajectory y ¼ 0; _y ¼ 0 as well. It follows then from the second equation of the system
(10.41) that f ðxÞ ¼ 0, but since by virtue of the condition f ðxÞx > 0, x ¼ 0 is the only zero
of function f ðxÞ, we obtain x ¼ 0.

The presented reasoning about the function U is typical for the case of a physical
model of a differential system of equations under study, that is, for the electric power
system as well.

Some known techniques of constructing the Lyapunov function as applied to the
classical model of the multimachine power system dynamics described by (10.2) and
(10.6) will be considered:

ddi
dt

¼ si

Ji
dsi
dt

¼ Pmi � E02
i Yii sin bii �

Xn
j¼1

j6¼i

E0
iE

0
jYij sin di � dj � bij

� 	
(10.43)

where

di is the synchronous machine rotor angle relative to an arbitrary synchronously
rotating axis;

si ¼ vi � v0 is the synchronous machine slip relative to a synchronously rotating axis;

Ji ¼ Mi=v0 is the inertia constant of the synchronous machine;

bii ¼ p=2� aii and bij ¼ p=2� aij;

n is the number of synchronous machines.
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Considering that bij ¼ 0, from (10.43) a conservative model of the power system
dynamics is obtained, for which the conditions

@f k
@xm

¼ @f m
@xk

; k;m ¼ 1; n (10.44)

are met, where f stands for the right-hand sides of equations (10.43), and x are variables
(angles, slips). The conditions (10.44) are necessary and sufficient for the existence of the
first integral for the initial system of equations (at bij ¼ 0) in the form of a sum of kinetic
and potential energies, which in some neighborhood of the origin coordinates is a positive
constant sign function and can be used as Lyapunov function.

Gorev in [13] suggested a technique for constructing the first integral of a conservative
model of the power system dynamics. The technique implies a preliminary transformation
of the initial equations. The transformation results in the total differential equation with
separable variables. Then, Lyapunov function takes the following form:

U ¼ 1

2

Xn
i¼1

Jis
2
i �

Xn
i¼1

Pmi � E02
i Yiisin bii

� 	
di � doið Þ�

�
Xn

i¼1;j¼2
i<j

E0
iE

0
jYij cos di � dj

� 	� cos doi � doj
� 	� 	 (10.45)

where doi; i ¼ 1; n, is the coordinates of system equilibrium, whose stability is studied.
Analysis of function (10.45) shows that it is a positive constant sign function in the

neighborhood of the origin of coordinates, which represents a sum of kinetic (the first term)
and potential (the second and third terms) energies of the system in its disturbed motion.
Its total time derivative is identically equal to zero.

The paper by Magnusson [14], published in 1947, suggested a transient energy
method. The method is illustrated by the example of a three-machine power system.
However, it can be generalized for a system with nmachines. As shown by Ribbens-Pavella
in [15], the transient energy function for the classical conservative model of the power
system is equivalent to the Lyapunov function. The assumptions made are mostly the same
as in [13] and the transient energy function is constructed in the form of a sum of kinetic
and potential energies for the conservative model of the system. In doing so, the potential
energy is sought relative to the considered steady state (equilibrium, whose stability is
studied).

Kinnen and Chen [16] suggested the procedure of constructing Lyapunov function of
the form (10.45) by deriving an auxiliary system of total differential equation similarly to
Gorev [13]. The procedure implies selecting the new functions of variables taking into
account the right-hand sides of the initial system, for which the conditions (10.44) are
satisfied. Then it is possible to write the total differential equation and find its total integral.

The authors of [17] suggested the method of introducing additional terms in the right-
hand side of the second equation of the system (10.43). The terms, depending on di � dj,
minimize the effect of the assumption bij ¼ 0.

For the conservative model of the power system, Andreyuk [18], Aylett [19], Gless
[20], and other authors suggested that applying the equations of mutual motion and
construct the Lyapunov function in the form of the first (energy) integral of the initial
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system of equations. In a more general form of the motion model of the power system under
disturbed conditions (with variables Ddi ¼ di � doi), the equations of mutual motion of the
synchronous machine rotor were obtained by Putilova [21] by multiplying the equations of

the i-th machine by Jj
.Pn

i¼1 Ji and the equations of the j-th machine by Ji

.Pn
i¼1 Ji and

subtracting one equation obtained from the other.
The conservative model of an electric power system is obtained as before for bij ¼ 0.

Then the first integral can be found by integrating the sum of the left- and right-hand sides
of the obtained system of equations, previously multiplied by dDdij [21]. The obtained first
integral is a Lyapunov function and its total derivative, by virtue of the conservative model
equations, is identically equal to zero.

If the Lyapunov function is constructed in the same manner as for the conservative
model, its derivative can be obtained by virtue of the initial system of equations. In this
case, the total derivative of the Lyapunov function alternates in sign and is close to zero.
Therefore, a so-called generalized Lyapunov function is obtained, which nonstrictly
corresponds to the conditions of the modified Lyapunov theorem. Nevertheless, the studies
show the practical acceptability of the obtained estimates [22].

An additional term, proportional to the synchronous machine slip, is quite often added
to equations (10.43) in order to take into account the natural damping of the synchronous
machine oscillations in the transient processes due to automatic voltage regulators and PSS
and because of energy dissipation in the active impedances of the electric network. In the
elementary case, the slip factor is set by the constant valueDi, then the indicated additional
term Disi can be added to the left-hand side of the second equation of system (10.43).

For the obtained extended model, the Lyapunov function can be constructed on
the basis of its conservative idealization, for example, in the form of (10.45) and its
total derivative, taken by virtue of the extended model equations, will have the form
_U ¼ �Pn

i¼1 Dis
2
i [9]. It is quite obvious that the function _U has a negative sign, that is, the

conditions of the modified theorem relating the stability of dynamic systems are satisfied.
Podshivalov in [23], using recommendations from [6,9], considered the construction

of the Lyapunov function for the Lienard vector equation with application to some
modified extended model of electric power system dynamics. In the model, an additional
term in the second equation of system (10.43) for the i-th synchronous machine is
represented by

Pn
k¼1 Diksk. Thus, the constructed Lyapunov function and its total time

derivative satisfy the conditions of the modified Lyapunov function (LaSalle’s Invariance
Principle).

Tavora and Smith in [24], on the basis of the concept of the center of mass from the
classical mechanics, introduced the transformation of coordinates in the system of
equations (10.43) with respect to the center of angles (the center of inertia) of the system.
The same transformation was considered by Gorev in [13]. Athay, Rodmore, and Virmani
in [25] constructed the energy Lyapunov function for the classical model of an electric
power system, transformed in accordance with [24], with respect to the center of inertia.
This approach was also used to develop the modified method for studying the transient
stability on the basis of Lyapunov functions. The method is presented in Subsection
10.2.4.4. Therefore, the transformation of the classical model with respect to the center of
inertia of a system and formulating the respective Lyapunov function are considered below
in more detail.

Taking into account the fact that the classical models of electric power system
dynamics are not universal, attempts were made to construct the Lyapunov functions
for rather detailed mathematical models.
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One of the approaches refers to determining Lyapunov function for a systemmodel that
includes the electric network structure. Tsolas, Arapostathis, andVaraiya [26] proposed such
a Lyapunov function to represent the synchronous machines by the classical model (swing
equation) and the loads by constant capacities. Alberto and Bretas [27] considered a more
realistic model of the load by including a constant component, a linear dependence of active
load on frequency, and nonlinear dependence of reactive load on voltage.

Another approach is represented by the attempts to construct Lyapunov function for
detailed models of synchronous machines within the classical model of a reduced
electric network. The general method implies constructing the Lyapunov function in a
quadratic form of all coordinates of the linearized system of differential equations [8,9].
Other methods are related to determination of the approximated Lyapunov function
components, which represent additional variables of the detailed model of the synchro-
nous machine with respect to the classical model of synchronous machine [28–30].
The most promising method is the one with Lyapunov function constructed as a sum of
energy integral for the conservative model of the system and a quadratic form of
coordinates that are not considered in the conservative model or are considered as
constant values [22,31,32].

10.2.4.3 Determination of Equilibrium. Application of the Lyapunov functions
method to solve transient stability problems for multimachine power systems is of
particular interest because it gives an answer to the question about stability or instability
of the considered dynamic transition. Furthermore, it helps finding the conditions to be
satisfied by the initial disturbances and parameters of the swing equations for the transition
to be stable, that is, constructs the criterion of stability “in the large.”

In the phase space of variables, this criterion separates a stability (an attraction)
region that is bounded (for the above considered Lyapunov functions) by the separation
surface passing through one of the saddle points of the Lyapunov functions. From
Morse’s theory [33], it is known that such a separation surface represents a surface
passing through the saddle point of the Lyapunov function, at which the function takes a
minimum value.

Thus, the study of transient stability of electric power systems by using the Lyapunov
function method aims to determine the coordinates of the saddle point, through which the
separation surface passes, and to calculate the Lyapunov function value in this point. Then
the criterion of transient stability can be represented in the form [8]:

Dd < Ddcr

U <Ucr

(10.46)

where U is a Lyapunov function value at the initial disturbed state; Ucr is a Lyapunov
function value at the criterion saddle point; Ddcr are the coordinates of the saddle point; Dd
are values of variables at the initial disturbed state.

The coordinates of system equilibrium, for which stability is estimated, and the
coordinates of the saddle points (unstable equilibriums) in the neighborhood of the
supposed stable equilibrium (postfault state) are determined from the systems of nonlinear
algebraic equations that are obtained by equating to zero the right-hand sides of
equations (10.43) or the derivatives of Lyapunov function of the form (10.45) for all
the variables. In general, the number of unstable equilibrium points in the neighborhood
of the postfault state can be no less than 2n�1 � 1

� 	
, where n is the number of machines.
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The postfault state, for which stability is estimated, is determined by different general
methods for solving nonlinear systems of algebraic equations. For this purpose, the
Newton–Raphson method was applied in [34] and the steepest descent method was
suggested in [35]. Podshivalov [23] proposed a modification of the controlled differential
descent method by constructing an auxiliary system of differential equations on the basis of
the derivatives of the Lyapunov function for all variables and by adding the artificial
damping to the differential equations. The damping coefficients are chosen so that the
asymptotic approach of the system trajectory to equilibrium is granted and a quite high
convergence speed of the computational process is achieved. The values of variables in the
prefault system state are considered as an initial approximation in the above-mentioned
methods.

A considerably more complicated problem is to determine the coordinates of the
critical saddle points. In this case, two approaches are possible. The first approach is to find
the coordinates of all critical points of Lyapunov function and to compare them in terms of
the Lyapunov function value at these points [34,36]. The second approach is characterized
by the avoidance to determine coordinates of all critical points and directly search for a
required saddle point of Lyapunov function [22,35,37].

In Refs. [34,38], the first approximation for identifying the saddle point of the
Lyapunov function is found by reducing the multimachine system to (n� 1) two-
machine systems considering the equilibriums between one basic machine and the
rest of machines in the system. It is advisable to choose the machine with the highest
inertia constant as reference. When constructing two-machine systems the angle
difference of all other machines, excluding the reference and the considered ones, is
neglected. In [36,39], it was proposed that similar two-machine systems should be
arranged by considering each machine with respect to the remaining part of the system.
The obtained estimates are taken as initial values of the variables for the steepest descent
method that is applied to determine exact values of the coordinates of saddle points of
the Lyapunov function.

In Ref. [35], it is noted that even if the suggested procedure for determining the first
approximation in the steepest descent method is valid and provides convergence to the
unstable equilibrium; it is still not clear whether this position will characterize a saddle
point of the separation surface covering the stability region in the phase space of variables.
The procedure proposed in Refs. [36,39] has also drawbacks, since the equilibrium can be
violated not only between one machine and the rest of the system, but also between groups
of machines.

The authors of Refs. [8,37] proposed an analytical procedure for determining the
coordinates of the criterion saddle point by searching for a rigorous lower bound of the
function in the form given by (10.45) on the multidimensional cube faces. Its essence is
presented in the following.

The nature of variation in the components of Lyapunov function U that depends only
on deviations of machine angles from equilibrium is studied in definite directions from the
origin of coordinates (stable equilibrium). These directions are chosen so that the
multidimensional problem is reduced to the one-dimensional. Then the maximum com-
ponent of Lyapunov function and its location are determined based on the simple analytical
expressions.

All the extreme values of the Lyapunov function components found in such a way are
compared with one another, and the minimum ones among them are taken as the criterion
constant Ucr (as a first approximation). The values of coordinates of the saddle point
criterion of Lyapunov function are determined simultaneously.
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If the choice of directions, in which the studies are performed on the components of the
Lyapunov function, is related to the centers of multidimensional cube faces, the following
analytical relations are obtained as a result for the criterion constant estimation [8,37]:

Ucr ¼ minvi (10.47)

vi ¼ 2Ai � jBijei (10.48)

ei ¼ 2A atanðAi=jBijÞ (10.49)

Ai ¼
Xn
j¼1
j6¼i

E0
iE

0
jY ijcos bijcos doij (10.50)

Bi ¼
Xn
j¼1
j 6¼i

E0
iE

0
jY ijcosaijsin doij (10.51)

Then the steepest descent method, the Newton–Raphson method or any other method
can be applied to specify the coordinates of the saddle point criterion and the Lyapunov
function value for it.

Vaiman in Ref. [40] suggested the search for the required saddle point of the Lyapunov
function for the conservative models of electric power systems as a common point of the
region boundary that is obtained when the generalized Routh–Hurwitz conditions meet the
boundary of the region of admissible deviations of the phase variables in a multimachine
system represented by the closed surface of the equal level of function U.

Zubov in Ref. [41] treats the general algorithm of searching for stability regions of the
Lyapunov functions by using the conditions that hypersurfaces of the levels of Lyapunov
function U ¼ C are in contact with the hypersurface dU=dt ¼ 0.

The algorithms presented in [40,41] involve some computational difficulties.

10.2.4.4 Extension of the Direct Lyapunov’s Method. Let us consider the
system of equations (10.43) in another form based on [25], representing self- and transfer-
admittances of the reduced network, not in the polar but rectangular coordinate system.
Then from (10.43) we obtain

_di ¼ si (10.52)

Ji _si ¼ Pi � P�
ei; i ¼ 1; n (10.53)

where

P�
ei ¼

Xn
j¼1
j 6¼i

Cijsin di � dj
� 	þ Dij cos di � dj

� 	� 	
(10.54)
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Pi ¼ Pmi � E02
i Gii (10.55)

Cij ¼ E0
iE

0
jBij (10.56)

Dij ¼ E0
iE

0
jGij (10.57)

and Gij and Bij are the active and reactive components of the transfer-admittance of the
reduced network.

In accordance with Ref. [24], we transform the coordinates of the model given by
(10.52) and (10.53) to the coordinates of the system inertia center:

dc ¼
Xn
i¼1

Ji di=Jc ; Jc ¼
Xn
i¼1

Ji (10.58)

sc ¼
Xn
i¼1

Jisi=Jc (10.59)

The equation of motion of the system inertia center will then have the following form:

_dc ¼ sc (10.60)

Jc _sc ¼ Pc � P�
ec (10.61)

where:

Pc ¼
Xn
i¼1

Pi ; P�
ec ¼

Xn
i¼1

P�
ei (10.62)

The equation of motion of the synchronous machine iwith respect to the inertia center
will be as follows:

_dic ¼ sic (10.63)

Ji _sic ¼ Pi � P�
ei � Ji _sc � Pe � P�

ec

� 	
Ji=Je (10.64)

where dic ¼ di � dc; sic ¼ si � sc.
In Ref. [25], Athay, Podmore, and Virmani construct the Lyapunov function by

analogy with the manner in which Aylett did in [19] for the conservative model of an
electric power system in mutual motion. They add to the expression of potential energy an
extra component reflecting the dissipated energy,Dij cos di � dy

� 	
, in (10.54) as the integral

along the system trajectory from the stable equilibrium to the current values of coordinates.
Finally the Lyapunov function for the system of equations (10.63) and (10.64), based on
[25], can be represented as

U ¼ 1

2

Xn
i¼1

Jis
2
ic �

Xn
i¼1

Pi dic � doicð Þ�

�
Xn�1

i¼1

Xn
j¼iþ1

"
Cij cos dic � djc

� 	� cos doic � dojc
� 	� 	�

�
Zdicþdjc

doicþdojc

Dij cos dic � djc
� 	

d dic þ djc
� 	#

(10.65)
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Physically, the Lyapunov function components (the transient energy function) of
(10.65) can be interpreted as given below [25]:

� The first component is the kinetic energy of the synchronous machine motion with
respect to the system inertia center.

1

2

Xn
i¼1

Jis
2
ic ¼

1

2

Xn
i¼1

Jis
2
i �

1

2
Jcs

2
c (10.66)

� The second component is part of the potential energy of the system that depends
basically on the mechanical moments of turbines (see equation (10.42)) with respect
to the system inertia center.

Xn
i¼1

Pi dic � doicð Þ ¼
Xn
i¼1

Pi di � doið Þ �
Xn
i¼1

Pi dc � docð Þ (10.67)

� The third component is the potential electromagnetic energy transmitted through the
tie line ij.

Xn�1

i¼1

Xn
j¼iþ1

Cij cos dic � djc
� 	� cos doic � dojc

� 	� 	
(10.68)

� The fourth component is the dissipated energy in the active conductance of tie line ij:

Xn�1

i¼1

Xn
j¼iþ1

Zdicþdjc

doicþdojc

Dijcos dic � djc
� 	

d dic þ djc
� 	

(10.69)

An approximate expression for (10.69) after integration for the case of linear trajectory
of the system from do to dcr is presented in [25].

The obtained Lyapunov function (10.65), as noted in [25], enables the estimation of
equilibrium stability in the coordinates of the synchronous machines with respect to the
inertia center. However, it does not estimate stability of equilibrium in the inertia center
coordinates, that is, for the equation of system frequency dynamics.

The Ref. [25] does not address the issue of the total time derivative of the Lyapunov
function (10.65). Since the system of equations (10.52) and (10.53), from which equations
(10.63) and (10.64) are obtained, is fully equivalent to the system of equations (10.43), it is
believed that (10.65), by analogy with [22], is a generalized Lyapunov function and the
conditions of negative definiteness of the total time derivative are met nonstrictly for it.

In subsection 10.2.4.3, it was noted that the study on transient stability of electric
power systems by the method of Lyapunov functions is based on determining the
coordinates of the saddle point, through which the separation surface passes, and
calculating the Lyapunov function value at this point. In this case, the Lyapunov function
at the saddle point criterion has a minimum value as compared to its values at other saddle
points. The transient stability criterion from (10.46) constructed on this base is unique and
universal for all possible disturbed states of the system and that is the reason why for many
disturbed states it gives too conservative estimates of the stability region, which are far
from the necessary and sufficient ones.
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The above-noted circumstance is illustrated by Figure 10.11 and Table 10.1 [25].
Figure 10.11 shows the total energies U1 and U2 as functions of time for two disturbances
occurred at two different buses in a three-machine system. The critical levels of potential
energy Up1 and Up2 at each of the saddle points are shown along the y axis.

The system trajectory approaches these saddle points in the considered two fault cases.
As seen in Figure 10.11, if the saddle point with the minimum value of the Lyapunov
function is used as criterion, the critical fault clearing time equals 0.16 s while the system
trajectory in each case brings the system to its saddle point, and the estimates of the critical
clearing times are essentially higher.

For the well-known IEEE test system consisting of 39 buses and 10 synchronous
machines, Table 10.1 presents the values of critical fault clearing time at different buses.
The values are obtained by simulating transient process and on the basis of the Lyapunov
function method for the two cases. As seen in Table 10.1, the estimates of the critical
clearing time on the basis of the Lyapunov function method, taking into account the system
trajectories, practically coincide with the estimates obtained from simulations, whereas the
classical method gives less accurate estimates.

In the bulk electric power systems, the trajectory of synchronous machines can be
rather complex. The stability can be lost not during the first cycle of swings but during the
subsequent ones. In Ref. [42] Gupta and El-Abiad provided an example of a complex
system trajectory resulting from the initial disturbance and subsequent control action for
the 225 kV CIGRE test system (Figure 10.12).

For this example, Figure 10.13 shows a diagram of change in the total energy of the
system versus time along the trajectory of its motion. Figure 10.13 is analogous to
Figure 10.11 except for the fact that the numbers along the lines of potential energy
level are the numbers of critical generators in the system from the viewpoint of potential
stability loss.
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Figure 10.11. Estimation of critical clearing time by

different ways of applying the Lyapunov function

method.

T A B L E 10.1. Critical Fault Clearing Times

Simulation Lyapunov Function Method

Disturbance Location Stable Unstable Considering Motion Trajectory Traditional

Bus 31 0.28 0.30 0.28 0.23
Bus 32 0.30 0.32 0.29 0.22
Bus 35 0.34 0.36 0.33 0.29
Bus 38 0.18 0.20 0.18 0.18
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In Ref. [42], the authors present an algorithm for determining the possible unstable
equilibrium states of a complex system. At the initial stage, consideration is given to two-
machine systems formed by each machine in relation to the electric equivalent of the rest of
the system. The obtained coordinates of the saddle points criterion are specified for the
entire postemergency network by the Newton–Raphson method. Since the method con-
verges in a small number of iterations, its convergence in the given number of iterations is
assumed as a criterion for the nonexistence of equilibrium. Thus, the existing saddle points
are selected.

The next stage deals with the situation concerning possible loss of stability in a group
of machines with respect to the remaining part of the system. For each situation, the system
is divided into two groups of machines. The number of machines in the group that losses
the stability with respect to the remaining part of the system cannot exceed n=2, where n is
the number of machines in the system.

It is assumed that in the majority of practically important cases small groups of
generators lose their stability with respect to the rest of the system. Hence, the analysis is
started with such situations. Similar to the initial stage, the coordinates of the saddle points
criterion are obtained for a two-machine electric equivalents, representing two considered
groups of machines. Then, they are specified for the entire postemergency configuration by
the Newton–Raphson method.

In the real emergency situations, the results obtained allow the saddle point to be taken
as a criterion one in the direction of system motion trajectory to assess the power system
stability.
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Thus, constructing the Lyapunov function for the dynamic equations of the synchro-
nous machines with respect to the system inertia center and applying the saddle point as a
criterion one in the direction of system motion trajectory results in acceptable estimates of
transient stability of power systems on the basis of the second Lyapunov method. The
estimates virtually coincide with the estimates obtained by simulation of transients.

A systematic description of the method of Lyapunov functions applied in transient
stability study of power systems can be found in the technical literature [28,29,42,43].

10.2.4.5 New Approaches.
PEBS METHOD. The method of potential energy boundary surface (PEBS) was

suggested by Kakimoto, Oshawa, and Hayashi in [45]. Vaiman names this boundary a
dividing line [40]. The key advantage of the PEBS method is that there is no need to
determine the coordinates of the unstable equilibriums and hence it is very fast and easy to
be applied.

Let the electric power system be represented by the following differential equations in
the matrix form [46]:

_d ¼ s (10.70)

J _s ¼ Pm � Pe � Ds (10.71)

The Lyapunov function is also expressed as the sum of the kinetic Uk sð Þ and the
potential Up dð Þ energies:

U ¼ Uk sð Þ þ Up dð Þ (10.72)

The potential energy can be represented as a bowl in the space of angles. The stable
equilibrium of the system with a minimum value of potential energy is found on the bottom
of this bowl. The points of local maximums and the saddle points lie on the bowl edge. The
gradient of potential energy function at these points is equal to zero. The line connecting
these points of unstable equilibrium is the potential energy boundary surface or the dividing
line. The line is perpendicular to the lines of the equal level of potential energy function.

Let the fault-on trajectory of system d tð Þf ; s tð Þg for determining the critical fault
clearing time be directed to PEBS. The point in which the trajectory will cross the
boundary is called an exit point with d� coordinates. The criterion value of Lyapunov
function is determined in this point, that is Ucr ¼ U d�ð Þ.

Chiang, Wu, and Varaiya have shown [47] that the PEBS method in some cases can
give too optimistic estimates of the critical fault clearing time. Figure 10.14, presented also
in [46], illustrates such a situation. It shows a fault-on trajectory to the exit point d� and a
postfault trajectory (situation 2), which reaches the critical point with a potential energy
value lower than Uer d�ð Þ.

BCU METHOD. The boundary controlling unstable (BCU) method was proposed by
Chiang, Wu, and Varaiya [48]. The method is based on the concept of controlling unstable
equilibrium points (CUEPs) of dynamic systems. Nowadays, this is the most efficient
direct method for transient stability analysis in electric power systems.

Let the electric power system be represented by the following differential equations in
the matrix form [46]:

_d ¼ s (10.73)
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J _s ¼ � @Up dð Þ
@d

� Ds (10.74)

Associated to (10.73) and (10.74), consider the following gradient system:

_d ¼ � @Up dð Þ
@d

(10.75)

It can be seen that the PEBSmethod limits the attraction area of the associated gradient
system (10.75).

The BCU method exploits the relationship between the systems (10.73), (10.74), and
(10.75). Note that d; 0f g is an equilibrium of the systems (10.73) and (10.74), if and only if
d is an equilibrium of system (10.75). Other interesting relationships between these systems
can be found in Ref. [47].

Under quite reasonable hypotheses about the vector field, it is possible to show that the
boundary of the attraction area is composed by the stable manifolds of unstable equili-
briums, which belong to the boundary of the attraction area. The estimated exit point,
therefore, is quite close to the stable manifold of some unstable equilibrium point on the
boundary of the attraction area of the associated gradient system. In the BCU method, this
point is defined as the controlling unstable equilibrium point that in essence is the saddle
point (see Figure 10.14).

The mentioned explanation is the theoretical justification for the general case of the
property noted by Tagirov [49] for a one-machine system. This property of system motion
trajectories to leave the attraction area near the saddle point was implicitly applied in [25],
[42], etc.] for multimachine systems.

The estimate of coordinates of the exit point of the fault-on trajectory d� by the PEBS
method is taken as an initial approximation for the BCU method.

Further, the coordinates of the controlling unstable equilibrium point are determined
by the gradient method. In contrast to the PEBS method, the BCU method does not yield
unreasonably optimistic estimates of the critical fault clearing time.
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Postfault stable 
equilibrium point 

Postfault trajectory 
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method 

Potential energy 
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Ucr= U(δ*) PEBS
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Postfault trajectory 
situation 1 (stable)

Clearing time 
Ur - Ucr 

Figure 10.14. PEBS fails.
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SHADOWINGMETHOD. The studies in Ref. [50] show that in some cases the BCUmethod
does not converge to the required CUEP, first, due to the fact that the PEBS method can
obtain other exit point d�, and secondly even at correct estimation by the PEBS method the
gradient algorithm of the second step of the BCU method can converge to the point other
than the closest CUEP. Based on this SFruggs and Mili [50] suggested a dynamic method
for determining the PEBS.

In order to improve the convergence of the method, Treinen, Vittal, and Klienman
suggested the shadowing method [51], which is illustrated in Figure 10.15.

In this method the coordinates of the exit point d� are specified by the PEBS method
through the fixed intervals of the conjugate gradient system trajectory. In consequence,
each new exit point d� is a new initial approximation for the gradient algorithm until it
converges to a sought CUEP.

COMPREHENSIVEMETHOD. In order to efficiently use the positive properties of the above
methods, Xue, Mei, and Xie [52] suggested a comprehensive method for determining the
CUEP. The flowchart illustrating how the method works is presented in Figure 10.16.

In order to improve the convergence of the gradient method, a so-called reflected
gradient system (RGS) is introduced in (10.75) and also in Ref. [52], under the form

_d ¼ I � 2n dð Þn dð ÞT� 	
f dð Þ (10.76)

where f dð Þ is a right-hand side of (10.75), I is the unit matrix, n dð Þ is the eigenvector
corresponding to the largest eigenvalue (real) of the Jacobian matrix Y dð Þ ¼ @f=@d.

In Ref. [52], it is proved that the theorems determine the correspondence of the
unstable equilibrium points of system (10.75) with the stable equilibrium points of the
reflected system (10.76).

10.3 INTEGRATIONMETHODS FOR TRANSIENT
STABILITY ASSESSMENT

10.3.1 General Considerations

Application of the step-by-step methods, usually employed in transient stability assess-
ment, needs some remarks:

Fault 
trajectory

Exit-point 4

Controlling 
equilibrium

Exit-point 1

PEBS

SEP

Exit-point 3 Exit-point 2

Figure 10.15. Illustration of shad-

owing method [51].
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(i) Two approaches can be used to solve the system of equations (10.1):

� The sequential approach, in which the differential (D) and the algebraic (A)
systems of equations are solved sequentially.

� The simultaneous approach, in which the differential system of equations (D) is
transformed into an algebraic system of equations, which is thereafter solved
simultaneously with the algebraic equations.

(ii) The integration methods can be classified into two categories: explicit methods
and implicit methods.

(iii) The integration methods can be classified into: Euler methods, Runge–Kutta
methods, predictor–corrector methods, and so on.

(iv) If the integration step size (Dt) is considered, then we have

� Constant-step methods, applicable to transitory stability problems.

� Variable-step methods, used in general computational programs (for e.g.,
EUROSTAG, NEPLAN, NETOMAC, and EDSA) to analyze transient regimes
(short-time) and medium and long-term dynamics regimes.

The explicit methods allow computing the state variables, xnþ1, at the end of the n-th
integration step, in terms of their values at the beginning of the integration step, xn.
However, these methods can lead to numerical instability of the solution due to accumu-
lation of errors, which amplify during the considered interval and cause the divergence of
the solution. Therefore, in order to successfully employ an explicit method, it is necessary
to set an integration step Dt smaller than the smallest time constants that are included in the
differential system of equations. On this basis, the explicit methods (e.g., Runge–Kutta
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Figure 10.16. Flowchart of the comprehensive method [52].
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method) are used with good accuracy in computer programs for short-term transient
stability assessment (the time interval analyzed is of few seconds).

In an implicit method, the state variables xn at the end of the n-th integration step are
determined in terms of both the values at the beginning of the integration step xn�1 and the
actual values xn. The system of differential equations is thus transformed into a nonlinear
system of algebraic equations, of which solution is determined by applying an iterative
method at each integration step (e.g., the Newton–Raphson method). The implicit methods
are numerically stable because the integration step size is less important than for the
explicit methods. The most used implicit method in computation programs is based on the
trapezoidal rule, which allows expanding the simulation interval to minutes.

Generally, the performances of a computer program designed to simulate the transient
behavior over in the time domain of a dynamic system depend both on the nature of the
modeled phenomena (fast and=or slow dynamic phenomena) and on the integration
method employed.

Thus, the solution of a linear differential system of equations consists in a linear
combination of exponential functions that describe the individual variation modes corre-
sponding to the systems eigenvalues lk, that is

xiðtÞ ¼
Xn
k¼1

Cke
lkt i ¼ 1; 2; . . . ; n (10.77)

If the eigenvalues are spread over a large area of the complex plane then the solution
(10.77) of the system of differential equations is a sum of fast-variation dynamic modes
corresponding to the eigenvalues located far from the imaginary axis (the magnitudes of the
real parts of eigenvalues are large) and slow-variation dynamic modes given by the
eigenvalues positioned close to the imaginary axis (the magnitudes of the real parts of
eigenvalues are small). From the integration method viewpoint, such a dynamic system is
“numerically difficult”. Moreover, a nonlinear dynamic system is numerically difficult if its
linear approximation is a numerically difficult system.

In the power systems analysis, if besides the electromechanic equations (swing
equations) the differential equations modeling the dynamics of the rotor flux (fast-
dynamics processes), the AVR, the governor, the turbine, and so on are added in the
DAE system, then the set of differential equations is a numerically difficult system of
equations, and hence robust algorithms and integration methods are required to simulate
the dynamic behavior.

In exchange, if the classic model is used to model the generator then the system of
differential equations is no longer a numerically difficult system, and simple explicit
methods, such as the Runge–Kutta methods, can be used for numerical integration. The
basic features of the most employed integrations methods in power system simulations are
presented in the following. Let us consider a simple nonlinear differential equation under
the form

_x ¼ dx

dt
¼ f ðxðtÞÞ (10.78)

for which the initial solution is xðt0Þ ¼ x0.
The integration methods are employed to solve differential equations, for example

equation (10.78), by calculating a series of values ðx1; x2; . . . ; xn; . . .Þ at different time
instants ðt1; t2; . . . ; tn; . . .Þ that may estimate the dynamic behavior of a system with
acceptable accuracy. The value xnþ1 at the next step is determined in terms of the values
obtained at the previous steps ð. . . ; xn�2; xn�1; xnÞ. Depending on the formulae used to

INTEGRATION METHODS FOR TRANSIENT STABILITY ASSESSMENT 605



calculate each value of x, the integration methods may be classified into two groups: the
single-step explicit methods (e.g., Runge–Kutta methods) and multistep implicit methods
or predictor–corrector methods.

The value of variable x at a certain step has normally an error with respect to the real
value, on one hand, due to solution round off and, on the other hand, due to the integration
method used. The errors may propagate from one computation step to the next and, if they
do not amplify, it is said that the integration method is numerically stable; otherwise it is
numerically unstable [44].

In the integration process the new value xnþ1 of the state variable x can be determined
either by integrating the function f ðxðtÞÞ over the time interval ½tn; tnþ1�, or by integrat-
ing the variable xðtÞ over the interval ½xn; xnþ1�. In both cases, in order to determine
the integration expression, extrapolation and interpolation polynomials are used, of
which coefficients are calculated based on a set of previous consecutive r values
ðf n�rþ1; . . . ; f n�1; f nÞ and ðxn�rþ1; . . . ; xn�1; xnÞ, respectively, computed at the time
instants ðtn�rþ1; . . . ; tn�1; tnÞ. The number of values r is called the order of the integration
method [44]. Depending on the way in which a new value xnþ1 is determined using the set
of previous r values, the integration methods are classified in Adams type methods and
Gear type methods [44,53].

In the Adams type methods the value of the state variable at the next step can be
determined using the integration formula [44,115]:

xnþ1 ¼ xn þ Dt
Xr
k¼1

bkf nþ1�k þ b0f nþ1

 !
(10.79)

where Dt ¼ tnþ1 � tn is the integration step size.
For b0 ¼ 0, expression (10.79) provides the explicit integration formulae, known as

Adam–Bashforth formulae. Otherwise, for b0 6¼ 0, expression (10.79) provides the implicit
integration formulae, known as Adam–Moulton formulae.

Table 10.2 provides the Adams–Bashforth–Moulton integration formulae up to the third
order [44,115]. The first-order integration formulae, for r ¼ 1, are the Euler formulae,
whereas the second-order integration formulae, for r ¼ 2, provides the trapezoidal formulae.

In Adams type formulae, the error at step (nþ 1) is [44]:

enþ1 ¼ e0 � xðrþ1Þ
n ðtÞ � Dtðrþ1Þ (10.80)

T A B L E 10.2. The Adams–Bashforth–Moulton Integration Formulae [44]

Type Order Integration Formulas Error e0

Adams–Bashforth 1 xnþ1 ¼ xn þ Dt � f n 1=2

2 xnþ1 ¼ xn þ Dt

2
ð3f n � f n�1Þ 5=12

3 xnþ1 ¼ xn þ Dt

12
ð23f n � 16f n�1 þ 5f n�2Þ 9=24

Adams–Moulton 1 xnþ1 ¼ xn þ Dt � f nþ1 �1=2

2 xnþ1 ¼ xn þ Dt

2
ðf nþ1 þ f nÞ �1=12

3 xnþ1 ¼ xn þ Dt

12
ð5f nþ1 þ 8f n � f n�1Þ �1=24
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where xðrþ1Þ
n ðtÞ is the ðr þ 1Þ order derivative of x in a point t 2 ½tn�r; tnþ1�, whereas e0 is a

constant that depends on the method order (see Table 10.2).
Notice that, for higher order formulae and the same integration step size, the implicit

methods generate smaller error than the explicit methods. Another advantage of the
implicit methods is that they have better numerical stability. However, their disadvantage
resides in the fact that they do not allow direct computation of the value xnþ1. Indeed,
considering that f nþ1 ¼ f ðxnþ1Þ and denoting bn ¼ xn þ Dt

Pr
k¼1 bkf nþ1�r, from (10.79)

the following nonlinear equation results:

xnþ1 ¼ bn þ Dt � b0 � f ðxnþ1Þ (10.81)

where xnþ1 is the unknown variable.
A predictor–correctormethod is required to solve the equation (10.81). In the predictor

step, an explicit formula is used to determine the initial value xð0Þnþ1. In the corrector step, the
initial estimated value is iteratively corrected using the implicit integration formula. In this
regard, the following expression is used:

x
ðmþ1Þ
nþ1 ¼ bn þ Dt � b0 � f ðxðmÞnþ1Þ (10.82)

where the exponent m is the iteration number.
This iterative computation process converges if [44]

Dt � b0 � L < 1 (10.83)

where L ¼ ffiffiffiffiffiffiffiffiffi
lmax

p
is the Lipschitz’s constant; lmax is the largest eigenvalue of the matrix

product ATA, whereas A is the state matrix computed in the xnþ1 point.
The smaller the product Dt � b0 � L the faster the process converges. Thus, one way of

achieving convergence of numerically difficult systems of differential equations, with large
eigenvalues, is to set very small integration steps sizes Dt. This is a drawback because it
leads to large computation efforts, which, however, can be reduced by using the Newton
method to solve the nonlinear equation (10.81) instead of the recursive formula (10.82).

In the Gear type methods extrapolation and interpolation are applied to approximate
the variable xðtÞ over the considered integration interval as compared to the Adams
methods where variation of the function f ðxðtÞÞ is applied. In the Gear type method, the
following integration formulae are applied [44,115]:

� The explicit integration formula

xnþ1 ¼
Xr
k¼0

akxn�k þ b0 � Dt � f n (10.84)

� The implicit integration formula

xnþ1 ¼
Xr
k¼0

akxn�k þ b0 � Dt � f nþ1 (10.85)

The main advantage of the Gear integration methods is that they have a larger
numerical stability compared to the Adams methods [44,115].

When the implicit Gear method is employed to solve the nonlinear equation (10.85),
similar to (10.81), the predictor–corrector method is used. Furthermore, in the case of
numerically difficult differential equations, the initial value estimated by an expression
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similar to (10.84) does not ensure a good approximation when a large integration step size
is used. In order to avoid this, the initial value is directly determined by using the Lagrange
approximation, that is,

x
ð0Þ
nþ1 ¼

Xr
k¼0

akxn�k (10.86)

The implicit and explicit Gear formulae and the Lagrange extrapolation polynomials
are given in Table 10.3 [44].

When the dynamic behavior of a power system is simulated using numerical
integration methods, due to the nonlinearity of the mathematical model equations, the
state matrix and its eigenvalues are not constant and, therefore, the criteria that bounds the
integration step size are changed at each iteration. Thus, choosing an optimal step that, on
one hand, can ensure the numerical stability, the convergence, and the accuracy of the
results and, on the other hand, that does not lead to large computation time, represents one
of the fundamental aspects when developing simulation programs.

Depending on the objective, one of the following two measures are used:

(i) If only the simulation of the transient behavior is performed, then small order
(1 or 2) implicit formulae, which have a good numerical stability, are used and a
constant integration step of which size is limited to a value that guarantees a good
convergence and minimizes the errors, is adopted.

(ii) Numerical methods that automatically modify the order of the method and the
integration step size to reduce the computation time are used when designing
integrated software that perform simulations both the transient response and the
medium- and long-term dynamic behavior.

10.3.2 Runge–Kutta Methods

In the Runge–Kutta methods the solution xnþ1 is approximated at the end of the actual step
nþ 1 by Taylor’s series expansion without being necessary for explicit evaluation of higher
order derivatives. The contribution of the terms from the Taylor’s series expansion

T A B L E 10.3. Gear Type Integration Formulae [44]

Type Order Integration Formula Error e0

Explicit 1 xnþ1 ¼ xn þ Dt � f n
2 xnþ1 ¼ xn�1 þ 2Dt � f n
3 xnþ1 ¼ � 3

2
xn þ 3xn�1 � 1

2
xn�2 þ 3Dt � f n

Implicit 1 xnþ1 ¼ xn þ Dt � f nþ1 �1=2

2 xnþ1 ¼ 4

3
xn � 1

3
xn�1 þ 2

3
Dt � f nþ1 �2=9

3 xnþ1 ¼ 18

11
xn � 9

11
xn�1 þ 2

11
xn�2 þ 6

12
Dt � f nþ1 �3=22

Lagrange 1 xnþ1 ¼ 2xn � xn�1

2 xnþ1 ¼ 3xn � 3xn�1 þ xn�2

3 xnþ1 ¼ 4xn � 6xn�1 þ 4xn�2 � xn�3
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containing higher order derivatives are included in the calculus of xnþ1 by successive
evaluation of the first-order derivatives. Different order Runge–Kutta methods exist
depending on the number of the retained terms from the Taylor’s series expansion.

The second-order Runge–Kutta method consists in successive application of the
following relationship:

xnþ1 ¼ xn þ Dxnþ1 ¼ xn þ K1;n þ K2;n

2
(10.87)

where

n¼ 0, 1, 2, . . . is the number of the integration step;

Dt is the integration step size;

K1;n ¼ f xnð ÞDt; K2;n ¼ f xn þ K1;n

� 	
Dt

Note that the adjustment Dxnþ1 ¼ K1;n þ K2;n

� 	
=2 is the arithmetic mean of the

tangents to the variation curve evaluated at the beginning and at the end of the integration
step.

The second-order Runge–Kutta method assumes considering only the first and the
second-order derivatives of the Taylor’s series expansion. In this case, the computation
error for each step is proportional to Dt3.

The fourth-order Runge–Kutta method approximates more accurately the solution
xnþ1 in a computation step by using the expression:

xnþ1 ¼ xn þ 1

6
K1;n þ 2K2;n þ 2K3;n þ K4;n

� 	
(10.88)

where

K1;n ¼ f xnð ÞDt K2;n ¼ f xn þ 0:5 � K1;n

� 	
Dt

K3;n ¼ f xn þ 0:5 � K2;n

� 	
Dt K4;n ¼ f xn þ K3;n

� 	
Dt

(10.89)

The adjustment of the variable x at the step nþ 1:

Dxnþ1 ¼ 1

6
K1;n þ 2K2;n þ 2K3;n þ K4;n

� 	
(10.88)

represents a weighted mean of the slopes evaluated at the beginning, the mid-point, and the
end of the integration step.

In the fourth-order Runge–Kutta method, the first four-order derivatives of the
Taylor’s series expansion are considered. The computation error for each step in this
case is proportional to Dt5.

10.3.3 Implicit Trapezoidal Rule

The implicit trapezoidal rule is actually the implicit second-order Adams method. The
method is based on the assumption that the adjustment of the variable x at the actual
computational step, that is,

Dxnþ1 ¼ xnþ1 � xn
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is equal to the arithmetic mean of the exact values that the function f takes at the beginning
and at the end of the step multiplied with the integration step size Dt:

Dxnþ1 ¼ xnþ1 � xn ¼ Dt

2
f xnð Þ þ f xnþ1ð Þ½ � (10.90)

The trapezoidal rule consists in transforming the differential equation (10.78) into a
nonlinear algebraic equation, with respect to the unknown quantity xnþ1, which is solved by
an adequate method such as the Newton’s method.

If the trapezoidal rule is used to determine the transient states of a power system, the
differential system of equations (10.1) is transformed into a nonlinear algebraic system of
equation, which is solved simultaneously with the algebraic system of equations (10.1)
using the Newton–Raphson method.

Application of the trapezoidal rule is illustrated in the following for obtaining the
solution of the system of differential equations describing the behavior of a synchronous
generator connected to an infinite power bus, using the classical model.

If the damper is neglected, the electromechanical equations are:

dv

dt
¼ 1

M
Pm � Pmax

e sin d
� 	

dd

dt
¼ v0v

where

Pmax
e ¼ E0U

X0
d;e

is the maximum value of the electromagnetic power;

E0 is emf behind the transient reactance X0
d;

X0
d;e is equivalent reactance between the internal generator point, of voltage E0jd, and
the infinite power bus, of voltage Uj0.

Applying the implicit trapezoidal rule at the n-th integration step gives:

vnþ1 � vn ¼ Dt

2M
Pm � Pmax

e sin dn
� 	þ Dt

2M
Pm � Pmax

e sin dnþ1

� 	
dnþ1 � dn ¼ v0

Dt

2
vn þ vnþ1ð Þ

(10.91)

Given the values of vn and dn at the beginning of the integration step, by solution of the
nonlinear algebraic systemof equations (10.91) yields their valuesvnþ1 and dnþ1 at the endof
the integration step. By simple transformations, the system of equations (10.91) becomes:

a11vnþ1 þ a12sin dnþ1 ¼ b1
a21vnþ1 þ a22dnþ1 ¼ b2

(10.92)

where

a11¼ 1; a12 ¼ Dt

2M
Pmax
e ; a21 ¼ �v0

Dt

2
; a22 ¼ 1

b1 ¼ vn þ Dt

M
Pm � Dt

2M
Pmax
e sin dn and b2 ¼ dn þ v0

Dt

2
vn
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The algebraic system of equations (10.92) is solved using the Newton–Raphson
method. Therefore, for every iteration p following the current iteration p-1, the system
(10.92) is linearized resulting

a11Dv
ðpÞ
nþ1 þ a12cos d

ðp�1Þ
nþ1 Dd

ðpÞ
nþ1 ¼ b1 � a11v

ðp�1Þ
nþ1 � a12sin d

ðp�1Þ
nþ1

a21Dv
ðpÞ
nþ1 þ a22Dd

ðpÞ
nþ1 ¼ b2 � a21v

ðp�1Þ
nþ1 � a22d

ðp�1Þ
nþ1

(10.93)

from which the adjustments Dv
ðpÞ
nþ1 and Dd

ðpÞ
nþ1 are determined. Then new values of the

variables are determined by

v
ðpÞ
nþ1 ¼ v

ðp�1Þ
nþ1 þ Dv

ðpÞ
nþ1 and d

ðpÞ
nþ1 ¼ d

ðp�1Þ
nþ1 þ Dd

ðpÞ
nþ1 (10.94)

The initial values of the iterative procedure are chosen equal to those from the beginning

of the integration step, that isv
ð0Þ
nþ1 ¼ vn and d

ð0Þ
nþ1 ¼ dn, and the iterative process is continued

until the convergence test max Dv
ðpÞ
nþ1

 ; Dd
ðpÞ
nþ1

 n o
� eadm is satisfied. When the conver-

gence is achieved, set vnþ1 ¼ v
ðpÞ
nþ1 and dnþ1 ¼ d

ðpÞ
nþ1, then go of the integration step.

10.3.4 Mixed Adams-BDF Method

Researches have shown that the simulation of the transient, the medium-term, and the long-
term processes of the power systems can be performed using integrated computation
software. The numerical integration methods implemented in this software are robust and
allow changing the order of the method and the integration step size. Such a method
is Adams-BDF (backward differentiation formulae), which is implemented in the
EUROSTAG software [56]. The method is based on the general Gear–Hindmarsh method
used for solving hybrid DAE systems.

The general Gear–Hindmarsh method

Let z ¼ ½xT ; yT �T be the vector that groups the vector of inertial state variables x and the
vector of noninertial state variables y. The DAE system (10.1) can therefore be written as

_z ¼ f zðtÞð Þ
0 ¼ g zðtÞð Þ
�

(10.95)

Given the vector zn ¼ zðtnÞ of state variables at the time instant tn as well as their
derivatives up to the order r (r is the order of the method), the problem of determining
the vector znþ1 ¼ zðtnþ1Þ, which is the solution of the system of equations (10.95) at the
time instant tnþ1 arises. For this, the vector zðtÞ and the vectors of derivatives,
zðmÞðtÞ;m ¼ 1; 2; . . . ; r, are stored in the vector z, called the Nordsieck vector:

zðtÞ ¼ zðtÞ; h � zð1ÞðtÞ; h
2

2!
zð2ÞðtÞ; . . . ; h

r

r!
zðrÞðtÞ

� �
(10.96)

where h ¼ Dt is the integration step size.
The advantage of using the Nordsieck vector is that when changing the integration step

size, from h to ah, the new vector is obtained by

�zðt þ ahÞ ¼ D�zðt þ hÞ (10.97)

INTEGRATION METHODS FOR TRANSIENT STABILITY ASSESSMENT 611



where D ¼ diag 1;a; . . . ;arf g is a diagonal matrix, and a is the ratio between the new and
the old step size. Also, using the Nordsieck vector, changing the order of the method is
achieved by simply changing the dimension of the D matrix (addition or deletion of a line
and of a column).

In the Gear–Hindmarsh method, determination of the new vector znþ1 is based on a
predictor–corrector procedure.

In the predictor step, the initial values of the state variables ~znþ1;~z
ð1Þ
nþ1; . . . ;~z

ðrÞ
nþ1 as well

as the Nordsieck vector at the time instant tnþ1 are estimated by Taylor series expansion up
to the r order and using the known values of the state variables zn; z

ð1Þ
n ; . . . ; z

ðrÞ
n and their

derivatives at the time instant tn:

�z
ð0Þ
nþ1 ¼ A�zn (10.98)

where �zn is the Nordsieck vector calculated at the previous step tn, and A is the Pascal’s
triangle array of which terms are given by

aik ¼
k!

ðk � iÞ!i! if i � k

0 if i > k

8<
: (10.99)

In the corrector step, the Nordsieck vector estimate z
ð0Þ
nþ1 is adjusted using to the

expression [56]:

�znþ1 ¼ �z
ð0Þ
nþ1 þ lnþ1ðznþ1 � ~znþ1Þ (10.100)

where lnþ1 ¼ ½l0;nþ1; . . . ; lr;nþ1�T is a vector of which components depend on the integration
method and on its order. The vector of state variables znþ1 ¼ zðtnþ1Þ, which is solution for
the DAE system at the time instant tnþ1 and satisfy the relationships (10.95), is determined
by solving the following system of nonlinear algebraic equations

hn�z
ð1Þ
nþ1 þ l1;nþ1ðznþ1 � ~znþ1Þ � hnfðznþ1Þ ¼ 0

gðznþ1Þ ¼ 0
(10.101)

using the Newton method. This is performed by determining the vector of adjustment
values Dznþ1 ¼ znþ1 � ~znþ1 that satisfies the equations:

hn~z
ð1Þ
nþ1 þ l1;nþ1 Dznþ1 � hnfð~znþ1 þ Dznþ1Þ ¼ 0

gð~znþ1 þ Dznþ1Þ ¼ 0

(10.102)

In order to reduce the computation time, in the iterative process for solving the
system of equations (10.102), the Jacobian matrix is computed only once (in the first
iteration). Moreover, the Jacobian matrix is maintained constant even for several
successive integration steps; the matrix is recalculated when the step size and the
method order are changed.

CHANGING THE STEP SIZE AND THEMETHOD ORDER. Themethod errorgiven by (10.81) can
be estimated using the Norsieck vector [56]. Therefore, from equation (10.100) achieves

hrz
ðrÞ
nþ1

r!
� hrz

ðrÞ
n

r!
¼ lr;nþ1Dznþ1 (10.103)

612 TRANSIENT STABILITY



Taking into account the expression (10.103) and that

hrþ1 zðtnþ1Þð Þðrþ1Þ

r!
¼ hrz

ðrÞ
nþ1

r!
� hrz

ðrÞ
n

r!
(10.104)

achieve the approximate expression of the error

enþ1 ffi e0lr;nþ1r! Dznþ1k k (10.105)

where Dznþ1k k is the norm of the vector of adjustment values Dznþ1 computed by solving
the system of equations (10.102).

Comparing the error calculated using (10.105) with the admissible value eadm specified
by the user according to the desired accuracy, the current integration step size is evaluated
and a new value is determined using the expression:

hnew ¼ hold
eadm
e0

lrjjDzjj
� �1

r

(10.106)

Also, the equation (10.106) is used to estimate the error when the method order is
reduced to ðr � 1Þ or increased to ðr þ 1Þ. It is, therefore, possible to identify the time
instant when the method order and=or the integration step size should be changed.

THEMIXEDADAMS-BDFMETHOD. Although the Gear–Hindmarsh method is adequate
to simulate the behavior of the dynamic systems governed by numerically difficult
algebraic-differential equations (dynamic systems characterized by high ratio, around
104 or higher, between the largest and the smallest eigenvalue of the state matrix), the
accuracy of the results and the computational effort, quantified by the CPU time, depend
on the integration method used. When analyzing the disturbed states of a power system,
in order to obtain a good simulation of the stable cases and to identify the unstable cases,
the numerical stability domain of the integration method must include the left-side
semiplane of the complex plane, where the eigenvalues of the state matrix are repre-
sented [44]. This condition is fulfilled by the implicit first- and second-order Adams
methods. Implementation of the second-order Adams method, known as the trapezoidal
rule, contributed to elaboration of robust software, for example, the EUROSTAG
software, designed to simulate both the transient processes and the medium- and
long-term dynamics.

Using the Nordsieck notation, the integration formula of the trapezoidal rule

znþ1 ¼ zn þ h

2
ð _zn þ _znþ1Þ ¼ zn þ h

2
fðznÞ þ fðznþ1Þð Þ (10.107)

provides the vector

lADAMS ¼ l0 ¼ 0:5; l1 ¼ 1; l2 ¼ 0:5½ �T (10.108)

used in the general Gear–Hindmarsh method.
Although the trapezoidal rule has a good numerical stability, the tests have shown that

there are situations when unstable cases cannot be identified.
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Moreover, if the model takes into consideration the algebraic state variables in order to
estimate the error and the accuracy of the results, requiring small values of the integration
step size (automatically selected by the method), then excessively large computation times
would be necessary. In order to eliminate this disadvantage, the BDF method was used in
the EUROSTAG software for the algebraic variables. The mixed Adams–BDF method that
has thus resulted uses the Adams method to deal with the inertial state variables and the
BDF method for the algebraic variables.

The formula of the implicit BDF method is

znþ1 ¼ � 1

3
zn�1 þ 4

3
znþ1 þ 2

3
hn _znþ1 ¼ � 1

3
zn�1 þ 4

3
znþ1 þ 2

3
hnf ðznþ1Þð Þ (10.109)

which, in the Nordsieck notation, leads to the vector

lBDF ¼ l0 ¼ 2

3
; l1 ¼ 1; l2 ¼ 1

3

� �T
(10.110)

Implementing the mixed Adams–BDF method in the general Gear–Hindmarsh
algorithm is very simple and consists in replacing the vector lnþ1with the vector
lADAMS; nþ1 when dealing with the inertial state variables, and with the vector lBDF; nþ1

when dealing with the algebraic state variables.

10.4 DYNAMIC EQUIVALENTS

10.4.1 Generalities

The actual electric power systems are the most complex technical systems due to the large
number of interdependent sets of elements, the various types of operating states (condi-
tions) and the complicated processes that develop after disturbances occurrence. It is,
therefore, necessary to investigate them, under the classical postulate of the systems theory,
by utilizing simplifying methods. The formulation of dynamic equivalents, in fact,
represents the science of reducing the dimension of the mathematical models of the
systems [57].

Drawing upon the approaches employed in studying the transient stability of the
electric power systems, the following stages of mathematical model simplification may be
identified [58,59]: a priori idealization; simplification of power system mathematical
description, and finding the adequate power system mathematical model.

An a priori idealization is based on the rich experience by theoretical research and
practical calculations of transient processes of various durations in modern bulk power
systems, which take into account the capabilities of computers and software tools used for
simulating transient processes. Examples of such idealizations are: representing the system
as one-line positive-sequence diagram, neglecting stator resistances, and ignoring the
electromotive forces of transformers and the synchronous generator rotation and some
others. This renders it reasonable to neglect some of the factors in mathematical description
of power system transient processes. The resulting mathematical model of electric power
system dynamics in the form of a design model and mathematical descriptions of elements
can then be employed.
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The simplification stage of the mathematical description of the power system
dynamics implies simplifying the mathematical models representing classes of elements
through neglecting less relevant features. A mixture of widely used expert approaches
[60,61], the method of small parameters (a singular case) [60,62,63] and modal analysis
[60,64] can be applied in this respect.

The next problem of the simplification process is to determine the impact of
disturbances on the behavior of the electric power system elements [59,65]. The solution
to this problem is based on a well-known property of large electric power systems that the
impact of a disturbance is experienced less intense the further away from the originator the
element is located due to energy dispersion, the presence of insensitivity zones in the
generators’ speed governors, and so on. Different familiar indices measuring the distur-
bance impact are based on the assessment of “electric distance” (transfer admittances) or
“distance with respect to perception” (synchronizing powers) [65,67]. Also, these indices
take into account the disturbance characteristics and the dynamic parameters of generators
[58,60,68,69]. Further investigations on determining these complex indices are provided in
Section 10.4.2.

Along with the impact degree of a disturbance, the level of detail necessary in
modeling a power system element for a given disturbance is provided by assessing the
significance of an element in the sense of its impact on the transient process. The elements
of high significance (generators and loads) are characterized by a large capacity and strong
ties with the system as a whole. The quantitative significance estimates of the electric
power system elements are obtained from the analysis of system structure (see Sub-
section 10.4.3) [65,70] and by using the modal analysis [71]. Notice that the element
significance estimates do not employ the disturbance characteristics and therefore are
invariant with respect to them.

Based on the estimates of disturbance impact and of element significance, the level of
detail in its mathematical model can be assessed. Finding such estimates at this stage for all
elements allows a simplified mathematical description of the dynamics of electric power
system behavior to be formulated for a given network configuration, operating conditions,
and disturbance. This also provides the basis for identifying the power system subsystems
in which electric network can be reduced.

The last stage is concerned with the simplification of the mathematical model for the
electric power system dynamics by formulating an equivalent. It includes finding the
solution of two problems: determining the subsystems to be represented by an equivalent
and calculating the parameters of the power system equivalent model [58,65].

The subsystems to be represented by a single equivalent are determined on the basis of
generator motion coherency. Originally this problemwas solved using approximated, often
empiric, characteristics: full symmetry of the subsystem represented by equivalent,
equality of initial accelerations of generator rotors, equality of synchronizing powers
of machines, meeting the stability conditions within a group [58,60,72–75,109]. In order to
achieve a more accurate estimate of the coherency, a numerical calculation of the initial
stage of transient process was employed in [76–78] either by using a nonlinear model or
based on modal analysis of a linearized model. The analytical approach for the estimation
of motion coherency of machine pairs on the basis of different indices is presented in
Subsection 10.4.4.

In order to study long-term transient processes in electric power systems, the use of
estimates of generator motion coherency at non-zero initial conditions, that are obtained on
the basis of the second form of the stability criterion, was suggested by Gorev [79].
Subsection 10.4.4 considers the possibilities of obtaining and applying these estimates.
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A new step forward was the introduction of local and global coherency concepts [80].
Local coherency is determined by the structural properties of the subsystem and the
disturbance, whereas the global coherency is determined only by structural properties, that
is, it is invariant with respect to disturbances. Global coherency is revealed on the basis of
structural analysis methods using the indices of electric and dynamic connectivity
(Subsection 10.5.4) [65,70,74,75,77,80], modal analysis [60,63,66,77,81,82,109,110],
transformation of transfer functions of a linearized system [83], and analysis of the
potential members of the Lyapunov function [84–86].

Essential progress in the area of local and global coherency was made on the basis of
transformation of the electric power system coordinates to the inertia center coordinates:

dif g ! dc; dicf g; i ¼ 1; n

where dic ¼ di � dc is the angle of generator iwith respect to the system (subsystem) inertia
center.

The transformation was introduced by Gorev [79] and then used in [76,87]. It was
proved that the inertia center of a coherent subsystem executes a slow motion, whereas the
coordinates dic vary considerably faster [63,72,88]. This observation provided the back-
ground for developing applications of the methods of singular disturbance theory to reveal
the coherency and to develop the concept of “slow coherency” between subsystems (inertia
centers of subsystems) that are invariant with respect to disturbances [63,89].

The solution to the simplification problems of mathematical description of the electric
power system and the determination of the equivalent subsystems allows the division of the
system under analysis in two parts–the subsystem where transient processes will be
investigated and the external subsystem that can be represented by a simplified equivalent.
These parts of the system (subsystems) are interconnected through the adjacent nodes
(boundary nodes).

Computing the equivalent power system parameters require that certain criteria for
transforming the initial system to the equivalent one must be fulfilled. For the non-
transformed subsystem the equivalence criteria require the invariance of its behavior,
which often reduces to the invariance of state variables at the boundary nodes. For the
equivalent subsystem the equivalence criteria determines the relationships that are used to
determine the parameters of the equivalent. Both groups of the criteria should be
coordinated [90–92]. They are considered further in Subsection 10.4.5.

For the determination of the equivalent parameters in the classical mathematical
model for electric power system dynamics, the technique of averaging the parameters
[58,60,86,91], the Dimo-REI method [54], the modal analysis [60,63,66,80,92], and the
small parameter method, in addition to the relationships generated by the equivalence
criteria (Subsection 10.4.6.), were also used. The small parameter method was also used for
transforming the coordinates with respect to the inertia center [73,88,89]. Consideration
was given to the possibilities of determining the equivalent’s parameters so that the voltage
regulators and generators’ speed governors in the determined subsystem [58,65,82] and
also the structure of electric network [94] are taken into account.

Since no ideal coherency of generators motion is encountered in practice but rather an
approximated coherency is observed, the need arises to take into account the noncoherency
of motion in the parameters of the equivalent. Some elementary methods were suggested to
solve this problem. These methods introduce weight coefficients for the initial parameters
with the initial accelerations or active powers of equivalated generators, representing the
equivalent of two or more generators [95–97]. The general approach to the consideration of
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the motion noncoherency in the equivalent generator parameters is based on averaging
techniques (Subsection 10.4.6) [59,65].

Among the other methods for determining the parameters of the equivalent, an
emphasis should be placed on the aggregation of linearized models [98], dispersion of
the inertia constants of generators in the subsystem to be represented by equivalent with
reduced networks [99], continual idealization [72], identification methods [100–102], and
methods for functional equivalent formulation [103,104]. These methods, however, have
not become widespread.

10.4.2 Simplification of Mathematical Description of a System

10.4.2.1 The Disturbance Impact Index. In transient stability studies, the impact
of a disturbance upon the behavior of a considered power system element (generator, load)
during the transient process is determined by the disturbance characteristics (magnitude,
duration, etc.) and by the distance between the considered element and the disturbance
point. The influence of the disturbance magnitude and duration are obvious, while the
second factor is a vivid expression of the above—mentioned property of bulk power
systems—the disturbance impact decays as the distance between the point of its application
and the element increases.

Hence, the index that characterizes the disturbance impact at node i in the system is
determined by two components: a coefficient measuring the electrical distance of node i
from the disturbance point, kia, and the effect of disturbance at node i, Dxi, that is,

gi ¼ f kia;Dxið Þ (10.111)

Here, kia is given by the configuration of the system and the initial state of the system,
and Dxi by the disturbance characteristics.

Let the boundary values, g1 > g2 > . . . > g‘, be set such that: if g i > g1, the element
at node i should be represented in the mathematical model of the system by the most
detailed mathematical description (model M1); if g1 > g i > g2, the element at node i is
introduced by a simpler modelM2; for g2 > gi > g3 a further simplified model M3 of the
element is used and so on.

For the disturbance impact index, as shown in [58], the so-called F coefficient [68] can
be adopted, which is determined by the expression:

g i ¼ YiaDPit
2
a=2Ji (10.112)

where ta is the operation duration under emergency conditions, DPi is power imbalance at
node i under the emergency conditions; Ji is inertia constant of generator or (a)synchronous
motor at node i; Yia is magnitude of the transfer admittance between the node i and the node
where the disturbance is applied.

A cumbersome problem is caused by selecting the boundary admissible values g‘ for
the disturbance impact index (10.112). There are no rigorous methods for solving this
problem. Therefore, it is necessary to use the experience of research and control
computations to compare the results obtained for the initial and for the simplified
mathematical models of the electric power system.

10.4.2.2 The Study of the Disturbance Impact Index. Consider a specific
power system example [58], of which configuration is shown in Figure 10.17. For
illustration, only the problem of simplifying the mathematical description for the
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generators will be considered. The reactances of the tie lines are shown in brackets, in
ohms. The other necessary parameters of the system are given in Table 10.4, where Pg

denotes the generation and P‘ denotes load. The classical model of an electric power
system is considered as an initial approximation that takes into account the voltage
regulation systems and the speed governors of generators.

A symmetrical three-phase short circuit at node 1 lasting for 0.2 s was considered as the
disturbance for which the system response is analyzed. The transient process caused by this
disturbance, assuming the initialmathematicalmodel of the system, is shown inFigure10.18.

Figures 10.19 and 10.20 illustrate the estimates of the electric distances of generators
with respect to the disturbance point.

The regions of equal electric distance of generators (Figure 10.20) are determined in
accordance with the values of the transfer admittances between generators and the node
where the disturbance is applied. The regions are plotted on the number axis (Figure 10.19).

The regions obtained on the basis of electric distance will be compared with the
regions that will then be formulated on the basis of the disturbance impact indices. The
values of these indices are presented in Figure 10.21 and Table 10.5.
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Figure 10.17. Configuration of the studied system.

T A B L E 10.4. Parameters of the Studied System [58]

Node Pg [MW] J[s] P‘[MW] Node Pg[MW] J [s] P‘[MW]

1 1120 25.2 470 12 255 112.0 435
2 1515 53.5 1060 13 1145 216.0 700
3 1275 10.5 1300 14 – – 602
4 155 19.5 313 15 – – 880
5 798 28.8 140 16 – – 800
6 310 37.2 255 17 – – 190
7 755 106.0 677 18 – – 124
8 175 49.5 – 19 – – –
9 780 16.8 76 20 – – –
10 130 47.6 155 21 – – –
11 380 64.0 480 22 – – 420
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Consider the response of the most critical generator connected at node 1, where the
short circuit occurs. Figure 10.22 shows the variation of the rotor angle of this generator for
various levels of detail considered in modeling the other generators, that is: 1—the initial
model of the system; 2—generators 7, 11, 13 are modeled by the swing equation (SE), also
called equation of motion, assuming E0 ¼ ct: and Pm ¼ ct:; 3—the same as 2 plus
generators 4 and 8 modeled using SE only; 4—the same as 3 plus generator 12 modeled
using SE only; 5—the same as 4 plus generators 5 and 10 modeled using SE only; 6—the
same as 5, plus generators 2 and 6 modeled using SE only; 7—all generators except for the
first one are modeled by SE only.

Based on the similarity of generator no. 1 rotor angle variation for the assumed initial
representation of the other generators in the system and for the simplified models
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Figure 10.18. The rotor angle varia-

tions for a selected disturbance.
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subsequently used for other generators it can be concluded, based on the results shown in
Figure 10.22, that sufficient evidence exists for using the swing equation only to represent
generators no. 7, 11, 13. It is less advisable to use the swing equation only for generators
no. 4, 8 and, probably, no. 12.

In order to gain more confidence in determining the condition for using the simplified
model of generators and to estimate a suitable threshold for g, a comparison of the critical
fault clearing times from the transient stability point of view is performed in the following.
For the cases presented in Figure 10.22 these are given in Table 10.6 in absolute and relative
(to the critical clearing time for the initial model) units.

It results from Table 10.6 that if 5% is assumed an admissible simplification error, the
swing equation can be used to represent generators no. 4, 7, 8, 11, 12, 13, with
g ¼ 0:37 � 10�5. However, if the simplification error is assumed less than 10% the
simplified model can be used to represent generators no. 4, 5, 7, 8, 10, 11, 12, 13,
with g ¼ 0:33 � 10�4.

Taking into account the rather large difference between the first and second case (from
5% to 10%) and the fact that the error of 10% is hardly acceptable, the threshold value g can
be considered to be higher than 0:37 � 10�5 but lower than 0:33 � 10�4 (for example, 10�5).
The boundary separating the regions for transition from the initial complete model of
system’s generators to the simplified one for this case is represented in Figure 10.23 by the
dashed line.
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T A B L E 10.5. The Values of Disturbance Impact Index

Generator 1 2 3 4 5 6 7

g=10�4 33.4 0.42 5.2 0.011 0.075 1.45 0.005
Generator 8 9 10 11 12 13 –
g=10�4 0.01 6.1 0.33 0.001 0.037 0.0004 –
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Assumes that the loads of the studied power system are also represented by rather
complete models (e.g., by static characteristics dependent on voltage and frequency and=or
by dynamic equations in the case of asynchronous motors). The authors of [105] present the
diagram for choosing a complex load model in terms of the level and duration of load
decrease due to disturbance at the node where the load is connected. Using these
recommendations, a threshold condition for the transition from the detailed load model
to the simplified one can be determined, for the considered problem. The analysis shows
[58] that for the studied disturbance all loads in the system can be represented by simplified
models, _Y‘ ¼ ct: Thus, the threshold condition for transition from one type of model to
another for generators and loads do not coincide in a general case.

As a result, a reasonably simplified mathematical model of the electric power system
is obtained, which is used in the next stage of the model simplification.

10.4.3 Estimating the System Element Significance

10.4.3.1 Index of the System Structural Connectivity. The system structure is
critical when carrying out studies on complex systems, such as the electric power system,
because it reflects the most essential interrelations between the individual elements and
their groups. These interrelations are quite invariant when perturbations occur in a system
and they guarantee the system operation and its typical behavior. System integrity,
nonadditivity, and intrinsic behavior are determined by its structure, that is, by the
configuration, the strength of tie lines, and the interactions between elements and

T A B L E 10.6 Critical Clearing Time

No Type of Model

Clearing Time

s %

1 Complete system model 0.360 0

Simplified models of generators:
2 7, 11, 13 0.370 2.70
3 4, 7, 8, 11, 13 0.375 4.10
4 4, 7, 8, 11, 12, 13 0.378 4.90
5 4, 5, 7, 8, 10, 11, 12, 13 0.395 9.80
6 2, 4, 5, 6, 7, 8, 10, 11, 12, 13 0.425 18,05
7 All generators except for generator 1 0.450 25.00
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Figure 10.23. Decomposition of a system on the basis of disturbance impact index.
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subsystems. These ties and interactions have quite definite quantitative estimates and it is
important to know how to calculate these estimates.

The connectivity of the electric power system structure offers the opportunity to
determine the subsystems that have strong ties between their elements and weak ties and
cutsets between the determined subsystems. The connectivity is determined by the
numerical measure of “distance” between generators in the system and expresses the
extent of interaction between them under steady-state and transient conditions. The electric
connectivity of generators plays an important role. The connectivity is very often estimated
by the magnitude of transfer admittance Y ij of a reduced network of the classical model of
electric power system dynamics.

A more appropriate numerical measure of electric connectivity is given by

wij ¼ E0
iE

0
jY ij (10.113)

which, besides the electric distance Yij, it takes into account the voltage levels at the nodes
where the two generators i and j are connected, that are indirectly expressed through their
electromotive forces [65,70].

The measure of electric connectivity wij based on (10.113) within an electric power
system can differ greatly, by orders of five or more. These differences form the basis for
determining strongly connected subsystems interconnected by weak tie lines.

It should be noted that although the electromotive forces of generators depend on the
operating conditions, they vary within a comparatively narrow range, which is indicative of
the robustness of electric connectivity estimates.

10.4.3.2 Significance of a System Element. The significance of a system
element (a generator) is estimated through the analysis of the relationship between
the individual components of the maximum generated power:

Pei ¼ P‘i þ wiI þ wjJ ; i 2 I; j 2 J (10.114)

where
P‘i are loads connected to the generator node i (generator loads);

wiI and wjJ are the components of the power that can be used inside and outside the
subsystem.

There can be three cases [65].

� case a:

Pei � P‘i; wiI � wjJ � 0 (10.115)

This means that the power generated is practically completely used to supply the
loads located close to the generator, and the connection between the generator and
the system is rather weak. This generator has local influence and does not affect the
system.
� case b:

Pei � P‘i þ wiI ; wiJ � 0 (10.116)

In this case, the generator power is used not only to cover the local loads but also
to supply remote loads within the subsystem I. This generator affects essentially the
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processes that occur within the subsystem I and practically does not affect the
remaining part of the system.
� case c:

Pei ¼ P‘i þ wiI þ wij (10.117)

In this case, the ties of the considered generator with all other generators in the system
are significant. This generator affects considerably the processes that occur in the entire
system and is called a system generator.

The estimates of significance of the elements (generators) in the system supplement,
to a certain extent, the estimates of the disturbance impact that were introduced in
Section 10.4.2. Based on these estimates, it is possible to formulate recommendations
about using the detailed modeling of system elements and to establish the general
directions of suitable aggregation that may be identified in the system structure, which
can be useful at the subsequent stages of simplification.

10.4.4 Coherency Estimation

10.4.4.1 Equation of the Mutual Motion of a Pair of Machines. Consider a
classical model of an electric power system dynamics in the form of differential equations
of generator motion as (see also §10.2.4.4):

d2di
dt2

¼ 1

Ji
ðPmi � E02

i Gii �
Xn
j¼1
j6¼i

ðCij sinðdi � djÞ þ Dij cosðdi � djÞÞÞ (10.118)

where

Cij ¼ E0
iE

0
jBij (10.119)

Dij ¼ E0
iE

0
jGij (10.120)

where Gij and Bij are the active and reactive components of the transfer admittance of the
reduced network and Gii is the self-conductance of the reduced network.

The following notations are introduced:

P�
i ¼ Pmi � E02

i Gii

� 	
=Ji (10.121)

C�
ij ¼ Cij=Ji (10.122)

D�
ij ¼ Dij=Ji (10.123)

In order to define the equation of mutual motion of the generators i and j, a similar
equation of (10.118) is derived for j. Hence, we obtain:

d2dij
dt2

¼ P�
ij � Fij sin dij þ Qij cos dij

� 	� Aij; i; j ¼ 1; n (10.124)

where

P�
ij ¼ P�

i � P�
j (10.125)
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Fij ¼ C�
ij þ C�

ji (10.126)

Qij ¼ D�
ij þ D�

ji (10.127)

Aij ¼
Xn
k¼1

k 6¼i; j

Cik sin dik þ Dik cos dikð Þ þ
Xn
k¼1
k 6¼i; j

Cjk sin djk þ Djk cos djk
� 	

(10.128)

dij ¼ di � dj (10.129)

Assuming that Fij and Qij are the components in the rectangular coordinates of some
complex quantity with the magnitude Rij and the phase wij, equation (10.124) can be
written as

d2dij
dt2

¼ P�
ij � Rij sin dij � wij

� 	� Aij; i; j ¼ 1; n (10.130)

where

Rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
ij þ Q2

ij

q
(10.131)

wij ¼ atan Fij=Qij

� 	
(10.132)

The third term Aij in (10.130) represents the impact of the motion of the remaining
generators in the system (except the generators i and j) with respect to the considered
generators i and j. This impact is essential for high values of Aij, which is comparable in
magnitude with the first two terms of (10.130). For low values of Aij, the mutual motion
of the generators i and j will be negligibly influenced by the motion of generators from
the remaining part of the system. This dependence can be neglected by assuming Aij ¼ ct:
The latter will be valid if the generators i and j are strongly connected with each other
and the connection of each with the rest of generators is weak, that is, Yij � YikðYjkÞ or
wij � wikðwjkÞ. Strong connectivity between the generators i and j, in turn, is a necessary
condition for their coherency (necessary but not sufficient, since the coherency of generator
motion is determined supplementary by the dynamic parameters of generators and the
disturbance characteristics).

Thus, for low values of Aij, assuming Aij ¼ ct:, the equation of mutual motion of the
generators i and j can be obtained instead of equation (10.130) in the form

d2dij
dt2

¼ Pij � Rij sin dij � wij

� 	
(10.133)

where

Pij ¼ P�
ij � Aoij

and Aoij is the value of Aij in the steady-state preemergency condition.
Since (10.133) is valid for a strong connectivity between the generators i and j in

contrast to their ties with the remaining generators in the system and because this situation
is a necessary coherency condition between the generators i and j, the coherency estimates
calculated by equation (10.133) will be acceptable in accuracy. For incoherencies between
the generators i and j, the effect of Aij on their motion will be important, that is, the
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assumption Aij ¼ ct: is not valid, and the numerical coherency estimates based on equa-
tion (10.133) will be inaccurate. The latter, however, is of no significance, since the interest
is only in estimates that correspond to coherent motion of the generators i and j, and the
accuracy limits for these were already established.

10.4.4.2 Coherency Indices. Accordingly to early notes in Section 10.4.4.1, the
coherency estimates of generator motion can be obtained based on the structural character-
istics of an electric power system, either by neglecting or by considering the disturbance
characteristics. In a first case, the index of structural (electric) connectivity, wij, determined
by (10.113) may be taken as a coherency index. In the second case, the Lyapunov function
method (see Section 10.2.4) is applied to the equation of mutual motion of the generators i
and j (10.133) [65].

Denoting

xij ¼ dij � wij (10.134)

the equation (10.133) can be transformed into

dx2ij
dt2

¼ Pij � Rij sin xij (10.135)

For equation (10.135), the Lyapunov function is known in the form of energy integral
(see Section 10.2.4). Based on the requirement to be positive defined, this type of Lyapunov
function for (10.135), in terms of inverse transformation of the variables, will have the
following form:

Uij ¼ 1

2

ddij
dt

� �2

þ Pijðdoij � dijÞ � Rijðcosðdoij � wijÞ � cosðdoij � wijÞÞ
� �

(10.136)

If the system (10.135) defines the operation in a stable equilibrium point, then
Uoij ¼ 0. The coordinates of unstable equilibrium point for (10.135), considering inverse
transformation of the variables, will be equal to ddij=dt ¼ 0 and dcrij ¼ p� doij þ 2wij,
where the superscript “cr” stands for the unstable equilibrium point. The Lyapunov
function value at the unstable equilibrium point will be:

Ucrij ¼ Pij 2doij � 2wij � p
� 	� 2Rij cos doij � wij

� 	
(10.137)

The value ofUcrij determines an attraction region for the system (10.133). The larger is
the region, the greater is the dynamic connectivity between the generators i and j.
Therefore, the index of dynamic connectivity between the generators i and j can be taken
as a coherency index

vij ¼ Ucrij (10.138)

Possible coherency indices based not only on the structural characteristics of the
power system, but also on the disturbance characteristics, are analyzed in the following.
Therefore, taking into consideration equation (10.133) of mutual motion of the generators i
and j and considering the second form of Gorev’s stability criterion, which is given by
(10.135) in [65], then:Z xcrij

xoij

Pij � Rij sin xij
� 	

dxij þ 1

2

dxij
dt

� �2

� 0 (10.139)
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where the first term represents the potential energy and the second is the kinetic energy of
the system (Ukij in Figure 10.24).

After separating the integration interval in accordance with Figure 10.24, grouping of
the terms after integration and reverse transformation to the initial variables dij in
accordance with (10.134), condition (10.139) is obtained as a relationship corresponding
to the criterion of equal areas:

Aaij � Adij (10.140)

where Aaij is the acceleration area determined by

Aaij ¼ Paij daij � doij
� 	� Raij cos daij � wij

� 	� cos doij � wij

� 	� 	 þ 1

2

ddoij
dt

� �2

(10.141)

and Adij is the possible deceleration area determined by

Adij ¼ Pij daij � dcrij
� 	� Rij cos daij � wij

� 	� cos dcrij � wij

� 	� 	  (10.142)

where ddoij=dt is the derivative of the mutual rotor angle between the generators i and j at the
initial time interval that in general can be nonzero; Paij and Raij are the system parameters in
the emergency condition; Pij and Rij are the parameters in the postemergency condition.

The value daij that corresponds to the final stage of the emergency period can be
obtained assuming the invariability of accelerating generator powers during the emergency
conditions, since this condition is short-term and because the generators’ rotors inertia does
not allow them to considerably change their position. Subject to this assumption,

dai ¼ doi þ 1

2Ji
DPit

2
a (10.143)

where ta is the duration of the emergency condition; DPi is the value of accelerating
(decelerating) power of generator i at the time of disturbance initiation. Hence,

daij ¼ dai � daj

Based on the above observations, the motion coherency index for the generators i and j
can be calculated with the expression:

nij ¼ Aaij=Adij (10.144)

In Ref. [58], the coherency index analogous to (10.144) is determined subject to
ddoij=dt ¼ 0. Table 10.7 presents estimates of this index for the electric power system

Rij

Pij

A - Uaij ki

Adij

xij
Ukij x0ij xaij xcrij

Figure 10.24. Illustration of the second form of

Gorev’s stability criterion.
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presented in Figure 10.17 assuming that a short circuit is applied at node 1 as per conditions
described in Section 10.4.2.2. The correlation between the estimates of coherency indices
in Table 10.7 and the character of generator response in Figure 10.18, allows the conclusion
that generators 13, 5, 11, 8, 7, 12, 4 (the first group) and 8, 10 (the second group) should be
treated as sufficiently coherent. The coherency index values in this case do not exceed
0.038. This value can be assumed a threshold for defining the generator motion coherency.

Studies on many known coherency indices carried out in [106] show that the
coherency indices determined based on various interpretations of the equal area criterion,
including those presented in this section, result in rather valid estimates of generator
motion coherency for short time intervals suitable for transient stability studies.

The long-term transient processes in a bulk power system are characterized by possible
substantial structural changes in the system as a result of essential changes in powers
balance in individual system parts and because of operation of emergency control systems
during the transient process. The structural changes can cause significant changes in the
motion of individual generators and subsystems with respect to one another. Moreover, the
studies on long-term transients require that the power system model should take into
account the equations of voltage regulators, the dynamics of generators’ prime movers and
their associated control systems, and also characteristics of loads that are frequency and
voltage dependent.

The variations of voltages at the nodes and the frequency in the strongly tied
subsystem, which includes generators in coherent motion, are analyzed in the following.
The emf of generators will obviously have a profound effect on the behavior of voltages
vector _Vi tð Þ at the subsystem nodes. For j _Eij ¼ ct:; i ¼ 1; n; the variation of _Vi tð Þ at
different nodes will differ insignificantly in both magnitude and phase. The frequency in
the subsystem will correspond to the motion of its center of inertia with only minor mutual
swings of the generators. These conditions are sufficient to apply rather simple approaches
for formulating the load equivalents in the study of long-term transient processes in electric
power systems.

Overall, the application of the classical model of power system dynamics for
estimating the generators’ motion coherency during long-term transient processes can
be a reasonable approach, as long as the assumptions for its application are valid
Pm ¼ ct:; E0 ¼ ct:; _Y‘ ¼ ct:
� 	

. Hence, the coherency of generator motion that is obtained
at the initial stage of the transient process should be tested periodically, later in the
process, during certain time intervals for which the estimates from the classical model
are valid. The verification of assumed hypothesis should be also carried out when
switching off system elements by protection relays and emergency control devices and
when large deviations in state variables are experienced, that may lead to variations in
coherency conditions. The controlled variables during the transient process can be
represented by mutual angles, generator rotor slips in the subsystem, the deviations of
the mutual angles, and rotor slips with respect to the subsystem center of inertia, as well
as the voltage deviations at the subsystem nodes. The coherency of generator motion is
tested in this case by the indices (10.144) that take into account the nonzero initial
conditions.

10.4.4.3 Clustering of Coherency Indices. Clustering of coherency indices of
generator motion is required as a formal algorithm for determining the groups of generators
that can be represented by an equivalent. Two clustering algorithms are presented in the
following, which rely on using the indices vij determined from (10.144), although
application of any other coherency indices is also possible.
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The use of the first algorithm is illustrated in Figure 10.25. In this case, a threshold for
the coherency index is assumed nij in the sense that, if nij � nij, the generators i and j are
considered to be coherent, and if nij > nij, they are incoherent [58,65].

Under this assumption, all the components of the matrix nij
� �

; i; j ¼ 1; n; for which
the condition nij � nij is satisfied are set to zero, that is if nij � nij then nij ¼ 0. After this
operation, the matrix of the indices {nij} will have the form as in Figure 10.25a, where the
shaded cells correspond to nij ¼ 0. The rows and columns in the matrix shown in Figure
10.25a can be rearranged to the form presented in Figure 10.25b where the shaded
submatrices highlight the subsystems with coherent generators.

A more general second approach for grouping the coherency indices is based on the
methods of cluster analysis [65,102,106].

Consider the simplest case of a generator grouping for one configuration assuming one
operating scenario and one disturbance. The matrix {nij} of coherency indices will be
interpreted as a similarity matrix [107], in which each pair of objects is characterized by
some degree of closeness nij, with small values corresponding to closer objects. In this case,
the generators are the objects to be clustered.

The algorithm divides an initial set of generators G, i ¼ 1; nÞ 2 G
�

, into k nonempty
subsets of clusters (taxons), where k< n. In this algorithm, the final number of clusters can
be either predefined or determined during clustering. Note that the closeness matrix {nij} is
an n n symmetric matrix with zero diagonal elements and positive remaining elements,
i.e. nij > 0 for i 6¼ j, nii ¼ 0; nij ¼ nji, where i; j ¼ 1; n. The index nij will be called an
inner degree of closeness if the objects i and j belong to the same cluster or an outer degree
of closeness if they belong to different clusters.

The outer degree of closeness between any two subsets GI and GJ is assumed to be an
average value of outer degrees of closeness between the objects in these clusters.

n GI ; GJð Þ ¼ 1

nInJ

X
i2GI

X
j2GJ

nij (10.145)

where nI and nJ are the numbers of objects in the subsets GI and GJ , respectively.
The inner degree of closeness in the subset GI is assumed to be an average value of

inner degree of closeness in this cluster

n GI ;GIð Þ ¼ 2

nI nI � 1ð Þ
X
i2GI

X
j2GI

j>i

nij (10.146)
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Figure 10.25. Illustration of the first algorithm application.
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The clustering algorithm employs an iterative search process. Each iteration reduces
by one unit, the initial number of subsets being is equal to the number of objects at the
beginning of algorithm application. In each step, a pair of the subsets Gm and Gh is sought,
with minimal average value of the outer degrees of closeness. These subsets are combined
into one cluster, resulting thus in a reduction of the number of subsets by one unit.

When the predefined number of clusters is obtained, the algorithm ends. If the number
of clusters that was formed exceeds a predefined initial number, the procedure continues.

If the number of clusters is unknown, the following condition will be the criterion for
cluster formation:

Ikin=I
k
out � e (10.147)

where

Ikin ¼
1

k

Xk
i¼1

n Gi; Gið Þ (10.148)

Ikout ¼
2

k k � 1ð Þ
Xk�1

i¼1

Xk
j¼iþ1

n Gi; Gj

� 	
(10.149)

and Ikin is the average value of the inner degrees of closeness; I
k
out is the average value of the

outer degrees of closeness; k is the number of clusters.
The second algorithm is illustrated by clustering the matrix of coherency indices that

are given in Table 10.7. Figure 10.26 shows a dendogram of clustering. The minimum
values of the outer degrees of closeness, following the formation of a new cluster from two
previous ones, are indicated at each step. These results are in agreement with the results of
expert analysis of possible identification for coherent generators based on the matrix of
indices given in Table 10.7.

The generalized distance between the initial conditions k and ‘ is given by:

d k; ‘ð Þ ¼ 2

m m� 1ð Þ
Xm�1

k¼1

Xm
‘¼kþ1

dkij � d‘ij

� �r( )1
r

(10.150)
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Figure 10.26. A dendrogram of clustering based on coherency indices.
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where m is the number of initial conditions; dkij ¼ 1=nkij is the generalized distance between
generators for the k-th case of initial conditions; r is a positive integer. The transformations
of the obtained similarity matrix can be similar to those employed in the algorithm for
generators clustering.

A similar algorithm can be applied for clustering the coherent generators for a set of
configurations, operating conditions, and disturbances [65]. In this case, the objects to be
clustered are represented in the m-dimensional space of classification features, where m
equals the number of initial conditions. It differs from the second algorithm basically
through the expressions used for the determination of outer and inner degrees of closeness
among the objects that can be viewed as distances of appropriate metric (taxonometric,
Euclidian and the like) [43].

Moreover, the last approach can be applied for grouping the initial conditions, rather
than generators, into appropriate clusters. This would enable performing detailed calcula-
tions of the transient processes for only one operating condition that is representative for
each cluster instead of calculating the transients for every operating condition [65]. This
issue is discussed in detail in Section 10.5. In this case, the matrices of indices are the
objects to be clustered. The dimension of the similarity matrix that indicates the closeness
of the considered initial conditions corresponds to the number of these conditions. The
appropriate values of closeness can be obtained by using the coefficients such as distances
in the multidimensional space [43].

10.4.5 Equivalencing Criteria

The equivalencing criteria determine the relationship between parameters of the initial and
the equivalent systems on the basis that the initial system and the equivalent one deliver
quasi-identical transient responses. In this case, the external subsystem is equivalated and
the subsystem under study remains in the original form.

The determination of the dynamic equivalent of an electric power system requires that
the analysis of the transients for generators included in the subsystem under study can be
carried out using the equation of motion of the classical model and still deliver identical
responses for identical initial conditions. The necessary conditions for obtaining an
equivalent response in this case emerge from the comparison between the generator
equations of motion for the studied subsystem before and after the equivalencing of the
external subsystem, namely [55,90]:

Ji
d2di
dt2

¼ Pmi � Pei; i ¼ 1; n (10.151)

Jei
d2dei
dt2

¼ Pe
mi � Pe

ei; i ¼ 1; n (10.152)

where the superscript “e” in (10.152) shows that this equation corresponds to the generator
i in the studied subsystem assuming that a simplified external subsystem (an equivalent)
was used; the absence of the superscript in (10.151) indicates that the equation corresponds
to the generator prior to the external subsystem simplification and equivalencing; n is the
number of generators in the studied subsystem.

The identity of processes in the studied subsystem for the initial and equivalent
systems will be satisfied provided that:

di tð Þ ¼ dei tð Þ (10.153)
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and hence

Ji
d2di
dt2

¼ Jei
d2dei
dt2

(10.154)

Since Ji ¼ Jei and Pmi ¼ Pe
mi, therefore

Pei ¼ Pe
ei (10.155)

Based on the requirement to obtain identical voltage values in the studied subsystem
before and after the external subsystem equivalencing, equation (10.155) is extended to the
total powers of generators, that is,

_Sei ¼ _S
e

ei (10.156)

The simple system configuration shown in Figure 10.27, which includes only one
adjoining node (boundary node) b, while the generators j ¼ 1; m of the external
subsystem are combined into one equivalent generator, is considered for the subsequent
computations.

The condition (10.156) suggests that the similar condition for the boundary node b is
met, that is,

_Sb ¼ _Se
b (10.157)

On the grounds that S ¼ V I� ¼ V Y�V�, for the configuration shown in Figure 10.27,
the conditions (10.157) can be written in detail in the form

Vb

Xn
i¼1

E�
i Y

�
ib þ Vb

Xm
j¼1

E�
j Y

�
ib ¼ Vb

Xn
i¼1

E�
i Y

�
ib þ VbE

�
eY

�
eb (10.158)

from where by canceling the identical components it follows that

Xm
j¼1

E�
j Y

�
jb ¼ E�

eY
�
eb (10.159)

Here the subscript “e” corresponds to the equivalent generator representing an external
subsystem.

For the equivalent generator of the external subsystem the following assumption is
reasonable from a physical point of view:

Pe
m ¼

Xm
j¼1

Pmj; Pe
e ¼

Xm
j¼1

Pej (10.160)

j
be

i

Studied subsystemExternal subsystem Figure 10.27. Illustrative system.
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or

_Se
e ¼

Xm
j¼1

_Sej (10.161)

for a more general case because of the requirement to achieve identical voltage values at the
boundary node.

Expanding (10.161) similarly to (10.157) and (10.158), the following expression is
obtained:

EeV
�
bY

�
eb ¼

Xm
j¼1

EjV
�
bY

�
jb (10.162)

or eliminating V�
b from both sides, obtain

EeY
�
eb ¼

Xm
j¼1

EjY
�
jb (10.163)

A comparison between (10.159) and (10.163) indicates that they are not identical and
the values Y�

eb obtained from both relations are different. A similar situation occurs in the
more general case with several boundary nodes and several equivalent generators repre-
senting an external subsystem. This inconsistency will be discussed further in this section,
but the conditions that determine the interrelation of the equations for motion of generators
in the external subsystem and their equivalent generator are analyzed next.

From (10.160), the following expression can be written:

Xm
j¼1

Jj
d2dj
dt2

¼
Xm
j¼1

Pmj �
Xm
j¼1

Pej (10.164)

On the other hand, the equivalent generator of the external subsystem is represented by
the equation of motion:

Je
d2de

dt2
¼ Pe

m � Pe
e (10.165)

Hence,

Je
d2de

dt2
¼
Xm
j¼1

Jj
d2dj
dt2

(10.166)

from which

Je ¼
Xm
j¼1

Jj
d2dj
dt2

 !�
d2de

dt2
(10.167)

Since, in general d2de

dt2 6¼ d2dj
dt2 , j ¼ 1; m, then

Je 6¼ ct: (10.168)
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which contradicts normal expectations for an equivalent generator from physical point
of view.

Assuming a simplified situation when d2de

dt2 ¼ d2dj
dt2 , which is obviously typical for the

coherent motion of generators in the external subsystem, the following expression can be
inferred from (10.167):

Je ¼
Xm
j¼1

Jj (10.169)

which is compliant with normal expectations for an equivalent generator from physical
point of view.

Moreover, for coherent motion of generators in the external subsystem, the values of
Y�
eb calculated from (10.159) and (10.163) prove to be practically in agreement, which is

dictated by the relationship between the elements of the strongly tied external subsystem in
contrast with the weak ties between the external subsystem and the subsystem under study
[44]. The relations obtained provide the basis for determining the parameters of the
equivalent. This stage is analyzed in detail in Section 10.4.6.

10.4.6 Center of Inertia. Parameters of the Equivalent

The parameters of the equivalent generators that present coherent swings in the external
subsystem can be determined by the relations stemming from the accepted equivalencing
criteria (see Section 10.4.5). Despite the same qualitative nature of the criteria that require
identity of the processes in the studied subsystem, their specific interpretation in the form
of formulas for calculating parameters of the equivalent can be different. This Subsection
starts from conditions (10.157) and (10.161).

Let the initial external subsystem be described by the equation [65]:

Jj
d2dj
dt2

¼ Pmj � E2
j Gjj �

Xm
‘¼1
‘6¼j

EjE‘Yj‘ sin dj‘ � bj‘

� 	�

�
Xn
i¼1
i 6¼j

EjEiYji sin dji � bji

� 	
; j ¼ 1;m

(10.170)

Based on equation (10.170), the transformation of coordinates with respect to the
external subsystem’s center of inertia coordinates, by analogy with Section 10.2.4.4, will
result in:

Jj
d2djc
dt2

þ d2dc
dt2

� �
¼ Pmj � E2

j Gjj �
Xm
‘¼1
‘6¼j

EjE‘Yj‘ sin djc � d‘c � bj‘

� 	�

�
Xn
i¼1
i 6¼j

EjEiYji sin djc þ dc � di � bji

� 	
; j ¼ 1;m

(10.171)
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where:

dc ¼
Xm
j¼1

Jjdj=Jc (10.172)

Following the transformation above, the swings described by the inertia center of the
external subsystem are governed by the equation:

Jc
d2dc
dt2

¼ Pmc �
Xm
j¼1

E2
j Gjj þ

Xm
‘¼1
‘6¼j

EjE‘Yj‘ sinðdjc � d‘c � bj‘Þ
2
64

3
75�

�
Xm
j¼1

Xn
i¼1
i 6¼j

EjEiYij sinðdjc þ dc � di � bjiÞ
(10.173)

where Jc is determined from (10.169) and Pmc from (10.160); the subscripts “c” and “‘ ” are
inter-changeable from this point forward and they designate quantities referring to the
equivalent subsystem.

Similarly to (10.165), the equivalent generator of the external subsystem is represented
by the equation:

Jc
d2dc
dt2

¼ Pmc � E2
cGcc �

Xn
i¼1
i6¼c

EcEiYci sin dc � di � bcið Þ (10.174)

From (10.173) and (10.174) it follows that:

E2
cGcc þ

Xn
i¼1
i 6¼c

EcEiYci sin dc � di � bcið Þ ¼

¼
Xm
j¼1

E2
j Gjj þ

Xm
‘¼1
‘6¼j

EjE‘Yj‘ sin djc � d‘c � bj‘

� 	2
64

3
75þ

þ
Xm
j¼1

Xn
i¼1
i 6¼j

EjEiYji sin djc þ dc � di � bji

� 	
(10.175)

Equality (10.175) can be satisfied based on the values Ec;Gcc; Yci and bci, determined
by the following relations [58,65]:

Sci ¼ Si; henceEcYic ¼
Xm
j¼1
j 6¼i

EjYij (10.176)
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as shown in (10.159), and also:

Xn
i¼1

Yic ¼
Xn
i¼1

Xm
j¼1
j6¼i

EjYij (10.177)

Ec ¼
Xn
i¼1

Xm
j¼1
j 6¼i

EjYij




Xn
i¼1

Xm
j¼1
j6¼i

Yij




,
(10.178)

Yic ¼
Xm
j¼1
j 6¼i

EiYij=Ec; i ¼ 1; n (10.179)

Since the value dc is determined by the transformation of the coordinates with
reference to the center of inertia, Gcc is determined uniquely from (10.175).

An equivalent system configuration obtained from the initial configuration of Fig-
ure 10.17 is used as an example of applying the described approach for determining the
parameters of the equivalent in Figure 10.28.

According to the estimates of generator motion coherency (see Section 10.4.4) the
external subsystem is replaced by two equivalent generators e1 and e2, representing groups
of generators no. 13, 5, 11, 8, 7, 12, 4 and 6, 10 of the initial configuration, respectively.

Figure 10.29 illustrates the rotor angle swings of these equivalent generators during
the transient process in the scenario that was considered in Section 10.4.4. In order to
outline the consistency of the equivalent generators’ formulation, Figure 10.29 preserve the
same angle curves of the equivalated generators as in Figure 10.19, whereas the swings of
equivalent generators are shown by dashed lines.
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In the consistent system formed by (10.171) and (10.173), the first equation
for coherent generator motion represents fast motions with respect to the center
of inertia of the subsystem (see Section 10.4.6). Hence, it can be roughly considered
with respect to the slow motion of the center of subsystem inertia at dc ¼ ct: and
d2dc=dt2 ¼ 0

Jj
d2djc
dt2

¼ Pmj � E2
j Gjj �

Xm
‘¼1
‘6¼j

EjE‘Yj‘ sin djc � d‘c � bj‘

� 	�

�
Xn
i¼1
i 6¼j

EjEiYji sin djc � di � b0
ji

� �
; j ¼ 1;m

(10.180)

where b0
ji ¼ bij � dc.

As far as the condition Yj‘ � Yji is the necessary condition for coherent generator
motion in the external subsystem (see Section 10.4.4), the theory of differential equations
with small parameters [107] allows the inference that the second sum in (10.180) contains a
small parameter e that decreases towards zero. Furthermore, since in coherent motion the
deviations Ddjc ¼ djc � dojc are small, the use of the equation system (10.180) can be easily
replaced by its linear approximation:

Jj
d2Ddjc
dt

¼ �cjDdjc þ
Xm
‘¼1
‘6¼j

cj‘Dd‘c; j ¼ 1;m (10.181)

The obtained equation system formed by (10.173) and (10.181) can be solved by using
asymptotic methods from the theory of differential equations with small parameters. We
consider Volosov’s algorithm [107] that is applicable to the system _x ¼ f x; zð Þ,
e_z ¼ cxþ dz, when the general solution of the subsystem of fast motions is known
explicitly on the bases of the slow ones. Then, the average values of the fast variables
zi are determined from:

zi ¼ lim
T!1

1

T

ZtoþT

to

zi tð Þdt (10.182)

where to ¼ ct: is an arbitrary variable, and the subsystem of slow motions is considered in
the form _x ¼ f x; zð Þ.

In order to apply Volosov’s algorithm, a special case of (10.181) is first considered,
assuming cj‘ ¼ 0; ‘ ¼ 1;m – which is reasonable, since cj � cj‘ for large values of m.
Then, each independent equation from (10.181) has a solution in the form [65]:

Ddjc tð Þ ¼ Ljsin Vjt þ xj

� 	
(10.183)

where Vj ¼
ffiffiffiffiffiffiffiffiffiffiffi
cj=Jj

q
, Lj and xj are determined from the initial conditions represented by

Ddjc ¼ Ddojc and dDdjc=dt ¼ sojc. Assuming in this special case that to ¼ 0, for some final
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interval T of averaging with (10.182) in terms of solution Ddjc tð Þ, we get averaged values
Ddjc based on the following approximate relation:

Ddjc � cosxo
j � cos VjTþ xo

j

� �� �
Lo

j =TVj (10.184)

Thus, in order to take into account the motion incoherency in the equivalated
subsystem, djc ¼ dojc þ Ddjc must be considered in (10.175) when determining the equiv-
alent system parameters.

For a more general case, with Cj‘ 6¼ 0, this system of equations should be reduced in
(10.181) to the normal form by linear transformation of coordinates used in the theory of
linear differential equations. Once the reduction is performed, then Volosov’s algorithm
can be applied in a similar way.

The approach described previously for calculating the long-term transient process in
electric power systems makes possible the correction of parameters of the equivalent. The
correction can be done by averaging on the time interval during which fast motions of
generators occurs with respect to the slow motion of the equivalent generator of the
external subsystem [65]; this time interval is identified by estimates of generator motion
coherency (see Section 10.4.4).

10.5 TRANSIENT STABILITY ASSESSMENT OF LARGE ELECTRIC
POWER SYSTEMS

10.5.1 Characteristics of Large Electric Power Systems

The development of electric power systems may refer to increasing the number of
elements, to the geographical expansion, to the interconnection with other power systems
in the same country or at continental=planetary level, and so on.More generation capacities
are necessary to ensure power supply reliability, new transmission lines are needed due to
the increased load demand and relocation of generation facilities, there is a need for more
efficient tools for matching the generation and loads under time shifting load peaks
conditions, improvements in the voltage and frequency control systems are required, and so
on. Within this trend, the electric power systems infrastructure becomes more complex.
This constitutes a prerequisite for ensuring the electrical energy supply service of any
consumer located in any point, both at a required quality and an acceptable price.

On the other hand, with the increased share of distributed generation, the stability
problems that used to be specific in the past only in the transmission systems are now a new
subject in the distribution networks as well.

Therefore, robust tools are necessary for transient stability assessment of large-
dimension power systems, consisting of thousands or tens of thousands of buses and
branches, hundreds and thousands of generators, and so on. In other words, nowadays, the
transient stability studies involve multidimensional power systems.

The multidimensionality of power systems results in some other specific character-
istics related to the diversity of their topology (normal, repair, and postemergency) and the
diversity of operating conditions that are determined by different load levels and curve
profiles at different nodes and different loading of generators. The various operating
conditions are overlapped on a large number of network topologies that have to be
considered. Furthermore, for each set consisting of both the topology and the operating
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conditions, it is necessary to consider a set of relevant disturbances for which the transient
stability assessment procedures have to be performed in order to decide for the most
appropriate countermeasures to the power system problems.

Thus, a very large number of laborious computations result as necessary for the power
systems transient stability assessment, and hence a very large number of sets of results for
which it is practically impossible to conduct studies over some acceptable and often very
limited periods of time. This problem is particularly critical for the design studies of power
system, including transient stability issues, when several scenarios of the system expansion
have to be considered.

A considerable contribution to solving the multidimensional problems of power
systems is given by the dynamic equivalents. This Subsection presents additional features,
which, in combination with building the power system dynamic equivalents, allow the
simplification of the considered problem in terms of computational efforts. In fact, current
interests in transient stability assessment techniques are to develop a hierarchical multi-
stage approach, in which from one stage to the next, the system is represented in more
detail but simultaneously the set of conditions to be studied (configuration, operating
conditions, disturbances) is reduced [65,106].

10.5.2 Initial Conditions

Setting the initial conditions for the transient stability studies of large power systems is the
first stage in the multistage approach. This stage is based on the a priori knowledge of
states, events, and processes in the system, which has quite obvious physical grounds
supported by the experience of studies that allow to:

� Limit the initial size of the studied system configuration.
� Update the studied system configuration according to maintenance schedules and
operating conditions (e.g., the equipments maintenance are performed during yearly
minimum load periods and are not performed during yearly maximum load periods).

� Reduce a priori the number of considered operating conditions, starting from a specific
configuration of the system (e.g., in systemswith an insignificant share of hydro power
plants the operating conditions during flood periods on the rivers are not critical).

� Reduce the set of possible disturbances to the most severe ones (e.g., three-phase
short circuits on the 400 kV–500 kV lines); severe but less important disturbances as
compared to others may be eliminated (e.g., short circuits occurring at the middle of
the line are less severe than the short circuits occurring at the line ends), and so on.

The number of initial conditions to be assumed for transient stability studies of large
power systems depends on the experience and individual particularities of a researcher.
Very optimistic assumptions in this stage can result in significant errors, both in the
design and operation stages. Therefore, in setting the initial conditions, the researcher
must consider some security margins, that may ensure the system stability also in case
of unexpected events.

10.5.3 Standard Conditions for Transient Stability Studies

10.5.3.1 Studied Conditions and Disturbances. Besides the initial conditions
assumed for the power system analysis, the experience of the researcher for real large-scale
power systems is of great importance. Based on such experience, standard conditions can
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be formulated for the analysis of power system stability [112]. In this respect, the electric
power system configurations can be divided into two categories: normal and maintenance.
In the normal configuration, all network elements, for which the power system is sensitive
from the stability point of view, are in operation. In the maintenance configuration, one or
several critical elements of the electric network are disconnected, reducing the transmis-
sion capacity on some cutsets.

Regarding the loading level of the power system on the cutsets, the system operation
can be classified in the following:

� Normal (the largest admissible flow is called maximum admissible).
� Forced (the largest admissible flow is called emergency admissible).

The forced loading conditions are allowed in order to prevent or minimize the power
shortages to consumers and losses of energy resources under the need to save individual
kinds of energy resources; with the unfavorable overlapping of planned and emergency
maintenance of basic equipment in power plants and networks and during operation at
minimum load, when it is impossible to reduce the flow due to insufficient maneuverability
of nuclear power plants (except for the cutsets adjacent to the nuclear power plants).

For designing the loading conditions of the cutsets the steady states are divided in
normal and heavy.

The loading conditions are considered to be heavy when characterized by unfavorable
overlapping of the main equipment maintenance at power plants in the maximum and
minimum load operation with the total duration of such operation within a year not
exceeding 10%.

The most severe disturbances that are taken into account in the power system stability
requirements, the so-called standard disturbances, are subdivided into three groups: I, II,
and III [114]. The groups include the following disturbances:

a. Short circuits (SCs) with disconnection of network elements. Distribution of
disturbances among the groups is presented in Table 10.8.

The studied fault clearing times are presented in Table 10.9.

b. Sudden emergency imbalance of active powers for any reasons: tripping of one
generator or a group of generators connected through a common breaker, dis-
connection of a large substation, a large consumer, and so on. The distribution of
imbalances in terms of group of disturbance is presented in Table 10.10.

Emergency imbalances of group III refer to the case when the power system
stability is analyzed with respect to the tie lines between the interconnected systems.

In addition, group III includes the following disturbances:

c. Simultaneous disconnection of two overhead lines located in the same right of way
on more than half the length of a shorter line, as a result of disturbances classified in
group I in accordance with Table 10.8.

d. Disturbances in the groups I and II with tripping of a network element or generator
which, as a result of maintenance of one of the breakers, leads to disconnection of
another network element or generator that is connected to one and the same
switchgear.

If the self starting-up processes of a motor of a large consumer can cause considerable
voltage drop to one substation busbar (by more than 15%), this event is considered as a
disturbance and should be included in group I.
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10.5.3.2 Stability Margins. The static (aperiodic) stability margin with respect to
active power in the cutset is calculated by the formula:

kp ¼ Plim � Pþ DPirrð Þ
Plim

(10.185)

T A B L E 10.8. List of Standard Disturbances [114]

Disturbances

Groups of Standard Disturbances Classified
in Terms of Nominal Voltage, kV

110–220 330–500 750 1150

Disconnection of a network element by the main
protection devices (or by back-up devices, but with
slower operation) following a single-phase SC
with successful automatic reclosing: single-phase
automatic reclosing in 330 kV networks and
higher and three-phase automatic reclosing in
110–220 kV networks

I I I I

The same, but with failed automatic reclosingb I I Ia, II II
Disconnection of a network element by the main
protection devices following a three-phase SC with
successful or failed automatic reclosingb

II –c – –

Disconnection of a network element by the back-up
protection devices following a single-phase SC
with successful or failed automatic reclosingb

II – – –

Disconnection of a network element by the main
protection devices following a phase-to-phase-to-
ground SC with failed automatic reclosingb

– II III III

Disconnection of a network element using redundant
switch operator following a single-phase SC with
one breaker failure; here disconnections of all
neighboring network elements, including busbars,
are accounted, related to the disconnection of
adjacent circuit breakers

II III III III

The same but following a phase-to-phase-to-ground
SC

– III III –

The same but following a three-phase SC III – – –
Disconnection of a busbar following a single-phase
SC, which does not include disconnection of tie
lines between the network nodes

I I II II

The same but with disconnection of tie lines III III – –

aOn the tie line between the nuclear power plant and the system.
bWith blocking of automatic reclosing; in case of no arc extinction the failed automatic reclosing is not considered.
cA dash means that the disturbance is not considered.

T A B L E 10.9. Standard SC Durations

Nominal voltage, kV 110 220 330 500 750 1150
Clearing time of SC, s 0.18 0.16 0.14 0.12 0.10 0.08
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where

Plim is the maximum active power flow in the considered cutset with respect to the
aperiodic stability;

P is the actual active power flow in the cutset under the considered conditions;

DPirr is the range of irregular active power fluctuations in the cutset; it is assumed that
under the action of irregular fluctuations the flow varies in the range P� DPirr.

The range of irregular active power fluctuations is set for each cutset of the system
based on measurements. In the absence of such measurements, the calculated range of the
irregular active power fluctuations in the cutset can be determined by the expression:

DPirr ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P‘1 � P‘2

P‘1 þ P‘2

r
(10.186)

where P‘1 and P‘2 represent total load powers in subsystems on the two sides of the
considered cutest; the coefficient K is assumed equal to 1.5 for manual regulation and 0.75
for automatic regulation (limitation) of power flow in the cutset.

The rules of determining the maximum active power flow in a cutset by its successive
loading is presented in [112].

The stability margin with respect to voltage relates the load nodes and is calculated by
the formula:

kV ¼ V � Vcr

V
(10.187)

where V is the actual voltage at the node for the considered conditions, and Vcr is the
critical voltage at the same node in terms of stability of motors.

The critical voltage at load nodes with nominal voltage of 110 kV and higher, in the
absence of more accurate data, should be assumed equal to the largest value of the two
values: 0:7Vnom or 0:75Vnorm, where Vnom is the nominal voltage, and Vnorm is the actual
voltage at the considered load node under normal operating conditions of the system.

10.5.3.3 System Stability Requirements. The power system stability require-
ments should not be less restrictive than those given in Table 10.11. The dash means that for
the given situation the system stability is not ensured. In [112], some specific features and
details on applying the standards of power system stability requirements are presented.

T A B L E 10.10. Standard Emergency Power Imbalances [114]

Emergency Power Imbalance
Group of

Disturbances

Power of one generator or one block of generators connected to the network
through a common circuit breaker. The power of two NPP generators
connected to one reactor block

II

Power of generators connected to section (system) of buses or a switchgears of
the same voltage, within a power plant

III
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The use of the standards presented in this Subsection helps reducing the set of
conditions to be studied when analyzing the stability of large electric power systems.

10.5.4 Reducing the Studied Conditions by Structural Analysis

The quantitative estimates of structural heterogeneity as a fundamental property of large
electric power systems and the efficiency of using these quantitative estimates to construct
dynamic equivalents were demonstrated in Section 10.4. It turns out that these estimates
can be successfully applied to reduce the number of studied conditions for the transient
stability analysis of a large electric power system on the basis of structural analysis
methods presented in Section 10.4 [65].

It is obvious that, in the considered approach, the (transient) stability is most likely to
be lost, first of all, due to weak tie lines in the complex power system. Therefore, the
approach is based on the quantitative estimation of electric power system connectivity and
the determination of strongly connected subsystems and weak ties (cutsets) between them.
This approach is illustrated in the following by grouping normal, maintenance, and
postemergency system configurations in terms of the transfer capacity of weak cutsets.

Consider a small size electric network, as shown in Figure 10.30. Based on the
structural analysis and using the indices of electrical connectivity wij, that are determined
using (10.113), two strongly connected subsystems I and J and a weak cutset between them
(Figure 10.30) can be identified. The transfer capacity of this cutset is determined by the
expression:

wIJ ¼
Xn
i¼1

Xm
j¼1

wij (10.188)

where n and m are the number of nodes in which the generator electromotive force is
applied in subsystems I and J, respectively.

T A B L E 10.11. Standards for Stability Requirements [112]

Loading
Conditions of
the Cutset

Minimum Stability
Margin with Respect to

Active Power

Minimum Stability
Margin with Respect

to Voltage

Groups of Disturbances for
which System Stability should

be Ensured

Normal
Configuration

Maintenance
Configuration

Normal 0.20 0.15 I, II, III I, II
Heavy load 0.20 0.15 I, II I
Forced 0.08 0.10 – –

i

j

I J
Figure 10.30. An example of a reduced network.
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From the whole set of considered configurations, a basic one (for example, the normal
operation) is determined, which is then compared with all the remaining configurations by
the values of transfer capacities of the weak cutsets (in a general case there can be L of
them) using the formula:

Dwk
‘ ¼ ðwb

‘ � wk
‘Þ=wb

‘ (10.189)

where k ¼ 1; K is the number of configurations, ‘ ¼ 1; L is the number of weak cutsets,
and the subscript “b” corresponds to the basic scheme.

Expression (10.189) shows how much the transfer capacity of the ‘-th cutset in the
considered k-th configuration differs from the transfer capacity of this cutset in the basic
configuration. If the value Dwk

‘ is insignificant it means that, for example, disconnection of
a certain tie line for maintenance in the initial system does not affect the value of transfer
capacity of the ‘-th cutset. In a general case with L weak cutsets, the assumed conditions
should be met for all weak cutsets; it can be deducted that the configuration k is identical to
the basic configuration in terms of transfer capacity of the weak cutsets, allowing the
exclusion of configuration k from the analysis, by assigning it the results obtained for the
basic configuration.

These considerations are the essence of the presented approach. In a general case with
K configurations and L weak cutsets, the configurations should be grouped based on
generalized distances in a multidimensional space of the form (10.150). Here, the number
of initial conditions for equation (10.150) in this case is formed by the sets of K
configurations and L weak cutsets in these configurations.

Out of each cluster of configurations, a representative configuration to be further
studied is determined. The representative configuration reflects the most severe situation
in the considered cluster.

Similarly, using the corresponding indices we can also group the studied operating
conditions and disturbances and form the sets of representative operating conditions and
disturbances, respectively [65]. Therefore, the set of conditions to be studied is reduced.

10.5.5 Using the Simplified Models and Direct Methods

The previous stages were focused on determining the reduced set of studied conditions
(configurations, operating conditions, disturbances) for which the transient stability need
to be estimated and the measures to ensure it should be chosen. Under these circumstances,
the simplified models of power system dynamics (e.g., the classical model) and direct
methods of analysis (e.g., the Lyapunov function method, and EEAC) can be applied. The
use of the simplified models and direct methods will enable the revealing of combinations
of configurations, operating conditions, and disturbances that are known to be secure in
terms of stability. The other situations should be studied using more detailed models of
electric power system dynamics taking into account voltage regulators and speed gover-
nors, load characteristics, and so on. The studies should employ simulations of transient
processes in time domain by numerical methods.

For some combinations of configurations, operating conditions and disturbances, the
system may happen to lose its stability and it is necessary to choose the control actions in
order to ensure the system stability (e.g., control actions of emergency control devices).
The process of choosing the control actions is normally iterative. At the initial iterations, in
order to speed up the process, the stability can be estimated using the simplified models of
system dynamics and direct methods. However, at the final stage of the iterative process a
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more detailed model can be employed to specify the values of control actions in order to
ensure system stability.

The techniques considered in this section simplify and regularize the study on stability
of large electric power systems and the choice of control actions to ensure stability.

10.6 APPLICATION

The following application examines the transient stability of a thermal power plant
consisting of three 388MVA, 24 kV, 50Hz units (G1 . . . G3) supplying power to an
infinite bus (IB) through two transmission circuits (TC1, TC2) as shown in Figure 10.31.

The nominal voltage of the transmission network is Un ¼ 400 kV. The reactance of
each line in per unit on Sb ¼ 100MVA and Ub ¼ Un ¼ 400kV is XL ¼ 0:0309 p:u:.

The generators are modeled as a single equivalent generator represented by the
classical model with the following parameters expressed in per unit on the Sng ¼ 3
388 ¼ 1164MVA and Ub ¼ 400 kV base

X0
d ¼ 0:364 p:u: andH ¼ 3:1MWs=MVA:

The transformers are modeled as a single equivalent transformer with an impedance
of X ¼ 0:156 p:u: on Snt ¼ 3 400 ¼ 1200MVA andUb ¼ 400 kV, and off-nominal ratio
of 1.0.

The initial system operating conditions with quantities expressed in per units on Sb and
Ub are as follows:

� Generated active power Pg ¼ 8:5;
� Generator terminals voltage ULV ¼ U1 ¼ 1:0;
� Infinite bus voltage UIB ¼ U2 ¼ E ¼ 1:0.

Assume that at time instant t0 ¼ 0, a three-phase-to-earth short circuit occurs on the
line circuit TC2, in the point F, which is eliminated by disconnection of the affected circuit
simultaneously at both ends at time instant t ¼ td .

A. Determine the critical clearing angle dcrit and the critical fault clearing time tcrit,
using the equal area criterion.

B. Check the above value, using numerical integration.

Solution

A. Determination of the critical clearing angle and the critical fault clearing time
using the equal area criterion

HVLV IB

F

TC1

TC2G1...G3 T ...T1 3

Figure 10.31. One-line diagram of the

examined power system.

APPLICATION 645



With the generator and the network reactance related to the HV of the step-up
transformer, the system equivalent circuit is as shown in Figure 10.32.

In accordance with the considered scenario, the system undergoes the following three
operating states:

(i) The normal operation state or before fault (bf) corresponding to the time interval
before the fault occurrence t < t0.

(ii) Faulty state or during fault (df), corresponding to the time interval between fault
occurrence and fault clearance t0 � t < td.

(iii) The post fault (pf) state, corresponding to the time period following the fault
clearance t � td.

Denoting by X12 the equivalent reactance of the electrical network (between nodes 1
and 2) and by X0

de ¼ X0
d þ X12 the equivalent reactance between the two emfs, the

electromagnetic powers expressions, corresponding to the three operating states, based
on which the transient characteristic P� d from Figure 10.33 is plotted, are

Pe ¼

E0E

X
0 ðbf Þ
de

sin d for t < t0

0 for t0 � t < td

E0E

X
0 ðpf Þ
de

sin d for t � td

8>>>>>>><
>>>>>>>:

(10.190)

where

d ¼ d0 is the angle of emf E0used to define the rotor position with respect to the system
of axes of the network;

2

E

XLXTXd

Xde

X12

'

'

XL

1

E ' '

Figure 10.32. Equivalent circuit.

4

0
/2

(rad)
0 crit m

12

8

16 (bf)

(pf)

(df)

Pe(p.u.)

Pm

A2

A1

Figure 10.33. Transient characteristic.
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X
0 ðbf Þ
de is the equivalent reactance in the normal operating state;

X
0 ðpf Þ
de is the equivalent reactance after the fault clearance.

Because the generator and transformer parameters are related to their rated values,
they need to have a common base in Sb, resulting:

X0
d ¼ X0

d

Sb

Sng
¼ 0:364

100

1164
¼ 0:0313 p:u:

H ¼ H
Sng

Sb
¼ 3:1

1164

100
¼ 36:084MWs=MVA; M ¼ 2H ¼ 72:168

and

XT ¼ XT

Sb

Snt
¼ 0:156

100

1200
¼ 0:013 p:u:

respectively

X
ðbf Þ
12 ¼ XT þ XL

2
¼ 0:0285 p:u:

X
ðpf Þ
12 ¼ XT þ XL ¼ 0:0439 p:u:

and
X
0 ðbf Þ
de ¼ X0

d þ XT þ XL

2
¼ 0:0598 p:u:

X
0 ðpf Þ
de ¼ X0

d þ XT þ XL ¼ 0:0752 p:u:

To calculate the transient emf E0 ¼ E0jd0, the quantities at the generator terminals are
required. Therefore, given the generated active power Pg ¼ 8:5 p:u: and the terminal
voltage magnitude Ug ¼ U1 ¼ 1:0 p:u:, the voltage angle u and the reactive power Qg are
computed using the relationships:

Pg ¼ UgE

X
ðbf Þ
12

sin u

Qg ¼
U2

g

Xðbf Þ
e

� UgE

X
ðbf Þ
12

cos u

(10.191)

From the first relationship gives u ¼ asin
PgX

ðbf Þ
12

UgE
¼ 14:0914o, while from the second it

results that Qg ¼ 1:0451 p:u:. Therefore Sg ¼ Pg þ jQg ¼ 8:5þ j1:0451ð Þ p:u:, and

U1 ¼ Ugeju ¼ 0:9702þ j0:2423 ¼ 1 � ej14:0194o p:u:
Next, calculate E0 ¼ Ug þ jX0

d Sg=Ug

� ��
¼ 0:9375þ j0:5081ð Þ p:u: Thus, the tran-

sient emf magnitude, which remains constant, is E0 ¼ 1:0663 p:u:, and the initial value of
the rotor angle is d0 ¼ d0 ¼ 0:4966 rad ¼ 28:4531o.

The maximum value of the rotor angle, after fault clearance, corresponds to the
intersection point between the line Pm ¼ ct: and the P� d post fault characteristic.
Therefore, from Pm ¼ E

0
E

X
0 ðpf Þ
de

sin d gives:

dm ¼ p� asin
PmX

0 ðpf Þ
de

E0E
¼ 2:4987 rad ¼ 143:165o

According to the equal area criterion, the critical clearance is obtained by equating the
accelerating area A1 and the deceleration area A2 (Figure 10.33). Thus:

dcrit ¼ acos Pmðdm � d0ÞX
0 ðpf Þ
de

E0E
þ cos dm

( )
¼ 1:1594 rad ¼ 66:4284o:
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Given the critical clearing angle, the critical fault clearing time is calculated using the
expression

tcrit ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 dcrit � d0ð ÞM

v0Pm

s
¼ 0:1893 s

B. Integration of Swing Equation. Simulation of power system dynamic response
requires numerical integration of the system of differential equations that
characterize its behavior. When using the classical model of the synchronous
generator, the only differential solutions present in the model are the
electromagnetic state equations:

dv

dt
¼ 1

M
Pm � Pmax sin d� Dvð Þ ¼ f v v; dð Þ

dd

dt
¼ v0v ¼ f d v; dð Þ

(10.192)

in which:

Pmax ¼

E0E

X
0 ðbf Þ
de

for t < t0

0 for t0 � t < td
E0E

X
0 ðpf Þ
de

for t � td

8>>>>><
>>>>>:

(10.193)

Next, for the numerical integration of parameters, the fourth-order Runge–Kutta
method and the trapezoidal rule are used, given that v and d are inertial quantities, and the
mechanical power Pm is constant.

B1. Runge–Kutta Method. Given the values for vðtÞ and dðtÞ:
vðt þ DtÞ ¼ vðtÞ þ 1

6
ðKv;1 þ 2Kv;2 þ 2Kv;3 þ Kv;4Þ

dðt þ DtÞ ¼ dðtÞ þ 1

6
ðKd;1 þ 2Kd;2 þ 2Kd;3 þ Kd;4Þ

8><
>: (10.194)

where

Kv;1 ¼ f vðvðtÞ; dðtÞÞ � Dt
Kd;1 ¼ f dðvðtÞ; dðtÞÞ � Dt
Kv;2 ¼ f vðvðtÞ þ 0:5Kv;1; dðtÞ þ 0:5Kd;1Þ � Dt
Kd;2 ¼ f dðvðtÞ þ 0:5Kv;1; dðtÞ þ 0:5Kd;1Þ � Dt
Kv;3 ¼ f vðvðtÞ þ 0:5Kv;2; dðtÞ þ 0:5Kd;2Þ � Dt
Kd;3 ¼ f dðvðtÞ þ 0:5Kv;2; dðtÞ þ 0:5Kd;2Þ � Dt
Kv;4 ¼ f vðvðtÞ þ Kv;3; dðtÞ þ Kd;3Þ � Dt
Kd;4 ¼ f dðvðtÞ þ Kv;3; dðtÞ þ Kd;3Þ � Dt

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(10.195)

Therefore, considering a time step Dt ¼ 0:001 s and a damping coefficient D ¼ 10, to
determine the values for vð0:001Þ and dð0:001Þ it is known that:

vð0Þ ¼ vð0þÞ ¼ vð0�Þ ¼ 0
dð0Þ ¼ dð0þÞ ¼ dð0�Þ ¼ d0 ¼ 0:4966 rad
Pmax ¼ 0

8<
:
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then calculate the Runge–Kutta coefficients using the expressions (10.194) and (10.195):

– the first class of Runge–Kutta coefficients

Kv;1 ¼ 1

72:168
8:5� 0 � sin 0:4966� 50 � 0ð Þ � 0:001 ¼ 1:1778 � 10�4

Kd;1 ¼ 314:15 � 0 ¼ 0

– the second class of Runge–Kutta coefficients

Kv;2 ¼ 1

72:168
8:5� 0 � sinð0:4966þ 0:5 � 0Þ � 50 � 0ð Þ � 0:001 ¼ 1:1778 � 10�4

Kd;2 ¼ 314:15 � ð0þ 0:5 � 1:1778 � 10�4Þ ¼ 1:8501 � 10�5

– the third class of Runge–Kutta coefficients

Kv;3 ¼ 1

72:168
8:5� 0 � sinð0:4966þ 0:5 � 1:8501 � 10�5Þ � 50 � 0� 	 � 0:001

¼ 1:1778 � 10�4

Kd;3 ¼ 314:15 � ð0þ 0:5 � 1:1778 � 10�4Þ ¼ 1:8501 � 10�5

– the fourth class of Runge–Kutta coefficients

Kv;4 ¼ 1

72:168
8:5� 0 � sinð0:4966þ 0:5 � 1:8501 � 10�5Þ � 50 � 0� 	 � 0:001

¼ 1:1778 � 10�4

Kd;4 ¼ 314:15 � ð0þ 1:1778 � 10�4Þ ¼ 3:7002 � 10�5

Finally obtain:

vð0:001Þ ¼ 0þ 1

6
ð1:1778 þ 2 � 1:1778þ 2 � 1:1778 þ 1:1778Þ � 10�4 ¼ 1:1778 � 10�4

dð0:001Þ ¼ 0:4966þ 1

6
ð0þ 2 � 1:8501þ 2 � 1:8501 þ 3:7002Þ � 10�5 ffi 0:4966 rad

The rotor angle variation curves, for various values of the fault clearing time td,
obtained with the Runge–Kutta method implemented in MATLAB, are presented in
Figure 10.34.

B2. Trapezoidal Rule. Assume that the electromagnetic power is a noninertial
quantity, that is Peðt þ DtÞ ¼ PeðtÞ. Therefore, applying the trapezoidal rule to the
electromechanic state equations (10.192) it results:

vðt þ DtÞ ¼ 1

1þ D

M

Dt

2

Pm � PeðtÞ½ �Dt
M

þ 1� D

M

Dt

2

� �
vðtÞ

� �

dðt þ DtÞ ¼ dðtÞ þ v0 vðt þ DtÞ þ vðtÞ½ �Dt
2

8>>><
>>>: (10.196)
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which help us to determine the angular speed and the rotor angle at the time instant t þ Dt
in terms of the quantities determined at the time instant t. In this regard, the following steps
are taken:

(i) Initialize the simulation:

– set: t ¼ 0þ (the time instant immediately after the fault occurrence);

vð0þÞ ¼ vð0�Þ ¼ 0

dð0þÞ ¼ dð0�Þ ¼ d0 ¼ 0:4966 rad

– choose an integration time step Dt ¼ 0:001 s, the fault clearing time as td and
the simulation time ts ¼ 2 s.

(ii) Calculate the electromagnetic power at the time instant t using the appropriate
expression from (10.193).

Therefore, for t ¼ 0þ < td gives PeðtÞ ¼ Peðt þ DtÞ ¼ 0

(iii) Calculate vðt þ DtÞ and dðt þ DtÞ using the equations (10.195)

vð0:001Þ ¼ 1

1þ 0

72:168

0:001

2

8:5� 0½ � 0:001
72:168

þ 1� 0

72:168

0:001

2

� �
0

� �

¼ 0:1178 � 10�3

dð0:001Þ ¼ 0:4966þ 314:15 0:1178 � 10�3 þ 0
� � 0:001

2
ffi 0:4966 rad

(iv) Set t ¼ t þ Dt and go to step (ii)

The rotor angle variation curves, for various values of the fault clearing time td,
obtained using the trapezoidal rule are presented in Figure 10.35.
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Figure 10.34. Simulation of rotor angle variation with Runge–Kutta method.
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Note that the results obtained by dynamic simulation verify the critical fault clearing
time value previously obtained using the equal area criterion. Therefore, neglecting the
damper winding, for a value td ¼ 0:190 s the stability is lost (the rotor angle increases, and
the generator losses its synchronism with the infinite power system), and for a value td ¼
0:189 s the dynamic response is oscillatory and undamped, that is the generator maintains
the synchronism. Furthermore, if the damper effect is considered, when the fault clearing
times are smaller than tcrit, the oscillations are dampened.
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11

VOLTAGE STABILITY
Mircea Eremia and Constantin Bulac

11.1 INTRODUCTION

Voltage stability is the power system ability to maintain the voltage level in acceptable
limits in all the buses, under normal operating conditions as well as after perturbations.

An electrical power system enters a voltage instability state when a disturbance—load
increase or change in the system topology—causes a progressive and uncontrollable
voltage level degradation in a node, in an area or in the whole system. In the first moments
the degradation process is slow, then it becomes more and more rapid, in general, if the
system operates near its transmission capacity. This limit is much lower in case of
unavailability of one generating unit or one component of the transmission network.

The main cause of the voltage instability phenomenon is the voltage drops due to
changes in the power flows through the inductive elements of the transmission network
following:

� load increase correlated with local or regional reactive power deficit;
� certain incidents that “weaken” either the local voltage control (tripping of some
generating units, exceeding some generators reactive power limits) or the transmis-
sion network (tripping of some transmission lines, transformers or autotransformers,
faults occurring on substations bus bars) or cause heavily loading of the transmission
network (separation of network), and so on;

� malfunction of on-load tap changing transformers.
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Although, in essence, the voltage instability is a local phenomenon, its consequences
have a major impact on the system operation, sometimes initiating a voltage collapse
process.

The voltage “avalanche” or “collapse” phenomenon is characterized by a succession
of cascading events, associated with the instability phenomenon, that determine severe
reduction of the voltage level in an area or in the whole system and finally the loss of the
system angle stability.

Voltage collapse is typically associated with the reactive power demands of load not
being met because of limitations on the production and transmission of reactive power:

� limitations on the production of reactive power include generator and SVC reactive
power limits and the reduced reactive power produced by capacitors at low voltage;

� the primary limitations on the transmission of power are the high reactive power loss
on heavily loaded lines, as well as possible line outages that reduce transmission
capacity;

� reactive power demands of loads increase with load increases, motor stalling, or
changes in load composition such as an increased proportion of compressor load.

The voltage stability can be classified into:

� small-disturbance voltage stability;
� large-disturbance voltage stability.

11.2 SYSTEM CHARACTERISTICS AND LOADMODELING

11.2.1 System Characteristics

Let us consider a simple radial network consisting of a source, a transmission line and a
load. Figure 7.1 shows the equivalent circuit and the phasor diagram. The characteristic of a
system or transmission network “seen” from a load bus is the relationship between the
voltage at that bus and the delivered active and reactive powers, independent of the static
load characteristic.

The relationship between the voltages at both ends of the transmission line, _V 1 ¼ V1j_0
and _V 2 ¼ V2j_0, is obtained as follows:

_V 1 ¼ V2 þ RP2 þ XQ2

V2
þ j

XP2 � RQ2

V2
(11.1)

where R ¼ Z cos b and X ¼ Z sin b are the resistance and reactance, respectively, corre-
sponding to the equivalent impedance _Z of the transmission line.1

_S2 ¼ P2 þ jQ2 ¼ S2ðcos wþ j sin wÞ ¼ V2 _I
�

1 The European standards use letter “U” to denote the phase-to-phase voltage (called also line-to-line voltage); for

compatibility with the North American standards, in this chapter we will use letter “V”, and the expression

_S ¼ Pþ jQ ¼ _V _I � stands for the three-phase complex power.
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Taking into consideration the phasor diagram from Figure 7.1, by separation of the real
and imaginary parts of (11.1) yields:

V1V2cos u ¼ V2
2 þ RP2 þ XQ2 (11.2a)

V1V2sin u ¼ XP2 � RQ2 (11.2b)

To eliminate u, the sum of squares of equations (11.2a) and (11.2b) is computed,
resulting:

V2
1V

2
2 cos2 u þ sin2 u
� � ¼ V4

2 þ 2V2
2 RP2 þ XQ2ð Þ þ RP2 þ XQ2ð Þ2 þ XP2 � RQ2ð Þ2

or

f V2;P2;Q2ð Þ ¼ V4
2 þ 2 RP2 þ XQ2ð Þ � V2

1

� �
V2

2 þ Z2S22 ¼ 0 (11.3)

where

RP2 þ XQ2ð Þ2 þ XP2 � RQ2ð Þ2 ¼ Z2 P2
2 þ Q2

2

� � ¼ Z2S22

Equation (11.3) can be written as:

f V2;P2;wð Þ ¼ V4
2 þ 2S2 R cos wþ X sin wð Þ � V2

1

� �
V2

2 þ Z2S22 ¼ 0 (11.4)

which defines the implicit relationship between the receiving-end voltage of the transmis-
sion line V2 and the transmitted powers P2 and Q2. Starting from this equation, the voltage
V2 can be expressed as an explicit function:

V2 ¼ g P2;Q2ð Þ ¼ g S2;wð Þ (11.5)

that defines the system or transmission network characteristics represented by the surface
from Figure 11.1.

The explicit function defined by expression (11.5) may exist only if the biquadratic
equation (11.4) obeys the implicit functions theorem conditions, that is, to have real roots.
This condition is fulfilled if the discriminant D is positive:

2S2 R cos wþ X sin wð Þ � V2
1

� �2 � 4Z2S22 � 0 (11.6)

At the limit, when the discriminant D is equal to zero, gives

2S2ðR cos wþ X sinwÞ � V2
1 ¼ �2ZS2

or

2S2 R cos wþ X sinw� Zð Þ ¼ V2
1
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thus:

S2 ¼ V2
1

2 R cos wþ X sin w� Zð Þ ¼
V2
1

2Z cos b� wð Þ � 1½ � (11.7)

Because S2 > 0, the positive sign “þ” at the nominator of equation (11.7) holds,
therefore, the maximum loadability of the line:

S2 max ¼ V2
1

2Z cos b� wð Þ þ 1½ � ¼
V2
1

4Z cos2 ðb� wÞ=2½ � (11.7 )0

thus resulting the same expression (8.6), previously computed following a different path
(see Section 8.2.2), respectively:

P2 max ¼ V2
1 cos w

4Z cos2 ðb� wÞ=2½ � (11.8)

11.2.2 Load Modeling

11.2.2.1 Load Characteristics. Voltage stability, also known as “load stability,” is
strongly influenced by the static characteristics and the dynamic response of the load [1].

In the power systems terminology, the term “load” can have different meanings, such
as:

(i) a device connected to the power system that consumes active and/or reactive
power;

(ii) the total active and/or reactive power consumed by all devices connected to the
power system;

Transmission network
(110 kV)

6 kV or 10 kV

Asynchronous
motors

Large
asynchronous

motors

Resistive
loads

20 kV Distributors

Small
asynchronous

motors

Capacitor banks

Lighting

Resistive
loads

0.4 kV

M

M

Figure 11.1. The load structure of a transmission network bus.
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(iii) a part of the power system, which is not explicitly defined, but it is assigned as a
device connected to the power system.

The driving force for voltage instability is usually the loads. After a disturbance, load
power restoration is attempted by motor slip adjustment, tap changing, and thermostats.

Generally, the load modeling is an important issue, since in a power system the loads
are aggregated, that is, they consist of different receivers. The main problem is the
identification of the load components at a given instant and their mathematical represen-
tation. To understand the nature of the dependence between voltage stability and load
dynamics, it is necessary to analyze the load in an individualistic approach. For this
purpose, this section focuses on the dependence between voltage and load, especially on
the properties of the exponential and polynomial load models.

In power system stability studies, in general, and in voltage stability, in particular, the
meaning of load is taken as the definition (iii), representing a distribution network that
receives power from the transmission network through a substation. Therefore, the load
connected to a bus, also known as complex load, includes, besides individual consumers
(synchronous and asynchronous motors, resistive loads, etc.), the feeders, distributors,
transformers, and so on (Figure 11.1).

The load characteristics are a set of parameters, such as the power factor or variation
of active and reactive powers with voltage and frequency, that characterize the specific
behavior of the load in static or dynamic states. The load mathematical model can be
formulated in the general form as Ref. [3,51,52]:

P ¼ KP � P0 � f PðV ; f Þ
Q ¼ KQ � Q0 � fQðV; f Þ

(11.9)

where P0, Q0 are the active and reactive load powers, for values of voltage and frequency
corresponding to the normal operating state (V0, f0); KP, KQ are the independent quantities,
known as load demand coefficients; and fP, fQ are the functions expressing the dependency
of the active and reactive load powers on the voltage and frequency at a given time.

In steady state, the load characteristics, called static load characteristics, represent the
dependency at a given time of the active and reactive powers on the connection bus voltage
and the system frequency in quasi-static state. This state is characterized by very slow
modifications of the operating conditions, and the transition from one state to another can
be considered a series of steady states (a series of equilibrium points). The modeling of
these characteristics involves only algebraic equations.

In dynamic state, the load characteristics, called dynamic load characteristics, also
represent the dependency of the active and reactive powers on the connection bus voltage
and the system frequency, but in transient state, when the operating conditions substantially
changes from one instant of time to another.

As general simplification, for voltage stability studies, the frequency dependency of
the active and reactive powers is neglected, and therefore the general load mathematical
model can be written as:

P ¼ KP � P0 � f PðVÞ
Q ¼ KQ � P0 � fQðVÞ

(11.10)

Unlike the system characteristics, where the amounts of the active and reactive powers
that can be delivered to the load zone, the load characteristics define the variation of the
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active and reactive powers in terms of the receiving-end voltage of the transmission line.
For the considered configuration, this dependence can be written as:

P2 ¼ f PðV2;P0;2Þ
Q2 ¼ fQðV2;Q0;2Þ

(11.11)

where P2 and Q2 represent the demanded powers under certain operating conditions.
The last expressions define, in the (V2, P2, Q2) space, a curve that, for a specific

power demand, which does not exceed “the capability of the transmission network,”
intersects the surface defined by equation (11.5) in one or more points representing
possible operating points. When the demand changes, these points move on the surface
and their projection in the (V2, P2) plane represents the V2–P2 characteristic of the
system (transmission network). Note that the system characteristic cannot be defined
without specifying how the power delivered to the load varies. Therefore, the V2–P2

characteristic corresponding to a constant power factor represents a particular case of
system characteristic.

11.2.2.2 Static Models. EXPONENTIAL MODEL. This is one of the most used models,
having the general form:

P ¼ KP � P0 � V

V0

� �aP

(11.12a)

Q ¼ KQ � Q0 �
V

V0

� �aQ

(11.12b)

where KP and KQ are dimensionless load coefficients, being equal to 1 for the base case; V0

is the reference voltage; and aP; aQ are the coefficients depending on the load type.

The terms KP � P0 and KQ � Q0 represent the absorbed active and reactive powers,
respectively, at a voltage V equal to the reference voltage V0, and correspond to the nominal
load powers.

It is necessary to make distinction between the actually consumed power and the load
demand. This distinction is important for understanding the basic instability mechanism,
since as the load demand increases the consumed power may decrease, as a consequence of
the voltage decrease.

Three particular cases for aP and aQ are usually considered as follows:

� constant impedance load: aP ¼ aQ ¼ 2
� constant current load: aP ¼ aQ ¼ 1
� constant power load: aP ¼ aQ ¼ 0

For lower voltage values the exponential model is not sufficiently precise, because,
when the voltage drops below a certain value (e.g., V 	 0:6 p:u:), many consumers are
disconnected or their characteristics are completely altered.

Two of the most important properties of the exponential model are presented.

(i) To initialize the exponential model, any voltage level can be used as reference. To
demonstrate this property KP ¼ 1 is considered, while the reference voltage V0
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and the powers P0 and Q0 can be arbitrarily specified without changing the
characteristic. Thus, for a voltage level V1, we have

P1 ¼ P0 � V1

V0

� �aP

If P0 is expressed from the last equation then replaced in (11.12a) results:

P ¼ P1 � V

V1

� �aP

Thus, V0 was replaced with V1 and P0 with P1, and the new reference voltage
becomes V1.

(ii) The exponents aP and aQ used in the load exponential model determine the
powers sensitivity to voltage change. Considering V0 as reference voltage and P0

the active power load corresponding to this voltage value, the power sensitivity to
voltage change can be calculated as:

dP

dV
¼ aP � P0 � V

V0

� �aP�1

� 1

V0

Evaluating the sensitivity for V ¼ V0 obtain as follows:

dP=P0

dV=V0
¼ aP (11.13a)

respectively

dQ=Q0

dV=V0
¼ aQ (11.13b)

Therefore, the sensitivities have the same values irrespective of the voltage
reference value. The expressions (equation 11.13a,b) can be written as:

DP ¼ aP
DV

V0
P0

DQ ¼ aQ
DV

V0
Q0

If the pervious equations are divided member by member, gives:

DP

DQ
¼ aP

aQ

P0

Q0

Given the relationshipQ ¼ P � tan w if tan w ¼ tan w0 ¼ ct: tanw0 ¼ ðQ0=P0Þð Þ
obtain as follows:

DQ ¼ Q0

P0
DP

meaning that for constant power factor, aP¼ aQ.

POLYNOMIAL MODEL. Since different components of a complex load present different
voltage characteristics, an alternative load model obtained by summing up the load
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components, which presents the same (or almost the same) exponent, should be considered.
When all exponents are integers, the load characteristic becomes a polynomial function
of V.

A special case is the load model consisting of three components: constant impedance,
constant current, and constant power. In this case, the characteristics of the active and
reactive power, respectively, of the load model are given by the expression [2]:

P ¼ KP � P0 � aP � V

V0

� �2

þ bP � V
V0

þ cP

" #

Q ¼ KQ � Q0 � aQ � V

V0

� �2

þ bQ � V
V0

þ cQ

" # (11.14)

where aP, bP, cP, aQ , bQ, cQ represent the weights of each component and satisfy the
relationships aP þ bP þ cP ¼ 1 and aQ þ bQ þ cQ ¼ 1; and KP � P0,KQ � Q0 are active and
reactive consumed powers, corresponding to the reference voltage V0.

Similar to the exponential model, for reduced voltage values, the polynomial model
cannot be used to appropriately model the loads.

Table 11.1 shows some polynomial models [3].

11.2.2.3 Dynamic Models. These models describe, through algebraic-differential
equations, the dynamic behavior of the load given either by the intrinsic load character-
istics or by the actions of some control devices such as the automatic on-load tap changer or
the thermostat load control systems.

Because the use of physical dynamic models specific to some loads, such as large
synchronous and asynchronous motors individually represented, is inadequate for complex
load modeling, the so-called generic dynamic models have been developed. They describe
the specific behavior of the complex load when subjected to sudden voltage variations in
the connecting node, due to various disturbances occurring in the transmission network.

The measurements at the HV bus bars of some substations supplying the distribution
network showed that the response of the complex load to sudden voltage variations is as
illustrated in Figure 11.2 for a real power P [4]. This response reflects the collective effects
of all the complex load components, from the on-load tap changer to the individual
household loads (Figure 11.1). The time span for a load to recover to steady state is

T A B L E 11.1. Polynomial Load Models [3]

Load Type f P
V
V0

� 	
f Q

V
V0

� 	
Air conditioner 2:97� 4 V

V0

� 	
þ 2:03 V

V0

� 	2
12:9� 26:8 V

V0

� 	
þ 14:9 V

V0

� 	2
Asynchronous motors 0:72þ 0:11 V

V0

� 	
þ 0:17 V

V0

� 	�1

2:08þ 1:63 V
V0

� 7:6 V
V0

� 	2
þ 4:89 V

V0

� 	3
Complex load 0:83� 0:3 V

V0

� 	
þ 0:74 V

V0

� 	2
6:7� 15:3 V

V0

� 	
þ 9:6 V

V0

� 	2
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normally in the range of several seconds to minutes, depending on the load composition.
Responses for real and reactive power are qualitatively similar.

It is obvious that a sudden voltage variation determines an instantaneous change in the
consumed power. This variation defines the transient characteristic of the load and can be
modeled as constant impedance _Zc, as used in the transient stability analysis tools, or,
more general, as an exponential characteristic. A dynamic load restoration process follows
characterized by an increase in the power demand up to a new voltage value on the steady-
state characteristic.

On a longer timescale, the lower voltage tap changers and other control devices act to
restore voltages and so the load. In fact, the aggregate effect of distribution-level restoration
can be to cause load overshoot. With recovery time (Tp) on a timescale of a few seconds,
this behavior captures the behavior of induction machines. On a timescale of minutes, the
role of tap changes and other control devices is included. Over hours, the load recovery and
possible overshoot may emanate from heating load [4].

The dynamic restoration process can be asymptotic or even oscillatory (Figure 11.2b)
and can be modeled through a set of differential equations [2]:

TP
dXP

dt
¼ 1

P0
ðPs � PtÞ

TQ
dXQ

dt
¼ 1

Q0
ðQs � QtÞ

(11.15)

where P0, Q0 are the active and reactive consumed powers in normal operating state
characterized by the voltage V0; Ps, Pt are the steady-state and transient load characteristics
of the active power; Qs, Qt are the steady-state and transient load characteristics of
the reactive power; Xp, XQ are the generic dimensionless state variables associated
with the load restoration dynamic process; and Tp, TQ are the load restoration dynamic
process.

The generic models are usually associated with the exponential load models. Hence,
the steady-state characteristic is given by expressions (11.12) where KP ¼ KQ ¼ 1:

Ps ¼ P0 � V

V0

� �aP

; Qs ¼ Q0 �
V

V0

� �aQ

(11.12 )0

Depending on the way in which the generic variables XP and XQ intervene in the
expressions of the transient load characteristics, there are two types of generic dynamic

V(a) (b)

V0
ΔV

t0 t

P

P0

Ps

P X0 P

Pt,0

tt0

Figure 11.2. The dynamic active power response of a complex load (b) at sudden voltage

variation in the connection node (a) [4].
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models: the additive model where the generic state variables are appended to the transient
characteristic and the multiplicative model where the generic state variables multiply the
transient characteristics.

(i) The additive generic model
The transient load characteristic is given by [2]:

Pt ¼ P0 � V

V0

� �aP;t

þ XP


 �

Qt ¼ Q0 �
V

V0

� �aQ;t

þ XQ


 � (11.16)

where aP,t and aQ,t are exponents of the transient load characteristics.
Hence, the differential system of equations (11.15) describing the load

restoration dynamic process becomes:

TP
dXP

dt
¼ 1

P0
Ps � Ptð Þ ¼ V

V0

� �aP

� V

V0

� �aP;t

� XP

TQ
dXQ

dt
¼ 1

Q0
Qs � Qtð Þ ¼ V

V0

� �aQ

� V

V0

� �aQ;t

� XQ

(11.17)

(ii) The multiplicative generic model
The transient load characteristic is given by:

Pt ¼ XP � P0 � V=V0ð ÞaP;t ; Qt ¼ XQ � Q0 � V=V0ð ÞaQ;t (11.16 )0

and the differential system of equations (11.15) describing the load restoration
dynamic process becomes:

TP
dXP

dt
¼ 1

P0
Ps � Ptð Þ ¼ V=V0ð ÞaP � XP � V=V0ð ÞaP;t

TQ
dXQ

dt
¼ 1

Q0
Qs � Qtð Þ ¼ V=V0ð ÞaQ � XQ � V=V0ð ÞaQ;t

(11:170)

The following remarks are made regarding the two generic dynamic models [2]:

(i) the exponents aP;t and aQ;t have usually large values and thus the dependence on
voltage of the load powers is greater in transient state than in steady state;

(ii) the generic state variables XP and XQ must range within acceptable limits, that is:

Xmin
P 	 XP 	 Xmax

P

Xmin
Q 	 XQ 	 Xmax

Q

(11.18)

(iii) the constant power type component introduced in the additive models may cause
nonphysical singularities to the transient characteristic, which is not the case for
the multiplicative model;
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(iv) the simple model given in(11.120) can be obtained if we take XP ¼ XQ ¼ 0 in the
additive model, and XP ¼ XQ ¼ 1 in the multiplicative model, respectively;

(v) the exponents aP and aQ and the time constants TP and TQ can be determined
using measurements of powers supplied to the distribution network either
considering disconnection of a transformer or on-load tap changing in the
HV/MV distribution substation leading to gradual modification of the voltage
level Ref. [2].

11.3 STATIC ASPECTS OF VOLTAGE STABILITY

11.3.1 Existence of Steady-State Solutions

The projection of the points corresponding to the maximum transmissible power S2max

in the (P2, Q2) plan determines a curve that separates the plan into two zones (see
Figure 11.3) [5]:

The hatched zone represents the domain of existence of solutions and corresponds to
the possible operating points (A and B in Figure 11.4), for which the biquadratic equation
(11.3) has two distinct real positive solutions.

V4
2 þ 2 RP2 þ XQ2ð Þ � V2

1

� �
V2
2 þ Z2 P2

2 þ Q2
2

� � ¼ 0 (11.3)

Using the notations:

y ¼ V2
2 ; a ¼ V2

1 � 2 RP2 þ XQ2ð Þ
D ¼ 2 RP2 þ XQ2ð Þ � V2

1

� �2 � 4Z2 P2
2 þ Q2

2

� � (11.19)

from (11.3) a quadratic equation in y is obtained as follows:

y2 � ayþ Z2S22 ¼ 0

Geometrical locus

P2

V2

Q2

of the critical points

Domain of existence
of the solutions

Figure 11.3. The dependence between the voltage V2 and the powers P2 and Q2, for a simple

generator-line-load configuration.

STATIC ASPECTS OF VOLTAGE STABILITY 667



with the solutions y1;2, which give the voltages corresponding to the two possible operating
points A and B:

V2A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aþ

ffiffiffiffi
D

p

2

s
; V2B ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�

ffiffiffiffi
D

p

2

s
(11.20a,b)

� The external zone represents the domain of inexistence of solutions, thus no
operating points are found in this area.

� The critical points situated on the frontier represent static bifurcation points for the
system evolution as they are characterized by zero value of the discriminant from
equation (11.19), D ¼ 0, of the biquadratic equation (11.3), resulting:

2 RP2 þ XQ2ð Þ � V2
1

� �2 ¼ 4Z2S22

If D¼ 0 is considered in the expressions (11.20a and b), identical solutions V2A and
V2B are obtained in the critical points, corresponding to the possible operating points:

V2A ¼ V2B ¼ Vcr ¼
ffiffiffi
a

2

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 2 RP2max þ XQ2maxð Þ

2

s
(11.21)

Note that in the critical points situated on the separation frontier of the domain of
existence of solutions in the P2–Q2 plan, the Jacobian matrix of the Newton–Rhapson
method-based load flow mathematical model become singular.

We know that:

Pi ¼ GiiV
2
i þ

Xn
k¼1

k 6¼i

ViVkGGik

@Pi

@Vi

Vi ¼ 2GiiVi
2 þ

Xn
k¼1

k 6¼i

ViVkGGik ¼ GiiVi
2 þ GiiVi

2 þ
Xn
k¼1

k 6¼i

ViVkGGik ¼ GiiVi
2 þ Pi

V1
V2,max

V2

V2,min

V2,cr

P2max

P2

P2

B

A

C

Critical
point

Controllable zone

Security zone

Uncontrollable zone

Critical zone

Figure 11.4. The V2–P2 system characteristic:

operating points.
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@Pi

@Vi

¼ Pi þ GiiV
2
i

Vi

Qi ¼ �BiiV
2
i �

Xn
k¼1

k 6¼i

ViVkBBik

@Qi

@Vi

Vi ¼ �2BiiVi
2 �

Xn
k¼1

k 6¼i

ViVkBBik ¼ �BiiVi
2 þ Qi

@Qi

@Vi

¼ Qi � BiiV
2
i

Vi

where

GGik ¼ Gik cosðui � ukÞ þ Bik sinðui � ukÞ

BBik ¼ Gik sinðui � ukÞ � Bik cosðui � ukÞ

The Jacobian matrix of the power system from Figure 7.1, considering that the bus 1
(the slack bus) voltage is taken as phase reference with _V 1 ¼ V1 j_u1 ¼ 0 , and the bus 2
voltage is _V 2 ¼ V2 j_u2 , has the following form:

J½ � ¼
JPu JPV

JQu JQV

" #
¼

@P2

@u2

@P2

@V2

@Q2

@u2

@Q2

@V2

2
6664

3
7775

where

@P2

@u2
¼ �Q2 � B22V

2
2;

@Q2

@V2
¼ Q2 � B22V

2
2

V2
;

@Q2

@u2
¼ P2 � G22V

2
2;

@P2

@V2
¼ P2 þ G22V

2
2

V2
;

Thus, the determinant of the Jacobian matrix is

det J½ � ¼ @P2

@u2
� @Q2

@V2
� @P2

@V2
� @Q2

@u2

¼ �Q2 � B22V
2
2

� �
Q2 � B22V

2
2

� �
V2

� P2 þ G22V
2
2

� �
P2 � G22V

2
2

� �
V2

¼ 1

V2
V4
2 G2

22 þ B2
22

� �� P2
2 þ Q2

2

� �� � ¼ 1

V2
V4
2Y

2
22 � S22

� � ¼ 1

V2Z
2 V4

2 � Z2S22
� �
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Because in the critical point V4
2 ¼ V4

2cr ¼ Z2 � S22, it results:

det J½ � ¼ 0

This property, valid for a simple generator-line-load configuration as well as for any
complex network, is the core of voltage instability and collapse risk assessment, due to the
inexistence of the equilibrium points (steady-state solutions) caused by load increase
and/or due to the contraction of the domain of existence of the solutions after a
contingency.

11.3.2 Operating Points and Zones

For analysis of the points inside the hatched zone (Figure 11.3), the dependence betweenP2

and Q2 through the power factor cos w is considered. Thus, equation (11.4) can be written
as:

V4
2 þ 2P2 Rþ X tan wð Þ � V2

1

� �
V2

2 þ Z2 P2

cos w

� �2

¼ 0 (11.22)

If V1 and cos w are considered constant, then for values of the active power
P2 2 0;P2max½ �, an expression of the form V2 ¼ f ðP2Þ, called the V2–P2 “system character-
istic,” can be obtained (see Figure 11.4) [5].

Figure 11.4 shows that for a transmitted power P2 	 P2max, two possible operating
points are found as: point A, characterized by a high-voltage value, corresponds to the
normal operating conditions being a stable operating point, whereas point B, characterized
by a low-voltage value, corresponds to abnormal operating conditions.

To demonstrate why A is stable and B is unstable, the effects of voltage regulation by
the control of the power factor at the transmission line receiving end and voltage variation
at the transmission line sending-end will be analyzed.

(i) The effect of compensating the transmitted reactive power
Considering different values for cos w and keeping constant the sending-end
voltage of the transmission line (V1¼ ct.), the family of V2–P2 characteristics
from Figure 11.5 is obtained.

For a given value P2 < P2max, the V2A voltage corresponding to the operating
point A increases as the power factor changes from inductive to capacitive values.
At the same time, in the point B, compensation of the reactive power has opposite

V2

A

B

V1

P2 P2

cos = 0.95 lagϕ

cos = 0.95 lead
power factor

ϕ
cos = 1.0ϕ

V2,cr
cap

V2,cr
ind

P2,max
ind P2,max

cap

Locus of
critical points

Figure 11.5. Effect of reactive power com-

pensation on the V2–P2 characteristic.
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effects since the voltage decreases as cos w changes from inductive to capacitive
values. Therefore, point A is a controllable operating point and thus stable;
whereas point B is uncontrollable and thus unstable.

The locus of critical operating points is shown by dotted line in Figure 11.5.
Normally, only the operating points above the critical points represent satisfac-
tory operating conditions. Thus, a sudden reduction in the power factor (increase
in Q2) can cause the system to change from stable operating conditions to
unsatisfactory, and possibly unstable, operating conditions represented by the
lower part of a V2–P2 curve.

The influence of the reactive power characteristics of the equipments at the
receiving end (loads and compensating devices) is more obvious in Figure 11.6
[6], which shows a family of curves applicable to the power system from
Figure 11.4, each of which representing the relationship between V2 and Q2 for
a fixed value of P2.

For a complex system, these curves can be obtained for a load bus through
repeated load flow calculations. In this regard, consider that a virtual reactive
power source (without power limits) is connected to the bus. As a consequence,
this bus becomes a PV bus where the voltage is imposed and the reactive power is
calculated.

An example of this type of characteristics, in p.u., q ¼ QX=V2
1, is given in

Figure 11.6 for a transmission line (X 
 R) having an active source as parameter
(p ¼ PX=V2

1) and a switched capacitor bank.
The system is stable in the region where the derivative dQ2/dV2 is positive.

The voltage stability limit (critical operating point) is reached when the deriva-
tive is zero. Thus, the zones on the q2–u2 curves to the right of the minima
represent stable operation, and the zones to the left represent unstable operation.
Stable operation in the region where dQ2/dV2 is negative can be achieved only
with a continuously regulated reactive power equipment that has sufficient
control range and high Q/V gain with polarity opposite to that of the normal.

If no capacitor bank is connected, the operating point is at the intersection of
the V–Q characteristic with the horizontal axis (Figure 11.6, the a curve). If
reactive power compensation is provided, a new operating point can be found at
the intersection between the bus characteristic and the capacitor bank character-
istic (Figure 11.6, curves b and d). Notice that for large values of the transferred
active powers, if there is insufficient compensation, no operation point can be
defined.

q2

0.75

0.50

0.25

0

–0.25

0.5 1.0
u2

p = 0

p = 0.25

p = 0.75

Capacitor
characteristics

Operating point

a
b

d

Reserve in MVAr
with capacitor (case 2)

Reserve in MVAr
without capacitor (case 1)

Operating point

c

Figure 11.6. The q2–u2 curves for vari-

ous real-power load [6, 51].
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The reactive power reserve to maintain normal operation is the distance, in
MVAr, from the operating point to the minimum of the bus characteristic (Figure
11.6, case 1), without capacitor, or to a point where the capacitor bank
characteristic on the lowest step is tangent to the bus characteristic (Figure
11.6, case 2).

The slope of the characteristic in the operating point is the @Q=@V sensitivity
that shows the robustness or weakness of the analyzed bus as well as the
effectiveness of reactive power compensation.

(ii) The effect of controlling the transmission line sending-end voltage
Considering different values for the transmission line sending-end voltage,

V
ð1Þ
1 andV

ð2Þ
1 , obtained by modifying the generator’s field current, and constant

power factor (cos w ¼ ct:), the family of V2–P2 characteristics from Figure 11.7 is
obtained.

In this case, for a constant value P2 < P2max of the transmitted active power,
the point A is a normal operating point because the corresponding voltage (VA)
increases as the transmission line sending-end voltage increases. In exchange, the
point B is an abnormal operating point because the sending-end voltage increases
as the voltage corresponding to this point decreases.

Therefore, the control of V1 voltage at the transmission line sending-
end through change of the generator’s field excitation current has the desired
effect on the operating point A, while for the operating point B the effect is
opposite.

Moreover, analyzing the characteristics from Figures 11.5 and 11.7, we can
see that the critical voltage and the maximum transmissible power increase as the
reactive power is compensated with the help of reactive power devices, or as the
transmission line sending-end voltage increases. When operating near the limit,
the two voltages corresponding to the possible operating points will have high
and closed values. Therefore, the voltage attached to one operating point only is
not an indicator of voltage instability proximity. Additional information such as
voltage sensitivities to active and reactive powers variation is thus necessary.

(iii) Voltage sensitivities to active and reactive powers variation
The voltage sensitivities can be obtained by differentiating equations (11.4).

To simplify the calculus, a small phase difference between the voltage phasors at
the transmission line ends is assumed, that is, u ¼ ðu1 � u2Þ ffi 0: Therefore,
using equations (11.2a) and (11.2b), since cos u ffi 1 and sin u ffi 0, equation
(11.3) becomes:

V2
2 � V1V2 þ RP2 þ XQ2 ¼ 0

V2

V2,cr
(2)

V1
(1)

V1
(1)

V1
(2) V1

(2)

V2,cr
(1)

P2,max
(1) P2,max

(2)P2

P2

A

B

Figure 11.7. The effect of controlling the voltage V1

on the V2–P2 characteristic.

672 VOLTAGE STABILITY



The voltages corresponding to the possible operating points A and B are
as follows:

V2A ffi
V1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4 RP2 þ XQ2ð Þ

q
2

(11.23a)

V2B ffi
V1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4 RP2 þ XQ2ð Þ

q
2

(11.23b)

A power system, seen from a bus i, is stable from the viewpoint of the
bus voltage, if the addition of a conductance DGi or a susceptance DBi,
respectively, eventually infinitesimal, determines the increase in the consumed
active and reactive powers, and a simultaneous decrease in the voltage of the
considered bus. Therefore, the necessary and sufficient condition for the power
system to be controllable is [7]

dVi

dGi


Bi¼ct

< 0;
dPi

dGi


Bi¼ct

> 0

dVi

dBi


Gi¼ct

< 0;
dQi

dBi


Gi¼ct

> 0

(11.24)

The sensitivities 2 of voltage to the active and reactive powers in the A and
B points can be calculated starting from the expressions (11.23a,b):

@V2A

@P2


Q2¼ct

¼ �4R

2 � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

1 � 4 RP2 þ XQ2ð Þ
q ¼ �Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
1 � 4 RP2 þ XQ2ð Þ

q < 0

(11.25a)

@V2A

@Q2


P2¼ct

¼ �Xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

1 � 4 RP2 þ XQ2ð Þ
q < 0 (11.25b)

@V2B

@P2


Q2¼ct

¼ Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 4 RP2 þ XQ2ð Þ

q > 0 (11.25c)

@V2B

@Q2


P2¼ct

¼ Xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

1 � 4 RP2 þ XQ2ð Þ
q > 0 (11.25d)

2 If y ¼ ffiffiffiffiffiffiffiffiffi
uðxÞp

then y0 ¼ u0 ðxÞ
2
ffiffiffiffiffiffi
uðxÞ

p , or dy
du ¼ u0 ðxÞ

2
ffiffiffiffiffiffi
uðxÞ

p
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According to the definitions from (11.24) and (11.25), point A is a controlla-
ble operating point, thus stable, and point B is an uncontrollable operating point,
thus unstable.

Considering these aspects, the following operating zones can be defined on the V2–P2

characteristic (Figure 11.4):

� The Controllable Zone. Corresponds to the upper side of the characteristic and
comprises the operating points for which Zc > Z and sensitivities are negative. In the
technical literature, this zone is known as the stable operating zone. If the critical
voltage is lower than the minimum admissible operating voltage (Vmin), this zone can
be divided into two subzones:

– The Security Zone. Defined between the maximum and the minimum admissible
voltages (Vmin and Vmax), characterized by negative and close to zero
sensitivities;

– The Critical Zone. Defined between Vmin and Vcr voltages, characterized also by
negative sensitivities but high in magnitude. Depending on the load characteristic,
operation in this zone can trigger voltage instability phenomenon or voltage
avalanche, phenomenon characterized by a voltage decrease toward Vcr, either due
to an increase in the power demand or due to the on-load tap changing transform-
ers action.

� The Uncontrollable Zone. Corresponds to the lower side of the characteristic and
comprises the operating points characterized by Zc < Z and positive sensitivities.
This zone is known in the technical literature as the unstable operating zone.

Note that the assumption of a small phase difference (u small) is no longer possible to
determine the critical voltage because, if in equations (11.23a,b) the zero condition of the
discriminant would be imposed, the critical voltage is obtained Vcrit ¼ V1=2, value that
depends on the sending-end voltage but is independent of the power factor, which is in
contradiction with the remark previously made.

11.4 VOLTAGE INSTABILITY MECHANISMS: INTERACTION BETWEEN
ELECTRICAL NETWORK, LOADS, AND CONTROL DEVICES

In power systems operation, the maximum transmissible power and the critical voltage
are only for theoretical importance since they cannot be precisely determined due to the
phenomenon complexity, depending on a series of factors influencing each other (load
behavior, keeping the voltage to the reference value in the generator nodes, the reactive
power compensation devices action, etc.).

11.4.1 Interaction between Electrical Network and Load

There are two basic mechanisms that can lead to voltage instability and collapse
phenomena in power systems. One of these mechanisms is the slow increase in the
load demand, and the other one resides in the disturbance occurrence in the transmission
network (disconnection of electrical lines, transformers, generators, etc.) that lead to the
modification of the V2–P2 characteristic.
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(i) The voltage instability phenomenon mechanism, caused by the load increase,
considering different static load characteristics, is illustrated in Figure 11.8.

� Thus, for a P¼ ct. load characteristic, as the demand power increases, due to the
load characteristic shifting, the two equilibrium points approach each other,
overlap in the critical point C (which represents a singular point coinciding, in this
case, with the maximum transmissible power) and then disappear (Figure 11.8a);

� If the load is represented by exponential model, and the operating point is situated
on the upper side, as the load demand increases, this point moves from A1 to A2

(Figure 11.8b) leading to voltage decrease simultaneously with increase in the
transmitted power, which corresponds to a normal operation of the “transmission
network-load” configuration. Instead, if the operating point is situated on the
lower side, as load demand increases, the point moves from B1 to B2 causing a
decrease both in the voltage level and in the transmitted power, which corresponds
to an abnormal operation of the transmission network-load configuration.

(ii) The voltage instability mechanism to a major disturbance, caused by dis-
connection of one circuit of the transmission line, is shown in Figure 11.9.
The disturbance occurrence causes in the first moments a decrease in voltage and
therefore sudden decrease in the load demand, in accordance with the transient
load characteristic, and the operating point moves from A1, situated on the
normal operation characteristic, to A2, situated on the postdisturbance charac-
teristic. As the transient process evolves, the point A2 moves toward a new
equilibrium point, given by the intersection between the static load characteristic
and the postdisturbance characteristic of the transmission network.We see that, if
the load is of P¼ ct. type there is no intersection point between the two
characteristics, which determines the voltage to collapse at the load terminals
(Figure 11.9a).

Instead, if the load is represented by exponential model, the two characteristics
intersect in point A0, which is the new operating point characterized by a reduced
voltage level (Figure 11.9b—curve a) (see also Section 8.2.2). However, in this case, the
voltage collapse can be triggered by the on-load tap changer actions, trying to restore
the voltage to the reference value. The consequences of this action are the change of
the load characteristic seen from the transformer primary and the increase in the
consumed power from the system, which increase the risk for voltage instability and
voltage collapse (Figure 11.9b—curve b).
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Figure 11.8. Voltage instability mechanism in terms of load demand increase: (a) P¼ ct;

(b) voltage-dependent load.
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These mechanisms caused by the load behavior are strongly influenced by the on-load
tap changer action, a reactive power deficit due to limitations in the generator’s field and
armature currents, as well as following the secondary voltage control system actions.

The portion of the V–P characteristic that allows restoring the system operation to a
stable equilibrium point is called region of attraction (Figure 11.9c). Consider the
simplified radial power system with constant sending-end bus voltage and unity power
factor load. As shown before, there are two possible equilibrium points corresponding to
P0 ¼ ct: point A situated on the upper section of the V–P curve, which is a stable
equilibrium point, and point B situated on the lower section of the V–P curve, which is an
unstable equilibrium point (Figure 11.9c). It can be shown that, after a disturbance, if the
power system reaches an operating point situated anywhere on the DACB section of
the V–P characteristic, appropriate measure can help increasing the voltage and thus
moving the system operation in a stable equilibrium point corresponding to the
demanded power. [8,9].

11.4.2 Influence of the On-Load Tap Changer

In some power system operating conditions, the on-load tap changer actions performed
under an automatic voltage regulator (AVR) may enhance the risk for or even trigger the
voltage instability process [10]. To analyze this phenomenon, let us consider the one-line
diagram from Figure 11.10a of a system supplying through a short electrical line and an on-
load tap changing (OLTC) transformer equipped with AVR.

11.4.2.1 Modeling the On-Load Tap Changing Dynamics. Neglecting the
transformer no-load losses, including its series impedance in the equivalent impedance _Z

and modeling the load by the impedance _Z c, the equivalent circuit from Figure 11.10b is
obtained.
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Figure 11.9. The voltage instability mechanism to major disturbances (a and b) and the region of
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The turns ratio N is a real number given by:

N ¼ V20

V2
¼ I2

I20
¼

Vnp 1� np
DVp

100

� 	
Vns

(11.26)

where Vnp is the primary winding nominal voltage (the nominal voltage of the high-voltage
winding, equipped with tap changer); Vns is the secondary winding nominal voltage; np is
the actual tap position (actual operating tap); and DVp is the percentage of voltage variation
per tap (expressed in percents).

The turns ratio N varies within the admissible interval [Nlo, Nup] given by the
transformer’s control capability (number of taps).

The role of AVR is to change on-load the ratio N so that the load side voltage V2 is
kept inside the interval ½V2;sch � e; V2;sch þ e�, called the insensitivity domain of the
regulator, around the reference voltage V2,sch, determined under stable-operating
conditions. Therefore, if the load side voltage is lower than V2;sch � e then, after a
period called delay period, according to expression (11.26), written as V2 ¼ V20=N, the
regulator will command the tap change with one position in the sense of turns ratio
decrease, resulting the increase of V2. Reverse, if V2 > V2;sch þ e the regulator will
command the tap movement with one position in the sense of turns ratio increase,
resulting the decrease of V2. The process will continue until either the voltage is brought
back within the admissible interval or one of the limits, N lo or Nup, is reached (the tap
changer reaches one of its extreme positions).

The dynamic behavior of an on-load tap changing transformer equipped with AVR can
be described using either a discreet model or a continuous model.

� The discrete model assumes that the regulator, activated whenever the load side
voltage does not fulfill the condition V2 � V2;sch

  	 e, will command the tap change
at discrete time intervals tk, k ¼ 0; 1; . . . ; n, which satisfies the recursive formula:
tkþ1 ¼ tk þ DTk and t0 ¼ 0. In this expression, DTk denotes the time delay and
depends on the regulator characteristics and the voltage error. Generally, DTk is not
necessarily constant and may be determined using the expression [2]:

DTk ¼ Td
e

V2 � V2;sch

 þ T f þ Tm (11.27)

where Td is the maximum time delay of the inverse time characteristic; Tf is a fixed
value of the time delay; Tm is the mechanical time necessary to perform the tap change;
and e is half of the OLTC deadband.

V1

Z I2 2
N

2 I21(b)(a)

V2 V2 Zc

21

P jQ2 2+

Figure 11.10. One-line diagram (a) and equivalent circuit (b) for the analysis of the on-load tap

changing influence.
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The tap changing logic, called direct or normal logic, can be defined as:

Nkþ1 ¼
Nk � DN if V2 < V2sch � e and Nk > N lo

Nk if V2 � V2schj j 	 e
Nk þ DN if V2 > V2sch þ e and Nk < Nup

8<
: (11.28)

where DN is the size of tap step and Nup, Nlo are the upper and lower tap limits.
� The continuous model assumes a continuous variation of the turns ratio N(t) within
the interval [Nlo, Nup] and ignores the insensitivity domain of the regulator.
Therefore, the tap changer dynamics can be modeled through the following
differential equation:

dN

dt
¼ 1

TAVR
ðV2 � V2schÞ ; N lo 	 N 	 Nup (11.29)

where TAVR is the time constant of the regulator.

Although the continuous model is less accurate than the discrete model, it is more
frequently used in the technical literature because it allows the analytical investigation of
the tap changing behavior and highlights the influence on the voltage stability [2].

11.4.2.2 The Effect of Automatic Tap Changing on the Possible Operating
Points. It was demonstrated in Section 7.2.3.4 that the static characteristic V2 ¼ f ðNÞ of
an on-load tap changing transformer can be obtained by using expression (7.26), as the
curve shown in Figure 7.17:

V2 ¼ f ðNÞ ¼ NV1Rc

X
1

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Rc

X

� �2

� N4

s0
@

1
A

The maximum load side voltage, V2max, (7.31) can be obtained for a turns ratio Nmax

(7.30):

Nmax ¼
ffiffiffiffiffi
X

Rc

r
(7.30)

V2max ¼ V1

ffiffiffiffiffiffi
Rc

2X

r
(7.31)

The equilibrium points defined by condition dN=dt ¼ 0 are obtained by intersecting the
characteristic V2¼ f(N) defined by expression (7.26) with the horizontal line of V2¼V2,sch

(Figure 7.17).
Analysis of Figures 7.17 or 11.11 reveals that for a scheduled value V2,sch<V2,max two

operating points, A and B, are found, whereas for V2,sch>V2,max no operating point is
possible. This shows that no value of the load side voltage V2,sch can be reached through on-
load tap changing and turns ratio control.

In order to determine the nature of the equilibrium points A and B, a virtual
disturbance is assumed, such as an incremental change DV2,sch of the load side scheduled
voltage V2,sch (Figure 11.11), then the resulted transient state is analyzed. According to the
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normal control logic, the regulator will command the turns ratio to decrease so that V2

increases to the new reference value V2,schþDV2,sch.
It is obvious that, if the operating point is A, the turns ratio decrease will result in the

movement of this point toward the new equilibrium point A0 demonstrating that point A is a
stable operating point. Instead, point B is an unstable point since a turns ratio decrease will
cause movement away of the new equilibrium point B0. Therefore, the stable operation of
the transformer’s AVR corresponds to the points on the static characteristic located on the
right side of Nmax, characterized by negative values of the derivative V2/dN. Instead, for
the points located on the left side of the Nmax value, characterized by V2/dN> 0, the AVR
operation is unstable.

11.4.2.3 Influence of On-Load Tap Changing on the Voltage Stability [18].
In order to establish the conditions under which the on-load tap changer actions can cause
voltage instability, on one hand, the V2¼ f(N) curves are analyzed in two situations
influenced by various factors among which the sending-end voltage V1 and the load power,
and, on the other hand, the tap changer behavior in the possible operating points on the
V2–P2 system characteristic. In this regard, assumes that the static characteristic from
(7.26) is expressed in p.u., hence the nominal turns ratio is Nnom¼ 1.

(i) The Constant Load Case (Rc¼ ct.). For different values of the voltage V1, the
maximum point of the V2¼ f(N) characteristic does not change (Nmax ¼

ffiffiffiffiffiffiffiffiffiffiffi
X=Rc

p
remains constant!), while the maximum value of the receiving-end voltage,
V2max ¼ V1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc=2X

p
, decreases simultaneously with V1 (Figure 11.12).

Thus, as the V1 voltage decreases, the equilibrium points A and B move closer
to each other, overlap in the maximum point—which constitutes a static
bifurcation point, then disappear. When the equilibrium points disappear, the
tap changer dynamic behavior becomes unstable and, in its attempt to reach a
new operating point, the AVR causes the voltage collapse phenomenon.

NB Nmax NA
N

B A

A'B'

V2

V V2, 2sch ,sch+Δ
V2,sch

V2,max

Figure 11.11. The effect of the on-load tap changing

regulation on the possible operating points A and B.
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Figure 11.12. The evolution of the V2¼ f(N) static

characteristic with the sending-end voltage V1.
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(ii) The Constant Source Voltage Case (V1¼ ct.). If the load increases from P
ð1Þ
2 to

P
ð2Þ
2 and further to Pð3Þ

2 , that is, the load resistance decreases (R 3ð Þ
c < R 2ð Þ

c < R 1ð Þ
c ),

then the maximum point Nmax ¼
ffiffiffiffiffiffiffiffiffiffiffi
X=Rc

p
of the static characteristic moves to the

right (Figure 11.13) since:

Nð3Þ
max ¼

ffiffiffiffiffiffiffiffi
X

Rð3Þ
c

s
> Nð2Þ

max ¼
ffiffiffiffiffiffiffiffi
X

Rð2Þ
c

s
> Nð1Þ

max ¼
ffiffiffiffiffiffiffiffi
X

Rð1Þ
c

s

while, according to equation (7.31), the maximum receiving-end voltage decreases:

V
ð1Þ
2max ¼

V1ffiffiffi
2

p
ffiffiffiffiffiffiffiffi
Rð1Þ
c

X

s
> V

ð2Þ
2max ¼

V1ffiffiffi
2

p
ffiffiffiffiffiffiffiffi
Rð2Þ
c

X

s
> V

ð3Þ
2max ¼

V1ffiffiffi
2

p
ffiffiffiffiffiffiffiffi
Rð3Þ
c

X

s

Also in this case, a load increase (Pð1Þ
2 < P

ð2Þ
2 < P

ð3Þ
2 or Rð1Þ

c > Rð2Þ
c > Rð3Þ

c ,
respectively) determines the two operating points, A and B, to move closer to
each other then to disappear in a static bifurcation point triggering the voltage
collapse phenomenon.

The most severe situation appears when, during operation, the sending-end
voltage decreases while the load increases simultaneously. Therefore, paradoxi-
cally, an AVR controlled transformer, in its action to keep the voltage constant,
may cause the voltage collapse phenomenon!

(iii) TheBehaviorof theOn-LoadTapChanger in the TwoPossible OperatingPoints of
the V2–P2 System Characteristic. In order to analyze the tap changer behavior in
the two possible operating points on the system characteristic, assumes that, for
some reasons (the transmitted power P2 increases, the sending-end voltage V1

decrease, etc.), the load side voltage has decreased below V2,sch� e. Under this
assumption, in accordingwith the normal control logic, after a time delay theAVR
will initiate the turns ratio decreasing in order to restore the load side voltage.

For the operating point A, situated on the upper side of the V2–P2 characteristic
specific for Rc > X (Figure 11.14a), the automatic tap changing system has a stable
behavior. Indeed, from Figure 11.14b, it can be “seen” that, for instance, as the load
increases (Rc decreases), the operating point, situated at the intersection between the V2¼ f
(N) characteristic, which corresponds to Rð1Þ

c , and the horizontal line V2¼V2,sch, moves in
the point situated on the V2¼ f(N) characteristic, which corresponds to Rð2Þ

c . Therefore, as
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Figure 11.13. The evolution of the V2¼ f(N) static

characteristics with the load.
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the turns ratio decreases, the point moves on the new characteristic toward the final
operating point, which corresponds to V2¼V2,sch.

For the operating point B, situated on the lower side of the V2–P2 characteristic (Figure
11.14a) specific for Rc<X, the AVR action is destabilizing. Indeed, from Figure 11.14c, it
can be seen that, as the turns ratio N decreases, the operating point moves away from the
new equilibrium point and the load side voltage decreases. This process will continue until
the ratio reaches its lower limit Nlo or until the voltage collapses.

From physical viewpoint, when the load side voltage decreases, the tap changer acts to
restore the voltage to its reference value. For this purpose, the AVR initiates the turns ratio
decreasing no matter if Rc is higher or lower than X. Following this action, the load
impedance value seen from the transformer primary decreases, and the primary current
increases while additional voltage drop occurs. Consequently, the secondary voltage
evolution is given, on one hand, by an increase caused by the control of the transformer
ratio, and, on the other hand, a decrease caused by decrease in the primary voltage.
Therefore:

� for Rc>X, the first effect is dominant and the load side voltage is restored to the
specified value;

� for Rc<X, the second effect is dominant and the tap changing action cannot longer
compensate the decrease in the secondary voltage but, on the contrary, it will
accentuate the phenomenon of voltage decrease.

From the above analysis, it is obvious that the operating point must be situated on the
upper side of the V2–P2 system characteristic. On this side, the tap changer can compensate
the voltage fluctuations caused by changes in power flows or by disturbances that could
modify the values of Z or V1. For this reason, the points situated on the upper side of the
V2–P2 characteristic are considered to be stable operating points and the ones situated on
the lower side are considered to be unstable operating points.

Also, the turns ratio changing action indirectly restores the load power.
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Figure 11.14. The behavior of the on-load tap changer in the two possible operating points.
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The load restoration process through the automatic tap changing actions and its
impact on the voltage stability can be analyzed, considering again the simple radial
network from Figure 11.10a and b. In this case, however, the transformer is explicitly
modeled through its parameters referred to the medium voltage, being assigned to the load
area. Thus, to analyze the interaction between the transmission network and the load, it is
necessary to trace the load characteristic seen from the transformer primary.

For simplicity, the resistances and the shunt parameters are neglected resulting the
equivalent diagram from Figure 11.15. Furthermore, consider that the load connected to
bus 2 has a voltage-dependent characteristic, that is:

P2 ¼ KP � P0;2 � ðV2=V0;2ÞaP and Q2 ¼ KQ � Q0;2 � ðV2=V0;2ÞaQ

If the voltage _V 2 is taken as phase reference, from the equivalent circuit it results that:

_V 20 ¼ N 0 _V 3 ¼ V3=N ¼ V2 þ jXt P2 � jQ2ð Þ=V2

and

V3

N

� �2

¼ V2 þ XtQ2

V2

� �2

þ XtP2

V2

� �2

(11.30)

However, the active and reactive powers entering the transformer from the transmis-
sion network depend on the secondary voltage V2:

P3 ¼ P2 ¼ f P V2ð Þ

Q3 ¼ Q2 þ Xt

P2
2 þ Q2

2

V2
2

¼ f Q V2ð Þ
(11.31)

Using equation (11.30), P3 and Q3 can be expressed in terms of the V3=N ratio:

P3 ¼ P2 ¼ f P V3=Nð Þ

Q3 ¼ Q2 þ Xt
P2
2 þ Q2

2

V2
2

¼ fQ V3=Nð Þ
(11.31 )0

which, for a given turns ratio value N, they may represent the transient load characteristics
seen from the transformer primary.

When the transformer is equipped with AVR aiming to maintain the voltage at bus 2 at
a scheduled value V2,sch, the load active and reactive powers are constant and given by
equations (11.31) by replacing V2 with V2,sch. These powers do not depend on the
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transmission line receiving-end voltage V3 and therefore the static characteristic of the load
“seen” from the transformer primary is of constant power type.

In normal operating conditions, the operating point A0 is situated at the intersection
between the system characteristic (Figure 11.16 a, curve a) and the load characteristic.
When a disturbance occurs in the transmission network (for instance, disconnection of one
transmission line circuit), the operating point, characterized by the voltage V2,sch, moves in
the point A situated at the intersection between the postdisturbance characteristic of the
system (Figure 11.16 a, curve b) and the transient load characteristic that corresponds to the
actual turns ratio N0.

Note that, in the new operating point, which is a short-term equilibrium point, the
consumed power P2(V2) is smaller than the power consumed in the point A0 and V2 <
V2;sch since the turns ratio did not change. If the voltage is no longer within the admissible
limits, that is, V2 < V2;sch � e, the OLTC will start changing the tap in the sense of voltage
V2 increase. The operating point moves on the postdisturbance characteristic, in accord-
ance with the new transient load characteristics (corresponding to the new turns ratio
values), until V2 returns inside the admissible band V2;sch � e 	 V2 	 V2;sch þ e. A new
operating point D is, therefore, obtained at the intersection between the static load
characteristic and the postdisturbance system characteristic. However, although the
load voltage (the secondary transformer voltage) is restored, the transmission line
receiving-end voltage is lower in comparison with the case in which the transformer
would have been equipped with AVR (Figure 11.16 a, point A).

Depending on the loading degree and the gravity of disturbance occurred within the
transmission network, it is possible to have no equilibrium point anymore (the post-
disturbance characteristic does not intersect the static load characteristic) and the on-load
tap changing action triggers the voltage instability phenomenon (Figure 11.16b).

11.4.3 Effect of the Generated Reactive Power Limitation

Another important aspect of the voltage instability mechanism is the loss of voltage control
at a generator node. In order to illustrate the effect of generator reactive power limitation
due to limitations in the armature and field currents, let us consider the simple case of a load
supplied from a synchronous generator through a short line (3-2). The generator is also
interconnected with the infinite power system through a long line (1-3) (see Figure 11.17).

The generator is provided with an excitation system and is able to keep the voltage at
the bus 3 at a constant value. However, the excitation voltage is constrained by the
minimum andmaximum limits. Because the bus 3 voltage is kept constant by the generator,
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Figure 11.16. The load restoration process following the on-load tap changing action: (a) stable

case; (b) unstable case.
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the voltage regulation capability of the infinite power system is neglected. On the other
hand, because the line between buses 1 and 3 is long, the voltage control from the power
system side is difficult.

� For normal operation, when the generator has sufficient reactive power reserve to
keep the voltage V3 constant, the voltage characteristic is presented in Figure 11.17c
(case 1). A certain load voltage V ð0Þ

2 corresponds to a certain consumed power Pð0Þ
2 .

The maximum transmissible power Pð1Þ
2;max and the critical voltage V ð1Þ

2;cr can also be
identified. Note that the generator is represented through a simple model.

� When the load power increases, the operating point moves in a new position. If the
load power has increased too much, the generator might not be able to provide
the required reactive power, and it is no longer capable to keep the voltage at bus 3 at
the scheduled value. Hence, the voltage characteristic changes and the operating
point is part of the new characteristic (case 2). In this case, the fixed voltage is the
electromotive voltage Eq behind the generator reactance Xd. The maximum trans-
missible power P

ð2Þ
2;max is now smaller and the critical voltage is higher, as the

equivalent impedance between the controlled voltage bus and the load bus is now
higher and therefore the situation becomes critical. So, the voltage instability can be
triggered for a very small load increase, and the danger comes from the generator
reactive power limiters.

More reactive power can be provided by the generator in extreme conditions if the
active power is reduced. However, this action can have two implications. The active power
reduction is a power market issue since nonscheduled changes involves balancing reserves
deployment. On the other hand, pushing the generator to operate beyond certain limits may
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Figure 11.17. Impact of voltage control fail at an intermediate generator bus.
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cause undesired power losses and faster aging. If frequent, such situation can be avoided by
installation of new reactive power devices.

With these being considered, accurate representation of the loading capability curves
of the synchronous generators is needed, especially the reactive power limits for long-term
and short-term operation. For this purpose, one option is to model the power system nodes,
to which generators or compensators are connected, as controlled voltage nodes with the
reactive power limits Qmin and Qmax dependent on the terminal voltage.

This approach, different by the classical one, in whichQmin andQmax are fixed, has the
following advantages:

� allows considering the total reactive power reserve, which increases as the generated
active power decrease;

� allows considering the effect of field and armature currents limitation in the methods
for steady-state voltage stability analysis.

To determine the expression of the maximum reactive power corresponding to a
certain operating state of the synchronous machine, with a certain voltage Vat the generator
terminals, the coefficients KS ¼ Imax

S =IS;n and KR ¼ imax
f =if;n ¼ Emax

f =Ef;n are defined.
These coefficients are used to determine the armature current limit, Imax

S , and the field
current limit, imax

f , in terms of their nominal values IS;n and if;n. In defining the coefficient
KR, the proportionality of the induced e.m.f. Ef to the field current was considered.

Therefore, the maximum reactive power corresponding to the maximum armature
current is determined by specifying the condition S 	 Smax ¼ VImax

S from which, at the
limit, it results:

QS;max ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VImax

S

� �2 � P2

q
(11.32)

To establish the maximum reactive power corresponding to the maximum field
current, we make use of the expressions of the generated active and reactive powers in
terms of the induced e.m.f. Ef and the internal electrical angle dint under the assumption that
Xd¼Xq, that is:

P ¼ VEf

Xd
sin dint (11.33a)

Q ¼ VEf

Xd
cos dint � V2

Xd
(11.33b)

Eliminating dint from (11.33a,b) obtain P2 þ Qþ V2=Xd

� �2 ¼ V2E2
f =X

2
d. Then, the

expression of reactive power is achieved

Q ¼ �V2=Xd þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VEf=Xdð Þ2 � P2

q
(11.34)

From (11.34), assuming that Ef ¼ Emax
f , the reactive power limit corresponding to the

maximum field current is obtained as follows:

QR;max ¼ �V2=Xd þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VEmax

f =Xd

� �2 � P2

q
(11.35)
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Finally, with QS,max and QR,max being defined, the maximum reactive power limit can be
determined as follows:

Qmax ¼ min QS;max;QR;max

� �
(11.36)

The minimum reactive power limit, Qmin, can be specified by the system operator
based on static stability considerations, or can be calculated in terms of the terminal voltage
V, the active power P, and the maximum rotor angle in under-excitation state, dmax, by
means of the expression [11]:

Qmin ¼ P=tan dmax � V2=Xd (11.37a)

or

Qmin ¼ P=tan d0max � E2
ext= Xd þ Xextð Þ (11.37b)

when the purpose is to limit the difference between the generator rotor angle and the phase
angle of an external node, considered of infinite power, modeled through the e.m.f. Eext and
the reactance Xext.

11.4.4 The Minimum Voltage Criteria

Qualitative aspects regarding the mechanisms of voltage instability occurrence have been
presented in Section 8.2.2. A minimum voltage criteria concept is presented in this section
[12,13].

The dynamics of a power system following a large disturbance occurrence are
influenced by various aspects, including the types of loads, the power transfer capacity,
or the performances of the reactive power compensation equipments. The maximum time
delay allowed before taking appropriate corrective measures, in order to avoid voltage
collapse, determines the type of equipments recommended, for example, Static VAr
Compensator, mechanically switched capacitors, and so on. This maximum time delay
is determined at the limit when, following the activation of the reactive power support, the
immediate operating voltage is equal to the minimum voltage (Vmin) determined by the
steady-state load characteristic and the V–Q post-Q support characteristic (Figure 11.18).

Assumes that in steady state, the load is modeled by a constant power characteristic,
that is, QsðVÞ ¼ Q0, and in transient state the load is modeled by a constant impedance
characteristic, that is, QtðVÞ ¼ Vb. Changes in the load demand are described by
Qdemand ¼ yðtÞQtðVÞ. At the equilibrium point, that is, at the intersection of the steady-

Transient load
characteristics

Vpre

V t( )Vmin

Qb Qa Qmax Q0

Reactive power
transfer

Voltage

predisturbance

post-Q support

postdisturbance

A'

A

a

b Figure 11.18. Determining the area of the

minimum voltage criteria. Source: Adapted

from [13].
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state characteristic and the drifting transient load characteristic, we have [12]

Q0 ¼ yðtÞQtðVÞ ¼ yðtÞVb (11.38)

or

VðtÞ ¼ Q0=yðtÞ½ �1=b (11.38 )0

Given that a contingency occurs at t ¼ 0 and the reactive power support is activated at
t ¼ t, the minimum voltage criteria requires that

VðtÞ ¼ Q0=yðtÞ½ �1=b > Vmin (11.39)

The state variable y(t) can be determined from equation (8.8)

Tq

ZyðtÞ
yð0Þ

dy ¼
Z t

0

ðQ0 � QpostÞdt ) yðtÞ ¼ y0 þ
1

Tq

Zt
0

ðQ0 � QpostÞdt (11.40)

where Qpost is the power defined by the postdisturbance curve and y0 is the state variable at
the predisturbance condition, whereas

Q0 ¼ y0QtðVpreÞ or y0 ¼ Q0V
�b
pre

and Vpre is the predisturbance operating voltage.
The critical condition satisfying the minimum voltage criteria is then jointly defined

by equations (11.39) and (11.40) as follows:

Q0

y0 þ 1
Tq

Rt
0

ðQ0 � QpostÞdt
¼ V

b
min

or

1

Tq

Zt
0

ðQ0 � QpostÞdt ¼ Q0 V
�b
min � V�b

pre

� 	
(11.41)

The integration at the left-hand side has a clear meaning. It is the supply–demand
energy mismatch.

However, since it is the integration of the area between the steady-state load curve and
the postdisturbance V–Q curve, the upper and lower bounds of the integration can be
estimated using the upper and lower bounds of the area. Condition Q ¼ Qmax gives the
lower bound whereas condition Q ¼ minðQa;QbÞ gives the upper bound. The shaded area
in Figure 11.18 shows the lower bound of the area.

Thus, equation (11.41) is simplified as

t

Tq
¼ Q0

DQ
ðV�b

min � V�b
preÞ (11.42)

where DQ ¼ Q0 � Qmax or Q0�Minimum(Qa, Qb) depending on whether lower or upper
area bound is used: if lower bound is used, there is less supply–demand imbalance and
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optimistic (slow response) requirement for reactive power support is obtained; if upper
bound is used, conservative result is obtained.

The significant features of equation (11.42) are as follows. The maximum time delay
for voltage stability control strongly depends on the transient load characteristic parameter
b, in addition to the load time constant Tq. The delay is inversely proportion to the
percentage margin deficit DQ/Q0. Thus, for a smaller postcontingency margin deficit,
slower voltage control response may be acceptable.

One concern for utilities is to switch very fast from the postcontingence curve to the
post-Q support curve in order to avoid a voltage collapse. The minimum voltage criteria
addressed by equation (11.42) can be a practical indicator for choosing the best equip-
ments. Thus, SVC or STATCOM is preferred (see also Section 11.6.4).

11.5 VOLTAGE STABILITY ASSESSMENT METHODS

11.5.1 Overview of Voltage Collapse Criteria

As previously shown for a simple “generator-line-load” configuration, also summarized in
Figure 11.19, for larger power systems, the mechanisms leading to voltage instability and
collapse phenomena are very complex.

Voltage stability assessment methods are employed in order to identify the vulnerable
sections of the system as well as the appropriate measures to enhance the system security.
In this context, the assessment methods should be accurate and fast enough to help the
system operator to take the appropriate decisions in proper time.

In terms of the simulation type and the test performed to identify possible voltage
stability problems, the assessment methods are divided into steady-state and dynamic
methods (Figure 11.20) [5,53].

Short-circuits
and equipment
disconnection

Local reactive
power deficit

Long distance
transmission

Low voltage
at the source

Load increase
and

load dynamics

Transmission network

Gradual voltage
decline

Overloading of the
network elements

On-load tap
changing actions

Active and reactive
power losses

increase

Generator
reactive power

limitation

Disconnection of
network elements

by overload protection

Fast voltage level decline
in an area or in the whole power system

Voltage collapse

Figure 11.19. Overview of the voltage instability and collapse mechanisms in a power system.
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STEADY-STATE METHODS. The steady-state methods are based on the fact that the main
support for the voltage stability in a power system is its capability to transmit power to the
load zones both under normal and disturbed operating conditions. This capability can be
evaluated using steady-state methods based on the powers flow equations, adjusted so that
to include the essential factors that may trigger the voltage instability mechanism, and on
the quasistatic approximation3 system evolution during mid- and long-term dynamic
processes. Considering this aspect as well as the disadvantages of the dynamic methods,
static methods for voltage stability assessment were developed.

These methods provide good results that are much faster than the dynamic methods
and allow local or global voltage stability indices to be defined. These indices can be used
in the operation activity to evaluate the risk for voltage instability both under small
disturbances and during different instants of the dynamic evolution at large disturbances, as
well as to identify the most efficient preventive or corrective actions.

One class of methods employed to evaluate if the voltage profile across the network
ranges within acceptable limits from stability point of view is the load flow feasibility
(LFF) [15,16]. These methods determine also the maximum power transfer capability or
the VAr capability of the network by evaluating at the limit the existence of load flow
solutions. Usually, the system state is evaluated by means of a scalar performance index
(PI), also known as Voltage Instability Proximity Indicator, load flow feasibility index, and
so on, which is compared with a threshold value (TH), that is, [16]:

PIðz; zcÞ 	 TH ) fAcceptable voltage profile existsg
PIðz; zcÞ > TH ) fNo acceptable voltage profile existsg (11.43)

Small-perturbations stability

Dynamic methods

Linearized DAE
dynamic model

[Δx] = [A][Δx]

DAE Dynamic Model
x = f(x,y,μ)
0 = g(x,y,μ)

Modified load flow
mathematical model

Modal analysis
of the

state matrix [A]

Existence of steady-state
solutions

Continuation power flow

Sensitivities analysis

Identifying the
point of collapse

Smallest singular value
of the

Jacobian matrix
Modal analysis of

reduced Jacobian [ ]JR

Integration methods:
• trapeze method
• Runge–Kutta method
• predictor–corector method
• variable step method

Global methods:
• bifurcations analysis
• chaos theory

Large-perturbations stability
Transient Long term

Static methods

Bifurcation analysis

Figure 11.20. Voltage stability assessment methods [5].

3 The Quasistatic approximation regards the parameters as variable inputs to the system whose dynamics are

neglected. Thus, although the parameters can vary and pass through a value, the system dynamics are computed

assuming that the parameter is fixed at that value. The quasistatic approximation holds when the parameter

variation is slow enough compared to the dynamics of the rest of the system because then the parameters can be

approximated as constants at the timescale of the dynamics of the rest of the system [14].
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where PIðz; zcÞ is evaluated for a set of variables that form the operating point z, which
includes the load bus voltages, VL, load bus real and reactive powers, PL and QL, generator
reactive power, QG, and so on, and z

c is a reference value of z. In general, the performance
index PIðz; zcÞ can be written as

PIðz; zcÞ ¼
X
i

wif iðz; zcÞ

where f iðz; zcÞ is the ith real-valued function of z and zc, and wif g is the positive weighting
coefficients.

It is worth providing a literature overview describing some indices employed for
voltage stability assessment [17].

Barbier and Barret [18] suggested an approximate method to calculate the critical
value of bus voltage as a threshold value. Using a maximum transfer condition and reduced
bus admittance matrices, bus voltage stability is checked in a static manner.

Carpentier et al. [19] defined a proximity indicator for voltage collapse for a bus, an
area or the complete system, as a vector of ratios dQG/dQL, where dQG is the incremental
generated reactive power at a generator when a given reactive load demand increases by
dQL. When any element of this vector of ratios becomes infinite, voltage collapse is said to
occur. Optimal power flow is proposed to evaluate these indicators.

Jarjis and Galiana [20] suggested a method for the analysis of voltage stability that
does not rely on power flow or optimal power flow simulations. It is based on the concept of
feasibility regions of power flow maps and the feasibility of margins. This is an exact
method. However, the procedure does not lend itself to an application in larger systems due
to its enormous computational requirements.

Kessel and Glavitsch [21] proposed a different type of indicator to express the risk of
voltage collapse. The indicator uses information from a normal power flow and it can be
obtained with reasonable computational effort. They used a hybrid model, where partial
inversion of the bus admittance matrix for the load buses is necessary to generate a hybrid
matrix.

Tiranuchit and Thomas [22] proposed the minimum singular value of the Jacobian of
the descriptor network equations as a voltage security index. Instead of performing singular
value decomposition for every change of system operating conditions, they established
incremental linear relationship between parameters (dP’s and dQ‘s) and increments of the
minimum singular value.

Table 11.2 summarizes the above presented load flow feasibility methods for
predicting the proximity to voltage collapse.

Another class of methods employed to evaluate the power system state is the so-called
Steady-State Stabilitymethods. This approach is concerned with determining if the steady-
state dynamic equations are stable around the equilibrium point.

As an alternative to directly calculating the eigenvalues of the linearized dynamic
equations and checking if they are in the left half of the complex plan, various indirect
methods have been proposed to determine if the linearized dynamic equations are stable.
These are based on calculating a sensitivity matrix [S] either from the linearized dynamic
equations [19] or the Jacobian matrix [J] of the power flow equations [24–26] and check if
certain matrix properties are satisfied, namely [27]:

S½ � 2 MP ) ðsystem is voltage stableÞ
S½ � =2 MP ) ðsystem is voltage unstableÞ (11.44)
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where MPis a set of matrices having the property P such as positive definite, positive
matrix, M-matrix property [28], positive (or negative) value of the determinant of [S],
singular value greater than some prescribed value, eigenvalues in open left half of complex
planes, and so on.

Table 11.3 presents a summary of the steady-state stability methods implemented in
some computer programs to predict voltage collapse.

Table 11.4 provides details of the expressions for sensitivity matrices.
All methods presented in Table 11.3, except for that of Brucoli [29], evaluate the

steady-state stability by checking if a specific sensitivity matrix [Si], for 8i, satisfies
some properties rather than testing if Refli½L�g 	 0. Thus, the effectiveness of these
methods depends on: (a) the relationship between the sensitivity matrix [S] and the
system matrix [Asys]; (b) the matrix property that [S] must satisfy. Thus, the M-matrix
theorem is used to judge the system stability: the matrix [S] must be positive definite
[31–33]. Non-negative matrix condition (defined by S � 0) [34] requires that some
matrices ([S6], [S7], and S[S8]ij) must be positive, which means that each element must
satisfy the condition Sij> 0.

Concluding, either scalar indices (PI) or matrix indices ([S] matrix) are used to
evaluate the steady-state (static) performance of the power system. Local or global indices
are determined based on different analysis methods such as sensitivity analysis,

T A B L E 11.3. Steady-State Stability Methods to Predict Voltage Collapse

Reference Stability Criterion of [S]2MP Comments

Eigenvalues of linearized dynamics
Brucoli [29] Re{li[ASyst]}< 0
Jacobian matrix [J]
Venikov [30] At two solutions xa and xb

sign det½JðxaÞ�f g ¼ sign det½J�jx
� �

base case
and
sign det½JðxbÞ�� � ¼ sign det½J�jx

� �
base case

� Sufficient condition for
a periodic instability;

� Criterion to predict
static bifurcation of
multiple load flow
solution

Araposthatis [31] S2 is “Positive definite” Necessary and sufficient
condition for stability
under power system model

Liu and Wu [32] S3 is “Positive definite” Necessary and sufficient
condition for stability
under power system model

Abe [25] S4 is anM-matrix Sufficient condition for
dynamic stability

Kwatny [33] S3 is “Positive definite” System model assumed to be
“strictly casual” at solution

Schlueter (IEEE)
[34]

PQ stability: [S5] is aM matrix and
[S6]� 0, 8i, j;
PV stability: [S7]� 0, 8i, j, andP

i S8½ �ij � 0, 8j

Sufficient conditions on
sensitivity matrices for
voltage stability at both PQ
and PV bus

M-matrix is a matrix which has all negative or zero off diagonal elements, is nonsingular, and has an inverse matrix
that has all positive or zero elements. Source: Adapted from [15,16]
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bifurcations theory, loading margin, the smallest singular value method, or the modal
analysis, which are analyzed in detail in the following section.

DYNAMIC METHODS. The dynamic methods imply that the method is based on an ADE
dynamic system model characterized by a set of nonlinear differential and algebraic
equations. The dynamic methods are, generally, methods based on the numerical integra-
tion of the ADE dynamic model and make use of algorithms similar to those used for
transient stability assessment, but completed with more complicated models for voltage
regulators, for dynamic behavior of loads or special equipments such as on-load tap
changers and FACTS devices (SVC, STATCOM, UPFC, etc.).

T A B L E 11.4. Form of Sensitivity Matrix

Matrix Comment

J½ � ¼
H ¼ @P

@u

� �
 �
L ¼ @P

@V

� �
 �

M ¼ @Q

@u

� �
 �
N ¼ @Q

@V

� �
 �
2
66664

3
77775

Jacobian of AC load flow power
equations in polar form

½S2� ¼ ½HGG� For generator terminal buses only

½S3� ¼ ½H� � ½L�½N��1½M� For generator internal and slack buses

½S4� ¼ ½N 0
LL� � ½Au�½L0LL�

� ��1 � ½L0LL� � ½BV�½Au�½CV�
� �

N
0
LL

� � ¼ NLL½ � 1

V2
L

; L0LL
� � ¼ LLL½ � 1

V2
L

Au½ � ¼ � MLL½ � 1
V2
L

HLL½ � 1

V2
L

@R

@uL

2
6664

3
7775; BV½ � ¼ @

_
f BL

@VL

CV½ � ¼
HLL½ � 1

V2
L

� @
_
fGL

@VL

@R

@uL
� @R

@GL

@
_
fGL

@VL

2
66664

3
77775

For load busses

½S5� ¼ ½NLL� � ½MLL�½HLL��1½LLL�

_
f BL and

_
fGL are load bus voltages

characterized by BL and GL,
respectively

½S6� ¼ ½S5��1½NLG� � ½MLL�½HLL��1½LLG�
Submatrices are partition of Jacobian

–

½S7� ¼ ½NGG� � ½MGL�½HLL��1½LLG�½S5��1 –

½S8� ¼ ½S7� � ½NGG� � ½MGL�½HLL��1½LLG�½S5��1½S6�
n o

–

Source: Adapted from [15]
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Analyzing the mechanisms triggering the voltage instability or voltage collapse, this
approach is difficult, even inadequate, because, besides the fact that they require large
computation effort, they present also some disadvantages, such as:

� do not provide information regarding the stability or instability level;
� do not provide quantitative information regarding the stability reserves;
� the results require appropriate analysis and interpretation that should be performed
by specialists.

For these reasons, the dynamic methods are not suitable in the power system
operation activity. They are used in the planning and design stages of the power system
or in the examination–validation studies of the voltage stability steady-state assessment
methods.

Performance indices to predict proximity to voltage collapse problems are of great
interest for researchers and technical staff in power systems operation, as these indices
could be used online or off-line to help operators determine how close the system is to
collapse [3,35]. The objective of these indices is to define a scalar magnitude that can be
monitored as system parameters change.

To this extent, the paper [14] can be considered as a reference regarding the voltage
stability indices (VSI).

11.5.2 Sensitivities Analysis Method: Local Indices

In the sensitivity analysis approach, voltage stability is treated as a steady-state phenome-
non. Sensitivity factors are well-known indices used in several utilities to detect voltage
stability problems and to device corrective measures [35,36]. These indices were first used
to predict voltage control problems in generator Q–V curves, and they may be defined as

VSFi ¼ maxi
dVi

dQi

� �

where VSF stands for voltage sensitivity factor. As generator i approaches the bottom of its
V–Q curve, the value of VSFi becomes large and eventually changes sign, indicating an
“unstable” voltage control condition.

According to the definition formulated in Section 11.3.2 and briefly presented
through expressions (11.25), the voltage sensitivities to active and reactive load power
variations are voltage stability local indices.

In a power system with n nodes, with node 1 as slack node, nodes 2,3, . . . ,ng as
generator nodes (PV type) and nodes ngþ1, . . . ,n as load nodes (PQ type), the
sensitivities are calculated starting from the powers balance equations [5]:

Xn
k¼1

ViVk Gikcos ui � ukð Þ þ Biksin ui � ukð Þ½ � � Pi ¼ 0; i ¼ 2; 3; . . . ; n

Xn
k¼1

ViVk Giksin ui � ukð Þ � Bikcos ui � ukð Þ½ � � Qi ¼ 0; i ¼ ng þ 1; . . . ; n

(11.45)

or written in compact form:

F ¼ u½ �; V½ �; P½ �; Q½ �ð Þ ¼ 0

VOLTAGE STABILITY ASSESSMENT METHODS 695



The parameters of F are grouped in terms of the nodes type as [37]:

� state variables vector x½ � ¼ u2; u3; . . . ; un;Vngþ1; . . . ;Vn

� �T
;

� input variables vector s½ � ¼ Pngþ1; . . . ;Pn;Qngþ1; . . . ;Qn

h iT
;

� control variables vector c½ � ¼ V1;V2; . . . ;Vng ;P2; . . .Png

� �T
;

� output variables vector q½ � ¼ Q1; . . . ;Qng

h iT
.

Taking into account this regrouping of the state variables, which define the power
system at an instant of time, the last equation becomes:

F ¼ x½ �; c½ �; s½ �ð Þ ¼ 0 (11.46)

and the output variables vector can be written as:

q½ � ¼ f x½ �; c½ �ð Þ (11.47)

Expanding the equations (11.46) and (11.47) in Taylor series, it results:

DF½ � ¼ @F

@x


 �
Dx½ � þ @F

@c


 �
Dc½ � þ @F

@s


 �
Ds½ � ¼ 0 (11:460)

Dq½ � ¼ @f

@x


 �
Dx½ � þ @f

@c


 �
Dc½ � (11:470)

where @F=@x½ � is the Jacobian matrix from the Newton–Raphson-based power flow
computation method.

Assuming that @F=@x½ � is an invertible matrix, from expressions (11.460) gives:

Dx½ � ¼ � @F

@x


 ��1 @F

@c


 �
Dc½ � þ @F

@s


 �
Ds½ �

� �
¼ Sxc½ � Dc½ � þ Sxs½ � Ds½ � (11.48)

where

Sxc½ � ¼ � @F

@x


 ��1
@F

@c


 �
(11.49a)

is the sensitivity matrix of the state variables to the control variables;

Sxs½ � ¼ � @F

@x


 ��1 @F

@s


 �
(11.49b)

is the sensitivity matrix of the state variables to the input variables.
Furthermore, because� @F=@s½ � is the unit matrix, it is obvious that Sxs½ � is the inverse

of the Jacobian matrix.
From equations (11.470) and (11.48) yields

Dq½ � ¼ Sqc
� �

Dc½ � þ Sqs
� �

Ds½ � (11.49c)
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where [Sqc] and [Sqs] are the sensitivity matrices of the output variables to the control
variables and to the input variables, respectively.

Although the voltage stability is affected by both the active and the reactive powers
flow, considering the strong V–Q coupling, in this section, only the effects of the reactive
power variations on the power system voltage stability will be studied.

(i) Sensitivity of the load voltage to the reactive power load (SVcQc
)

Analysis of the V2–P2 system characteristic (Figure 11.4), which for
constant power factor represents the V2–Q2 dependency, at a different scale,
reveals that the slope of the tangent in the normal operating point A is negative
and close to zero. As the point approaches the critical point, the slope increases
and tends to infinity, then changes the sign when the point moves on the lower
side of the characteristic.

The main diagonal elements of the [Sxs] matrix, corresponding to the voltage
magnitudes and reactive power loads, represent the slopes of the tangents to the
V2–Q2 curves, for the consumer nodes c¼ ngþ 1, . . . ,n, and therefore they may
be used as voltage stability indicators.

According to definitions from Section 11.3.2, the power system “seen” from a
load node c is controllable and, hence, stable if:

SVcQc
¼ @Vc

@Qc
< 0 (11.50a)

The magnitude of SVcQc
represents an indicator for the voltage instability risk:

the greater the sensitivity SVcQc
, the greater the voltage instability risk.

(ii) Sensitivity of the reactive power generation to the reactive power load
(SQgQc

)
When the operating point is located in the critical zone on the V2–Q2

characteristic, the reactive power losses increase very much and the generated
reactive power does not match the load. If the reactive power in a load
node c increases by DQ0 ¼ 1MVAr, and the control variables [c] do not vary,
that is, Dc ¼ 0, then, from (11.49c) we see that the sum of the additional reactive
powers supplied by the generators is equal to the sum of the elements situated on
the column corresponding to node c in the [Sqs] matrix. Therefore:

� the operating point is located in the stable zone if this sum is close 1;

� if the operating point is located in the critical zone, mathematically, the sum of the
additional reactive powers supplied by the generators is very high, and tends to
infinity in the critical point.

Hence, the value of:

SQgQc
¼
Xng
k¼1

Sqs k; cð Þ (11.50b)

represents a voltage stability local indicator.
Therefore, the power system “seen” from a node is stable from voltage viewpoint if

SVcQc
< 0 and SQgQc

ffi 1, respectively.
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11.5.3 Loading Margin as Global Index

The SVcQc
and SQgQc

indices provide local information, their validity being limited only to
the operating point around which the linearization was made. Their values significantly
change if a disturbance causing a strong nonlinearity, similar to reactive power limitation at
the generators, occurs in the system. For this reason, indices taking into account the load
evolution as well as system nonlinearities under various disturbances are needed. Such an
indicator is the loading margin which represents the additional power that may be
transferred to the load, located in a node c or in a load zone, so that the power system,
initially found in a stable state, moves to the final state that corresponds to the voltage
stability limit.

A version of a loading margin measures the amount of power transferred between two
areas when studying the transfer capability between areas.

The loading margin is used as a voltage collapse index because it has several
advantages, such as [14]:

� it is simple, quick to calculate, and does not require a particular system model;
� it can be calculated using a static model only; a dynamic model can also be employed
but its details do not affect the calculation [38];

� it is highly accurate because it takes into account the power system nonlinearities and
limits such as reactive power capacity limits.

The loading margin index has disadvantage also [14]:

� it assumes considering points away from the current operating points, which requires
large computation times; this is, the greatest disadvantage;

� it requires initialization of a direction of load increase, which is not always easily to
define.

The loading margin is usually calculated starting from the current operating point and
assumes small load increments, for which a new load flow calculation is performed, until
the nose of the V–P curve, which is the critical point, is reached. The loading margin is the
total load increment from the current operating point to the critical point. In practice,
continuation or direct methods are used for loading margin calculation [14].

(a) Direct methods, also known in power system applications as point of collapse
methods [27], where originally developed to compute singular bifurcation points of
nonlinear systems [39].
The method consists in solving a set of equations to directly obtain the point of

collapse. Computation on large power systems involves a large number of equations
and therefore large computational effort. There are also other disadvantages of this
method, for example, it cannot detect when reactive power control limits are reached
and it can only determine a collapse point associated with system singularities
(bifurcations) [14].

(b) The continuation method (Voltage profiles), also known as V–Q, V–P or nose
curves, is used for determining proximity to collapse [14].
The method consists in calculating successive power flow solutions and tracing the

voltage profiles, by gradually increasing the load, up to the collapse point (the
maximum loading point), then determine the loading margin. This technique is
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used as an alternative to the direct method; the loading margin provides information
regarding the voltage behavior in the system buses.

This method is currently in use at some system operators because it is reliable and very
informative. It may help the operators to take timely preventive measures to avoid system
voltage collapse. However, it requires large computation times, especially in large systems
with multiple limits.

Three loading margins can be defined

� reactive loading margin: DQc (Pc¼ ct.);
� active loading margin: DPc (Qc¼ ct.);
� apparent loading margin: DSc (cos w¼ ct.).

Early evaluation of these margins was based on the continuation power flow
technique. However, convergence problems were observed for this method in the vicinity
of the critical point. To overcome this disadvantage, either the optimal multiplier-based
Newton–Raphson method or the local parameterization technique can be used to detect the
points situated on the critical surface.

As known, for the load flow calculation, the numerical solution of the nonlinear
system of equations (11.45) is necessary. In this regard, the iterative Newton–Raphson
method is used. Thus, for the (pþ 1) iteration following the current (p) iteration, we need to
go through the following steps [40]:

(a) linearization of the system of equations (11.45) in order to obtain the linear system
of equations:

J pð Þ
h i

Du pð Þ

DV pð Þ


 �
¼ DP pð Þ

DQ pð Þ


 �
(11.51)

where

J pð Þ
h i

¼ JPu JPV
JQu JQV


 �

is the Jacobian matrix calculated at iteration (p);

(b) solve the linear system of equations (11.51) and adjust the vector of unknown
variables using the expression:

u pþ1ð Þ

V pþ1ð Þ


 �
¼ u pð Þ

V pð Þ


 �
þ Du pð Þ

DV pð Þ


 �
(11.52)

To avoid convergence problems due to singularity of the Jacobian matrix near the
critical point and to detect the inexistence of solutions, the load flow calculation is
performed using an optimization technique. In this regard, for adjusting the unknown
variables vector, the following expression is used

u pþ1ð Þ

V pþ1ð Þ


 �
¼ u pð Þ

V pð Þ


 �
þ b

Du pð Þ

DV pð Þ


 �
(11:520)
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where b is the optimal multiplier and is determined through the minimization condition of

the objective function FðbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SDP2 þ SDQ2
� �q

(the Euclidian norm of the active and

reactive powers adjustments vector). In case of convergence, the objective function tends to
0 and the b coefficients tend to 1. Instead, if there is no possible solution, the b coefficients
tend to 0 and the objective function tends to a positive value.

The local parameterization technique is based on plotting the static bifurcation
diagram of a dynamic system whose behavior depends on one parameter and derives
from the general class of the so-called path-following methods [39].

For the implementing this method, besides computation of the loading margins
between the current operating point and the critical point (the saddle-node bifurcation
point), parameterization of load flow equations is required. Thus, in order to simulate the
load increase, the demanded nodal powers are written as:

PCi
¼ PC0i þ akCPi cos wi

QCi
¼ QC0i þ akCQi

sin wi
(11.53)

where PC0i ;QC0i are the demanded powers in the X0 initial state; kCPi , kCQi
are the

coefficients for selection of the nodes in which the load increase is simulated; and a is a
parameter having the dimension of an apparent power and simulates the loads evolution.

If an increase in the demanded active power is also simulated, the load surplus DP ¼P
akCPi cos wi must be allocated among the system’s power plants. The coefficients kgPii

are used for load allocation, and the generated active power is adjusted by
Pgi ¼ Pg0i þ kgPiDP, where Pg0i is the active power supplied by the generator at the i
node in the initial state X0.

Thus, the system of equations representing the powers balance in the static model is
written in compact form as:

Fðu;V;aÞ ¼ 0 (11.54)

which is the parameterized mathematic model for the load flow computation.
Obviously, the system of equations (11.54) does not accept solutions for any value of

the parameter a. There is a critical value acr corresponding to the critical point situated on
the critical surface for which the two equilibrium points of the power system coincide in a
so-called saddle-node bifurcation point (see Section 11.5.4.3). In this point, a significant
change in the power system dynamic evolution is produced through new trajectories that
lead to voltage instability. To determine acr a predictor–corrector technique is used.

In the predictor step, a new solution is predicted starting from a known solution and
considering a movement along the tangent vector. Differentiating equation (11.54) gets:

@F

@u

@F

@U

@F

@a


 � du
dV
da

2
4

3
5 ¼ 0 (11.55)

To calculate the tangent vector TAN½ � ¼ du dV da½ �t using equation (11.55), an
additional equation is needed. This can be done by specifying the value of one component
of the vector TAN½ �. Thus, initially (at iteration p ¼ 0) the condition da ¼ 1 is imposed,
then for p ¼ 1; 2; . . . ; n the component TANðpÞ

k is determined by:

TANðpÞ
k ¼ max duðp�1Þ dVðp�1Þ daðp�1Þ� �

(11.56)
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This selection technique of a component from the tangent vector is known as local
parameterization and allows writing the system of equations (11.55) as:

@F

@u

@F

@V
ek

@F

@a

2
4

3
5 du

dV
da

2
4

3
5 ¼

0
0
�1

2
4

3
5 (11.55 )0

In equation (11.550), ek is a row unit vector with all the elements equal to zero except
for the kth one, which corresponds to the current continuation parameter, that is,
ek ¼ ½0; . . . ; 1; . . . ; 0�, and the valuesþ1 or�1 are chosen so that to reflect the increasing
or the decreasing trend of the specified component.

Next, knowing TANðpÞ� �
, a new solution is predicted through:

xðpÞ
h i

¼ xðp�1Þ
h i

þ h TANðpÞ
h i

(11.57)

where [x] is vector of unknown variables and h is the step length that can be determined at
the limit, for instance, by specifying that a generator reaches its reactive power limits.

In the corrector step, the predicted solution is corrected by solving the system of
equations:

Fðu;V;aÞ ¼ 0

xk ¼ x
ðpÞ
k

(
(11.58)

where xk is component of the vector [x] chosen as parameter, of which value is taken equal
to the predicted value.

This computation technique, briefly illustrated in Figure 11.21, allows complete plot
of the V–P characteristic of a complex power system as well as accurate assessment of the
loading margins.

The predictor–corrector technique can be used for loading margins computation,
either for a certain “stress” path or to the closest critical point, by simulating different
load increase scenarios. In practice, to calculate the loading margins considering a
certain “stress” path, it is advantageous to use both methods in a complementary
manner [35].

The step increase in load is first set, and a succession of steady states (equilibrium
points) is then computed using the optimal multiplier-based Newton–Raphson algorithm,
until the vicinity of the critical point is reached (until there is no possible solution). Then,
to accurately determine the critical point, the local parameterization technique is
employed starting from the last determined equilibrium point.

V

Vcr

αcr α

Predictor

Corrector

Figure 11.21. Predictor–corrector computation technique.
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11.5.4 Some Aspects of the Bifurcations Theory

11.5.4.1 Generalities. A power system is characterized by a nonlinear dynamic
behavior. Voltage collapse is, thus, a dynamic phenomenon that requires appropriate
analysis techniques such as bifurcation theory [2,14,41].

In the bifurcation theory, slow changes in the system parameters are assumed then the
trajectory that leads to instability is identified. The analysis is based on steady-state
calculations, which include eigenvalue analysis at every system parameters m and/or p
change in the following set of differential-algebraic equations (DAEs) [42]:

_x ¼ f ðx; y;m; pÞ (11.59a)

0 ¼ gðx; y;m; pÞ (11.59b)

where x is a vector of state variables associated with the dynamic power system
components (generators, loads, controllers, FACTS devices, etc); y is a vector of algebraic
variables associated with steady-state models of the power system components (loads,
transmission lines, etc); m is a set of controllable parameters such as controllers set
points; p is a set of uncontrollable parameters, such as variations in the load powers; f(�) is
the set of differential equations associated with the state variables x; and g(�) is the set of
algebraic equations associated with the algebraic variables y.

Linearization of DAEs from (11.59) around an equilibrium point x� gives

D _x
0


 �
¼ J½ � Dx

Dy


 �
(11.60)

where [J] is the system unreduced Jacobian determined by:

J½ � ¼
f x ¼

@f

@x

� �
x¼x�

f y ¼
@f

@y

� �
x¼x�

gx ¼
@g

@x

� �
x¼x�

gy ¼
@g

@y

� �
x¼x�

2
6664

3
7775 (11.60 )0

If the submatrix [gy] is nonsingular, extracting the vector of algebraic variables ½Dy�
from the second equation of (11.60) and substituting in the first equation gives

½D _x� ¼ f x½ � � f y
� �

gy
� ��1

gx½ �
� 	

Dx½ � ¼ A½ � Dx½ � (11.61)

and the set of DAEs reduces to a set of ordinary differential equations (ODEs).
The state matrix [A] of the linearized system equations, called also the reduced

Jacobian:

½A� ¼ ½f x� � ½f y�½gy��1½gx�
h i

(11.62)

is the Schur’s complement of the submatrix [gy] of the unreduced Jacobian J [2].
The DAEs system is subjected to bifurcations similar to a simple ODEs system when

the parameters p vary. Bifurcations can be detected by monitoring the eigenvalues of the
state matrix [A]. Figure 11.22 illustrates some types of bifurcations identified by observing
the eigenvalues.
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In practice, the eigenvalues of [A] are obtained directly from the system Jacobian [J]
because it is a sparse matrix, whereas [A] is a full matrix [44].

Interpretation of the eigenvalues:

� the equilibrium point x� is asymptotically stable if the real part of all the eigenvalues
of the state matrix [A] are negative, that is, ReðliÞ < 0, 8i;

� the equilibrium point x� is unstable if the real part of at least one eigenvalue is
positive;

� the unstable equilibrium is called saddle if some eigenvalues have positive real parts
and all other have negative real parts.

In bifurcation theory, two different characteristics corresponding to two equilibrium
points join, creating then a bifurcation. In the bifurcation points the Jacobian become
singular, and therefore the implicit function theorem cannot be applied [2]. A bifurcation
may occur at any point in the parameter space, for which the qualitative structure of the
system (11.59) changes for a small variation of the parameter vector.

Definitions

� An equilibrium point x� is a steady-state solution of a differential equation (transient
stability) model. An equilibrium point is a load flow solution.

� A bifurcation is a qualitative change in the system, such as when an equilibrium
disappears (saddle-node bifurcation) or the steady-state changes from equilibrium to
an oscillation (Hopf bifurcation) [14].

� A static bifurcation is an operating condition for a transient stability model where
there are multiple equilibrium points of the transient stability model for small
perturbation in the transient model or the initial conditions. A static bifurcation may
exist if the Jacobian of the linear transient stability model is singular. Multiple load
flow solutions can occur at a static bifurcation [23].

� A periodic orbit is a steady-state oscillation. It is visualized in the state space as a
closed loop, which the state traverses once every period [14].

Generally, the bifurcations are classified into local and global bifurcations.

� Local bifurcations occur when changes in critical parameters set within a small
neighborhood cause qualitative changes in the properties of stability of an

Imaginary

Real

Hopf
bifurcation

Imaginary

Real

Saddle
node

bifurcation

Imaginary

Real

Singularity
induced

Figure 11.22. Locus of the eigenvalues close to three types of bifurcation to changes in the

loading parameters [43].
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equilibrium. The small local changes are usually studied by analyzing changes of the
eigenvalues in response to parameter variations [9].

Local bifurcations can be classified depending on the specific way in which
the critical parameter conditions are defined and situation of the system operating
point. The most important bifurcations in the power system models are as
follows:

(i) Saddle-Node Bifurcations. When two equilibrium points coalesce and disappear
as the loading parameter moves beyond a certain limit, then no equilibrium
exists which means that the collapse occurs;

(ii) Hopf Bifurcations. When a conjugated complex pair of eigenvalues crosses the
stability boundary as one critical parameter gradually changes, and stability is
lost in the form of oscillations;

(iii) Singularity Induced Bifurcations. When singularity of the network differential-
algebraic occurs, and system stability is lost characterized by a per se
indeterminable behavior.

� Global bifurcations are characterized by changes in the dynamic properties of the
power system models over a large domain of the state space. A dynamic system can
have a solution that repeats itself in time thus exhibiting a periodic orbit. Such
systems are called oscillators. The system can lose its stability when the periodic
orbit disappears under parametric changes. Voltage stability problems occur when
the operating periodic orbit vanishes similarly to the case when an operating
equilibrium disappears at saddle node bifurcation.

Table 11.5 illustrates the main types of bifurcations.

11.5.4.2 Hopf Bifurcation. Consider the autonomous differential equation of a
power system dynamics model:

_x ¼ f ðx; pÞ (11.63)

T A B L E 11.5. Main types of bifurcation

Saddle-node Transcritical Pitchfork

x

p

Equilibrium 1

Equilibrium 2
p

x x

p

Neimark-Sacker Period-doubling Hopf supercritical

x1

x2

x3

x1

x2 x1
x2

p
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and vary the parameter p on a certain trajectory, then the state vector x and the associated
with eigenvalues of the Jacobian evaluated on this trajectory change accordingly. In the
vicinity of a fixed equilibrium point x ¼ x�, the left hand side term becomes zero, that is:

0 ¼ f ðx�; pÞ (11.63 )0

equation that defines the position of the equilibrium point x� in the surface given by
variation of p. The power system operating point on this surface is asymptotically stable if
the eigenvalues of the Jacobian have negative real parts at that point.

The power system state can become critical if the real part of at least one eigenvalue
becomes zero or a pair of complex conjugate eigenvalues crosses the imaginary axis. As the
pair of eigenvalues moves to the right half plane (Figure 11.22a), the system may start
oscillating, either with stable oscillations or growing oscillatory transients. The onset of
this oscillatory phenomenon is described by Hopf bifurcation theory [39,45]. Hopf
bifurcations occur as periodic orbits, which are steady-state oscillations emerging around
an equilibrium point [14].

At a Hopf bifurcation point, one pair of eigenvalues of the state matrix [A]
(see equation 11.61) is purely imaginary. The Hopf bifurcation point is reached for a
particular set of values of the p parameters in the system of equations (11.59). A Hopf
bifurcation is called supercritical if the periodic solutions are stable (Table 11.5), whereas it
is called subcritical if the periodic solutions are unstable and voltage collapse phenomenon
is induced.

Hopf bifurcations can be detected using several indications [14]:

(i) A power system, previously found in a stable equilibrium state begins to oscillate
monotonically in a periodic orbit or has a growing oscillation transient as one
parameter slowly change;

(ii) The system equilibrium persists as parameter slowly varies, but it changes from
stable to oscillatory unstable;

(iii) The system Jacobian has one purely imaginary pair of eigenvalues, which means
that the system linearized about the equilibrium becomes unstable at a Hopf
bifurcation as a pair of eigenvalues crossing the imaginary axis.

11.5.4.3 Saddle-node Bifurcation. A saddle-node bifurcation of a power system
operation state is defined as a point at which two power flow solutions merge then
disappear as the loading parameter, that is, the load active power, is slowly increased. The
disappearance of the power flow solutions in the mathematical calculation indicates that
the power system steady state changes dynamically and it can fall into a voltage collapse
[14,41]. The dynamics are first slow and then fast.

The saddle-node bifurcation is the point of maximum loading indicated by point C in
Figure 11.4 and corresponds to a singularity of the state Jacobian fx. At maximum loading,
the two equilibrium points A (stable) and B (unstable) merge into point C. The necessary
conditions for a saddle-node bifurcation are given by the equilibrium equation (11.630) and
the following singularity condition:

det f xðx�; pÞ ¼ 0 (11.64)

However, these are not sufficient conditions that must be met by an operating point to
become a saddle-node bifurcation. The points satisfying these conditions can be tran-
scritical or pitchfork bifurcations [46] (see Table 11.5).
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For a multivariable system, a saddle-node bifurcation is achieved when two equili-
brium points, one stable (having real negative eigenvalues) and the other one unstable
(having at least one real positive eigenvalue) coalesce when both eigenvalues become zero
then disappear simultaneously and no equilibrium point can exist.

For a nonsingular matrix gy, the Schur’s determinant formula gives [2]:

det J ¼ det gy � det f x � f yg
�1
y gx

� 	
¼ det gy � detA (11.65)

and the state matrix A and the unreduced state Jacobian become singular. Therefore, a
saddle-node bifurcation in the power system operation occurs when the unreduced state
Jacobian J is singular.

A saddle-node bifurcation is thus detected when the following conditions occur [14]:

(i) Two equilibrium points, one stable and one unstable, coalesce;

(ii) The sensitivity of a state variable to the loading parameter becomes infinite at the
same time the solution curve exhibit infinite slope. On the particular case
illustrated in Figure 11.4, the tangent to the nose in point C is infinite;

(iii) The system Jacobian has one zero eigenvalue and/or one zero singular value;

(iv) When voltage collapse is induced, the dynamics are first slow then fast.

11.5.4.4 Singularity Induced Bifurcation. A singularity induced bifurcation
occurs when a state parameter changes slowly and the algebraic equations become singular
[14]. The midterm dynamics of a power system can be described by the DAEs model:

_x ¼ f ðx; yÞ (11.66a)

0 ¼ gðx; yÞ (11.66b)

The power system dynamics studied with the model from equation (11.66) are slow
(<5Hz) and thus the quasi-stationary or quasi-steady-state assumption may be employed.
This allows representing the network by lumped parameters using the concept of quasi-
stationary phasor representation [14]. For the cases in which the above condition is not
sufficient, additional condition called the singularity must be defined in order to solve the
phasor network equations (11.66b).

A power system is normally stable at small perturbations about an equilibrium point.
Because the load and thus the generation changes continuously, there may be an infinite
number of operating points. Oneway of verifying if a certain operating point, say (x0, y0), is
small perturbations stable is by calculating the eigenvalues of the system matrix [A] by
linearizing the equations (11.66) at the studied equilibrium point (x0, y0), where

A ¼ @f

@x
� @f

@y

@g

@y

� ��1 @g

@x

" #
ðx0;y0Þ

(11.67)

which can be defined only if the matrix [gy] ¼ @g
@y


ðx0;y0Þ

� �
has an inverse. When a matrix is

singular, that is, its determinant is zero, it does not have an inverse. If [gy] is singular at the
studied operating point (x0, y0), the system matrix [A] cannot be defined. This condition of
singularity of the matrix [gy] at the operating point is defined as the singularity induced
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bifurcation [14]. Singularity of matrix [gy] is a consequence of the operating point lying in
the vicinity of an algebraic singularity of equations (11.66b). In this situation the network
cannot be represented by quasi-stationary phasor as assumed earlier.

The singularity-induced bifurcation (Figure 11.22c) is detected when some eigen-
values of the system matrix [A] are infinite (unbounded eigenvalues). When approaching
such a bifurcation, some variables of the DAEs start to very fast. As one eigenvalue moves
to the right half plane the power system become unstable at small perturbations.

Concluding, a singularity-induced bifurcation is characterized by the following
mathematical attributes [14]:

(i) The Jacobian associated with the algebraic equations becomes singular for a
certain set of values of the parameter y;

(ii) One eigenvalue of the matrix [A] moves from the left to the right half plane or
vice versa by diverging through infinity.

11.5.4.5 Global Bifurcations. While the stability of an equilibrium point is
evaluated by calculation of eigenvalues at that point, in global bifurcations the stability
is evaluated by means of the Floquet multipliers 4 of a periodic orbit [47]. The Floquet
multipliers are similar to the eigenvalues, associated to a discrete map (Poincar�e map), and
are used to quantify the local stability properties of a point on the periodic orbit [14,39,45].

Given a set of values of p in equation (11.630), the monodromy matrix M(p) has n
Floquet multipliers: h1(p), h2(p), . . . , hn(p), where n is the number of variables involved.
In the Floquet theory, one of the multipliers is always equal to unity, and the remaining
n� 1 multipliers determine the stability. For a certain periodic solution xðt; p0Þ the system
is asymptotically stable if all the n� 1 multipliers are inside the unit circle, that is,
hðp0Þj j < 1. If at least one multiplier is outside the unit circle, that is, hðp0Þj j > 1, then the
system is unstable. The boundary of the stability domain is thus represented by the critical
points pcr for which the matrixM(p) has multipliers on the unit circle, that is, hðpcrÞj j ¼ 1.
When the multipliers of a periodic orbit cross the unit circle under changes of the parameter
p, global bifurcations result.

Any change in the parameter p results in change in the multipliers h(p), and some
of them may cross the unit circle. There are two ways in which the system stability can be
lost [48]:

� one real multiplier crosses outside the unit circle along the positive real axis, with
hðpcrÞ ¼ 1 (Figure 11.23a) or one multiplier crosses outside the unit circle along the
negative real axis, with hðpcrÞ ¼ �1 (Figure 11.23b); this is called parametric
resonance;

� a complex conjugate pair of simple multipliers crosses the unit circle at the points
expð�jvÞ, where 0 < v < p, with ImðhðpcrÞÞ 6¼ 0 (Figure 11.23c); this is called
combination resonance.

The system can be stabilized and reach a stable equilibrium by reversing the arrow and
forcing the Floquet multipliers to enter in the unit circle.

4 If the trajectories of the differential equation can be defined x¼w(t,z), which is the periodic solution of

_x ¼ f ðx; pÞ, the matrix @wðT; z�Þ=@z½ � is the monodromy matrix. The eigenvalues of the monodromy matrix are

called Floquet multipliers or characteristic multipliers [47].
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There are three types of global bifurcations by which the loss of stability of a periodic
orbit occurs [14]:

(i) Cyclic fold bifurcation occurs when a Floquet multiplier of the periodic orbit
reaches the stability boundary at “þ1” under parameter variations. In this case
the global bifurcation is called saddle-node bifurcation of periodic orbits. A
cyclic fold bifurcation is identified if the following attributes are observed:

� the system is operating initially at a stable periodic orbit with dampened oscillations;

� under parameter variations bifurcation may occur, the periodic orbit becomes
poorly stable and the operating point starts moving away from the stable point on
a trajectory that diverges while the periodic orbit disappears. The divergence is
first slow then fast and oscillations are still observed as the trajectory diverges.
The divergence results either in voltage collapse or in loss of synchronism.

(ii) Period doubling bifurcation occurs when a Floquet multiplier of the periodic orbit
reaches the stability boundary at “�1” under parameter variations (see Table 11.5).
This type of bifurcation is characterized by double period oscillations of the
periodic orbit. A supercritical bifurcation occurs when a stable branch is created,
whereas a subcritical bifurcation occurs when a branch of unstable period-doubled
solution disappears at the point of bifurcation (see Table 11.5).

(iii) Secondary Hopf (Neimark-Sacker) bifurcation occurs when the moduli of one
pair of complex Floquet multipliers reach the unit circle. Similar to the period
doubling bifurcation, two subtypes of secondary Hopf bifurcations may occur,
that is, subcritical and supercritical.

11.5.5 The Smallest Singular Value Technique. VSI Global Index

As shown in Section 11.3, in the critical points, located on the boundary between the
domain of existence and the domain of inexistence of the steady-state solutions, the
Jacobian of the system of equations (11.45) is a singular matrix. Since, from mathematical
viewpoint, the singularity of an nth order matrix is observed when the singular value sn

becomes null, it results that the smallest singular value of the Jacobian matrix is another
way of calculating the loadability, from the current operating point to the critical point.5
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Figure 11.23. Three ways of losing stability [45].

5 For a real symmetric matrix [A](�[J]) the absolute values of the eigenvalues from an eigenvalue decomposition

are identical to the singular values of the same matrix. This relation between the singular values obtained from a

singular value decomposition and the eigenvalues of the same matrix comes from the fact that the inputs si in the

diagonal matrix S are the singular values of [A], and by construction their squares are the eigenvalues of [A]T[A]

(or [A][A]T). If the minimum singular value is equal to zero, then the studied matrix is singular and no power flow

solution can be obtained [11].
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Applying singular values decomposition of the Jacobian matrix (n n), of the linear
model (11.51) achieved by linearization of the system of equations (11.45) around the
analyzed equilibrium point, gives [11]:

J½ � ¼ U½ � S½ � V½ �T ¼
Xn
i¼1

si ui½ � vi½ �T (11.68)

where [U] and [V] are n n orthonormal matrices, whose columns are the right and the left
singular vectors [ui] and [vi], which are the ith columns of the unitary matrices [U] and [V]
respectively, and [S] is a diagonal matrix with

SðJÞ ¼ diag siðJÞf g; i ¼ 1; 2; . . . ; n

where the singular values of [J] are si � 0 for all i. The diagonal elements in the matrix S
are usually ordered so that s1 � s2 � � � � � sn � 0.

If the [J] matrix is not singular then its inverse is given by:

J½ ��1 ¼ V½ � S½ ��1
U½ �T ¼

Xn
i¼1

s�1
i vi½ � ui½ �T (11.68 )0

Therefore, according to equations (11.51) and (11.680), the effect of modification of
the active and reactive powers on the voltage magnitudes and angles can be assessed using
the relationship:

Du
DV


 �
¼ J½ ��1 DP

DQ


 �
¼
Xn
i¼1

s�1
i vi½ � ui½ �T DP

DQ


 �
(11.69)

The minimum singular value is a relative measure of how close the system is to the
voltage collapse or singular point. Furthermore, near this collapse point, since sn is close to
zero, equation (11.69) can be rewritten as [2]

Du
DV


 �
ffi sn

�1 vn½ � un½ �T DP
DQ


 �
(11.69 )0

Since s�1
n is very large, any finite DP, DQ will produce a large change in DV and Du

where un gives the most sensitive direction of the change in nodal powers and vn gives the
most sensitive voltage magnitudes and angles.

If consider
DP
DQ


 �
¼ un½ � in the expression (11.690) and taking into account that u½ � is

orthonormal, that is, ui½ �T � ui½ � ¼ 1 and ui½ �T � uj
� � ¼ 0 for i 6¼ j, then:

Du
DV


 �
¼ s�1

n vn½ � (11.70)

According to equation (11.70), the following meanings were assigned to the smallest
singular values smin Jð Þ of the Jacobian matrix and their associated singular vectors [35]:
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� smin Jð Þ is a global index for the power system voltage stability, indicating how close
is the current operating point to the critical operating point, characterized by the
singularity of the Jacobian matrix [J];

� the components of the right singular vector vn½ � denotes the sensitivities of the
voltage magnitudes and angles to variations in the active and reactive powers;

� the components of the left singular vector un½ � denotes the most sensitive variation
directions of the power.

Although, generally, in a power system the voltage stability is influenced by both the
active and reactive powers, however, considering the tight V–Q coupling, instead of using
the Jacobian matrix, a matrix reflecting this property, which may also be used for singular
values decomposition and analysis, is of great importance. For this purpose, the JQV½ �
matrix from the linear model can be used:

DP
DQ


 �
¼ JPu JPV

JQu JQV


 �
� Du

DV


 �

However, given that under stressed conditions the V–Q coupling is critical, the use of
the reduced Jacobian matrix is recommended [35]. This can be obtained starting from the
above equation written as:

DP½ � ¼ JPu½ � Du½ � þ JPV½ � DV½ � (11.71a)

DQ½ � ¼ JQu½ � Du½ � þ JQV½ � DV½ � (11.71b)

Considering DP ¼ 0 (weak V–P coupling) from (11.71a) it results that:

Du½ � ¼ � JPu½ ��1
JPV½ � DV½ � (11.72)

Then, substituting [Du] from (11.72) in (11.71b) gives:

DQ½ � ¼ JQV½ � � JQu½ � JPu½ ��1
JPV½ �

� 	
DV½ � (11.73)

or

DQ½ � ¼ JR½ � DV½ � (11.73 )0

If the matrix JR½ � is not singular, from (11.66) it results:

DV½ � ¼ JR½ ��1 DQ½ � (11.74)

where

JR½ � ¼ JQV½ � � JQu½ � JPu½ ��1
JPV½ � (11.75)

is the reduced Jacobian matrix obtained considering that JPu½ � is not singular, that is, there is
no small-signal stability problem in the analyzed power system.
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Thus, according to Schur’s formula (11.65):

det J½ �ð Þ ¼ det JPu½ �ð Þdet JR½ �ð Þ (11:650)

we may conclude that the singularity of the Jacobian matrix is given by the singularity of
the JR½ � matrix, which is a proof of the voltage stability problems.

Therefore, the smallest singular value of the reduced Jacobian is a global voltage
stability index.

Although the smallest singular value smin(JR) is a global index, indicating the
proximity to voltage instability, it does not provide precise information regarding how
close is the system to the critical point. In order to have global information on the position
of the equilibrium point with respect to the critical surface, the smallest singular value
s0min(JR) for no-load operating conditions, considered as the most stable state, is also
calculated. Therefore, the global voltage stability index (VSI) is defined as:

VSI ¼ sminðJRÞ
s0minðJRÞ (11.76)

Values close to zero of this index show that the system is situated in the vicinity of the
critical point, while values close to 1 show that the system is far from the critical point.

11.5.6 Modal Analysis of the Reduced Jacobian Matrix

The modal analysis is a method applied for dynamic systems stability assessment based on
linearization around an equilibrium point and eigenvalues and eigenvectors computation of
the state Jacobian.

At a saddle-node bifurcation a real eigenvalue becomes zero and the equilibrium point
disappears. The corresponding eigenvectors contain valuable information on the nature of
the bifurcation, the response of the system and the effectiveness of control measures
[2,49,50]:

� The right eigenvector shows the direction in state space along which the states will
evolve due to the saddle-node bifurcation;

� The left eigenvector shows which states have a prominent effect on the zero
eigenvalue, that is, which states are more effective in order to control the bifurcation.

Since voltage stability strongly depends on the dynamic behavior of the load and the
V–Q response of the system, it can be shown that under favorable conditions for voltage
instability, the singularity of the state matrix is given by the singularity of the Jacobian
matrix of the Newton-Raphson method, while considering the effects of the static load
characteristics, the armature and field limits, the on-load tap changing, the FACTS devices,
and so on.

On the other hand, because the state matrix and its eigenvalues require a large
computation effort, the reduced Jacobian matrix, as defined by expression (11.75) [44], is
used for small-signal voltage stability assessment instead of the modal analysis.

This method is based on the quasi-symmetry of the [JR] matrix and uses the
eigenvalues and eigenvectors decomposition of a matrix. Indeed, if the electrical lines
and transformers resistances and the effect of phase-shifting transformers are neglected,
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that is, the nodal admittances matrix is symmetrical, then the [JR] matrix is also
symmetrical. Therefore, all eigenvalues of this matrix are real, and the left and right
eigenvectors corresponding to the same eigenvalue are identical.

11.5.6.1 The V-Q Variation Modes of the Power System. Eigenvalues decom-
position of the Jacobian matrix JR½ � gives:

JR½ � ¼ R½ � L½ � L½ � ¼
Xn
i¼1

li ri½ � li½ � (11.77)

where [R] is the right eigenvector matrix of [JR]; [L] is the left eigenvector matrix of [JR];
and [L] is the diagonal eigenvalue matrix of [JR].

From equation (11.77)

JR½ ��1 ¼ R½ � L½ ��1
L½ � ¼

Xn
i¼1

l�1
i ri½ � li½ � (11:770)

Substitution of (11.770) in (11.74) yields the voltages variations in terms of the reactive
powers demand variations [DQ]:

DV½ � ¼ R½ � L½ ��1
L½ � DQ½ � ¼

Xn
i¼1

l�1
i ri½ � li½ � DQ½ � (11.78)

Each eigenvalue li and the associated eigenvectors ri½ � and li½ �, forms a V–Q variation
mode of the power system.

Assuming that eigenvectors are normalized so that ½li�T ½vi� ¼ 1, and that they are

orthogonal to each other (for different eigenvalues), ½li�T ½vj� ¼ 0, results ½L� ¼ ½R��1.
Then, the equation (11.78) can be written as:

L½ � DV½ � ¼ L½ ��1
L½ � DQ½ �

or

½v� ¼ ½L��1½q� (11.79)

where v½ � ¼ L½ � DV½ � is the voltage modal variations vector; and q½ � ¼ L½ � DQ½ � is the
reactive power modal variations vector.

Matrix L½ ��1 from equation (11.79) is diagonal, as compared to matrix JR½ ��1 from
equation (11.74) which is not diagonal, and therefore the expression (11.79) forms an
uncoupled first order system of equations.

The voltage variation in the ith mode is

vi ¼ 1

li
qi i ¼ 1; 2; . . . ; nc (11.80)

We can see that each voltage variation mode is equal to the ratio of the reactive power
variation mode qi to the eigenvalue li. Hence, the eigenvalue li represents an index for the
degree of voltage stability, being in fact a sensitivity of the modal voltage variation to the
reactive power variation.
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Thus:

� if li> 0, the system is stable in the ith V–Q variation mode because the modal
voltage vi and the modal reactive power qi have the same variation direction, that is, a
reactive power injection causes an increase in the voltage level;

� if li< 0, the system is unstable in the ith V–Q variation mode because the modal
voltage vi and the modal reactive power qi have opposite variation directions, that is,
a reactive power injection causes a decrease in the voltage level;

� if li¼ 0, the modal voltage vi collapses because any modal reactive power modifi-
cation qi leads to an infinite variation of the modal voltage vi.

Therefore, the condition for voltage stability of a power system is satisfied if all the
eigenvalues of the reduced Jacobian are positive.

At the first inspection we might say that the above-mentioned remarks are not in
accordance with the conclusion drawn in the sensitivities analysis method, that is, the
system is stable if all SVcQc

sensitivities are negative. To eliminate this apparent ambiguity,
the connection of the SVcQc

sensitivities with the eigenvalues of the matrix [JR] are further
analyzed. For this, let us consider a 1 MVAr variation in the load reactive power in a PQ
type node k. Since the nodal power is defined as the difference between the demanded and
the generated powers, we can write as follows:

DQk ¼ DQgk � DQck ¼ �1MVAr

and, hence,

DQ½ � ¼ 0; . . . ; � 1; . . . ; 0½ �t ¼ �ek

Substitution of DQ½ � ¼ �ek in equation (11.78) gives DV½ � ¼ �Pn
i¼1

lik

li
ri½ �, that is,

DVk ¼ �Pn
i¼1

rkilik

li
.

Therefore, the sensitivity of voltage at the k node to the reactive power demand
variation, in the same node, is:

SVkQck
ffi DVk

DQck ¼ 1
¼ �

X
i

rkilik

li
(11.81)

where rki is the kth element of the right eigenvector ri½ �; and lik is the kth element of the left
eigenvector li½ �.

Since the [JR] matrix is quasi-symmetrical, the eigenvectors [ri] and [li] are identical
and, hence, the rkilik products are positive. Hence, the sensitivities are negative if the
eigenvalues are positive and vice versa.

Note that according to(11.81) the sensitivity value provides information regarding the
combined effect of all the V–Q variation modes and, in consequence, it cannot detect
peculiar voltage collapse modes, which can result through modal analysis of the [JR]
matrix only.

The eigenvalues amplitude provides a relative measure of the proximity to voltage
instability rather than an absolute one, because of the problem nonlinearities. Analogy can
be made with the use of the damping coefficient in the small oscillations angular stability
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studies, which, although it provides the degree of damping, it is not an absolute measure of
the stability reserve.

The modal analysis of the reduced Jacobian is a technique used either individually
for the analysis of a certain operating point or in combination with the loading
margin computation methods. Therefore, in computing a loading margin on a certain
stress path, the modal analysis is applied for every operating point on the calculated
trajectory.

Application of modal analysis allows evaluating the degree of system stability, or in
what amount the load or the transmitted power can increase under stable conditions, while
in the critical situation when the system reaches the voltage stability critical point, it may
help for identification of the critical areas and the elements connected to its nodes which
contribute to voltage instability.

11.5.6.2 Definition of Participation Factors in Voltage Stability Analysis. In
order to identify the weak points, from voltage viewpoint, of the power system and to
establish the required preventive actions, the participation factors of the buses, the
branches (electric lines and transformers) and the generators to the V–Q variation modes
are then calculated.

� The bus participation factors The relative participation of the k bus/node to the ith
V–Q variation mode is given by the participation factor [44]:

Aki ¼ rkilik (11.82)

From equation (11.81) it results that Aki determines the contribution of the li
eigenvalue to the V–Q sensitivity to the k node.

The bus participation factors determine the areas associated with each variation
mode. The sum of all the bus participation factors for each variation mode is equal to
unity since the left and right eigenvectors are normalized. The value of the participa-
tion factor of a node shows the effect of the corrective actions taken in that node in
damping the V–Q variation mode.
Generally, two types of variation modes are defined [44]:

� the localized variation mode, characterized by the existence of few nodes with
high-value participation factors, while all other nodes have participation factors
close to zero. Such a localized mode appears if one node supplying a load zone is
connected to a strong electrical grid through a long transmission line;

� the dispersed mode, characterized by the existence of a large number of nodes
with small, but close, participation factors, while the other nodes have participa-
tions close to zero; this means that the variation mode is not localized. An un-
localized mode is identified when the load increases in an area of a large power
system and there is no additional reactive power support available for that area.

To identify the weak points of the power system and to establish the required
preventive actions, besides the node participation factors to the V–Q variation modes,
it is necessary to also determine the branch and the generator participation factors.

In this regard, for the ith V–Q variation mode, all components of the modal
reactive power variations vector are considered equal to zero except for the ith
component considered equal to 1, that is, q½ � ¼ 0; . . . ; 1; . . . ; 0½ �T ¼ ei (the ith vector
of the canonical base). Under these circumstances, from relationship q½ � ¼ L½ � DQ½ �,
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since L½ ��1 ¼ R, it results:

DQðiÞ
h i

¼ L½ ��1
q½ � ¼ R½ � q½ � ¼ ri½ � (11.83)

where [ri] is the ith right eigenvector of the [JR] matrix. Assumes that for all the right

eigenvectors, we have
X
j

r2ji ¼ 1.

From equation (11.78) yields the voltage magnitude variations vector:

DV ðiÞ
h i

¼ 1

li
DQðiÞ
h i

(11.84)

and, finally, from expression (11.72) yields the voltage angle variations vector:

DuðiÞ
h i

¼ � JPu½ ��1
JPV½ � DV ðiÞ

h i
(11.85)

Given the variations DuðiÞ
� �

and DVðiÞ� �
corresponding to the ith V–Q variation

mode, the variations of the reactive power losses in each branch of the transmission
network, as well as the variations of the reactive powers supplied by the generators,
which did not reach their reactive power limit, can be determined.

� Branch participation factors
The k–jth branch participation factor to the ith V–Q variation mode is defined as the

ratio of the reactive power losses variation in the k–j branch, DQ
ðiÞ
kj , to the maximum

variation in the reactive power losses in all the power grid branches, caused by a
reactive power load variation in the system, that is:

A
ðiÞ
kj ¼ DQ

ðiÞ
kj

max
i;jð Þ2l

DQ
ðiÞ
kj

n o (11.86)

The A
ðiÞ
kj participation factors allow identification, for each ith V–Q variation

mode, of the branches with the highest reactive power losses as response to an
incremental variation in the reactive load. The branches of high participation factors
are either weak, from electrical viewpoint, or highly loaded electrical lines. The branch
participation factors can be used to establish the corrective actions in preventing
voltage instability problems and for contingencies screening.

� Generator participation factors
The relative participation of the mth generator to the ith V–Q variation mode is given
by the participation factor:

Ami ¼ DQðiÞ
m

max
g2ng

DQðiÞ
g

n o (11.87)

that is by the ratio of the reactive power variation of the mth generator, DQðiÞ
m , to the

maximum variation of the reactive powers produced by all the generators from the
system to a reactive power load variation.

The Ami participation factors allow identification, for each ith V–Q variation
mode, of the way in which each generator participates in supplying additional reactive
power load. These factors can be employed in the reactive power reserves planning, to
maintaining an adequate voltage stability level.
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For the practical implementation of the modal analysis method of the reduced Jacobian
matrix [JR], the following remarks should be taken into account [44]:

� Equation (11.80) reveals that the most dangerous V–Q variation mode is obtained
for the smallest eigenvalue,lmin

i , of the reduced Jacobian [JR].However, calculating
the smallest eigenvalue only is not sufficient to have a correct overviewof the power
system stability. There can be several modes associated with other parts of the
power system that can induce instability as the operating conditions are worsened;

� Since the reduced Jacobian matrix is quasi-symmetrical, its eigenvalues are
identical with the associated singular values, and thus it is preferable to directly
calculate the singular value, smin, and its associated with the left and the right
singular vectors rather than calculating the smallest eigenvalue, lmin

i , and the left
and the right eigenvectors.

11.6 VOLTAGE INSTABILITY COUNTERMEASURES

Countermeasures against power system instability and in particular against voltage
instability and collapse are taken from the design stage to the real-time operation. The
aim is to ensure adequate voltage stability margin. In the planning activity or in real-time
operation, this can be done by appropriate coordination of voltage control equipments,
including scheduling of reactive power resources. By midterm and long-term design and
planning activity, a power system should be able to meet the load supply and power transfer
requirements under the actual economical power market conditions. However, if the
available resources cannot ensure the required stability margin, technical measures must be
taken such as limitation of power transfers or starting up additional generating units [44].
At the power system planning stage, transmission network reinforcement would be the first
choice, but under the actual environmental constraints and control performance require-
ments the FACTS devices became more effective solutions.

Voltage instability and collapse countermeasures can include a large number of options for
the real-time operation, for example, blocking of tap changers, transformers reverse control,
switching of capacitor banks, generation redispatching, changing the reference voltage at
generators and pilot buses, load shedding, or temporary reactive power overload of generators.

11.6.1 Some Confusions

The voltage instability is a nonlinear phenomenon that evolves in stages, associated with
different physical and mathematical behavior. The effectiveness of the countermeasures
mentioned earlier for the real-time operation is different in the different stages of voltage
instability. One concern is the effectiveness of capacitor switching and load shedding
when the operating point reaches the uncontrollable zone of the characteristic given in
Figure 11.4, characterized by voltage values below the critical point, favorable for
voltage collapse.

From physical point of view, one would expect the bus voltage magnitude to increase
when a capacitor is switched on, or some load is shed, at that bus, under any operating
condition [9]. As explained in Section 11.3.2, the compensation actions that normally lead
to voltage increase when the operating point is situated in the controllable zone have
adverse consequences on the voltage when the operating point is situated in the
uncontrollable zone (see Figure 11.4).

716 VOLTAGE STABILITY



A practice in the voltage stability analysis is to calculate the voltage sensitivities dV/dP
and dV/dQ from the power flow Jacobian. These sensitivities change the sign when the
operating point moves from the security zone to the uncontrollable zone. Therefore, the
sensitivities obtained by load flow calculation for the normal operation are not valid when
the power system encounters instability conditions. This is because a steady-state Jacobian
calculation assumes static and constant MVA load model, which is not the case when the
voltage starts to decrease. As shown in [8], in voltage instability analysis, representing
constant MVA loads by a static model can lead to erroneous and, often, misleading results
because a constant MVA load is not a static load.

Voltage instability is largely influenced by the load characteristics. In areas with large
amounts of static loads, for example, resistive loads, operation in the low-voltage region,
on characteristic from Figure 11.4, would be possible, and no corrective measures may be
necessary if the voltage level is acceptable [9]. For loads with constant MVA (self-
restoring) characteristics, advanced shunt compensation devices, for example, SVC (static
VAr compensator) or STATCOM, can help the power system to operate in this region in
stable conditions. Furthermore, in system with large amounts of such loads instability is
characterized by slow dynamics and there is a significant time available for corrective
actions to avoid a voltage collapse.

11.6.2 Load Shedding: An Emergency Measure

Load shedding/disconnection can be an effective corrective measure against voltage
stability problems in power system operation. However, load shedding should be con-
sidered as an in extremis action, only when it is the last emergency corrective measure
available to avoid voltage collapse. It is preferable to “sacrifice” a certain part of the load
under predefined protection scheme and “save” the system from blackout, which can have a
significant social and economical impact.

The following cases assume that a part of the load is of resistive type (static) and no
special control devices (e.g., SVCs or STATCOMs) are available.

� Case a. Assume that, following a major change in the power system, the operating
point moves on the low-voltage side of the system V–P characteristic (Figure 11.24a).

The static load characteristic (solid line) intersects the V–P characteristic in two
points, A and B. It can be shown that point A is stable and point B in unstable by
analyzing the effect of load shedding. By shedding some load, a new load
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Figure 11.24. Effect of load shedding: (a) the load is a combination of constant power and

resistive load; (b) constant power load characteristic [9].
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characteristic is formed (dashed line), point A moves upward along the V–P charac-
teristic in the region of attraction helping the voltage to increase, while point B moves
downward leading to voltage collapse.
� Case b. Assumes that the load can be modeled by a constant power characteristic
and the system is operating on the lower voltage side of the system V–P characteristic
(Figure 11.24b). For a certain power transfer P0 there is one possible operating point,
indicated by A00. In the absence of special controls, the operating point will slide
down on the postdisturbance V–P characteristic, except temporarily in the case of a
resistive load, and the voltage may collapse. However, if an amount of load DP is
timely shed, the operating point will move in point A0, located in the region of
attraction (see Section 11.4.1; Figure 11.9), at the intersection with a new constant
impedance characteristic. The system operation will finally settle in the stable
equilibrium point A, corresponding to the new load P1.

� Case c. Consider that the power system operates initially in the point A, which
corresponds to a constant power load P0. Following a large disturbance the power
system reduces to the postdisturbance characteristic and the operating point moves
instantly in point A’ (Figure 11.25). Because of the low voltage in the point A’, the
consumer could try to maintain the constant power; this is done by demanding more
current which in effect generates more voltage drop, and the operating point moves
downward on the postdisturbance V–P characteristic. If no action is timely taken, the
voltage will continue to decrease and finally to collapse [9].

The power system can be saved from a collapse if the operating point remains in the
region of attraction. The maximum system loadability for the postdisturbance conditions is
P1<P0. To restore the constant power load, while bringing the power system into a stable
equilibrium point, the minimum load to be shed is (P0�P1).

In order to keep the load shedding requirements to a minimum, load must be shed
promptly. Any delay in triggering the load shedding would results in a larger amount of
load necessary to be shed in order to bring the system in the region of attraction then in a
stable equilibrium point. The rate of drop of voltage depends on the type of load (see
Section 11.2.2.3). In systems with large amounts of static loads, the voltage drops at very
slow rate; whereas in systems with loads characterized by fast response, for example, motor
loads, the voltage drops at a much faster rate. The rate of drop of voltage would, therefore,
serve as an indicator for an immediate need for load shedding.

For static load type, with characteristic similar to that from Figure 11.24b, the
operating point can be at a new equilibrium point after the disturbance and load shedding
may not be necessary. In this case, other measures can be taken in order to bring the voltage
within acceptable limits if necessary.
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Figure 11.25. Minimum load needed to be shed after a

disturbance in the case of constant MVA load [9].
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11.6.3 Shunt Capacitor Switching

In power systems with large load areas and lack of synchronous generators, the shunt
capacitors can be efficient solutions to the voltage stability problems. To avoid additional
loading of transmission paths and also to efficiently use the synchronous generators for active
power generation, the reactive power should be supplied locally with special compensation
equipments. The switching shunt capacitors can successfully be employed to restore the
system voltages after a significant change in the power system (Figure 11.26a).

Consider that the power system operates initially in point A, at the intersection
between the V–P system characteristic and the constant power load characteristic P0

(Figure 12.26b). Following a major disturbance, a postdisturbance system characteristic is
formed and the operating point moves instantaneously to point M along the constant
impedance characteristic (dashed line). The load tries to restore to constant power and the
voltage starts to decrease. Because no intersection point exists between the postdisturbance
characteristic and the initial load demand characteristic P0, the system collapse will result
if no action will be timely taken.

To bring out the system in a stable equilibrium point, appropriate reactive power
compensation by switching shunt capacitors on at or near the load bus must be done. This
action is not stringent if a large part of the load is static. However, if acting too late, no
amount of reactive power can restore the system stability.

If timely contribution with appropriate amount of reactive power is provided by shunt
capacitors, say in pointA’, the systemoperationwill temporarilymove in pointB’ in the region
of attraction, at the intersection between the postdisturbance characteristic with capacitor and
the new constant impedance characteristic. From here, because the load power is greater the
load demand P0, the system moves in the new stable equilibrium point B. However, if the
reactive power support is delayed too much and the voltage become to low, for example, in
point A,” no amount of reactive power can prevent the system from voltage collapse [9].

11.6.4 Extending the Voltage Stability Limit by FACTS Devices

With appropriate reactive power support, larger power transfers can be possible as shown in
Figure 11.5. However, when the system operates below the critical point of the V–P curve,
stable operation is possible only by support of fast and continuous acting equipments, such
as SVC or STATCOM devices [9].

In general, voltage and stability limits (see Section 8.4.2) are more restrictive than the
thermal limit (MVA rating) for the power transfer on the transmission lines. Series
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Figure 11.26. Restoration of system voltages by shunt (a) capacitors following a disturbance.
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compensation is much more effective than shunt compensation for increasing the voltage
stability limit.

SHUNT COMPENSATION WITH SVC (STATIC VAR COMPENSATOR). To analyze the influence
of an SVC device on the voltage stability limit let us consider again a radial
transmission system supplying a unity power factor load, with voltage controlled by
a SVC (Figure 11.27a). An SVC acts by increasing the capacitive susceptance as the
voltage drops from a set value and vice versa [9].

The control logic of the SVC for voltage control may be described by a simple first-
order delay model (Figure 11.27b).

TQ
dBSVC

dt
¼ V ref � V2 (11.88)

where BSVC¼BL(a)þBC is the SVC susceptance; BL(a) is the inductive component of the
SVC device, controlled by means of the firing angle a; BC is the capacitive component of
the SVC device; TQð¼ TSLÞ is a time constant.

For a unity power factor load, that is, B2¼ 0, the load model is given by

TL
dG2

dt
¼ P0 � V2

2G2 (11.89)

where G2 ¼ P0=V
2
2 is the load conductance; P0 is the power set point; and TL is the time

constant of the load.
The powers transferred to the load bus are as follows:

P2 ¼ V2
2G2 ¼ V1V2

X
sin u (11.90a)

Q2 ¼ 0 ¼ V1V2

X
cos u � V2

2

X
þ V2

2BSVC (11.90b)

Linearization of equations (11.88–11.90) and eliminating the nonstate variables, the
state-space model is obtained as [9]:

D _BSVC

D _G2


 �
¼ ASVC½ � DBSVC

DG2


 �
where

ASVC½ � ¼
a11 ¼ � V2

2TQG2
sin 2u a12 ¼ V2

TQG2
sin2u

a21 ¼ �V2
2

TL
sin 2u a22 ¼ �V2

2

TL
cos 2u

2
6664

3
7775

jXV  = V11 V  = V22

P 22+jQ

XC

XL )(

SVC

BSVC

V2

Vref

KSL

SL1+sT
+

_ BL

BC

Voltage

(a) (b)

regulator
Variable

susceptance

Figure 11.27. One-line diagram (a) and a simple first-order delay model (b) of a SVC.
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The system is stable if the following conditions hold

�ða11 þ a22Þ > 0 (11.91a)

and

detðASVCÞ > 0 (11.91b)

The first condition (11.91a) is automatically satisfied, provided that the second
condition (11.91b) is satisfied.

Starting from (11.91a), the stability condition can be rewritten as follows:

V2

2TQG2
sin 2u þ V2

2

TL
cos 2u > 0 ) V2

2TQG2
tan 2u þ V2

2

TL
> 0 )

V2TL tan 2u þ 2TQG2V
2
2 > 0 ) tan 2u > � 2TQG2V2

TL
(11.92)

Taking into account equations (11.90a) and (11.90b), yields

sin u ¼ V2

V1
XG2

cos u ¼ V2

V1
ð1� BSVCXÞ

9>=
>;) tan u ¼ XG2

1� BSVCX
(11.93)

Using the formula to calculate the tangent of the double angle, equation (11.92)
becomes

2 tan u

1� tan2u
> � 2TQG2V2

TL

Replacing tan u by the expression given in (11.93) gives the final stability condition,
that is

1� tan2u > � TL

TQV2

X

1� BSVCX
(11.94)

Since, in general, the time reaction of the SVC device is much smaller than the load
restoration time, that is, TQ � TL, the voltage stability limit can be extended theoretically
to u ¼ 90�, which may correspond to operation on the lower portion of the V–P
characteristic.

The maximum active power that can be transferred to the receiving end of a
transmission line (Figure 7.1) at a given power factor cos w, in the absence of compensa-
tion, is as follows:

Pmax ¼ V2
1

2X

1� sin w

cos w
(11.95)
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to which the critical voltage it corresponds:

V2;cr ¼ V1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin w

cos2w

s
(11.96)

For unity power factor, cos w ¼ 1, and w ¼ 0, the above expressions become

Pmax ¼ V2
1

2X
(11.95 )

0

V2;cr ¼ V1ffiffiffi
2

p (11.96 )0

The active power transfer on a transmission line can also be written as:

Pe ¼ V1V2

X
sin u (11.97)

At the limit, the receiving-end voltage is V2 ¼ V2;cr. From voltage stability point of
view, the maximum voltage phase shift can be obtained by equating the powers from
(11.950) and (11.97), which gives

V2
1

2X
¼ V1

X

V1ffiffiffi
2

p sin u ) sin u ¼
ffiffiffi
2

p

2
) u ¼ 45�

We may, thus, conclude that, for unity power factor load, the point of maximum
loadability on the V–P characteristic, which is a static bifurcation point, corresponds to
u ¼ 45�. For values u > 45�, the operating point moves on the lower portion of the V–P
characteristic where rapid reactive power support is required from a shunt device.
However, if the load recovers very fast to constant power, that is, TL ! 0, no additional
improvement in the stability limit can be obtained, and instability occurs at u ¼ 45�.

For other power factors, cos w 6¼ 1, equating the expressions from equations (11.95)
and (11.97), and taking into account (11.96), we achieve

V2
1

2X

1� sin w

cos w
¼ V1

X

V1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sinw

cos2w

s !
sin u ) sin u ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin w

2

r

In this case, for lagging power factors, the maximum loadability is achieved for
u < 45� [9].

With appropriate reactive power support at the receiving end of the line, for example,
by an SVC device, the maximum transmissible power can be extended to values
corresponding to u ¼ 90�. In the absence of continuous voltage control, operation at
values u > 45� (at unity power factor) is not desirable.

Figure 11.28 illustrates the influence of an SVC device on the V–P characteristic. In
the absence of reactive compensation (Figure 11.28, curve a) the maximum power that can
be transferred to the load is limited to P1,max. Any load demand beyond this value is
associated with the voltage collapse. Provision of an SVC at the load bus will, in terms of
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SVC rating range, help smoothing the upper portion of theV–P characteristic (Figure 11.28,
curve b), and thus easily maintaining the voltage within normal limits. In this case, the
maximum transmissible power can be extended up to P2,max. Theoretically, if the SVC has
unlimited rating (Figure 11.28, curve c) it is possible to hold the voltage constant for any
load demand.

SERIES COMPENSATION WITH TCSC (THYRISTOR CONTROLLED SERIES CAPACITORS). Voltage
stability limit can also be expanded by series compensation using various capacitor-based
devices. Mechanically switched capacitors have been classically used on long lines in order
to allow more active power to be transferred while meeting the stability conditions. Their
major disadvantages are the large reaction time, compensation in a discrete domain and
the switching transients generates. With the advent of power electronics, new devices have
been employed, for example, TCSC, which are capable to continuous control the active
power flow on a transmission line to desired values. The capacitive reactance of TCSC
compensates the inductive reactance of the transmission line thus allowing a larger amount
of power flow.

To show how series compensation can contribute to extending the voltage stability
limit, consider the classical example of a transmission line, with reactance XL, supplying a
load of impedance _Z , as shown in Figure 11.29a. A capacitor bank is series connected on
the line, having the capacitive reactance XC sized for a percentage of the line reactance XL.

Figure 11.29c illustrates the V–P characteristic for a constant power factor load, one
without series compensation, XC ¼ 0, and two levels of series compensation at 50% and
75%, respectively. The “nose-point,” corresponding to the voltage stability limit, moves to
the right as the compensation level increases. While mechanically switched capacitors
provide compensations in steps, a TCSC (Figure 11.29b) can provide a continuous control

V

P

 Without SVCa

 With SVC of
limited rating

b

 With SVC of unlimited ratingc

P1,max P2,max

Figure 11.28. Influence of shunt compen-

sation by SVC on the V–P characteristic.

V1 V2
XC jXL

Z = R

XC

XL( )α

TCSC Module

V [p.u.]

P [p.u.]
XC = 0.5XL

XC = 0.75XL

XC = 0
P0 P1

Stable

Unstable

Vmin

P2

Vmax

(a)

(b)

(c)

Figure 11.29. Extending the voltage stability limit of a radial transmission line by series capacitive

compensation.
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of the capacitive reactance. Furthermore, as illustrated in Figure 11.29c, compensation by
TCSC helps maintaining the receiving-end voltage in acceptable limits and preventing
voltage collapse [5]. Figure 11.29c is analogous to Figure 11.28, where compensation in
the sample radial system is provided by shunt compensation. Both solutions can effectively
increase the voltage stability limit, but in the case of shunt compensation this is done by
reactive power supply, while in the series compensation the capacitance of the series device
cancels a part of the inductive reactance of the transmission line.

11.6.5 Countermeasures Against the Destabilizing Effect
of the Load Tap Changer

Taking into account the aspects discussed in Section 11.4.2.3 regarding the influence of on-
load tap changing on the voltage stability, in the next lines are mentioned the most used
methods in power system operation as countermeasures against the destabilizing effect of
the on-load tap changing actions are as follows:

(i) Blocking the Tap Changer on the Actual Tap Position. This is one of the
simplest and most frequently used actions in emergency situations and consists in
blocking the transformer on the actual tap position, in case in which the voltage
level in the transmission network decreases under a certain reference value.
However, this method has the disadvantage that it cannot overcome other load
restoration actions in progress, and the voltage level can continue to decrease
both in the transmission and in the distribution systems.

(ii) Switching on a Pre-Established Operation Tap. This action consists in switch-
ing the transformer on a pre-established tap, based on simulations of contingencies
with the highest probability of occurrence. A compromise has to be made, in this
case, as regards choosing the operating tap, since only one position is not sufficient
to withstand the various contingencies that may occur in power system operation.

(iii) Decreasing the Reference Voltage Value. To prevent voltage problems, the
system operator may modify the reference value of the voltage V2,sch. This
method is identical with the previous one except for the difference that a voltage
value is defined instead of an operating tap.

(iv) Shifting to Inverse Logic. This method assumes monitoring the voltage both on
the primary and secondary sides of the transformer. The aim is to maintain an
appropriate voltage level in the transmission network, which may allow the
system operator to take the necessary measures to prevent the voltage instability
phenomenon [2].

11.7 APPLICATION6

Perform the voltage stability analysis for the simple electric power system illustrated in
Figure 11.30, consisting of a load area ðPc þ jQcÞ supplied from an infinite power system
through a double-circuit transmission line and a step-down transmission substation.

The parameters of the power system components are as follows.

6 Notice that V denotes the phase-to-phase voltage. In some figures, V may be represented as phase-to-ground

quantity, but expression in per unit will make no difference to the phase-to-phase voltage.
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� Transmission lines parameters: nominal voltage Vn ¼ 400 kV; resistance
R ¼ 5:6V, reactance X ¼ 52:6V, conductance G0 ffi 0 mS; susceptance
B0 ¼ 526mS, circuits. All these parameters are per one circuit.

� Substation transformers parameters:

Rated power Sn ¼ 250MVA
Rated low (fixed) voltage Vnf ¼ 121 kV
Rated high (regulated) voltage Vnr ¼ 400 kV
No-load (open circuit) test losses DP0 ¼ 180 kW
No-load test current i0 ¼ 0:45%
Full-load (short circuit) test losses DPnom

sc ¼ 780 kW
Short-circuit test voltage usc ¼ 16%
Regulation � 8 taps DVtð¼ 1:56%Þ
Actual operating tap Tap ¼ �2

� Load demand: active power Pc ¼ 700MW; reactive power Qc ¼ 300MVAr.

Solution

For simplicity, the calculations are performed in per unit, and the base power is
Sb ¼ 100MVA.

(1) The Equivalent Circuit. Representing the transmission line by P quadri-
pole, and the transformers by G quadripole, having the parameters referred to the
regulated winding voltage (primary voltage) in series with the transformation operator
N, obtain the equivalent circuit illustrated in Figure 11.31.

Since the substation parameters are represented on the transmission line side, all
parameters are referred to the base impedance

Zb1 ¼ 1

Yb1
¼ V2

b1

Sb
¼ 4002

100
¼ 1600V

where the base voltage is taken equal to the transmission line voltage
Vb1 ¼ Vn1 ¼ 400 kV.

Parameters of the transmission line equivalent circuit

_y13 ¼ 1

_ZL=nc
Zb1 ¼ Zb1

ð1=ncÞ Rþ jXð Þ ¼
1600

ð1=2Þð5:6þ j52:8Þ ¼ 6:3564� j59:9319 p:u:

_y130 ¼ _y310 ¼ nc
1

2

_Y L0

Yb1
¼ nc

1

2
G0 þ jB0ð ÞZb1 ¼

¼ 2
1

2
0þ j526ð Þ10�6  1600 ¼ 0þ j0:8416 p:u:

jQP cc +

Transmission
line1 23 ...TT 41

Load
area

Figure 11.30. The one-line diagram of

the electric power system.
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where nc ¼ 2 is the number of parallel circuits of the transmission line.
Parameters of the power transformers and transmission substation equivalent

circuit.
The actual tap of the step-down transformers is tap ¼ �2, and all parameters are

referred to the primary voltage, that is, the regulated voltage:

V r ¼ Vnr 1þ tap
DV t

100

� �
¼ 400 1� 2

1:56

100

� �
¼ 387:52 kV

� Series parameters

RT ¼ DPnom
sc

V2
r

S2nT
10�3 ¼ 780

387:522

2502
10�3 ¼ 1:8741V

ZT ¼ usc

100

V2
r

SnT
¼ 16

100

387:522

250
¼ 96:1099V

XT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
T � R2

T

q
¼ 96:0916V

_ZT ¼ RT þ jXT ¼ 1:8741þ j96:0916V

� Shunt parameters

GT0 ¼ DP0

V2
r

10�3 ¼ 180

387:522
10�3 ¼ 1:1986 10�6 S

YT0 ¼ i0

100

SnT

V2
r

¼ 0:45

100

250

387:522
¼ 7:4914 10�6 S

BT0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y2
T0 � G2

T0

q
¼ 7:3949  10�6 S

_Y T0 ¼ GT0 � jBT0 ¼ 1:1986� j7:3949ð Þ  10�6 S

� Transformer ratio

N ¼ ðVnr=Vb1Þ 1þ tapDV t=100ð Þ
Vnf=Vb2

¼ 400 1� 2 1:56=100ð Þ
121

110

400
¼ 0:8807

Notice that the secondary (fixed) voltage is referred to the base voltage
Ub2 ¼ Un2 ¼ 110kV.

In per unit, the per unit admittances of the transmission substation equivalent
circuit, taking into account that the number of parallel transformers is nT ¼ 4, achieve

2

E = Vs V2

3
N

1

0

y32

y320y130 y310

y13

Figure 11.31. Equivalent circuit of

the studied network.
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_y32 ¼ Zb1

ð _ZT=nTÞ ¼
1600

ð1=4Þ 1:874þ j96:1099ð Þ ¼ 1:2985� j66:5778 p:u:

_y320 ¼ nT
_Y T0

Yb1
¼ nT _Y T0Zb1 ¼

¼ 4 1:1986� j7:3949ð Þ  10�6  1600 ¼ 0:0077� j0:0473 p:u:

(2) The Th�evenin Equivalent Circuit. To simplify the calculations, the G
quadripole of the transmission substation equivalent circuit is transformed into a
P (galvanic) quadripole, as shown in Figure 11.32. The equivalent circuit of the
studied power system from Figure 11.31 can, therefore, be represented as shown in
Figure 11.33a.

Finally, the equivalent circuit from Figure 11.33a is reduced to the equivalent
circuit from Figure 11.33b by applying the Th�evenin theorem.

Thus, the admittances from Figure 11.33a are as follows:

_Y 1 ¼ _y13 ¼ 6:3564� j59:9319 p:u:

_Y 2 ¼ N _y32 ¼ 0:8807 1:2985� j66:5778ð Þ ¼ 1:1436� j58:6368 p:u:

and

_Y 10 ¼ _y130 ¼ j0:8416 p:u:

_Y 20 ¼ N N � 1ð Þ _y32 ¼ �0:1364þ j6:9938 p:u:

_Y 30 ¼ _y310 þ _y320 þ ð1� NÞ _y32 ¼ 0:1625� j7:1466 p:u:

� Calculation of the Th�evenin electromotive voltage
The Th�evenin electromotive voltage _ETh is the voltage applied to the equivalent
circuit “as seen” from the bus 2 under open-circuit conditions, that is, for _I2 ¼ 0.

N N ( – 1)(1 – ) N

23 y32

y32

N

y320

2
Ny32

y320 y32+

3

Figure 11.32. Transformation from a G quadripole into a P (galvanic) quadripole for a trans-

former equivalent circuit.

2

E = Vs

31(a) (b)

0 0

Y1

Y10 Y20

Y2

Y30 P 22 + jQ

ZTh

ETh

21

V2

0

Figure 11.33. The reduced circuit of the studied power system. (a) Simplified equivalent circuit.

(b) The Th�evenin equivalent.
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Given that the infinite power bus voltage is imposed, that is. _V 1 ¼ 1þ j0 p:u:,
the nodal voltages matrix equation for the Th�evenin equivalent shown in
Figure 11.33b is as follows:

_Y 11¼ _Y 1 þ _Y 10 0 _Y 13¼� _Y 1

0 _Y 22¼ _Y 2 þ _Y 20 _Y 23¼� _Y 2

_Y 31¼� _Y 1 _Y 32¼� _Y 2 _Y 33¼ _Y 1 þ _Y 2 þ _Y 30

2
6664

3
7775

_V 1¼1þ j0

_V 2¼ _ETh

_V 3

2
6664

3
7775 ¼

_I1

_I 2¼0

0

2
6664

3
7775

Thereby, the following system of equations is obtained as:

_Y 22 _V 2 þ _Y 23 _V 3 ¼ 0

_Y 31 _V 1 þ _Y 32 _V 2 þ _Y 33 _V 3 ¼ 0

�

from where the Th�evenin voltage results, that is:

_ETh ¼ _V 2 ¼ _Y 23 _Y 31

_Y 22 _Y 33 � _Y 23 _Y 32
_V 1 ¼ 1:1505� j0:0018 p:u:

� Calculation of the Th�evenin Impedance
The Th�evenin admittance is the equivalent admittance of the passivized circuit
(the voltage sources are short circuited) for which the formulae for series and
parallel circuits are applied. It results:

_Y Th ¼ _Y 20 þ _Y 1 _Y 1 þ _Y 30ð Þ
_Y 1 þ _Y 2 þ _Y 30

¼ 1:6046� j24:3402 p:u:

and the Th�evenin impedance is as follows:

_ZTh ¼ 1

_Y Th
¼ RTh þ jXTh ¼ ZThj_b ¼ 0:0027þ j0:0409 ¼ 0:0410 j86:2284�

The Th�evenin equivalent is used in the voltage stability study as follows.

(3) Analysis of the Possible Operating Points A and B. The load is
modeled as constant power, P ¼ const. In per unit, the complex power demand is
_S2 ¼ P2 þ jQ2ð Þ=Sb ¼ 7þ j3 p:u:

Therefore, S2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2
2 þ Q2

2

q
¼ 7:6158 p:u:, and cos w ¼ P2

S2
¼ 7

7:6158
¼ 0:9191

� The voltages in the possible operating points, V2A and V2B

Taking into account that V1 ¼ ETh ¼ 1:1505 p:u:, RTh ¼ 0:0027 p:u:, and
XTh ¼ 0:0409 p:u:, from equation (11.19) achieve:

a ¼ V2
1� 2ðRThP2 þ XThQ2Þ¼ 1:15052� 2ð0:0027 7þ 0:0409 3Þ¼1:0404

D ¼ a2 � 4Z2
ThS

2
2 ¼ 1:04042 � 4 0:04102  7:61582 ¼ 0:6926
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and the voltages in the possible operating points (see Figure 11.4) are determined
according to equation (11.20), that is:

V2A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aþ ffiffiffiffi

D
p

2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:0404þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:6926
p

2

r
¼ 0:9676 p:u:

V2B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�

ffiffiffiffi
D

p

2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:0404� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:6926
p

2

r
¼ 0:3227 p:u:

� The voltage sensitivities
Equation (11.25) gives:

@V2A

@P2
¼ �RThffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
1 � 4ðRThP2 þ XThQ2Þ

q ¼ �0:0027ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:15052 � 4ð0:0027 7þ 0:0409 3Þ

q ¼ �0:0036

@V2A

@Q2
¼ �XThffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
1 � 4ðRThP2 þ XThQ2Þ

q ¼ �0:0409ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:15052 � 4ð0:0027 7þ 0:0409 3Þ

q ¼ �0:0540

and

@V2B

@P2
¼ RThffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
1 � 4ðRThP2 þ XThQ2Þ

q ¼ 0:0036

@V2B

@Q2
¼ XThffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V2
1 � 4ðRThP2 þ XThQ2Þ

q ¼ 0:0540

The negative values of the point Avoltage sensitivities show stability, whereas the
positive values of the point B voltage sensitivities show instability.

(4) The Transmission Network Characteristics. Assumes that the power
factor is constant and the critical point is determined.

� The maximum transmissible powers The maximum powers that can be trans-
mitted to the load area can be determined based on the relationship (11.7). Thus,
for cos w ¼ 0:9191 (sinw ¼ 0:3940 and tanw ¼ 0:4286), achieve as follows:

S2max ¼ 1:15052

2ð0:0027 � 0:9191þ 0:0409 � 0:3940 þ 0:0410Þ ¼ 11:1064 p:u:

P2max ¼ S2maxcos w ¼ 11:1064 � 0:9191 ¼ 10:2084 p:u:
Q2max ¼ S2maxsin w ¼ 11:1064 � 0:3940 ¼ 4:3750 p:u:

and the distance in apparent power, from the actual operating point to the critical
point (calculated at constant power factor), is

DSc ¼ S2max � S2 ¼ 11:1064 � 7:6158 ¼ 3:4906 p:u:
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� The critical voltage Taking into account that in the critical point D ¼ 0, the
voltage value in this point is

V2cr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
1 � 2ðRThP2max � XThQ2maxÞ

2

r
¼

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:15052 � 2ð0:0027 10:2084� 0:0409 4:3750Þ

2

r
¼ 0:6748 p:u:

� The effect of reactive power compensation Three different values of the power
factor are considered (cos w ¼ 0:9191 inductive, cos w ¼ 1 and cos w ¼ 0:98
capacitive), for which the V2 –P2 characteristics are plotted, considering the
source voltage as constant (Vs ¼ 1 p:u: and thus V1 ¼ 1:1505 p:u:). The maxi-
mum transmissible powers and the critical voltages are first calculated in the same
way as above. The results are given in Table 11.6.

The V2–P2 characteristics, corresponding to the three different power factors,
are plotted for transmitted active power values, P2, varying from 0 to P2max. These
characteristics are achieved by successive calculations of the voltages V2A and
V2B in the possible operating points. The three characteristics thereby obtained
are illustrated in Figure 11.34a.

� The effect of modifying the source voltage Two different values of the source
voltage are considered (Vs ¼ 1 p:u: and Vs ¼ 1:05 p:u:) for which cases the
V2–P2 characteristics are plotted, assuming constant power factor
(cos w ¼ 0:9191 inductive). For a voltage value Vs ¼ 1:05 p:u:, the electromotive

T A B L E 11.6. Maximum Transmissible Powers and Critical Voltages for Different Values of
the Power Factor and Vs ¼ 1 p:u:

Maximum Transmissible Powers

cosw tan w S2max [p.u.] P2max [p.u.] Q2max [p.u.] V2cr [p.u.]

0.9191 0.4286 11.1064 10.2084 4.3750 0.6748
1 0 15.1471 15.1471 0 0.7880
0.98 �0.2031 18.6437 18.2708 �3.7100 0.8742
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Figure 11.34. V2–P2 characteristics. (a) Constant source voltage and variable power factor.

(b) Variable source voltage and constant power factor.
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voltage ETh must be recalculated because the operating conditions have changed
(the value of the impedance _ZTh does not change because the network topology
does not change).

For the assumed cases, the maximum transmissible powers and the critical
voltages are shown in Table 11.7.

The V2–P2 characteristics, for two voltage values at the source (the infinite
power bus), assuming a constant factor, are illustrated in Figure 11.34b.

(5) Modal Analysis of the Reduced Jacobian. Consider the reduced circuit
(Figure 11.33b), where bus 1 is the slack and bus 2 is a PQ bus. The balance equations
at bus 2 are given by

P2g � P2c ¼ P2t

Q2g � Q2c ¼ Q2t

�

Since P2g ¼ Q2g ¼ 0, P2c ¼ P2, and Q2c ¼ Q2, whereas

P2t ¼ V1V2ðG21cos u2 þ B21sin u2Þ þ G22V
2
2

Q2t ¼ V1V2ðG21sin u2 � B21cos u2Þ � B22V
2
2

(

we achieve P2t ¼ �P2 and Q2t ¼ �Q2, and the nonlinear equation system
becomes:

P2 þ V1V2ðG21cos u2 þ B21sin u2Þ þ G22V
2
2 ¼ 0

Q2 þ V1V2ðG21sin u2 � B21cos u2Þ � B22V
2
2 ¼ 0

(

where P2 and Q2 are the active and reactive powers demanded by the load area.
Under these conditions, the system Jacobian is as follows:

J½ � ¼
JPu ¼ @P2t

@u2
JPV ¼ @P2t

@V2

JQu ¼ @Q2t

@u2
JQV ¼ @Q2t

@V2

2
6664

3
7775 ¼

�Q2t � B22V
2
2

P2t þ G22V
2
2

V2

P2t � G22V
2
2

Q2t � B22V
2
2

V2

2
6664

3
7775

and the reduced Jacobian is JR ¼ JQV � JQu  J�1
Pu  JPV .

To calculate the matrix JR and to evaluate the voltage stability using the modal
analysis, assumes that V1 ¼ 1:1505 p:u: and the subsequent steps are followed:

T A B L E 11.7. Maximum Transmissible Powers and Critical Voltages for Different Source
Voltages and Constant Power Factor cosw ¼ 0:9191

Maximum Transmissible Powers

Vs [p.u.] V1 ¼ ETh [p.u.] S2max [p.u.] P2max [p.u.] Q2max [p.u.] V2cr [p.u.]

1 1.1505 11.1064 10.2084 4.3750 0.6748
1.05 1.2080 12.2449 11.2548 4.8235 0.7085
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(i) Calculation of the bus admittances matrix

_Y nn½ � ¼ _Y Th � _Y Th

� _Y Th _Y Th


 �
¼ _Y 11 _Y 12

_Y 21 _Y 22


 �

¼ 1:6046� j24:3402 �1:6046þ j24:3402

�1:6046þ j24:3402 1:6046� j24:3402


 �

Therefore G22 ¼ 1:6046 p:u: and B22 ¼ �24:3402 p:u:

(ii) Calculation of voltage V2

Since the operating conditions are the same as those considered at point 3, the
voltage V2 in the two operating points are V2A ¼ 0:9676 p:u: and
V2B ¼ 0:3227 p:u:

(iii) Calculation of the reduced Jacobian for voltage stability assessment
As shown earlier, in the two operating points we have P2t ¼ �P2 and
Q2t ¼ �Q2, and thus

� for the operating point A, where V2 ¼ V2A ¼ 0:9676 p:u:, the Jacobian terms are as
follows:

JPu ¼ Q2 � B22V
2
2 ¼ 3� ð�24:3402Þ  0:96762 ¼ 25:7902

JPV ¼ �P2 þ G22V
2
2

V2
¼ �7þ 1:6046 0:96762

0:9676
¼ �5:6815

JQu ¼ �P2 � G22V
2
2 ¼ �7� 1:6046 0:96762 ¼ �8:5024

JQV ¼ �Q2 � B22V
2
2

V2
¼ �3� ð�24:3402Þ  0:96762

0:9676
¼ 20:4521

and the reduced Jacobian is as follows:

JR;A ¼ JQV � JQu  J�1
Pu  JPV ¼ 20:4521��8:5024 ð�5:6815Þ

25:7902
¼ 18:5791

Therefore, in this particular case, the reduced Jacobian is a 1 1 matrix. The
eigenvalue of the JR,Amatrix is equal to l ¼ 18:5791 > 0 and thus the operating state
is stable from the voltage viewpoint. Furthermore, the minimum singular value is
equal to the eigenvalue and thereby the global index VSI is the ratio of the eigenvalue
calculated for the operating point A to the eigenvalue calculated under no-load.

� for the operating point B, where V2 ¼ V2B ¼ 0:3227, the elements of the Jacobian
are as follows:

JPu ¼ Q2 � B22V
2
2 ¼ 3� �24:3402ð Þ  0:32272 ¼ 5:5339

JPV ¼ �P2 þ G22V
2
2

V2
¼ �7þ 1:6046 0:32272

0:3227
¼ �21:1774

JQu ¼ �P2 � G22V
2
2 ¼ �7� 1:6046 0:32272 ¼ �7:1670

JQV ¼ �Q2 � B22V
2
2

V2
¼ �3� �24:3402ð Þ  0:32272

0:3227
¼ �1:4445

732 VOLTAGE STABILITY



and the reduced Jacobian is as follows:

JR;B ¼ JQV � JQu  J�1
Pu  JPV ¼ �1:4445 ��7:1670 ð�21:1774Þ

5:5339
¼ �28:8714

Therefore, the eigenvalue of the reduce Jacobian, JR,B, is l ¼ �28:8714 < 0 and
thus the operating state is unstable from the voltage viewpoint.

Table 11.8 presents the results of the voltage stability assessment using the modal
analysis of the reduced Jacobian for various values of the power demand in the load
area.

The results presented in Table 11.8 shows that as the transmitted power
increases, the eigenvalues of the matrix JR corresponding to the two operating
points A and B get closer and become equal to zero in the critical point. Moreover,
the global index VSI decreases from 1, under no-load conditions, to 0, in the
critical point.
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POWER SYSTEM PROTECTION
Klaus-Peter Brand and Ivan De Mesmaeker

12.1 INTRODUCTION

12.1.1 Motivation

A lot of protection books are published ([1–3]) indicating the importance of protection
for power systems and discussing protection concepts and measures in all the details.
The reports (brochures) of the working groups of the CIGRE SC B5 (“Protection and
Automation”) published by CIGRE [4] provide information about a lot of actual protection
issues. Numerous details are published in many professional journals, which may not be
listed here.

The book is focused mainly to power system stability and control, besides the basic
concepts, the described protection functions are grouped according to the power system
structure and the objects of the power system to be protected. Important features
contributing to safety and stability of the power system will be highlighted. Details
regarding the endless number of situations and the many sophisticated protection para-
meters will be left to the above-mentioned protection books.

Also, not the history of protection will be discussed. The state-of-the-art implemen-
tation of protection functions in IEDs (intelligent electronic devices) will be explained
including the serial communication, which may replace nearly all parallel copper wires in
the future. For this topic, references are made to the standard IEC 61850 defining not only
the communication but also a comprehensive data model.
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It should be noted already here that protection is the fastest automatic function
available in the power system. Since protection is mostly implemented in substations it is
seen as an important part of substation automation (SA) also.

12.1.2 The Task of Protection

The task of the protection in the electrical power system is

� to protect people against dangerous situations;
� to protect the power system against instabilities;
� to protect the assets of the power system (overhead lines, generator, power
transformer, etc.) against malfunction and destruction.

In this respect, protection can be considered as an assurance: more assurance is needed
when the protected object is more important.

Figure 12.1 shows the different states in the power system and where the protection
acts. In the normal state, the power flow is dispatched at network level by the power system
management system. If the power system or part of its deviates from the normal state
resulting in the alert or emergency state, then the protection in the substation has to act.
The goal is always to come back to normal as soon as possible. From alert state it may be
done, for example, with some load relieving of an overloaded transformer by reallocation
of the power flow. For transient faults, the way back from emergency it is done quickly after
the trip, for example, the so-called autoreclosing of the tripped circuit breaker. Persistent
faults have to be first isolated reliably in the interrupted state until the power supply is
restored again. Applying system (wide area) protection, the allocation of states stays the

Tasks at Network Level

Tasks at Substation Level

Economic and reliable power supply

High availability of network

Detection of dangerous conditions

Evaluation of disturbance

Determination of the remaining availability

Detection of fault

Selective fault tripping 

Restoration of power supply

Reliable isolation

Bypassing the faulted section

Operative states 

of the power system

interrupted

emergency

alert

normal

Autoreclosing

Figure 12.1. States in the power system and protective actions.
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same but this protection is complementing the local one and residing in system protection
IED(s) also outside the substation.

It should not be neglected that the protection actions resulting mostly in opening of
circuit breakers may also have some negative impact on the power system, that is, they

� interrupt the power flow and, therefore, impact the power delivery;
� produce transients that may impact the system stability;
� cause deviations of current, voltage, and frequency from nominal values degrading
the power quality.

Normally, these negative impacts are overruled by the necessary task to isolate the
faulted component or part of the power system. The important task in the design of power
systems is to respect the (N� 1) rule for power system stability also in case of protection
operation, that is, the loss of one component caused by protection operation has to be
tolerated by the power system without loosing its stability. Another point to be considered
in protection and power system design is to minimize the risk of consequential faults
causing the sequential loss of components and ending in a blackout. The related operative
requirement of the protection is a high selectivity, which will be discussed below.

12.1.3 Basic Protection Properties and Resulting Requirements

For understanding protection, the basic properties have to be known and both the
measuring and protection principles have to be understood. It is also important how
protection is implemented in modern numerical relays commonly named IEDs. This allows
to discuss the trends of protection in general and especially the evolution of protection from
local protection (e.g., based on a single overcurrent measurement only) to zone or object
protection (e.g., comparing values at the zone of an object like the currents per feeder for
the busbar protection) and, finally, to global power system protection schemes.

One basic property is that the protection is permanently supervising the protected part
of the power system but has towork, that is, to release trip command just for some few short
times in its lifetime. This requires high reliability with impact both on the expected high
MTTF (mean time to failure) of the IED, the requested comprehensive self-supervision and
the maintenance strategy to be applied.

12.1.4 From System Supervision to Circuit Breaker Trip

The path from the sensor collecting power system data like voltage and current over the
supervising and deciding function(s) in the protection IED to the actuator like circuit
breaker acting on the process is schematically shown in Figure 12.2. All the links may be
conventionally hardwired or realized as serial links. If not mentioned especially, in case of
serial links we refer always to the standard IEC 61850 [5], which was developed for
communication within substations but is now defined and used already for some appli-
cations beyond the substation or in other application domains of the power system
automation.

The protection IED is connected today to higher level control systems like a substation
automation or network control system (HMI, SA System) getting parameter or parameter
set changes and providing information about faults (e.g., by time tagged events, dis-
turbance/fault records) and the protection action taken. This information will end on
displays of the HMI, in alarm and event list and in archives.
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12.1.5 Main Operative Requirements

The main requirements for the operation of protection are as follows:

� Selectivity
� Reliability
� Speed or performance
� Adaptation to changing power system conditions
� Backup protection

12.1.5.1 Selectivity. Selectivity is one of the main issues of a protection. In case of a
fault in the power system, the protection should eliminate only the faulted part or
component of the power system but not more. That means:

� Assure that the faulted part will be eliminated by the protection
� Assure that no healthy part will be eliminated by the protection

Selectivity has to be checked between all protection functions implemented in the
IEDs of the protection schemes for the power system. This means a very careful
coordination of all protection functions applied in the power system.

12.1.5.2 Reliability. Reliability according to IEV 448-12-05 [6] is the probability
that a protection can perform the required function under given conditions for given time.
This means also high security and dependability:

� Security according to IEV 448-12-06 [6] is the probability for protection of not
having unwanted operations under given conditions for a given time interval.

� Dependability according to IEV 448-12-07 [6] is the probability for a protection not
having a failure to operate under given conditions for a given time interval.

Sensor Actuator

Information exchange, e.g.,
parameter setting, reports 
for alarms and events 

Power System e.g. line

Trip

Copper wire circuits or Serial fiber optic links   

u(t)

HMI
SA System

Instrument
transformer

Circuit
breaker

Protection

Evaluation
function

i(t)

Figure 12.2. From sensor via supervision to actuator (circuit breaker).
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12.1.5.3 Speed and Performance. The protection has to eliminate quickly the
faulty part of the power system in order not to jeopardize the stability and to minimize the
destruction due to the short-circuit current. Generally, the total fault clearing time, that is,
total time to eliminate the fault including also the operation time of the circuit breaker in
the chain sketched in Figure 12.2 has to be considered in this respect. Typical clearing
times are about 80ms where 40ms refer to the fault detection, trip decision, and all
communication times and 40ms to the mechanical moving and fault breaking action of the
circuit breaker. At this instant, the fault is cleared from the power system point of view.
To avoid uncontrolled reaction of protection after opening the breaker the reset time of the
protection (about 20ms) has to be considered.

12.1.5.4 Adaptation. If protection makes a wrong trip due to power system
changing conditions, this will be a high risk for the power system stability in respect
to the (N � 1) conditions. Therefore, it is important that the protection behavior is adapted
to changing power system conditions. Adaptation means that the protection characteristic
and behavior are set in that way that the protection will react correctly even with changing
network conditions, for example, dissymmetrical overload during single-phase recloser on
parallel line.

12.1.5.5 Adaptive Protection. The need for adaptive protection is the same as for
adaptation above. The difference is that adaptive protection means that not all situations
are predefined but that the protection parameters are changed remotely from an instance
having an overview over a wider part of the power system. In special cases, this instance
may also be implemented in the protection device itself.

12.1.5.6 Backup Protection. Because of the high availability requested for pro-
tection, it is an imperative rule that backup protection functionality is available in case the
main protection fails. This requirement may be solved by

� protection installed at a place more remote from the fault location resulting generally
in a less selective and delayed trip (Dt> 0) as shown in Figure 12.3;

� Use of a second protection at the same placewith no delayed trip (Dt¼ 0) as shown in
Figure 12.4. In this case the selectivity is generally not impacted.

Protection
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Instru-
ment
trans-
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Circuit 
breaker

Protection
function

local

Instru-
ment
trans-
former

Circuit 
breaker

Protection
function
remote

Instru-
ment
trans-
former

Circuit 
breaker

Power System, e.g. line Fault

Δt > 0 0tΔ >0tΔ =

Figure 12.3. Concept of remote backup protection with time delays.
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To minimize also systematic protection errors, the investment for a second protection
is done either by another protection principle or by a protection with the same principle but
from another manufacturer resulting in the use of different algorithms. Several users
decide for two identical protections because of maintenance reasons. These both protec-
tions are called Main 1 and Main 2. In some installations, there is in addition to Main 1 and
Main 2 still an additional backup protection in a single IED or integrated in the control IED.
It should be noted that in case of local redundant protection, each has its own sensor set
(conventionally provided by separate, dedicated secondary windings in the instrument
transformers (IT), by separate, dedicated trip coils in the circuit breaker drive, and by
independent copper circuits or serial links. The logical OR for the trip shown in Figure 12.4
is realized by the circuit breaker itself. The important issue of Backup protection is
analyzed very carefully in [7].

12.1.5.7 General Remarks About Features Like Performance, Reliability,
and Availability. In such an availability analysis and the resulting protection system,
design not only the protection function itself but also the whole chain according to
Figure 12.2 including data acquisition by measuring transformers or sensors, the circuit
breaker and the trip circuit, and the DC supply of the IED hosting the protection function
have to be considered.

12.1.6 Advantages of State-of-the-Art Protection

The evolution in technology has changed considerably the architecture and the capabilities
of the protection IED. In the past, the protection relays have been electromechanical ones.
Later, they have been replaced or complemented by solid state relays with logical gates.
Today, all protection relays are based on numerical technology using microprocessors.
These numerical devices are commonly called IEDs. If not mentioned especially, this
chapter will refer always to numerical (microprocessor based) IEDs. It should be noted that
IEDs could comprise more than the classical protection functions.

The impact of the numerical technology can be summarized as follows:

� A/D conversion of analog inputs as currents and voltages.
� Use of microprocessors supporting complex calculations and decisions.
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Figure 12.4. Concept of local backup protection without time delays.

742 POWER SYSTEM PROTECTION



� Use of formulas similar as learned from the textbooks.
� Provision of serial communication facilities as add-on given by microprocessors.
� Provision of time tagging of events and alarms as add-on given by the micro-
processor clock.

� Support of standardized data models and communication protocols like IEC 61850.
� Support of integration of several functions in one equipment (multifunctional
relays).

� Use of hardware platform with a software library of functions.
� Support for system optimization of the whole secondary voltage equipment with
functions like protection, control, and monitoring inside a substation called sub-
station automation.

The advantages refer to the complete life cycle of the protection, that is, from
specification, project execution, commissioning, testing, operation, and maintenance. It
should be noted that the state-of-the-art protection has also an influence on the qualifica-
tion needed both by providers and users of this equipment and these systems.

In Figure 12.5, the principal layout of a protection IED is shown. It contains analog
inputs for currents and voltages (for all phases). The input transformers applied both adapt
the values coming from the instrument transformers to the electronic world inside the IED
and decouple both electrically. The resulting output are snapshot by a so-called Sample and
Hold (S/H) function and provided multiplexed to the analog digital (A/D) converter
to provide the numbers as needed by the microprocessor. Binary signals are collected by
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opto-couplers providing a high electric separation. The resulting noise free binary signals
are transformed by the Binary Digital (B/D) converter into digital signals, that is, numbers
as needed by the microprocessor. Binary signals are issued by signaling or heavy-duty
output relays with galvanic separation.

The numerical signals are processed according to the function and the implemented
algorithm by themicroprocessor, which has by definition an integrated clock for the beat of
the processor. The microprocessor clock within any IED may be used also for other
purposes like time tagging of events and alarms. For time coherence between all the IEDs
within the substation, all these clocks have to be synchronized by a SA master clock not
shown here. Global time coherence is provided if all the master clocks refer to the time
signals of GPS (Global Positioning System). For 1ms time tagging for events, the
synchronization is done by standard means. The memory inside the IED is mandatory
for programs and operative data but is also used for historical fault data like disturbance
records and events.

According to the need of the microprocessor, all the data inside the IED exist as digital
numbers and, therefore, are ready for the serial interface to be exchanged over the station
bus with all other IEDs of the substation automation systems. Nearly all protection IED
have some kind of local HMI providing data by LEDs or a small display screen and
allowing operation or setting changes, for example, by buttons.

Last not least the IED needs a power supply, which is fed by the substation battery
(110VDC or 220VDC) and converted to the common electronic DC voltages.

If a serial link called Process Bus is used to collect current and voltage already as
samples, the related serial interface is replacing both the input transformer and the
complete A/D unit. For synchronized time coherent sampling with accuracy of the order
of 1ms, the synchronization needs special means as discussed below.

12.2 SUMMARY OF IEC 61850

For interoperable communication in substations, the standard IEC 61850 “Communication
networksandsystemsinsubstations”[5]wascreated.Itconsistsofadomainspecificdatamodel
with data and services. The data are grouped object oriented in so-called Logical Nodes (LN).
ThenameoftheLNrefers totherelatedfunction.Theservicesdefinehowinastandardizedway
the data are accessed. The services range from the simple read and write service to more
complex ones as the control service for the operation of switchgear and supporting also
SBO (select before operate commands). The operator gets automatically information with
the help of reports started under well predefined conditions. Between IEDs time critical data
(block, trip, release, new switch position) are exchanged by the so-called GOOSE messages
(Generic Object Oriented System Event, GOOSE service) with the most demanding perform-
ance class of 4ms. Analog samples are transmitted by the Sampled Value(SV) service.

The domain specific model is mapped on an ISO/OSI 7 layer stack, which defines the
coding and decoding of data and services to and from bits to be transmitted in messages
(telegrams) over the physical link like wires and fibers. The components of the stack have
not been newly defined but taken from the main stream communication technology. For
layers 1 and 2, Ethernet with 100MB/s transmission rate and support of priorities is
chosen. Ethernet is the most widely used protocol where the most money is invested
extending it from office applications to any kind of application in industrial system ones.
For layer 3, the TCP (Transport Control Protocol) and for layer 4 the IP (Internet Protocol)
has been selected being the de facto standard for all communication networks including

744 POWER SYSTEM PROTECTION



Internet. With some simplification we may say that layers 5–7 are covered by MMS
(Manufacturing Message Specification). The result is a comfortable but in coding and
decoding time consuming protocol for communication between HMIs as clients and
protection IEDs as servers. Between IEDs there are two time critical services, that is,
GOOSE and SV. These services are mapped directly to the link layer of Ethernet, that is, to
layer 2 in the ISO/OSI model reaching the highest performance class of 4ms for
transmission time between IEDs, which is of outmost importance for the protection chain.
The stack and the relationship to the data model are given in Figure 12.6.

Time synchronization for events requests accuracy of about 1ms, which is provided
between all IEDs in the system by SNTP (Simple Network Time Protocol) over Ethernet.
Time synchronization for synchronized sampling with accuracy of 1ms is provided either
by 1 pps (pulse per second) over a dedicated link (Edition 1 of IEC 61850) or by IEEE 1588
[8] over Ethernet (Edition 2 of IEC 61850 or Amendment).

The goal of IEC 61850 is the interoperability but by its comprehensive standardization
of all communication features with serial links the standard will finally result in replace-
ment of all copper cables for signals by serial links, which have to be realized at least
outside the cubicles for EMC reason as optical fibers.

According to IEC 61850, the source of voltage and current samples from one
measuring point is the Merging Unit (MU) merging the currents and voltages (e.g.,
3� I, I0, 3�U, U0) in one message (telegram). Depending on the inputs, the MU also
performs the sampling (and resampling if necessary) and the following A/D conversions as
the S/H and A/D unit in the IED structure shown schematically in Figure 12.5. If
implementing the synchronization accuracy of 1ms according to IEEE 1588 [8], it will
possible in some future also to restrict the MU to a dedicated unit per measuring point, that
is, in the extreme case to one for each current or voltage sensor if beneficial for the user.

More details are found in the documents of the standard IEC 61850 [5] and in a large
number of publications. An early application example for protection is found in [9].

TCP

IP

Etherent link layer with priority tagging

Ethernet physical layer wit 100 MB/s

Mapping

Time critical data
MMS

Data model (data and services)

Client-Server GOOSE Sampled values

Figure 12.6. Stack as used in IEC 61850 and the relationship to the data model.
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12.3 THE PROTECTION CHAIN IN DETAILS

12.3.1 Copper Wires vs. Serial Links

It should be noted that the whole protection chain has to be considered, that is, not only the
protection relay but also the DC supply (battery), the measuring transformers (CTs and
VTs), the wiring, the auxiliary relays, the tripping coils (of the relay and of the breaker), the
breaker itself. For this reason, the equipment around the protection relay itself is shortly
analyzed. As mentioned above, considering the backup needs also all these equipment has
to be considered. To discuss all these issues, the simple scheme of Figure 12.2 is now used
with more details as shown in Figures 12.7 and 12.8.

This chapter refers both to conventional hardwired copper connections and to fiber
optic serial connection between the components, that is, everywhere between the sensor,
protection, and the actuator. The implementation, that is, the realization of the protection
chain may be totally different. Independently from the communication solution, the
requirements of the protection function regarding functionality, speed, and supervision
have to be fulfilled. Common features and differences will be discussed and actual trends
will be analyzed. Also the benefits of serial connections will be mentioned if applicable.

12.3.2 Supervision

Because of the importance of protection chain for the reliability of the power system at all
possible point steps in the chain supervision may take place:

� CT and VT (instrument transformers): Current and voltage check

& phase symmetry check

& U0� not I0 or U2� not I2 and/or other checks

Protection
function

Power System e.g. line

Circuit breaker drive

Current 

transformer

Voltage 

transformer

Tripi(t)

Circuit breaker

u(t)

Copper wire circuits

Information exchange e.g.
parameter setting reports for 
alarms and events 

HMI
SA system

Figure 12.7. Protection chain hardwired.
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� Data acquisition system for voltage and current

& Hardwired connection allows plausibility checks for hardwired connection (see
also CT and VT)

& Serial connection allows checking the reception and errors of the telegrams
� Protection IED

& Input transformers: see CT and VT above (current and voltage checks)

& A/D conversion: continuous supervision of 2 reference signals

& Program processing in CPU: Watchdog functions

& Memory check: Read/write comparison & checksum function

& Serial communication: Check the reception and errors of serial telegrams

& Power supply: tolerance checks of the external and internal voltages
� Data sending system for issuing the protection trip

& Hardwired connection allows check the trip circuit by a small test current

& Serial connection allows checking the reception and errors of the telegrams
� Circuit breaker

& Supervision of the isolation gas (SF6) density

& Opening time of contacts

& Coherency of all the three-phase contacts
� Station battery

& Battery supervision including earthing
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Figure 12.8. Protection chain with serial links.
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12.3.3 Values Measured for Protection

12.3.3.1 Nonelectrical Values. One example for a measured nonelectrical value is
the temperature inside the power transformer (hot spot) or the pressure inside a GIS
volume, which shows a strong increase in case of an internal fault. Other examples are
vibration inside the generator (rotor) or the degassing of the oil in a power transformer
(Buchholz protection).

Generally, these types of protection have at least two limit values, that is, an alarm
limit in order to inform the maintenance staff that the installation has reached an alert
state and a trip limit in order to switch off the protected object that is not able to remain
in service. An example is the insufficient isolation. This limit crossing may be
calculated from continuously measured values or signalized by contacts of a dedicated
sensor. Analog values continuously measured by dedicated sensors like temperature
or pressure may be provided as mA values (e.g., 4–20mA) or by a serial communica-
tion link.

In addition, several binary signals are needed in the environment of protection, for
example, “drive ready for the breaker trip” or the “position of switches like circuit breakers
and isolators.” They are commonly collected by using contacts of auxiliary relays but may
also be acquired internally by electronics is, for example, integrated in the switchgear and
provided by serial communication link.

12.3.3.2 Electrical Values. Most of the protection is based on electrical values, that
is, on measured currents and/or voltages. Relatively simple protection is based only on one
of these values, that is, only on current(s) or only on voltage(s).

More sophisticated protection is based on calculated values, current and/or voltage
measurement, for example, on the difference between the currents at both or many ends of
the protected object and zone (differential protection), calculated impedance (distance
protection scheme), phasors (e.g., for system protection schemes), frequency (e.g., for load
shedding), or power (e.g., for over or und load protection) calculated out of current and
voltage. The calculation could be done in protection devices.

12.3.4 Data Acquisition from Sensors

12.3.4.1 Sensors. Electrical measured values are collected via current and voltage
IT or, more generally named, by current and voltage sensors. These instrument transform-
ers can be conventional (CIT) or nonconventional (NCIT) ones. Some examples are shown
in Figure 12.9.

They have to assure the electric separation between the primary (High voltage) and the
secondary parts (LV, equipment for protection, control, monitoring, etc). They provide also
the transformation of the primary process signal (U in kV, I in kA) to a level compatible for
the protection equipment (e.g., 1A by conventional current transformers, 110=

ffiffiffi
3

p
V by

conventional voltage transformer). A first level of electric separation is done by the
magnetic field of instrument transformer, a second one by the input transformer of the IED.
Opto-couplers at the input of the IEDs improve the galvanic separation referring to the
coupling by light. It should be noted that opto-couplers also represent a capacitance
between input and output and, therefore, do not block completely high-frequency noise.
The best electric separation is reached if the copper wires between the sensors and the
protection IED are replaced by fiber optic links, but this implies always a transmission of
analog values in telegrams.
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The dynamic behavior of the instrument transformers (CIT or NCIT), that is, the step
response and the frequency response curve have to be considered carefully because it can
influence dramatically the behavior of the protection itself.

Conventional transformers (CIT) are magnetic analog ones with iron core working like
transformers; the secondary values are proportional to the primary ones at least in steady
state case without saturation. The secondary values may deviate from the primary one by
transformer saturation in case of high input currents or in case of transient phenomena.
The output values are fed in the protection equipment using copper wires.

Nonconventional instrument transformers (NCIT) may be realized by electrical and
nonelectrical measuring principles. The detailed discussion of all these principles goes
beyond this chapter but some are indicated in Figure 12.9 and shortly described below.

� The electrical principle is used, for example, by current measuring with the
Rogowksi coil having no iron core and, therefore, providing on secondary side a
signal proportional to di/dt needing spike limitation and proper integration. An
example for voltage transformers is the capacitive divider where the high primary
voltage is divided down to the protection input voltage level by capacitances.

� Nonelectrical principles are base on opto-electrical effects. One example is the
Faraday effect where the magnetic field of the current to be measured changes the
angle of polarized light sent through a fiber enclosing the current. An example for
voltage measuring is the Pockel’s effect where the incoming light is split in two paths

Polarizer
Analyzer

a I
a(t) ~ i(t)

NCIT: Faraday sensor
for current measuring 

Polarization angle
proportional 

to the 
primary current

CIT: Instrument 
transformer

for current measuring 

CIT: Instrument 
transformer

for voltage measuring 

Current with amplitude 
of 

1 or 5 A proportional to 
primary the current

Voltage with amplitude 
of  110 or 220 V 

proportional to the 
primary voltage

Birefringence 
proportional 

to the 
primary voltage

NCIT: Pockels effect
for voltage measuring 

d(t) ~ u(t)u(t)

d(t)
Crystal

Li
ne

Line

Iron core

HV

kV

LV

110 V
220 V

Iron core

I

HV

kA

LV

1A
5A

u
u

Protection

IED

isecondary(t) ~ i(t)

usecondary(t) ~ u(t)

NCIT: Rogowski coil
for current measuring 

u(t)

i(t)

u(t) ~ di(t)/dt

Voltage 
proportional 

to the time derivative 
of primary currentLi

ne

Figure 12.9. Examples for instrument transformer.

THE PROTECTION CHAIN IN DETAILS 749



differing according to the voltage applied. The secondary values are proportional to
the current and voltage, respectively.

The secondary values of NCITs are of different nature and, therefore found no
acceptance in the past. Today, all such analog values are converted to numbers and send in
standardized telegrams over a serial link to the protection equipment. These telegrams are
the common denominator for all instrument transformers or sensors and may be also used
for CITs if their values are converted accordingly. The use of serial telegrams is strongly
boosted with the definition for the transfer of samples in the standard IEC 61850 (so-called
Process Bus as defined in part IEC 61850-9-2 [6,10,11]).

12.3.4.2 A/D Conversion and Merging Unit. Without NCIT and process bus the
values for current and voltage a transferred by copper wires to the inputs of the protection
IEDs (1 or 5 A, 110=

ffiffiffi
3

p
). The A/D conversion provides the samples for the numerical

processor. This analog values for current and voltage may be supervised at more than one
place but the decisive point is the output of the A/D converter. The supervision is based, for
example, on the transformer ratio verification, on the properties of the three-phase system,
and on the plausibility between current and voltage readings. The A/D conversion itself is
often tested by the conversion of a reference signal.

In case of nonconventional instrument transformers and/or the use of process bus, the
values are transferred as serial telegrams to the inputs of the protection IEDs and handled
directly by the microprocessor.

The A/D conversion still needed is moved from the IED toward the measuring point
(sensor). For this purpose, the IEC TC38 has defined a so-called MU, which was introduced
by IEC TC57 into IEC 61850 as source of the standardized telegrams. TheMU is collecting
the current and voltage from the instrument transformers of any physical principle—
restricted only by the input channels available in the MU—and provides these after the
A/D conversion as telegrams according to IEC 61850. The term merging unit indicates that
different values aremerged into one telegram. In the common three-phase power system, it is
convenient to merge all three or four currents and voltages from the one measurement point
and the same instant in time into one telegram. This reduces not only the telegram overhead
but also provides inherently synchronized values permerging unit allowing the calculation of
time coherent phase-to-phase and phase-to-earth values. This coherency is also a prerequisite
for protection functions,which calculate values from these samples like Z (impedance) in the
distance protection. Note that the protection functions itself are described in section [6].

12.3.4.3 Time Synchronization. Currents and voltages to be time coherent not
only for impedance (distance) calculation but also for the calculation of sums in nodes
according to the Kirchhoff law (current differential protection) or for the transformation of
the three phases to other systems like the common positive, negative, and zero sequence.
Note that in conventionally wired protection IEDs with sample and hold (S/H) process and
A/D conversion time coherence is of about 5ms. In the MU, the order of 1ms is provided.

If the samples to be coherent come from more than one IED or MU, which has to be
assumed especially for differential protections (e.g., distributed busbar protection) these
units have to be synchronized with each other to allow synchronized sampling with
the order of 1ms as defined as highest accuracy class in IEC 61850-5 [12]. The time
synchronization method used today between different IEDs like two or more MUs is the
1 PPS method. In the near future, such synchronization will be possible over the Ethernet-
based serial bus according to IEEE 1588 [8].
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Comparing events or samples from different substations a global time reference is
needed which may be provided most convenient by one master clock per substations using
the time signals from the satellite-based GPS.

12.3.5 Protection Data Processing

12.3.5.1 General. Protection equipment based on electromechanical or solid state
technology can only process the acquired data in a limited way and deliver a limited
amount of information only, that is, some few basic binary signals like start and trip in case
of a fault, which phase is involved in the fault, and so on. These signals are given via binary
contacts. Numerical relays, that is, microprocessor-based IEDs may easily do any kind of
evaluation of the input data and provide much more information about the supervised
values, especially also in case of a fault. The most important trip signal is only one of much
information.

12.3.5.2 Trip Decision and Related Information. Information related to the fault
itself is provided like as follows:

� Trip (command) to be sent the to the circuit breaker.
� Calculated values dedicated for the protection function (current, impedance, etc.).
� Crossing of a preset limit (protection parameter, characteristics) indicating a fault.
� Snapshot of the fault peak of the supervised value if applicable.
� Information about the fault and the trip to be sent to higher level HMI (with 1ms time
tag for alarm list and event list, for short report and for any other kind of display or
storage).

� Number of trips with corresponding tripping current or more precise calculations
providing the circuit breaker wear of the circuit breaker in fault clearing.

� Disturbance records with analog and binary values.

It should be noted that in one IED there could be many protection functions active
(function library for a hardware platform).

12.3.5.3 Other Data Handling Features. In addition, more general information
or functions not directly fault oriented may be also provided like

� reading of actual current and voltage values;
� management of parameter and parameter lists including parameter changes initial-
ized from local or remote;

� self-supervision;
� operation modes (e.g., test mode) including mode changes initialized from local or
remote.

12.3.6 Data Sending to the Actuators

The decision of the protection processing has to be communicated to the actuator, that is, to
the circuit breaker.

This could be done conventionally by copper wires and relay contacts forming a trip
circuit connecting the trip contact of the protection with the related trip coil in the breaker.
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This trip circuit should be as short and direct as possible. The number of intermediate
auxiliaries should be reduced as much as possible. The supervision is commonly done by
injecting a small current below the tripping level of the coil (contact at the circuit breaker).
Furthermore, some periodical tests of the tripping contact inside the protection IED itself
may be done.

If a serial link is used between the protection IED and the circuit breaker, an IED
commonlynamedBreaker IED(BIED) is needed integrated or nearby to the circuit breaker in
order to operate the breaker and get the breaker response. The supervision of this communi-
cation link complements the self-supervision of the IEDs on both sides. All these supervision
procedures are working continuously and providing a high reliable “trip circuit.”

In some applications, a trip has to be maintained until the maintenance people are
resetting the trip locally (lock-out relay feature). This is done to avoid any reclosing
command, which would reenergize the faulted object without the guarantee that this object
is again healthy. Examples are the power transformer and the busbar. An equivalent
behavior has to be provided by the BIED also.

12.3.7 Process Interface

In case of hardwired connection between sensors and protection and between protection
and actuator (circuit breaker), the process interface comprises all these copper circuits. To
have all interactions and interferences under control, a clear separation between primary
(switchgear) and secondary (protection, control) technology has to be provided. To allow
easy engineering and maintenance, this process interface should be localized near to the
switchgear. Input transformers provide a barrier for analog values like U and I, auxiliary
contacts, input relays, and opto-couplers provide the same for binary indications and
signals. The process interface contains the exchange of data in both directions.

If serial links are applied a maximum decoupling between the protection IED and
sensors, and actuators is given by the fiber optic links. The process interface as such has an
electronic part, that is, the IEDs both at sensor (MU) and actuator (BIED). Depending on
the state-of-the-art of integrating electronics in switchgear, still some short wires,
dedicated fibers or other means may be left between these IEDs and the switchgear.

12.3.8 Circuit Breaker

The circuit breaker has to be able to interrupt any short circuit, which is detected by the
protection as fast as possible. Therefore, the breaking capability of the circuit breaker has
to be carefully supervised.

The fast contact movement needed for the circuit breaker is enabled by proper energy
storage for this high mechanical acceleration needed. The energy storage is realized
either a spring or a pressurized nitrogen tank. This energy storage of the breaker drive is
supervised to guarantee operation of the breaker in general and, especially at least one
Opening (O) after closing by the operator or by the autorecloser. This switching capability
is often called CO. If the trip (O) of the protection and autoreclosing is seen as one
sequence the request may be also formulated as OCO.

The contact nozzles have to be also in good shape to providing contact, to allow for the
pressure buildup needed for extinguishing the arc by a proper gas flow. But the supervision
of the contact nozzle (breaker) wear is not so easy to perform.

Therefore, the first approach is to count the number of switching operation. This
information is provided by the circuit breaker respectively the circuit breaker electronic
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only. The next level of approach is to sum up the number of switched amperes (fault
currents). This can be done with existing means but needs in addition to the circuit breaker
information also the peak fault current from the protection. More precise would be the
integration of the arc power needing the arc voltage, the current, the contact opening time
(start of the fault arc), and the time of the arc extinction. The integrand refers to the power
and, therefore, if the arc resistance is known, it should be proportional to I2. Since the arc
and the arc length are not stable but being extended during the opening its resistance is not
constant. Therefore, the exponent for the current is less than 2. The best guess is 1.8 stable
for more than three decades and confirmed just in Ref. [13].

Since breaking the short circuit is the key task of the protection, the so-called breaker
failure protection acts if the circuit breaker fails to open in case of a fault trip. This function
will repeat in a first step the trip to this failed breaker (eventually to a second trip coil of
the breaker) and in a second step sent a trip to all surrounding breakers in order to
eliminate the fault in the power system. This increases the fault clearing time and decreases
the selectivity but results in any case to switching off the fault current. Details will be
discussed in Section 12.6.5.1 containing the protection principle.

12.3.9 Power Supply

The power supply is generally using the DC supply from the station battery (110VDC or
220VDC) and comprises of a DC–DC converter inside the IED providing the electronic
DC voltages of some volts as needed. This DC power supply is not only used supplying the
IEDs but also input and output circuits, for example, for position indications, control
commands, and protection trips. The station battery has its own supervision system
covering also its load status. The power supply supervision in the IED is based on
measuring both the input voltage coming from the battery and the voltages provided to the
electronics of the IED. Independent from the IEDs the battery itself is supervised on
voltage and stored energy (load status) to be reloaded continuously or at least in time.

In some specific application, the power supply may be taken directly from the
protected object (e.g., from the overhead line) but these systems have to respect the
isolation level and need to have enough power buffer capacity for power-off times. Also
the case of energizing both the protected line and the power supply of the protection IED
has to be considered. The IED and, therefore, the readiness of the protection functions will
lag always behind.

12.4 TRANSMISSION AND DISTRIBUTION POWER
SYSTEM STRUCTURES

Traditionally, transmission and distribution power systems are classified according to the
voltage level as seen in Table 12.1. It is seen that the voltage ranges are overlapping. In real
power systems, we will find in rural areas power systems that have the function of
transmission systems also if the voltage is at about 60 kV and below. On the other side,
power systems with voltage up 220 kV distribute the power in heavy load centers like to the
center of big cities. If we look at the voltage only, we get the impression that there is no
obvious reason to use different protection functions at different voltage levels.

There is a difference in the value of the protected object, for example, HV transformers
are much more expensive than MVones. Another issue is the impact of the destruction of a
component on the power system and supply. This may result in the request for a higher trip
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speed (interrupt higher fault power faster) and in more protection functions applied. There
may be a difference only in the requested trip speed and in EMC.

If we like to discuss the differences in protection of transmission and distribution
networks in more details, we have to consider differences in the structure of these power
systems:

� Distribution power systems have to distribute power from one infeed point to many
consumers. Therefore, they are of radial type or of small rings with one infeed
(Figure 12.10). The protection may be done, for example, with a simple protection
scheme out of overcurrent protection (Figure 12.18).

� Transmission power systems have to guarantee the provision of power to all infeed
point of distribution power systems and control the complete power flow.
Therefore, they have multiple infeed and as highly meshed structure (Figure 12.11).
The protection has to refer to the more complex structure using, for example,
distance protection (Figure 12.24) and high speed dedicated busbar protection.

It may be easily seen from Figures 12.10 and 12.11 where possible faults currents are
flowing and where the chance for protection is to interrupt these currents and clear the

T A B L E 12.1. Allocation of Voltage Levels to Power System Types

Functional Name Main Purpose Voltage Level
Allocated
Voltages

Power transfer power
systems

Bulk power over large distances EHV (extra high
voltage)

400–750 kV

Transmission power
systems

Bulk power over short and
medium distances

HV (high voltage) 50–500 kV

Distribution power
systems

Distribution of power MV (medium voltage)
Systems

3–170 kV

(a) 

(b) 

Figure 12.10. Principle structures of distribution power systems: (a) radial network; (b) ring

network with single infeed.
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faults. In distribution power systems by opening one breaker (tree) or two breakers (ring),
all downstream short circuits are cleared but with relatively low selectivity, that is, a lot of
power users may be impacted. In transmission power systems for the clearance of a fault,
two or more circuit breakers have to be opened to stop the fault current fed from different
sources. But if the faulted part is selectively switched off, the power flow may have in
the meshed power system structure alternative parts. The number of impacted power users
may be minimized.

12.5 PROPERTIES OF THE THREE-PHASE SYSTEMS
RELEVANT FOR PROTECTION

12.5.1 Symmetries

The three phases of the power system are generated symmetrically, that is, with the same
amplitude (here I0 and U0) and power frequency f ¼ v=2p but with a phase difference of
120� respectively 2p/3 (Figure 12.13). Between current and voltage there is a phase
difference w depending on the power system conditions, which will be discussed later.

uaðtÞ ¼ U0sinðvt � wÞ
ibðtÞ ¼ I0sinðvt � 2p=3Þ
icðtÞ ¼ I0sinðvt � 4p=3Þ

iaðtÞ ¼ I0sinðvtÞ
ubðtÞ ¼ U0sinðvt � 2p=3� wÞ
ucðtÞ ¼ U0sinðvt � 4p=3� wÞ

Note: I0 may have a different meaning in different power system equations. Here I0
represents the amplitude of the sinusoidal current.

Because of the symmetry, it is convenient to connect all three phases in one star point.
This is in line with the three-phase transformers at generator or other places where such star
points are realized. The symmetry results in the equation

iaðtÞ þ ibðtÞ þ icðtÞ ¼ 0

which means that not return conductor is needed. Therefore, the symmetric three-phase
system consists of only three conductors, which handle all the power transfer. It should
be noted that this is valid only for a symmetric three-phase system (Figures 12.12).

Using the Euler relationship

ejx ¼ cos xþ j sin x

Figure 12.11. Principle structures of transmission power systems.
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sinusoidal values for current and voltage may be transformed to phasors, that is, to vectors
with amplitude and angle in the complex plane:

AaðtÞ ¼ A0evt

AbðtÞ ¼ A0evt�2p=3

AcðtÞ ¼ A0evt�4p=3

The term vt causes the rotation of the phasors (Figure 12.13). If we are interested only
on relations between the three phases we my neglect this term or, mathematically more
correct, transform the phasors in a coordination system rotating with vt.

12.5.2 Unbalance

In the normal operation state of the power system, the three phases are generally symmetric
but there may be unbalances if the different phases are not equally loaded or by unbalances
in the transmission line. In addition, the symmetry is strongly broken in case of any
nonsymmetrical fault, for example, single-phase-to-earth or phase-to-phase fault
(emergency state). Such unbalanced faults are the most common ones. The impact of
unbalance on the currents is shown in Figure 12.14.

ia(t) ia(t) ia(t)

ib(t)ic(t)ib(t)ic(t)ib(t)ic(t)

Figure 12.12. Three-phase system with star point connection: (a) the three-phase loops; (b) the

three-phase loops combined in the (transformer) star point; (c) the three-phase currents add up

zero in case of symmetry.

240°120°60° 180°

Aa(t)

300° 360°

A0

Ab(t) Ac(t)

120°

120°

120°

t

t
A c

A b

A b

Figure 12.13. From sinusoidal representation to rotating phasors: (a) the degrees indicated the

phase differences between the sinusoidal values (current or volatages); (b) representation as

rotating phasors.
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If the system is symmetric (no fault) and not earthed, the sum of the phase currents
is zero:

iaðtÞ þ ibðtÞ þ icðtÞ ¼ 0

The star point of transmission systems is normally strongly earthed, that is, the
potential of the “Star point (N)” is equal to “Earth.” There exists no fourth conductor
for closing the current flow at potential 0 unequal to earth. Nevertheless, there is the
so-called “protective earth” (potential 0¼Ground) on top of overhead lines to screen
the phase conductors against lightning strokes. It also helps to equalize and reduce the
earth impedance, which may vary from tower to tower and to restrict the surges to
the healthy phases. Today, it is also commonly used as container for fiber optic
communication cables.

Because of the line-ground capacitance, very small capacitive currents may flow from
the conductors to earth and return. Since all three phases contribute about the same to this
effect it will have no impact on the unbalance and neglected by protection. If there is an
asymmetry by uneven loads, unequal phase conductors, or faults, the exceeding return
current comes back by both the earth and ground wire.

In distribution systems, the star point may be earthed alternatively by

� earth resistor Rearth with or without bypass switch;
� dynamic reactance (suppression or Petersen coil), which is tuned to keep the short-
circuit current to a minimum by compensating the capacitance of the power system
(grid);

� a combination of dynamic reactance and (switchable) resistor;
� not earthed at all.

In all theses cases, there is a potential difference between the star point (N) and Earth.
Therefore, unbalance in the phases caused by a fault may create a net current to/from
Earth inet. The sum looks according to the Kirchhoff’s node Law as:

iaðtÞ þ ibðtÞ þ icðtÞ þ inetðtÞ ¼ 0

The current inet may be calculated or more conveniently measured. If this current goes
over some predefined level, a fault is assumed (detected) and the related breaker tripped.

Earth

Rearth

Star point

ia(t)

ib(t)

ic(t)

i0(t)

inet(t)

ires(t) = io(t)

inet(t)

Figure 12.14. Currents caused by unbalance of faults in the three-phase systems.
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In lower voltage distribution power systems, the star point may be not grounded at all
and its potential 0 respectively the residual current named Ires or I 0 may be transported via a
fourth conductor not only as earth wire for overhead lines but also as conductor in cables.
The Kirchhoff’s law results in:

iaðtÞ þ ibðtÞ þ icðtÞ þ iresðtÞ ¼ 0

respectively

iaðtÞ þ ibðtÞ þ icðtÞ þ i0ðtÞ ¼ 0

If also in this case the star point is grounded, the sum of all involved currents is zero:

iaðtÞ þ ibðtÞ þ icðtÞ þ inetðtÞ þ iresðtÞ ¼ 0

If one of these currents, especially inet and/or ires goes over some predefined level, this
event may be used both for a phase fault detection and short-circuit trip.

12.5.3 Symmetrical Components

Instead of measuring the additional components ires and/or inet as discussed in
Section 12.5.2, the easy and everywhere measurable three phases are transformed into
other alternative systems retaining the three-phase system properties but facilitating the
asymmetry and fault detection and all derived protection functions, respectively.

The asymmetric three-phase system in phasor representation (Aa; Ab; Ac), that is,
amplitudes different in each phase and the angle between the phases unequal to 120� (2/3p)
may be transformed in the so-called symmetrical components (Aþ

; A
�
; A0) as seen in

Figure 12.15. The symmetrical components consist of three symmetrical three-phase
systems with different length represented each by one phasor, that is:

Ac

Aa

Ab

120°

120° 120°

A+
a

A+
c

A+
b

120°

120° 120°

A–
b A–

a

A–
c

Asymmetric three-phase system

Symmetrical components

Positive sequence 
components: A+

Negative sequence 
components: A–

Zero-phase  sequence 
components: A0

A0
a A0

b A0
c

1 2 3 120

a b cA A A
1

2

3

Figure 12.15. Transformation of the three phases into symmetrical components.
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� Positive sequence components (Aþ
a , Aþ

b , Aþ
c ) consisting of three symmetrical

phasors, that is, with the same length and the angle difference 120� (2/3p) rotating
in the same direction as the original system with angular velocity v with the original
phase sequence a! b! c.

� Negative sequence components (A�
a , A�

b , A�
c ) consisting of three symmetrical

phasors, that is, with the same length and the angle difference 120� (2/3p) rotating
in the same direction as the original system with angular velocity v but with the
opposite phase sequence a! c! b.

� Zero sequence components (A0
a, A

0
b, A

0
c) consisting of three symmetrical phasors, that is,

with the same length and the angle difference 0� (0p) rotating in the same direction as the
original system with angular velocity v where the phase sequence has no meaning.

� There is a fixed angle difference a between the positive sequence components, for
example, Aþ

a and the negative sequence components, for example, A�
a as seen in

Figure 12.15.
� There is a fixed angle difference b between the positive sequence components, for
example,Aþ

a and the zero sequence components, for example,A0
a as seen in Figure 12.15.

The transformation equations are as follows [14]:

Aþ
a

A�
a

A0
a

2
664

3
775 ¼ 1

3

1 a a2

1 a2 a

1 1 1

2
64

3
75
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a

A
b

A
c

2
64

3
75

The extension to the three phasors per symmetrical sequence reads as:
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b
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1

1
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2
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The transformation back using A
X ¼ Aþ

X þ Aþ
X þ A0

X

A
a

A
b

A
c

2
64

3
75 ¼

1 1 1

�a a2 1

�a2 a 1

2
64

3
75

Aþ
a

A�
a

A0
a

2
664

3
775

This transformation may be done both for voltages and currents. It is used mostly for
currents to detect very sensitive the fault currents in the symmetrical sequence components
A� and A0 (I� and I0) deviating from zero.

12.6 PROTECTION FUNCTIONS SORTED ACCORDING
TO THE OBJECTS PROTECTED

12.6.1 Protection Based on Limits of Locally Measured Values

If one or more parameters (current, voltage) are locally measured and these measurands
provoke by limit crossing the decision to trip a local breaker then the fault is cleared if
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not a second infeed to the fault exists. This limits may graphically look like a simple
boundary line or have complex structures, for example, in the complex impedance
plane but they are called the characteristic of a protection function. In this chapter,
some characteristics are mentioned but for the multitude of all the details the reader
has refer to the fast amount of protection books or the data sheet of a dedicated
protection IED.

This kind of local protection is very well suited for distribution networks with one
infeed only as shown in Figure 12.10. A typical protection for this application is the
overcurrent protection.

12.6.1.1 Overcurrent and Time Overcurrent Protection. If the protection trips
immediately after crossing the preset limit, we have a Protection with an Instantaneous
Overcurrent Function. If the trip is delayed, we have a Protection with a Time Overcurrent
function. The delay is fix as soon the fault current has reached a certain limit. This
protection is called Definite Time Lag (DTL) function (I>). Generally, this type of
protection has a second set of settings with short time trip in case of very high currents
(I�). If the overcurrent functions responds continuously faster to heavier currents, it is
called Inverse Definite Minimum Time Lag (IDMT) function. Also other curves may be
applied. These protection functions can be used as main protection in distribution net-
works, that is, mainly in radial networks with single infeed or as backup protection in
transmission networks. To avoid that in case of high currents, the inverse overcurrent
backup function trips faster than the main protection, always this minimum time lag
(IDTM) has to properly set (Figure 12.16).

12.6.1.2 Overload Protection. The load, that is, temperatures inside the protected
object may often not be measurable with reasonable effort but have to be simulated based
on current measurement with appropriate model parameters inside the overload function.
Any load bias is taken into account by this thermal replica in accordance with the heating
and cooling curves. Alarm signals or trip commands are issued if in this thermal replica set
temperature limits are exceeded. Such overload functions are used for objects that can
overheat like transformers and motors, but less commonly for cables or overhead lines for
which the thermal replica is more complex. The quality of this protection depends strongly
on the accuracy of the thermal replica and the parameters used. An example according to

I [A]I >>I >

tI >

tI>>

N
o 

tri
p

I [A]

N
o 

tr
ip

(a) (b)

[ms]tΔ [ms]tΔ

Figure 12.16. Characteristics of overcurrent protection: (a) two stage DTL; (b) IDMT function.
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IEC 60255-8 [15] is given in the following equation:

dQ

dt
þ 1

toil
�Q ¼ 1

toil
� I

Imax

� �2

(12.1)

where

Q is the oil temperature (�C) either at top-oil or hot-spot;
I is actual transformer load (A);

Imax is maximum permissible load current (A);

toil is appropriate oil time constant, either top-oil or hot-spot.

12.6.1.3 Frequency Protection. The frequency is evaluated based on one local
voltage measurement. The deviation of the frequency from the rated one is a good
indication for an unbalance between produced and consumed active power (P) as seen
from the P–f relationship valid in power system. Therefore, if the frequency (f) goes
stepwise above (f> fhl) or below set limits (f< fLim1,fLim2) or decays (df/dt) at an
unacceptable rate, quick action is needed.

In case of underfrequency load shedding, in case of overfrequency generator
shedding is indicated. A more complex reaction is islanding, that is, the split of the
power system in self-containing parts. Generally, load shed has to be not more than
necessary to avoid unwanted interruption of power supply for the consumers. The best
response is given if not only breakers are opened according to some predefined priorities
but according to the actual measured load behind the breakers. This improves the
classical frequency protection and load shedding to an optimized or adaptive load
shedding (Figure 12.17).

This protection cannot be seen as a local one because local measurement (maybe
complemented with decentralized load measurement) may act on the local and many
remote breakers.

12.6.1.4 Voltage Protection. There are undervoltage and overvoltage protection
functions because both overvoltages and undervoltages may cause malfunctions at user’s
site (power quality) and may damage the protected object. Examples are the overvoltage
for power transformers and the undervoltage for generators.

The voltage used for protective decisions can be the directly measured phase-to-phase
or phase-to-earth voltage separately per phase or some calculated voltages representing the
three-phase system as such. This transformation is enabled by three-phase properties and
the results are the so-called symmetrical components, that is, the positive, negative, and
zero sequence voltage (Figure 12.15). It should be noted that the same is possible for the
phase currents also.

12.6.1.5 Limit Supervision and Protection. Other protective devices used for
dedicated objects in the substation include, for example, protection for interturn faults,
for appearance of unwanted negative sequence values, and against reverse power flow for
generators. Buchholz protection, temperature monitors, oil level indicators, oil and air flow
indicators are used for power transformers. Insulation monitoring is common for all
components on potential enclosed by an insulation medium like SF6, oil and dry insulation
material. For gas (density) and for liquid (level) insulation, there exist at least two levels:
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Level 1

Insulation still provided (> 100%) but medium below the start level

Supervision alarm and request for refilling the insulation medium!

Level 2

Insulation at the limit (� 100%) or already below

Protection trip to remove voltage for expected danger!

12.6.1.6 Protection with Improvement of Selection by Time Delays. In a
radial distribution power system with one infeed as shown in Figure 12.18, any fault should
be cleared as downstream as possible to avoid that nonfaulted branches are switched off.

t (s)

Step 2 Step 3
Step 1

P (MW)

Step 2

Step 3

Step 1
Old power
balance 

Loss of some 
power generation 

f (Hz)

t (s)

f0

fLim1

fLim2

t (s)

New power
balance 

(a)

(b)

f [Hz]

t (s)

Old power
balance 

Loss of some 
power generation 

New power
balance 

f0

fLim1

P (MW)

1tΔ 2tΔ

1tΔ 2tΔ

Figure 12.17. Classical frequency protection (a) and adaptive load shedding (b).
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The simple overcurrent protection used typically in such nets has neither fault direction
detection nor a communication between the relays. Therefore, the time delay between start
(fault detection) and trip is the only parameter to improve the selectivity. Grading this delay
between and along the branches means shorter delays for more downstream located relays
(acceleration). Protection IEDs near the end of the branches trip first in trying to minimize
the impact on the branch. If not successful, then according to the longer delay the next
upstream relays trips and so on until the protection next to the fault trips and stops the fault
current. Typical faults locations are indicated as flashes in Figure 12.18. The only problem
is that for upstream fault the clearing time may be reasonable long. Therefore, the proper
grading of the delays is the key.

12.6.1.7 Protection with Improvement of Selection by Communication.
Figure 12.19 represents a radial power system, typically in distribution level. The over-
current functions are time-graded. That means the protection installed at the secondary side
of the transformer feeding the busbar (upstream overcurrent function) is delayed compared
to the ones installed in the feeders (see Figure 12.18). Therefore, a fault on the busbar will
be cleared after an unwanted delay.

I >

I > I > I >I >

Fault
detection 
and 
Trip delay

Fault
detection

Fault
detection

Fault
detection

Fault
detection

Figure 12.19. Reverse blocking of overcurrent relays in radial networks.

I >

I > I >

I > I > I > I >I >

2.5 s

1.0 s 0.5 s
I >

0.1 s

0.1 s0.5 s1.0 s1.5 s2.0 s

Figure 12.18. Grading (acceleration) of overcurrent delay times in radial networks.
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But it is possible to accelerate the tripping and fault clearance by using communication
between the protection IEDs. If there is a fault at one of the distribution lines outgoing from
the busbar (feeders), it will be detected both by the related feeder overcurrent protection
and by the upstream overcurrent protection creating a start signal. If the fault is on the
busbar, the upstream overcurrent function only will detect the fault.

If the feeder overcurrent protection has detected a fault, it will send its start signal to
the upstream overcurrent protection. This protection will wait for tripping according to
its time-graded delay giving the feeder overcurrent a chance to clear the fault. If the
upstream overcurrent protection has detected the fault but within a reasonable short time
no start signal comes from the feeder protection a fault at the busbar is assumed and
the upstream overcurrent function will trip without further delay (protection or trip
acceleration). This scheme is generally known as reverse blocking in the sense that the
fault detection in the feeder is increasing the delay in the upstream relay, that is, blocking
it for some time.

Also in case of loss of communication or of feeder protection failure, no acceleration
takes place and the selectivity remains based on time-grading as in Figure 12.18.

12.6.2 Protection with Fault Direction Detection

12.6.2.1 Directional Protection. This type of protection measures locally current
and voltage and is able to detect the direction of the fault. A fault changes the angle between
the rotating phasors for current and voltage as seen in Figure 12.20. If the fault voltage phasor
UF is seen fixed at the vertical (imaginary) axis of the phasor plane, then the fault current
phasor IFwill be in the first quadrant. If the fault is in forward direction andwill be in the third
quadrant, the fault is in the backward direction. The reason for this behavior is that the fault
arc is a resistive element between phases or phase-to-earth changing the line impedance
producing the mentioned phase angle difference. Therefore, we may see the fault direction
also in the quadrant where the fault impedance ZF calculated out of UF and IF is located.

Z
F ¼ U

F

I
F

(12.2)

UF
IF

IF

X

R

First quadrant
indicating current
for forward faults 

Third quadrant
indicating current

for backward faults 

(a) (b)

ZF

ZF

First quadrant
indicating impedance
for forward faults 

Third quadrant
indicating impedance

for backward faults 

Figure 12.20. The principle of fault direction detection: (a) phase angle; (b) fault impedance.
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As for all directional functions, current and voltage are used for calculations both have
to be measured time coherently, that is, nearly exactly at the same time meaning a jitter of
the order of 1ms. This has to be considered especially if voltage and current are measured
in different IEDs and being transmitted as samples in serial telegrams. It has to be regarded
also that the voltage may be influenced by the short circuit. Especially in case of near fault
in the power system, the voltage drops considerably and the directional measurement
becomes difficult. Therefore, some so named “healthy voltages” are used, that is, voltages,
which are not dropping due to the fault or which have been memorized before the fault has
happened. Note that forward and backward have to be always defined.

The directional function can be added to the overcurrent function in order to build a
so-called Directional Overcurrent Protection. IEDs with such a function are typically used
for ring networks with single infeed (see Figure 12.10) or on the lower voltage sides of
parallel operating transformers.

A special version is the Directional Earth Fault Protection, which is based on the
neutral voltage U0 and neutral current I0.

12.6.2.2 Improvement of Directional Protection by Communication. The
directional protection (PDIR) gives the direction to the fault but not the line segment where
the fault is located. Therefore, directional protection as such is used often at distribution
level for rings with single infeed because the pure time delay grading alone is not suited for
a ring since following a ring instead of a brunch we come to the infeed again. Starting with
the same grading at both sides of the ring near to the source directional information will
discriminate on what side of the ring the fault may be located.

If there is a communication between directional protections transmitting only the fault
directions as seen by all related protections, the fault may be allocated to the faulted line
segment as seen in Figure 12.21.

In case (a), the fault directions evaluated by the directional protections on both sides of
the line show the opposite directions but both in direction of Line 12. Therefore, they agree
that the fault is on the line segment between substation 1 and substation 2 (Line 12) and
may trip the circuit breaker on each line end. In case (b), both directions to the fault are not

I>

Substation 1 Substation 2

(a)

(b)

Communication

Line 12

i1(t)

I>

u1(t)

Line 23

I>
Communication

Line 12

I>

Line 23Substation 1 Substation 2

u2(t)i2(t)

u1(t) i1(t) i2(t) u2(t)

Figure 12.21. Directional line protection: (a) fault on Line 12; (b) fault on Line 23.
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opposite and point in direction of Line 23. Therefore, both protections may conclude the
fault is not on their line but somewhere behind substation 2.

In Figure 12.22, there is a single busbar shown with 5 connected lines all equipped
with directional protection. If in case of a fault the direction evaluation of directional
protections points to the busbar, the fault must be on the busbar and all line breakers are
tripped (opened). If there is one fault direction not in line with all other fault directions the
fault is not on the busbar but on the deviating line.

Directional protection with its communications (only low transmission capacity is
needed) has a high selectivity and is seen as object protection scheme because protecting
the whole objects and only this (e.g., a line).

Note: Busbar protection based only on the directional criterion is used only in some
particular distribution application and cannot be used in higher voltage level due to
reliability aspects and more busbar arrangements.

12.6.3 Impedance Protection

12.6.3.1 Distance Protection. If the line impedance ZL as seen at the voltage and
current measuring point is continuously monitored a sudden change of this valued indicates
that a fault has happened. The new value is the above mentioned fault impedance ZF
(Figure 12.23). By comparing ZL and ZF the distance to faultmay be calculated. Therefore,
this protection is called distance protection.

The distance protection is one of the most common protection types since it gives by
measuring voltage and current at one point already a very selective information about
the fault. Same as alreadymentioned for the directional protection in Section 12.6.2.1 a high
time coherence between current and voltage in the order of 1ms is needed for correct results.

The faulted object is to be protected, for example, a line with a given L (km)
respectively impedance Z (0.2–0.4Ohm/phase and km for overhead lines). Within this
protected line, the calculated fault impedance may be allocated to the fault location. The

I> I> I>

I> I>

Line 1 Line 2 Line 3

Line 4 Line 5

Busbar

C
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m
unication

Figure 12.22. Directional protection being use as busbar protection.
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measured distance to fault may also be beyond the limit of the next substation, which may
have a lot of lines or, more generally, connect the complexity of the power system to the
protected line. Therefore, an allocation of a fault distance to the fault impedance is not
possible in any case. Regarding the clearance of remote faults seen by the local protection
will interfere with remote protections. Also, complete protection schemes have to solve
these problems involving delay times and also communication.

The whole range of accessible fault impedances is grouped into so-called protection
zoneswhere the first zone refers to the line to be protected and higher zones tomore andmore
remote faults. Since faults in backward direction are visible also backward zones may be
defined. IEDs for distance protection comprise normally one to four forward zones and one
backward zone. The tripping characteristic is represented in the impedance plane as complex
polygons or circles. The first zone covers only about 80–85% of the line to get a selective
decision if the fault ison the lineclearalsonear the line end.Sucha fault is trippedveryquickly
by the distance protection. Fault seen in other zones refer to the remote line end (the last
10–15%) and beyond. To keep the selectivity and give other distance protections the chance
for fast tripping in their first zones, trips in higher zones are normally delayed. The
overlapping zones in both directions and the time delays Dt are shown both in Figure 12.24.
For better visibility, both the circuit breakers and the backward zones have been left out.
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ZF
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Z <
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Substation BSubstation A
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Figure 12.23. The principle of distance protection.
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Figure 12.24. Example for a distance protection zones referring also to trip time delay Dt.

PROTECTION FUNCTIONS SORTED ACCORDING TO THE OBJECTS PROTECTED 767



The optimal protection schemes with the best selectivity tripping only the faulted part
needs a coordination of the finding of the local distance protection with the distance
protection at the other side of the line. In the past, the most common communication
method was the analog power line carrier with a very low bandwidth. Together with the
supervision of the carrier only very few signals for blocking and releasing the protection at
the other end of the line have been communicated. The protection schemes today are still
referring to this state. Modern digital communication methods with high bandwidth allow
transferring the complete view of the protection IEDs and more efficient protection
schemes in the future. The arc in the top of the distance protection IED (Z<) shows
the defined forward direction.

As further requirement the distance protection has to provide a clear indication, which
phases are concerned by the power system fault (phase selectivity). This is very important
in case single-phase tripping and single-phase autoreclosing is applied.

It is not discussed here that in case of parallel lines the mutual coupling of two lines is
influencing the impedance and has to be considered in the equations and, therefore, in the
protection settings.

12.6.3.2 Special Impedance-Based Functions.

POWER SWING BLOCKING FUNCTION. This function is also based on impedance and
generally used together with the distance protection function. In case of power swing, the
distance protection should not give wrong trip. The evolution or the slow change of
the measured impedance is monitored and used as criterion in order to block the distance
protection trip. This slow change can be easily checked based on the change of the
calculated quantity DUcosw (w is the angle between voltage and current). In several
applications, the slow change is just detected by the time needed to cross two impedance
characteristics.

POLE SLIPPING PROTECTION OR POWER SYSTEM ISLANDING. This function is also based on
impedance. In case of out of step due to a pole slip inside the generator or due to the fact
that the synchronizing torque between two power system parts is not strong enough, it is
necessary to trip. The pole slipping function is based on changes of the measured
impedance where at least two main conditions have to be fulfilled. First, the impedance
vector has to cross over from one quadrant to the other one in the complex impedance
plane. Second, the slip has to be near to the device location, that is, the impedance vector
has to be inside a certain impedance zone. Sometimes as third condition, it is added that the
impedance vector has to leave again this impedance zone.

12.6.4 Current Differential Functions

12.6.4.1 Differential Protection. These functions use for an object (line, trans-
former, busbar) within incoming and outgoing current carrying lines one of the Kirchhoff’s
laws, that is, the sum of all these current must be zero, SiiðtÞ ¼ 0 (Figure 12.25). Since the
measurements are made at the object boundaries and any deviation from zero must result
from current loss by a short circuit, inside the object this protection function is by definition
an object protection function. Since the algorithm to sum up currents is faster than the
calculation of directions or impedances, differential protection is faster than the directional
or distance protection.
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Since Kirchhoff’s Law is valid in each instant of time, instantaneous currents have to
be measured and summed up. This means that also here a high time coherence in the order
of 1ms of all involved current is requested. In addition, the distance between the current
measuring points depends on the extension of the object, at least for line differential
protection serial transmission of coherent current values is needed but today it is also
convenient for busbar protection. The collection of the instantaneous currents can be done
in a decentralized way (BU BBP) and the trip may be decided centrally (CU BBP) or
distributed but normally the IEDs measuring or collecting the current on this distributed
measuring points issue also the trip to the allocated circuit breakers.

For Transformer differential protection (Figure 12.26a) the impact of the transformer
ratio on the currents has to be considered: i2ðtÞ ¼ u1ðtÞ=u2ðtÞð Þi1ðtÞ for healthy
transformer.

Because of its high selectivity and sensitivity, current differential protection schemes
do not wait after detection of a fault until they trip, that is, these protections have no start
but only a trip. To get a stable sum also in case of saturation in the current transformers, the
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For transformer differential protection (left)
the impact of the transformer ratio
on the currents has to be considered:
i2(t) = (U0,1/U0,2) i1(t) for healthy transformer

i1(t)
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Figure 12.26. Transformer (a) and line differential (b) protection examples.
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Figure 12.25. Kirchhoff’s node law as basis for any current differential protection.
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tripping condition according Kirchhoff’s law is scaled by the sum of absolute values
involved:

P
ii tð ÞP
ii tð Þj j ¼

Di tð ÞP
ii tð Þj j <

DILimitP
ii tð Þj j without faultP

ii tð ÞP
ii tð Þj j ¼

Di tð ÞP
ii tð Þj j >

DILimitP
ii tð Þj j with fault

(12.3)

12.6.4.2 Application Issues for Busbar Protection. The busbar in a substation is
a node in the power system. According to Kirchhoff’s law, the sum of all incoming and
outgoing currents has to be zero. The busbar protection acquires and sums up all these
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Figure 12.27. Line differential protection for a T-Line.
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Figure 12.28. Busbar differential protection exampled (double busbar).
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currents to the differential current (Di(t)). If DI(t) exceeds the preset value DILimit, all
connected feeders are tripped (Figure 12.28).

It has to be noted that the busbar is not just a simple node butmay consist ofmultiple bus
sections and protection zones. Common are 11/2 breaker and double busbar schemes. For
double busbar schemes, each feeder may be connected alternatively to one of the busbars by
busbar isolators. To identify the actual node configuration, a dynamic busbar image
(topology) out of the status position of all isolators has to be created. This allows both
summing up the correlated currents and tripping in case of a busbar fault only the faulted part.

Today, IED-based (numerical) busbar protection systems are installed. Because of the
computation power provided today, other functions like end fault protection (elimination
of fault between open breaker and the current transformer), breaker failure protection,
timed-overcurrent protection, undervoltage protection, and phase discrepancy monitoring
may be integrated.

Very commonly today, busbar protection consists of one central unit (CU BBP) to
calculate the current difference andmake the trip decision, and one decentralized unit per bay
(BUBBP) for data acquisition and trip execution. In theBU, line protection functionsmay be
integrated also, that is, for the main 2 protection or at least for the backup protection.

12.6.4.3 Application Issues for Line Differential Protection. The communi-
cation for transformer and busbar current differential protection is inside the substation, the
communication for line current differential protection between the substations. Therefore,
the line differential protection needs some special considerations (Figures 12.26b, 12.27).

The requested time coherence in the range of 1ms for the data on both sides of the line
is achieved historically by a proper “hand-shake” done measuring the propagation time and
adjusting by this the local clocks for the synchronized sampling in the IEDs on both sides of
the line. Today, more and more the synchronization is made with help of GPS-based clocks
making the synchronization independently from changes in the propagation time and the
compensation algorithms. More and more also the line differential protection should deal
with communication network changes and rerouting/reconfiguration but it is very impor-
tant to have both a reliable link, which is not provided by public networks and as well a
backup protection function, which is independent from any communication link.

Note that IEC 61850 Ed.1 [5] as standard for communication inside the substation
provides all means for serial communication of currents for transformer and busbar
differential protection. IEC 61850 Ed.2 [16] (last part finalized beginning of 2013) will
cover also the communication between substations and, therefore, provide the communi-
cation means for line differential protection.

The differential protection is a very selective object protection. The protected zone is
defined by the location of the current transformers. For correct protection operation, the
communication link has to be supervised properly. To cope with the loss of the communi-
cation link, line differential protection is generally complemented by another protection
function like distance or directional overcurrent protection.

12.6.4.4 Comparative Protection as Simplified Differential Protection. For
this protection, the variables measured at beginning and end of the protected object are not
compared per sample (amplitude and phase angle comparison in vector representation) but
as averages in a certain time window (e.g., for half-wave of sinusoidal values). Then the
coincidence (phase comparison protection) or the equal signal direction (signal compari-
son) is checked. Such protection schemes require a much lower communication bandwidth
between the IEDs at the ends compared to current differential protection (Figure 12.29).
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12.6.5 Protection-Related Functions

12.6.5.1 Breaker Failure Protection. Since breaking the short circuit is the key
task of the protection, the so-called breaker failure protection acts if the circuit breaker fails
to open in response to the protection trip. This protection-related function will repeat in a
first step the trip to breaker to the same or to a second trip coil of the breaker if applicable.
If not successful the breaker failure protection sends in a second step a trip to all
surrounding breakers in order to eliminate the faulted part in the power system. This
results in any in fault clearing but with a delay, which should be kept acceptable. For this
second step, the breaker failure protection needs to know the actual topology and,
therefore, the breaker failure protection can be successfully implemented in the same
IEDs as the busbar protection using the busbar image of the busbar protection.

12.6.5.2 Autoreclosing. In case of faults on overhead lines, the line protection (e.g.,
time-overcurrent, directional, or distance protection) interrupts one or all three phases to
cut off the power infeed into the fault. Assuming a transient fault the line or respectively its
power supply capacity should be switched on again as soon as possible. For this purpose,
the protection-related function autoreclosure is used. This function provides normally a
closing sequence of one fast step and sometimes also two or more additional slow ones.
If the closing step is successful, the autoreclosure function is reset. If the fault persists,
the protection will trip again and the next autoreclosing step is initiated until the number of
pre-set autoreclosing steps is reached.

After the first unsuccessful step, which can be single after a single-phase trip or three-
phase trip after a multiphase trip, tripping and autoreclosing are done normally in the next
steps for all three phases independently from the first step. Also, the so-called evolving
fault, that is, the development from a single phase to a three-phase fault before the start of
the first reclosing operation has to be covered. There exist a big variety of autoreclosing
schemes with marginal differences based on the users’ philosophy. Autoreclosing assumes
an appropriate communication between the protective IED(s) and the autoreclosing one.

–
+ + + + + + + +

–––––––

PCR PCR PCR PCR

Trip Trip

Anticorrelation Anticorrelation Correlation Correlation
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Figure 12.29. Comparative protection example.
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12.6.5.3 Synchrocheck. The synchrocheck function is used as additional (protec-
tion related) function to the slow steps (> 1) of the autoreclosing functions to check the
synchronisms before reclosing. Synchronism means that the differences of voltage,
phase angle, and frequency from both sides of the circuit breaker are within a pre-set
range. The synchrocheck function is also used in case of manual close commands by an
operator.

12.7 FROM SINGLE PROTECTION FUNCTIONS
TO SYSTEM PROTECTION

12.7.1 Single Function and Multifunctional Relays

There is a trend driven by cost issues and enabled by technology to reduce the number of
protection IEDs by integrating more and more function within one IED. The enabling
technology is microprocessors getting more powerful and memories getting larger. The
discussion is given in more detail in Ref. [15].

As a result of integration, there has already been a substantial reduction in hardware in
comparison with the one device per function approach of the past (Figure 12.30). In the
boxes representing IEDs, the implemented functions are indicated by the Logical Nodes
names according to IEC 61850 [5].

� CSWI: Control function object for circuit breaker and other switches; one instance
per switch needed.

� PDIF_L: Line differential protection object; line indication _L not according to IEC
61850.

� PDIS: Distance protection object; one instance per zone needed.

Bay control unit

Main 1

Main 2

Bay unit BBP

Bay control unit
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Bay unit BBP & 
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with
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and
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Figure 12.30. Trends to integrate protection functions in multifunctional relays.
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PDIF_B: Busbar differential protection object; busbar indication _B not according to
IEC 61850; brackets not according to IEC 61850 indicate the bay unit part of
decentralized busbar protection.

A vast majority of utilities have accepted the advantages of function integration. In
transmission, the highest accepted level of integration today is 3 or 4 IEDs for a typical
Double Busbar bay, namely one unit for controlling and two units for feeder protection, that
is, one each for Main 1 and Main 2, and may be a fourth unit for the bay unit of
decentralized busbar protection or other functions needed, that is, (a) in Figure 12.30.

The next step already accepted partly today is to combine in the bay unit of the busbar
protection also protection functions like Main 2 according to (b) in Figure 12.30.

The already mentioned (N� 1) condition states the following requirement: Even in
case that one of the secondary equipment is out of operation (under test, component failure,
blocked), tripping in due time and with acceptable selectivity shall be possible. This also
applies to a certain extent to CTs, VTs, and CBs. Since current/voltage transformers and
circuit breakers are expensive, these are not duplicated. Instead, redundant cores and trip
coils are made available. This must be considered for the use of NCIT and the process bus.

The consequence of the (N� 1) condition for bay control and protection is that there
have to be at least two independent IEDs and two independent communication paths also in
the future. If in each of the two remaining IEDs also control functions may be implemented
and thennotonly protectionwould be redundantbut also control as seen in (c) inFigure12.30.
This is normally not requested if the control functions having its dedicated IED. The
integration of the control function in the protection IED is already common at distribution
level today resulting in one IEDper bay. In case of two IEDs per bay at transmission level, the
same integration may happen for Main 1 and Main 2 resulting in a redundant control also.
This was not yet requested in case of dedicated control IED but is a challenge for the future.

12.7.2 Adaptive Protection

Protections have parameters combined commonly to parameter sets, which are switched over
in case of changing power system conditions. This switchover is done up today nearly
exclusively by the operator or a protection specialist. Some solutions imply a time-based
switchover. Tomake an optimized use of protection in any situation, the parameter sets should
be switched over or adopted automatically based on the actual power system conditions.

12.7.3 Distributed Protection

12.7.3.1 Differential Object Protection Functions. Functions like the busbar
protection may be implemented by using more than one IED, that is, on bay unit (BU BBP)
per bay/feeder and one central unit for the trip decision (CU BBP) as seen already in
Figure 12.28. The function of this CU may be distributed in the future to all bay units
sharing the trip decision as it was possible for interlocking implementations. It may be a
benefit that part functions of distributed protection functions are realized process (switch-
gear) near but they work only if all included IEDs are healthy and able to communicatewith
each other. Nevertheless, a graceful degradation may be considered. An additional step in
decentralization may be reached if in the future the careful designed process bus according
to IEC 61850 is a commodity. Another distributed function besides the BBP is other current
differential functions like this one for the line. Only if IEDs on both sides work together the
protection function may be performed.
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12.7.3.2 Directional Object Protection Functions. At first glance directional
functions (directional overcurrent, distance) work standalone in one IED. If they are
interconnected by communication to protect selectively, one object they may perform this
task only together, that is, the form a distributed object function as seen, for example, in
Figures 12.21 and 12.22. The key is again reliable communication.

The wide area protection as discussed below may be seen as a very special distributed
function. The protected object is a part of the power system or the complete one.

12.7.4 Wide Area Protection

Protection just reacts by definition in case of a fault in the power system based on current
and voltage measurement as discussed before. For these local protections, there is no global
information about system stability available, which would allow counteracting in time
against developing instabilities.

If there is global information, that is, from a wide area of the power system available,
system-wide monitoring and protecting functions may be realized. Such wide area
information is collected from all or at least many nodes in the power system by so-called
phasor measuring functions implemented either in dedicated units (PMU) or in protection
IEDs, which collect both current and voltage phasors with a time coherence of 1ms (see
Section 12.3.4.3) using GPS-based time synchronization. This phasor information is sent to
a centralized function called Wide Area Protection System (WAPS) or System Protection
System (SPS) implemented either in a stand-alone IED or as function in one of the IEDs
(computers) in the network control centers (Figure 12.31).

It monitors all the collected phasors and may support getting a time snapshot of the
power systemnamed state estimation.Theconventional state estimation is time consuming to
overcome by many iterations the sensor specific response behavior and the bad time
coherency. At least the time coherency of the data from the synchronized PMUs is much
better and the iterations needed are drastically reduced. The power system equations
(globally applied Kirchhoff’s laws) are as function implemented in theWAPS/SPS. Solving
this equationswith the PMUdata allow to decide if the power system is running stable or if an

WAPS NCC

PMU PMU PMU
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Substation nSubstation 2Substation 1 ………..

Time 
synchronization

Figure 12.31. Example for the physical setup of a Wide Area Protection System.
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instability is existing, which may cause after some time (typically from some 100ms to few
minutes mainly depending on the inertia of the feeding generators), for example, voltage
collapse and, therefore, a blackout. The result may be some alarm for the operator similar to
the start of local protection and—if implemented and accepted—after some delay and
adapted to the power system situation trips (switch off circuit breakers) to initiate load
shedding or islanding the system. The goal is to come back to power system stability by the
actions of the operator or of the automatics. Therefore, the requirements for many time
coherent data are high, for the requested response time low compared with local protection.

FACTS (Flexible AC Transmission Systems) devices allow to control the power flow
continuously, for example, by changing the phase angle and may be also controlled by the
wide area protection [17]. If these power electronic devices are available, the wide area
protection may act very adaptive. It should be noted that wide area protection without and
with FACTS has to be very carefully coordinated with all the more local protection
schemes applied in the power system.

Monitoring and alarm functions are already implemented in some projects; the very
complex protection functionality is still in the phase of development or collecting some
first experience. It should be noted that global and local protection functions have to be
carefully coordinated.

There are some instabilitymodes in thepower system. InFigure 12.32, thevoltagecollapse
of a line caused by exceeding the power delivery capacity from source to load is given.

The parabolic type of curve is given by the solution of the nonlinear power system
equations. To be on the safe side of the stability limit, some safety margin exists between
the limit until the movement to the collapse is slow allowing counteractions and the
absolute limit where the voltage collapse would happen very fast.

12.7.5 General Guide

12.7.5.1 General Recommendations for Protection Application. The protec-
tion is like an assurance for the power system and for the protected object. That means the
whole protection system will cover and eliminate more risks in relation with fault or
incidents in the power system. Generally, also more complicate networks will request more
sophisticated protection systems.
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Figure 12.32. Example for power system stability: power transmission of a line and voltage.

776 POWER SYSTEM PROTECTION



For example, in low voltage radial power system simple overcurrent relays could be
sufficient; the backup functionality is realized by the remote installed devices with time
delay (Figures 12.3 and 12.18).

In higher voltage levels—transmission networks—the clearing time (no danger of
stability loss in case of a fault) will be the main aspects to considered, independently of the
fault in the power system and taking also into account a possible failure in the protection
chain (condition N� 1). This leads to the concept of “Main 1–Main 2” with high
performance of the two protection schemes (Figure 12.4).

In this respect, the protection engineer has to consider the incidence of a fault in any
location in the power system. Typical examples for better understanding are as follows:

– Fault in the last 10–15% of the line to be cleared with respect of the clearing time.

– Busbar fault to be eliminated according the clearing time requirements (protection
given by the second zone of the remote distance protection to slow).

– Detection of fault between bus and bushing measuring current transformers in
power transformer, between open breaker and current transformers in busbar, and
so on.

– Detection of high impedance fault in overhead lines: need for specific function in
order to fulfill this requirement. The use of the higher zones of the distance
protection can lead to wrong trip (and can have a significant impact leading to
blackout).

This last example shows that there is a specific protection function for any application
(location and type of fault). Generally, trying to use one function in order to solve another
application than its specific one leads to strong restrictions or even to dangerous mal
operation. In this respect, the probability of some specific faults should be considered. A
typical example is a fault between parallel lines in high voltage power system. This
probability is not negligible and it should be avoided that all six phases (two three-phase
lines) are tripped in case of a fault “one phase on line 1—another phase on line 2) if a
single-phase autoreclosing is foreseen.

The (N� 1) condition for protection means

– existence of a backup protection in case the main protection chain fails; backup
protection is generally delayed compared to the main protection and will trip slower
and larger area in the power system (less selectivity, see Figure 12.3);

– to avoid the disadvantages mentioned above, it is necessary to install a second main
protection (Figure 12.4).

As typical example, the case of the overhead line protected by a single distance
protection can be mentioned. Generally, the higher zones realize the backup protection.
These are slower and less selective. Sometimes also the higher zones do not cover the
adjacent lines due to the parallel infeed at the remote bus. A correctMain 1–Main 2 concept
consists in taking two full protection chains (separate DC supply, separate tripping circuit,
and coil). The protection principle can be the same for both protection schemes (advantage
for the maintenance; disadvantage risk of common mode failure) or can be based on two
distinct principles (advantage no common mode failure, disadvantage maintenance, and
knowledge needed for two different devices). Today for overhead lines that means, for
example, one distance protection and one differential protection.
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Another important aspect is the protection coordination. The tripping time of all the
protection functions as well as the protected area of each of the protection function should
be carefully analyzed in order to avoid nonselective tripping. A typical example is the
protection installed in the zero-to-earth connection of the star point of a power transformer
(Figure 12.12): this protection should not trip quicker than all the protection installed on the
secondary side of the power transformer respectively in the corresponding power system
part. Any backup protection should first give the opportunity to the main protection to
operate. This case shows that protection coordination is important to keep selectivity and
avoid the loss of healthy parts. Extrapolated to the complete power system, local and global
protection coordination (including also WAPS/SPS if applicable) is one of the main
preventive measures against blackouts.

Also the adaptability of the protection to changing power system conditions should be
analyzed. A typical example for this is a fault on one of two parallel lines (Figure 12.33)
protected by distance protections (Z<) on both sides of each line. These protections
communicate pairwise the fault direction seen to agree if the line is faulty and has to be
tripped. The elimination of a fault on one line may change considerably the current and
voltage on the other line. If there is a fault near point B as shown in case (a) of Figure 12.33,
the protections on both sides will see the fault inside the line and agree that both breaker
should open to eliminate the faulted line. This opening should happen at the about the same
time. The healthy line shall not be impacted. A more detailed view shows a more complex
situation. The protection at point B will see the fault in zone 1 and trip directly. The
protection at point A may see the fault in the delayed zone 2 and not trip immediately. If
the protection scheme (logics with communication) cannot compensate this delay or if the
breaker at point A is delayed for some other reason, only the breaker at A is open (OFF) but
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Figure 12.33. Impact of sequential tripping for a fault on one of two parallel lines.
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the fault is not yet eliminated. The distance protections at C and D have seen the fault in the
same direction outside the healthy line, maybe at C in zone 2 and at D in the backward zone
and, therefore, no trip was in initiated. With the open breaker (OFF) at point B the fault
current will change its direction (current reversal) and the fault should now seen by both
protections, that is, at point C and D in the opposite direction as before. If the change in
direction happens faster in the protection at point D, the protections at C and D
communicating the assumed fault direction before the change in fault direction is
completed will assume an internal fault and trip the healthy line also. The complete
power transfer between the ends of the double line is interrupted.

12.7.6 Security and Dependability

Settings have to be done carefully: most wrong trips are due to wrong settings. Today,
numerical protection has integrated fault recorder. This allows a much better postfault
analysis than in the past and this contributes to reduce the repetition of wrong trips.
Registered fault recordings can be reinjected easily in protection equipment in the
laboratory and allow checking the reaction of the equipment with the given settings.

Due to the fact that protection is tripping very few times per year, periodic testing has
been necessary with the previous technologies. The numerical technology has the advan-
tage of built-in self-supervision, allowing a reduction of periodical tests down to mainte-
nance on demand.

Tests on site during the lifetime of the equipment should only be done in the healthy
state of the equipment. Today, the reading of current and voltages values and their
comparison with the values indicated in other equipment or in control units will indicate
if a big part of the equipment is running properly. It is important to check periodically the
tripping circuit from the tripping contact of the protection until the breaker coil. In that
sense, the periodical injection of analog values to the protection can be reduced or
eliminated, avoiding also the risks inherent due to the tests: the protection is not set back
in the same state as before the tests have been done (Table 12.2).

T A B L E 12.2. Summary about protection methods and their impact on selectivity

Method Result Modes Selectivity Speed

Single
measurement
point

Limit value crossings Direct trip 0 High
Graded delay þ Low
Communication þþ Medium

Single
measurement
point

Limit values crossing
and fault direction

Direct trip þ High
Graded delay þþþ Low
Communication þþþþ Medium

Multiple
measurement
points (samples)

Deviation from zero
according to Kirchhoff’s
current node law

Locally hardwired þþþþþ High
Distributed and
serial
communication

þþþþþ High

Multiple
measurement
points (phasors)

Solution of power system equations
based on Kirchhoff’s laws for I
and U

Distributed and
serial
communication

þþþþþ Low – High
Goal: power
system
stability

Depends on
situation and
algorithm
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12.7.7 Summary

– Protection is like an assurance.

– (N� 1) condition for protection and power system has to be fulfilled.

– Consideration of any location for faults and any type of fault and the corresponding
protection function.

– Consideration security and dependability aspects with impact on maintenance.

– Protection coordination.

The relative selectivity is indicated by the number of þ, the speed for the trip and,
therefore, fault clearance speed is characterized by three classes High, Medium, and Low.
The values for the phasor-based WAMP/SPS depend strongly on the actual situation and
the decision algorithm implemented.

12.8 CONCLUSIONS

� The introduction of the numerical technology has opened new opportunities and
leads to optimize the complete protection, monitoring, and control functions as part
of a common system, which are not yet fully exploited.

� The increasing communication facilities based on theworldwide standard IEC 61850
allow getting access to much better information than in the past, to realize much
better protection functionalities including testing and have much better fault analy-
sis. Serial communication will dominate at all levels including the process bus.

� The basic requirements of the protection do not change and the general guidelines
remain but protection can be integrated with control giving the possibility to buildup
systems, which are better optimized and better automated. These will impact all
levels of tasks inside the protection from specification to maintenance.

� Wide area protection will not replace but complement the more local protection
functions used today.

Annex 12.1. IDENTIFICATION OF PROTECTION FUNCTIONS

A.12.1. General Remarks

In some fields of the table, there is more than one entry caused by not identical definitions
in all three identification systems.

A.12.1.1. IEEE Device Numbers

The identification of protection with Device Numbers made by IEEE for ANSI was started
1928 as AIEE No.26 to describe converter substations. This standard was revised in 1937,
1945, 1956, 1962, 1979, 1996, and 2008 [18]. To each device number, there is short
descriptive text allocated. The version from 2008 contains also a reference to the Logical
Nodes names from IEC 61850 Ed.1.

The positive side of his long history is that it contains a large amount of identifications
used in many countries. It stands in an old tradition and always tried to enhance this
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standard to new technologies. Unfortunately, this continuity over different technologies
leads to a very vaguely defined meaning, or reinterpretation of meaning at different places.
Sometimes the device numbers mean devices, sometimes the same device numbers stand
for a function.

A.12.1.2. IEC Designation

The IEC standard IEC 60617 [19] is available as database accessible by Internet and
replaces the paper versions of the parts IEC 60617-2 to IEC 60617-13 (2001-11) allocates
graphical symbols to a lot of electrotechnical item including protection functions. It allows
also to compose missing symbols according to some basic rules. The easy access to this
large database is the benefit of IEC 61850 but the free composition of missing symbols may
result in some individual symbols. To use these symbols also in text documents,
alphanumeric derivatives have been created also with some individuality.

A.12.1.3. Logical Nodes Names

The object oriented data model of IEC 61850 has on the highest standardized level the
objects called Logical Nodes (LN) named by four letter acronyms, which refer to
automation functions in power systems started in Edition 1 with the domain substation.
The names of the Logical Nodes referring, for example, to protection functions start always
with the letter P, to protection-related function with the letter R, and to control
functions with the letter C. For more function groups and functions, see Ref. [20].
The letters 2–4 contain the mnemonics for the function allocated as seen, for example,
in the LN PDIS (distance protection). Logical Nodes contain all standardized Data Objects,
and the Data Objects themselves all Data Attributes which are needed for the data exchange
of the function with other functions respectively primary objects represented also by LNs
in the substation (for example, circuit breaker by the LN XCBR) or beyond.

Note that Logical Nodes describe functions and no IEDs. It may be seen as drawback
that the LN identification refers to the core functionality of the function only but it provides
as benefit the highest flexibility to realize any function allocation in IEDs today and in the
future but always with standardized data. Therefore, the LN identification appears in any
IEC 61850-based substation or power automation system.

A.12.2. Identification List

IEEE Std C37.2 IEC 60617 IEC 61850-7-4

Text
Device
number

Graphical
symbols

Alpha-
numeric

Logical
Nodes Comments

Transient earth fault PTEF

Directional earth fault

wattmetric protection

PSDE Sensitive earth

fault protection

Checking or

interlocking relay

3 CILO

Over speed 12

(continued)
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IEEE Std C37.2 IEC 60617 IEC 61850-7-4

Text
Device
number

Graphical
symbols

Alpha-
numeric

Logical
Nodes Comments

Zero speed and

under speed

14 PZSU

Distance 21 Z < Z < PDIS One instance of

PDIS per zone

PSCH Line protection

logics (scheme)

Volts per Hz 24 PVPH

Synchronism-check 25 RSYN

Over temperature 26 > q >

(Time) Under voltage 27 U < PTUV

Directional over

power/reverse power
32

P >
PDOP Directional over

power

Reverse power

modeled by

PDOP plus

additional mode

“reverse”

Undercurrent 37 I < PTUC

Underpower 37 P < PDUP

Loss of field/Under

excitation

40 PDUP

Negative sequence relay 46 I2 > I2 > PTOC Time overcurrent

for sequence

current

Negative sequence

voltage relay

47 U2 > PTOV Time overvoltage

for sequence

current

Motor start-up 49, 66, 48,

51LR

PMRI PMSS Motor restart

inhibition

Motor starting-

time

supervision

Thermal overload 49 Q > PTTR

Rotor thermal overload 49R PTTR

Stator thermal overload 49S PTTR
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IEEE Std C37.2 IEC 60617 IEC 61850-7-4

Text
Device
number

Graphical
symbols

Alpha-
numeric

Logical
Nodes Comments

Instantaneous

overcurrent or

rate of rise

50 I >> I� PIOC

Instantaneous earth fault

overcurrent relay

50N IE �

AC time overcurrent 51 (Inverse

time), 50TD

(Definite

time)

I > I >, t PTOC

Inverse time earth fault

overcurrent relay

51G
I > PTOC

Definite time earth fault

overcurrent relay

51N
I > IE >, t PTOC

Voltage

controlled/dependent

time overcurrent

51V
I >U

PVOC

Circuit breaker 52 XCBR

Power factor 55 cos POPF Over power factor

PUPF Under power

factor

(Time) Over voltage 59 U > U > PTOV Both for dc and ac

Neutral point

displacement relay

59N Ursd > U0 >

Voltage or current

balance

60 PTOV

PTUV

Over voltage

Under voltage

Breaker failure

protection

50BF or

62BF

RBRF

Earth fault/ground

detection

64 I > PHIZ

Rotor earth fault 64R PTOC Time overcurrent

PHIZ High impedance

ground detector

Stator earth fault 64S PTOC Time overcurrent

PHIZ High impedance

ground detector

Inter-turn fault 64W PTOC Time overcurrent

PHIZ High impedance

ground detector

(continued)
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IEEE Std C37.2 IEC 60617 IEC 61850-7-4

Text
Device
number

Graphical
symbols

Alpha-
numeric

Logical
Nodes Comments

AC directional

overcurrent

67
I >

I > PTOC Time

overcurrent

67N

I >
IE > Time

overcurrent

Directional earth fault 67Ga PTOC Time

overcurrent

RDIR Direction

comparison

Power swing

detection/blocking

68 RPSB

DC overcurrent 76 PTOC

Phase angle or out-of-

step

78 PPAM

AC auto reclosing 79
O      I

RREC

Underfrequency relay 81U f < f < PUFP Under frequency

Overfrequency relay 81O f > f > POFP Over frequency

Current Differential

relay

87 Id > Id >, DI > PDIF

Phase Comparison 87P Id > Id >, DI > PDIF

Differential Line 87L Id > Id >, DI > PDIF

Differential Transformer 87T Id > Id >, DI > PDIF Differential

transformer

PHAR Harmonic restraint

Differential Busbar 87B Id > Id >, DI > PDIF Busbar differential

Busbar Protection 87B PDIR Direction

comparison

Motor Differential 87M Id > Id >, DI > PDIF

Generator Differential 87G Id > Id >, DI > PDIF
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13

MAJOR GRID BLACKOUTS: ANALYSIS,
CLASSIFICATION, AND PREVENTION

Yvon Besanger, Mircea Eremia, and Nikolai Voropai

13.1 INTRODUCTION

The power system’s operators have to ensure the security of their grid and to transport
stable energy to the customers. However, thousands of disturbances occur in the modern
power systems every year in the world, and some of them can lead to blackouts. Of
course, we all heard about some famous blackouts in medias or in the literature, and
everybody knows what it is a blackout. Moreover, some of us have already experienced it
(several times?). Nevertheless, let us try to give a definition and/or some characteristics
to fix our minds.

First, blackouts are major incidents in the power systems. It sounds like evidence. We
can also talk about generalized outages.

Then, we may say that a blackout is characterized by its geographical scale, depth, and
duration. The depth is related to the number of not supplied customers, or in other words, to
the geographical density of customers. It is then related to the load that is lost during the
incident. The combination of geographical scale and depth determines the importance of
the blackout: we often talk about small-scale blackouts and large-scale blackouts. The
duration directly quantifies the severity of the incident and its consequences, particularly in
terms of cost, which can be very high (several billions dollars for a large-scale blackout). It
also gives indications on the difficulty for operators to restore their power system.

Next, an important point is that blackouts always result from a succession of
conjunctural events. These events should be almost anodyne on the power system if
they should be considered separately. However, in a particular operation context, they can
be linked unfortunately from an initiating event, resulting in cascading outages of power
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system equipments (lines, power plants, power stations, etc.). At the end of the process,
regions or entire countries can be pulling down in black for some minutes or tens of
minutes. More precisely, a blackout always results from an initiating event (sometimes
more) and worsening factors. This conjunction is always verified, as modern power
systems are generally operated using the N-1 criterion (the system can lost one major
equipment without losing the stability). It means that, ordinarily, a single event is not able
to lead to a catastrophic situation. We give, hereafter, a nonexhaustive list of initiating
events and worsening factors:

� Natural Factors. Storm, geomagnetic storm, earthquake, lightning, contact between
line and tree, animals, and so on. Note that the contact between line and tree can also
be considered as a technical or a human reason (lack of trimming).

� Technical Factors. Short circuit, component failure, heavy load, maintenance of key
equipments, breakdown with age, and so on.

� Human Factors. Switching mistakes, erroneous or inadequate communications
between operators, sabotage, lack of training especially for emergency situations,
and so on.

The combination of some of these factors can lead to a snowball (or domino) effect and
then to a catastrophic situation. To avoid this, transmission system operators (TSOs)
operate the power system according to different states, as shown in Figure 13.1.

The power system works under two principal types of constraints: constraint of
providing electricity to customers and operating constraints. The first type imposes that all
the customers must be supplied, and the second type requests that all the system variables
(frequency, voltage, line currents, etc.) have to stay in their authorized range.

The system is in normal state if the constraint of providing electricity to customers and
the operating constraints are satisfied.

The system is in emergency state if some operating constraints are violated. This can
be provoked by a perturbation that leads some system variables to go out of the limits. If the
intervention actions of the operator are able to bring back the variables in the limits, the
system is preserved and goes to the alarm state.

Emergency state:

Extreme state:

Intervention
actions

Alarm state:

Successful Failed

n

l

(Line tripping, Overload, Loss of
synchronism, Generator tripping,

Out of limits operation,…)

Intervention
actions

Alarm state:

Successful Failed

n
Restoration

process

lSystem in normal state

(collapse, partial or
complete blackout, and so on)

(Shedded loads, operation
close to the limits, and so on)

Figure 13.1. Operating states of the power system.
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The system is in alarm state when the constraint of providing electricity to customers
is not entirely satisfied (a part of the customers is not supplied).

The system is in extreme state if both types of constraints are violated.
The power system is generally sized to survive perturbations, which are considered as

“probable,” like the loss of a major component (line, generator, transformer, etc.). This is the
N-1 criterion. During the normal system operation, only the probable perturbations are taken
into account. On the opposite, that is, facing nonprobable perturbations, some emergency
mechanisms are launched (action on protections, load shedding, large-scale defense plan,
etc.) to keep the system safe. That is why blackouts generally do not result from a single
critical event, but from an initial perturbation followed by a combination of events.

The initiating event provokesperturbations that cannotbe eliminatedby theoperator (not
enough time,badevaluationof theseverity level, etc.).Then, theoccurrenceand/or succession
of supplementary events (more or less hazardous) lead to the degradation of the system state.

Of course, the system operator has the possibility (if he has enough time) to contact
other operators in case of serious problem in order to launch coordinated actions
(community of interests of the interconnected transmission grid actors).

Nevertheless, small-scale blackouts often happen, whereas large-scale blackouts
rarely occur. Large-scale blackouts cause enormous economical and social damages,
including the security of fragile people (old persons, hospitals, etc.). For example, large
scale blackouts happened in the Northeast of the United States and in the Canada on
August 14, 2003, and in Italy on September 28, 2003. The first one affected approximately
50 million people in eight U.S. states and two Canadian provinces. The economic losses
were about $7–10 billion [1,2]. The second one affected about 57 millions people in Italy
and 180 GW of load was interrupted [3–5]. This blackout in Italy is the largest one in
Europe. This, added to the fact that customers tolerate less and less supply interruptions,
makes that it is necessary to avoid, as much as possible, the appearance and the impacts of
such large incidents. Analyzing and studying the reasons and the mechanisms of blackouts
would be the first step for blackout prevention and so, we should review the previous large-
scale incidents and draw their common characteristics. This is the purpose of this chapter.

This study investigated 39 blackouts that occurred throughout the world since 1965.
Table 13.1 shows the corresponding list.

Of course, this list is not exhaustive. Others blackouts happened all around the word
recently, for example: Iran, Finland, and Algeria in 2003; Australia, Jordan, Bahrain, and
Libya in 2004, Florida (USA) in 2008, India in 2012 (world’s larget blackout ever
recorded) and so on. It seems that blackouts trend to become recurrent phenomena.
Then, people are more and more sensible and attend to these major incidents, helped on this
by medias. Thus, power systems are critical infrastructures for the welfare of modern
societies as well as communication and computer networks. During the past several years,
these three types of networks have become so intimately interlinked that it will be
necessary to consider these infrastructures in an integrated framework in the future.

Section 13.2 of this chapter shows a brief description of some large incidents. In
Section 13.3, we introduced the divisions of the whole process and divided the progression
of blackouts into several sequential phases. According to these different phases, the
phenomena of those cited large-scale incidents were compared, and it seems to exist some
common characteristics. Then, we highlighted the common mechanisms of blackouts by
analyzing their progression. Some details about economical and social impacts are given in
Section 13.4. Some possible methods are suggested for the prevention of large-scale
incidents in Section 13.5. General considerations about defense and restoration plans are
discussed in Section 13.6.
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13.2 DESCRIPTION OF SOME PREVIOUS BLACKOUTS

Some large incidents are briefly summarized in this section, according to the data that are
available. The descriptions are made in the same way for each blackout, considering the
following sequential phases: precondition, initiating events, cascading events, and final
state. A simple flowchart showing the mechanisms of the incidents is given for most cases.

T A B L E 13.1. The Blackouts that were Analyzed

Date Country Ref.

1 09/11/1965 10 states in Northeast of United States [6]
2 1967 Pennsylvania, New Jersey, Maryland, United States [7]
3 05/1977 Miami, United States [7]
4 07/1977 New York City, United States [7]
5 19/12/1978 France [8,9]
6 01/1981 Idaho, Utah and Wyoming, United States [7]
7 03/1982 Oregon, United States [7]
8 27/12/1983 Sweden [8]
9 23/07/1987 Japan [8]
10 12/01/1987 Western France [9]
11 13/03/1989 Qu�ebec, Canada [8,10]
12 24/08/1994 Italy [9]
13 14/12/1994 Arizona and Washington states, United States [7]
14 17/01/1995 Japan [11]
15 08/06/1995 Israel [12]
16 12/03/1996 Florida, United States [13]
17 16/04/1996 Southwestern of United States [13]
18 02/07/1996 14 states in the United States [13]
19 07/08/1996 Big Rivers Electric Corporation, United States [13]
20 10/08/1996 California Pacific Northwest, United States [13]
21 26/08/1996 New York City, United States [13]
22 21/09/1996 Allegheny Power System, United States [13]
23 30/10/1996 New York City, United States [13]
24 01/1998 Canada, New York and New England [7]
25 12/1998 San Francisco and California Bay Area, United States [7]
26 07/1999 New York City, United States [7]
27 11/03/1999 Brazilian power system [14]
28 02/01/2001 India [15]
29 12/01/2003 Southern part of Croatia and a part of Bosnia Herzegovina [16]
30 14/08/2003 Northeast of United States and Canada [1,2]
31 28/08/2003 South London [17,18]
32 05/09/2003 The West Midlands, UK [17,18]
33 23/09/2003 Eastern Denmark and Southern Sweden [19]
34 28/09/2003 Italian power system [3–5]
35 07/11/2003 Most of Chile [20]
36 12/07/2004 The Athens and Southern Greece [21]
37 14/03/2005 Queensland, NSW, Victoria and South Australia [22]
38 25/05/2005 Moscow, Russia [23,24]
39 04/11/2006 European power system [25,26]
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13.2.1 August 14, 2003 Northeast United States and Canada blackout

13.2.1.1 Precondition.

(i) Hot Weather, High Electric Demand, and Power Flow August 14 was warm in
the Midwest and Northeast. Temperatures were not exceptionally high, but above
normal and there was very little wind. Theweather was typical of a warm summer
day. Thewarmweather caused electrical demand in northeastern Ohio to be high,
especially high air-conditioning demand. This causes power system to consume
high levels of reactive power in First Energy (FE: a system operator) control area,
but electrical demand was not close to a record level. The flow of power through
the ECAR (East Central Areas Reliability Coordination Agreement) region was
heavy as a result of large transfers of power from the south (Tennessee, Kentucky,
Missouri, etc.) and west (Wisconsin, Minnesota, Illinois, etc.) to the north
(Michigan) and east (New York). The destinations for much of the power
were northern Ohio, Michigan, and Ontario, Canada [1]. This causes the system
to be operated near the security limit. There was a risk of overloaded lines.

(ii) Facilities Out of Service Several key generators were out of service going into
August 14 (planned generation outages), but the unavailability of these generation
units did not cause the blackout. Some unplanned outages of transmissions and
generating units earlier in the day of August 14 affected the safety of the system:

a. 12:08, the Bloomington-Denois Creek 230-kV outage was not automatically
communicated to the MISO (Midwest Independent System Operator) state
estimator and the missing status of this line caused a large mismatch error that
stopped the MISO’s state estimator from operating correctly at about 12:15.

b. 13:31, the Eastlake 5 generating unit along the shore of Lake Erie tripped. This
is a major source of reactive power support for the Cleveland area. The loss of
this unit made voltage management in northern Ohio more challenging, and
gave FE operators less flexibility in operating their system. With Eastlake 5
forced out of service, transmission line loadings were notably higher but well-
below ratings.

c. 14:02, the Stuart-Atlanta 345-kV line in southern Ohio tripped. Since the line
was not in MISO’s control area, MISO operators did not monitor the status of
this line and did not know that it had tripped out of service. That cause MISO’s
state estimator to continue to operate incorrectly, even after the previously
mentioned mismatch was corrected [1].

The loss of key generator and the lack of awareness about the line tripping
show that the system was in weak condition and the system operators were not
able to take a right decision in the emergency condition.

(iii) Voltage and Reactive Power Conditions Prior to the Blackout FE operators
began to address voltage concerns early in the afternoon of August 14. He noted
to most of them that system voltages were sagging. FE was a major importer of
power and northern Ohio was a net importer of reactive power.

From Figure 13.2, we can see that there was just a small reactive power reserve
in Cleveland area of FE. Because the reactive power cannot flow from long
distances, even if the neighboring areas had many reactive power reserves, the
voltage decline continued in the Cleveland–Akron area.
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The analysis showed that the declining voltages in the Cleveland–Akron area
were strongly influenced by the increasing temperatures and loads in that area
and minimally affected by transfers through FE to other systems. At the same
time, FE did not have enough reactive production in the Cleveland–Akron area
on August 14 to meet reactive power demands and to maintain a safe margin from
voltage collapse [1].

P-Q and V-Q analysis by investigators determined that the low-voltages and
low-reactive powermargins in the Cleveland–Akron area onAugust 14 prior to the
blackout could have led to a voltage collapse. This voltage collapse influenced the
other parts of the system and caused the wide-area blackout. So, the monitoring of
reactive power margins is important to prevent voltage collapse.

(iv) System Frequency Before the blackout, there were insufficient resources to
control frequency for the existing scheduling practices.

(v) Conclusion In the precondition of the 2003 USA blackout, the system was near
the steady-state limit. Power flows were heavy in the lines; there was a risk of line
overloads. Due to the high demand of the air-conditioning, the reactive power
demand was high. In the part of the system that lacked of reactive power support,
the voltage declined. At the same time, voltage declining caused that the system
needed more reactive power to support the voltage. This is the typical process of
voltage collapse. Before the blackout, active power resources were also insuffi-
cient to support the frequency. On the other hand, due to the deregulation context,
each ISO (independent system operator) could not know the condition of the
others ISOs directly by its measure system. The information was transmitted
between the two ISO just by phone calls, and that was not sufficient and efficient
in the emergency condition. So, this caused that each ISO lacks information from
the other parts of the power system. When the system became unstable, they
could not take some effective actions to bring back the system in the safety
condition. Generally, heavy load flow, lack of reactive power and active power,
and unknowing the entire system condition of each ISO are factors that put the
system into a danger condition, and the blackout happen is hardly avoidable.

13.2.1.2 Initiating Events. Due to the precondition that was presented in the
previous section, the system was near the steady-state limit of stability. When an
unforeseen big disturbance happened in the power system, the system has become unstable.

Figure 13.2. Reactive reserves of representative groups of generators at 04:00 p.m. on August 14,

2003. AEP, American Electric Power system operator.
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From 15:05:41 to 15:41:35, three 345 kV lines failed with power flows at or below
each transmission line’s emergency rating. Each trip and lockout was the result of a contact
between an energized line and a tree that had grown so tall that it had encroached into the
minimum safe clearance of the line. As each line failed, the corresponding power flow was
shifted onto the remaining lines, that is, others transmission paths. As a consequence, the
voltages on the rest of FE system degraded further.

The following key events occurred during this period:

1. 15:05:41: The Chamberlin-Harding 345 kV line tripped, reclosed, tripped again,
and locked out. (the line sagged into the tree and phase C fault-to-ground);

2. 15:31–33: MISO called PJM (PJM Interconnection, LCC: AEP’s reliability
coordinator) to determine if PJM had seen the Stuart-Atlanta 345 kV line outage.
PJM confirmed Stuart-Atlanta was out;

3. 15:32:03: The Hanna-Juniper 345-kV line tripped, reclosed, tripped again, and
locked out.

13.2.1.3 Cascading Events. Due to high reactive power output, FE’s Eastlake unit
5 generator regulator tripped to manual because of over-excitation at 01:31 p.m.

The Chamberlin-Harding 345 kV line tripped at 15:05 FE’s system due to tree contact.
Due to the load flow change, Hanna-Juniper 345 kV and Star-Canton 345 kV lines were
heavily loaded and tripped due to tree contact at 03:32 and 03:41 p.m., respectively. The
lines tripped one by one.

After the tripping of Sammis-Star 345 kV line, due to zone 3 relay operating by
overload, the widespread cascading happened in Ohio.

At 04:10 p.m., due to cascading loss of major interconnection lines in Ohio and
Michigan, power flow started flowing counterclockwise from Pennsylvania, through New
York and Ontario and finally into Ohio andMichigan. At this time, voltage collapsed due to
extremely heavily loaded transmission, and cascading outage of several hundred lines and
generators provoked a wide-area blackout.

In Figure 13.3, a simple flowchart of the mechanism of U.S. blackout is presented.
Figure 13.4 presents the time line of the blackout. It includes grid events, computer

events, and human events. From this figure, we can see that, before the blackout, FE’s
computer system had problems. The system operator could not know the line tripping and
could not receive alarms information. On the other hand, the system operators lack training
for the emergency conditions, they were not aware of the fault of the computer and they did
not take effective actions to stop cascading events.

Network heavily loaded and not enough
reactive power reserve in FE

Short circuit

Lines tripping Load flow changes Lines overload

Changing of system’s
configuration

Generators and
lines outages

Voltage
collapse Blackout

Figure 13.3. The mechanism of U.S. blackout.
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To analyze the cascading events, to find critical lines and generators, and to understand
why cascading spread, Table 13.2 presents the blackout time line.

In Table 13.2, there are 87 cascading events. These events can be divided into three
periods: precondition, steady-state progression, and high-speed cascade. During the
steady-state progression, the cascading events already start, but the system still keeps
the steady-state stability: voltages and frequency are not at critical values. The high-speed
cascading means that many lines and generators trip in a short time. At this point, the
blackout cannot be stopped.

There are some important events that should be noticed:

1. The third event: at 01:31:34 p.m., the Eastlake unit 5 (rating: 597MW) tripped. This
generator is a major source of reactive power support for the Cleveland area and the
loss of this unit made voltage management in northern Ohio more challenging and
gave FE operators less flexibility in operating their system. So, it is a critical unit in
the Cleveland area.

2. The fourth, fifth, and sixth events: Stuart-Atlanta, Harding-Chamberlain, Hanna-
Juniper three 345 kV lines tripping, which were not known by the system operator
due to the computer fault until 3:31–3:41 p.m., when the computer system was
recovered. The Stuart-Atlanta 345 kV line tripped due to the result of a tree contact
at 02:02 p.m. Because the line was not in Midwest ISO’s (MISO) control area,
MISO operators did not monitor the status of this line and did not know it has gone
out of service. This led to a data mismatch that prevented MISO’s state estimator (a
key monitoring tool) from producing usable results later in the day at a time when
system conditions in FE’s control area were deteriorating. This problem was solved

Figure 13.4. Time line: start of the blackout in Ohio [2].
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by the system operator at 04:04 p.m., about 2min before the start of the cascade.
Because of this problem, the system operator lost a lot of time to prevent blackout.

Because of these computer faults, FE’s system operators were not aware that
their electrical system condition was started to degrade!

3. The possible load shedding to prevent blackout. There are three time points, in which
if system operator took load shedding, the cascading events should be stopped:

a. Before the eighth event, 03:41:33 p.m. Star-South Canton 345 kV tripping, if
500MW of load would have been shed within the Cleveland-Akron area, this
would have improved voltage at the Star bus from 91.7% up to 95.6%, pulling
the line loading from 91% to 87% of its emergency current rating; an additional
500MWof load would have had to be dropped to improve Star voltage to 96.6%
and the line loading to 81% of its emergency current rating. It would have been
possible to prevent the blackout by shedding load within the Cleveland-Akron
area.

b. Shedding 1500MWof load in that area before the loss of the Sammis-Star line
(27th event) at 04:05:57 p.m. might have prevented the cascade and blackout.

c. After the East Lima-Fostoria Central 345 kV line tripping (32nd event) at
04:09:06 p.m., if automatic undervoltage load shedding had been in place in
northeast Ohio, it might have been triggered at or before this point, and dropped
enough load to reduce or eliminate the subsequent line overloads that spread the
cascade. The East Lima-Fostoria Central 345 kV line tripping also caused major
power swings through New York and Ontario into Michigan [2].

From the analysis, at these time points, the system operators could took some
actions to stop cascading event and limit the blackout in a small area. But because
of computer faults, lack of effective defense plan in the system (e.g., Special
Protection Scheme, emergency load shedding) and lack of effective training of
operators, the blackout could not be avoided.

13.2.1.4 Final State. At the end of the blackout (16:13), most of the Northeast had
blacked out. Some isolated areas of generation and load remained online for several
minutes. These were some of those areas in which a close generation-demand balance
could be maintained operational. There is 62,000MWof load shedding and 531 generators
at 261 plants that tripped out in this blackout.

13.2.1.5 What Stopped the Cascade Spreading?

1. The effects of a disturbance that travel over power lines and become damped the
further they are from the initial point (such as thewaves generated by a stone thrown
into water). Thus, the voltage and current swings seen by relays on lines farther
away from the initial disturbance are not as severe, and at some point they are no
longer sufficient to cause lines to trip.

2. Higher voltage lines and more densely networked lines, such as the 500 kV system
in PJM and the 765 kV system in AEP, are better able to absorb voltage and current
swings and thus serve as a barrier to the spread of a cascade. The cascade
progressed into western Ohio and then northward through Michigan through the
areas that had the fewest transmission lines. Because there were fewer lines, each
line absorbed more of the power and voltage surges and was more vulnerable to
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tripping. A similar effect was seen toward the east as the lines between New York
and Pennsylvania, and eventually northern New Jersey tripped. The cascade of
transmission line outages became contained after the Northeast United States and
Ontario were completely separated from the rest of the Eastern Interconnection and
no more power flows were possible into the Northeast (except the DC ties from
Qu�ebec, which continued to supply power to western New York and New England).

A solution against cascade spreading may be to implement FACTS (flexible AC
transmission system) in some critical lines in the network. These power electronics
equipments can represent a barrier against cascade spreading by damping voltage
and power swings.

3. Line trips isolated some areas from the portion of the grid that was experiencing
instability. Many of these areas retained sufficient online generation or the capacity
to import power from other parts of the grid, unaffected by the surges or instability,
to meet demand. As the cascade progressed, and more generators and lines tripped
off to protect themselves from severe damage, some areas completely separated
from the unstable part of the Eastern Interconnection. In many of these areas, there
was sufficient generation to match load and stabilize the system. After the large
island was formed in the Northeast, symptoms of frequency and voltage decay
emerged. In some parts of the Northeast, the system became too unstable and shut
down by itself. In other parts, there was sufficient generation, coupled with fast-
acting automatic load shedding, to stabilize frequency and voltage. In this manner,
most of New England and the Maritime Provinces remained energized.
Approximately, half of the generation and load remained on in western New
York, aided by generation in southern Ontario that split and stayed with western
New York. There were other smaller isolated pockets of load and generation that
were able to achieve equilibrium and remain energized.

From this point, a solution could be the design of an emergency isolation plan. When a
blackout appears in an area and when the system operator cannot prevent the blackout
spread to neighboring areas, an emergency isolation plan can split the system into some
parts. This can stop the spreading of blackout and keep the other areas safety.

13.2.1.6 Causes of Blackout. There are three principal reasons for this blackout:

1. The loss of the Sammis-Star line in Ohio, following the loss of other transmission
lines and weak voltages within Ohio, triggered many subsequent line trips, by
power flow transfers.

2. The protection systems can save the equipments of the power system; they can also
participate in the cascading events. They have been involved in about 70% of the
blackout. Many of the key lines that tripped between 16:05:57 and 16:10:38
operated on zone 3 impedance relays (or zone 2 relays set to operate like zone 3s),
which responded to overloads rather than faults on the protected facilities. The
speed at which they tripped accelerated the spread of the cascade beyond the
Cleveland-Akron area.

3. There are no effective remedial plans to prevent blackout. The evidence indicates
that the relay protection settings for the transmission lines, generators, and
underfrequency load shedding in the Northeast may not be sufficient to reduce
the likelihood and consequences of a cascade, nor were they intended to do so.
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There are some causes of blackout summarized by NERC [1]:

1. The NERC and ECAR compliance programs did not identify and resolve specific
compliance violations before those violations led to a cascading blackout.

2. There are no commonly accepted criteria that specifically address safe clearances
of vegetation from energized conductors.

3. Problems identified in studies of prior large-scale blackouts were repeated on
August 14, including deficiencies in vegetation management, operator training,
and tools to help operators to better visualize system conditions.

4. Reliability coordinators and control areas have adopted different interpretations of
the functions, responsibilities, authorities, and capabilities needed to operate a
reliable power system.

5. In ECAR, data used to model loads and generators were inaccurate due to a lack of
verification through benchmarking with actual system data and field testing.

6. In ECAR, planning studies, design assumptions, and facilities ratings were not
consistently shared and were not subject to adequate peer review among operating
entities and regions.

7. Available system protection technologies were not consistently applied to optimize
the ability to slow or stop an uncontrolled cascading failure of the power system.

8. FE was operating its system with voltages below critical voltages and with
inadequate reactive reserve margins.

9. FE did not have an effective protocol for sharing operator information within the
control room and with others outside the control room.

10. FE did not have an effective generation redispatch plan and did not have sufficient
redispatch resources to relieve overloaded transmission lines supplying north-
eastern Ohio.

11. FE did not have an effective load reduction plan and did not have an adequate load
reduction capability, whether automatic or manual, to relieve overloaded trans-
mission lines supplying northeastern Ohio.

12. FE did not adequately train its operators to recognize and respond to system
emergencies, such as multiple contingencies.

13. FE did not have the ability to transfer control of its power system to an alternate
center or authority during system emergencies.

14. FE operational planning and system planning studies were not sufficiently
comprehensive to ensure reliability because they did not include a full range
of sensitivity studies based on the 2003 summer base case.

15. FE did not perform adequate hour-ahead operations planning studies after East-
lake 5 tripped off-line at 13:31 to ensure that FE could maintain a 30-min response
capability for the next contingency.

16. FE did not perform adequate day-ahead operations planning studies to ensure that
FE had adequate resources to return the system to within contingency limits
following the possible loss of their largest unit, Perry1.

17. FE did not have or use specific criteria for declaring a system emergency.

18. ECAR and MISO did not precisely define “critical facilities” such that the 345 kV
lines in FE that caused a major cascading failure would have to be identified as
critical facilities for MISO.
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19. MISO did not have additional monitoring tools that provided high-level visual-
ization of the system.

20. ECAR and its member companies did not adequately follow ECAR Document 1
to conduct regional and interregional system planning studies and assessments.

21. ECAR did not have a coordinated procedure to develop and periodically review
reactive power margins.

22. Operating entities and reliability coordinators demonstrated an over-reliance on the
administrative levels of the TLR procedure to remove contingency and actual
overloads, when emergency redispatch of other emergency actions were necessary.

23. Numerous control areas in the Eastern Interconnection, including FE, were not
correctly tagging dynamic schedules, resulting in large mismatches between
actual, scheduled, and tagged interchange on August 14.

13.2.1.7 Recommendations to Prevent Blackouts. In the deregulation context,
the U.S. power system splitted into several independent system operators (ISOs), such as
New York ISO, Midwest ISO. Each ISO should keep balance generations and loads in real
time to maintain reliable operation and keep the safety of the system. On the other hand,
ISOs are linked with each other through interconnection lines. The power exchange
schedules should be done among the ISOs. Therefore, in these conditions, each ISO cannot
know the entire condition of the system and they have not authority to control the
generators of the other ISOs for the safety of their own system. It means that if a
wide-area blackout appears, individual ISO does not have the ability to prevent it. We give,
hereafter, some recommendations for this problem.

1. Establish wide-area measurement system (WAMS), this kind of system can get
the effective information of the entire system and can help each ISO to know the
system condition directly. This system also can be the database for the entire system
models. Based on these models, system operators can do wide-area emergency
control and wide-area system optimization, and then, keep the system running in
optimal and safety conditions.

2. Establish wide-area control system (normal and emergency control), such as
wide-area stability and voltage control system (WACS), wide-area fault tolerant
control system (WAFTCS). These systems can ensure the entire system to run in
safety condition.

3. Use some new technologies to improve stability of the system, such as FACTS.
FACTS can be implemented in some critical lines. The first function of FACTS is to
increase the capacity of lines and to change the power flows. When lines are
overloaded, FACTS can modify their apparent impedance and then, can allow these
lines to pass more power or transferring power on nonoverloaded lines. This can
give more time for the system operator to control generators and loads to come back
to normal condition. The second function of FACTS is to damp power oscillations
in the system, using, for example, PSSs (power system stabilizers) or more
sophisticated decentralized or coordinated controllers in their control loops, as
well as in excitation control loop of some generators. The third function of FACTS
is providing reactive power for voltage control. Such system is a reactive power
resource and can be used in voltage control actions.

4. Improve performance of the protection system and use available system protection
technologies to slow and stop an uncontrolled cascading failure in the blackout.

804 MAJOR GRID BLACKOUTS: ANALYSIS, CLASSIFICATION, AND PREVENTION



5. Improve the operator training, especially in emergency condition.

6. Use some effective tools for hour-ahead operations planning studies and day-ahead
operations planning studies.

13.2.2 September 28, 2003 Italy Blackout

13.2.2.1 Precondition.

(i) History. Due to historical reasons, the energy price in Italy is much higher than
in the European market. Therefore, the pressure of Italian consumers (especially
large industrial customers) for importing the maximum possible amount of cheap
power from foreign countries is constantly increasing.

The interconnection between the Italian system and the other UCTE grids
consists of six 380 kV lines and nine 220 kV lines (Figure 13.5). An additional
500MW DC undersea cable between Italy and Greece was put in service during
2002. The most important interconnection lines are those to the French (three
380 kV and one 220 kV lines) and the Swiss (two 380 kV and six 220 kV lines)
systems, while the capacity of the interconnections with Austria and Slovenia is
lower and therefore less important [4].

(ii) Energy Import. The Italian ISO, called GRTN (Gestore della Rete di Trans-
missione Nazionale), defined the maximum secure levels for the power import on
the different transmission grid sections. In September 2003, the net transfer
capability (NTC) computed according to the (N-1) security rule was about
5400MW and the transmission reliability margin (TRM) was 500MW. On
Sunday September 28, at 03:00 a.m., the Italian load was 27.7 GW (about
3500MW of pumped storage plants) and the import level was 6650MW
(excluding Greece). Therefore, almost 26% of the load was supplied by the

Figure 13.5. Overview of sequence of events [5].
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import and some of the most important Italian power stations were off-line for
economical reasons. The DC connection to Sardinia was out of service for
maintenance, while the 500MWDC cable to Greece was in operation, importing
about 300MW [4].

During the time before the blackout, the Swiss grid was also in a highly
stressed condition, operated very close to the N-1 security limit. In its turn, the
Italian system had a large amount of active power reserve, greater than the power
import. Moreover, 1200MWof “without notice” interruptible load was available
within 1–2min delay.

(iii) Conclusions. The condition of the Italian system is especially. About 26% of the
load is supplied by the import. This level is beyond about 5400MW (NTC
computed according to N-1 security level). This condition is the same that 26%
generators cannot be controlled by Italy power system. In other word, Italy power
system should prepare 6500MW of load shedding or generation reserve for
emergency condition. In fact, the power reserve of Italian generators in operation
was more than 5000MWand some load shedding plan was designed. But due to
its slow action, the generation reserve could not prevent angle instability. The
load shedding plan was not either efficient in this case. Angle instability is often
combined with fast voltage collapse and spreads widely through the power
system. Thus, when the angle instability happened, the system could not stop the
blackout.

13.2.2.2 Initiating Events. The causal event of the Italy blackout is particular as it
happened in Switzerland. The Swiss 380 kV line Mettlen-Lavorgo was highly loaded at
approximately 86% (100% limit at ambient temperature of 10�C being 2100A) of its
maximum capacity. The heating process of the conductors caused a progressively decrease
of distance to the trees. A flashover occurred as the increased line sag with the consequent
reduced distance from the trees and because of the environmental circumstances with high
humidity and movement of the conductors by wind. The event of single phase to ground
fault occurred at 03:01:21. The attempts of single phase auto-reclosing were not successful,
and the linewas disconnected by its protection device. Themanual attempt (at 03:08:23) by
the operators to put this line back into operation failed again because of a too high phase
angle (42�), which resulted from the still continuing high power flow to Italy through the
grid [3]. Because of inadequate information exchanges and lack of effective communica-
tion between the two countries, the Italian TSO could not know that this event happened.

13.2.2.3 Cascading Events. After the Mettlen-Lavorgo line tripping, the load on
the neighboring lines increased. This caused the lines that link Switzerland and Italy
tripped due to overloads. The Italian system separated from the Swiss system and, as a
consequence, the power import from France increased. This caused the overload of the
interconnection with France, with significant and fast voltage decrease and voltage
instability. After this, at 3:25:32, the Albertville-La Coche 400 kV line (France) tripped,
due to the low-voltage and high-current conditions. This line tripping caused a signifi-
cant reduction of the import through the interconnecting line 380 kV Villarodin (F)-
Venaus (I). This trigged the loss of synchronism of the Italian system, which caused
immediately the separation between the Italian system and the French system. At
03:26:24, the Italian system was totally separated from the UCTE network. Separation
from UCTE was equal to the loss of important generations. The Italian system launched
an automatic plan to prevent blackout and 10,000MW of load was disconnected.
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Unfortunately, it was not effective. The decay process still pursued and the blackout
happened about 2min and 30 s after islanding.

Figure 13.5 represents location and time of the sequence of events. We can see that the
first and the second events happened in Switzerland.

The detail time line of the cascading events is shown in Table 13.3.
Figure 13.6 illustrates a simple flowchart of the Italy blackout mechanism.
There are some points that should be noticed:

1. Many events happened outside of the Italian power system. The Italian system
lacked awareness of the interconnection lines. This condition made that the Italian
system could not take the effective and fast actions for the emergency condition. If
the Italian system has got phasor measurements and online load flow monitoring of
the interaction lines, GRTN operators could find some problem in the load flow
change and could prepare themselves for the emergency condition.

2. The Italian system lacks a real-time simulation tool for unpredictable events. For
example, in the precondition at 03:10:47, ETRANS called GRTN and asked to
decrease load to solve the line overload. If the Italian system has got a real-time
simulation tool, GRTN operators could know that the system will enter into a
danger condition. An effective load shedding could be made before the second line
tripped.

3. There was no effective defense plan for the emergency condition, even if GRTN has
monitored some critical sections. For example, if there are overloads in the
interconnection lines, the load shedding plan takes place before the protection
devices action. In fact, this load shedding plan was not launched because the
overload did not occur on the interconnection lines.

The automatic load shedding scheme is not sufficient to stop the frequency decay. At
03:25:30, if the load shedding would have been about 60% of the total load (about
13,800MW), the system would have been returned in the normal condition.

The main types of instability in this blackout concern are as follows:

� cascading line tripping by overloads;
� loss of synchronism due to angle instability;

Power import level of 26% of total load
The Swiss power system was highly stressed

Short circuit

Lines tripping Load flow changes Lines overload

Loss of
synchronism

Separation
from UCTE

Lose of large amounts
of imported power

Blackout Frequency drop

Figure 13.6. The mechanism of Italy blackout.
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� oscillatory instability causing self-exciting interarea-oscillations;
� exceeding of the allowed frequency range (over and underfrequency);
� voltage collapse.

13.2.2.4 Final State. This blackout affected the whole country (excluding Sardinia,
already disconnected that night) and the load was not supplied for a time interval ranging
from 1.5 to 9–19 h. The total load shedding can be estimated in about 8000MW, about 35%
of the total load supplied [21].

T A B L E 13.4. A Summary of Events of the Restoration Process of the Italian System

Time Events

03:42 Start of successive reconnection of interconnectors to Italy
Reconnection of the 380 kV line Soazza-Sils (CH)

03:47 Reconnection of the 220 kV line Airolo-Ponte (CH-I)
03:48 Reconnection of the 220 kV line Pallanzeno-Serra (CH-I)
03:47 Reconnection of the 220 kV line Airolo-Ponte (CH-I)
04:05 Reconnection of the 220 kV line Le Broc-Carros-Menton-Camporosso (F-I)
04:21 Reconnection of the 220 kV line Divaca-Padrciano-Divacia (SI-I)
04:37 Reconnection of the 380 kV line Soazza-Bulciago (CH-I)
04:52 Reconnection of the 380 kV line Divaca-Redipuglia (SI-I)
05:17 Reconnection of the 400 kV line Altbertville-Rondissone 1 (F-I)
05:30 Reconnection of the 380 kV line Lavorgo-Musignano (CH-I)
06:00 Import from UCTE system to Italy: 2100MW
06:18 Reconnection of the 400 kV line Villarodin-Venaus (F-I)
06:27 Reconnection of the 220 kV line Gorduno-Mese (CH-I)
06:48 Reconnection of the 220 kV line Robbia-Sondrino (CH-I)
07:00 Import from UCTE system to Italy: 3490MW
08:00 Import from UCTE system to Italy: 3800MW
08:05 Reconnection of the 220 kV line Riddes-Vallpelline (CH-I)
08:23 Reconnection of the 220 kV line Lienz-Soverzene (A-I)
08:48 Reconnection of the 220 kV line Riddes-Avise (CH-I)
08:00 Import from UCTE system to Italy: 5620MW

Load shedding of interruptible customers with and without advance notice by means of remote control
in the regional control centers of Milano, Torino, and Venezia

11:00 From 11:00 to 17:00 50MWh/h reserve power delivery support from ELES (Elektro Slovenija TSO) to
GRTN

12:45 Reconnection of the 400 kV line Albertville-Rondissone 2 (F-I)
16:00 Import from UCTE system to Italy: 6545MW
16:40 �
23:52

Load shedding of interruptible customers with and without advance notice by means of remote control
in the Middle-South of Italy to cover the load diagram and due to high power flows on the network
section “North-Florence”. In total 60MW

16:48 Energisation of the bus bar in Brindisi Cerano 380 kV substation
16:50 Agreement with HTSO (Greece TSO) on an import of 500MWuntil 7:00 at September 29, 2003. After

that scheduled programs will be followed with a possible opportunity to import 500MWextra
17:10 �
23:52

Load shedding of interruptible customers with and without advance notice by means of remote
control in Tuscany to cover the load diagram and due to high power flows on the network section
“North-Florence.” In total 47MW

17:30 Reconnection of Sicily due to switching on of the line Sorgente-Corriolo (it was inoperable before)
21:40 Request to supply customers in Sicily
23:00 All customers supplied
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13.2.2.5 Restoration. Table 13.4 shows a summarized sequence of events happened
during the restoration process of the Italian system.

13.2.2.6 Root Causes of the Blackout. First, let us have a look on Table 13.5.
These root causes should be seen in the context that the interconnected network was
developed with a view to ensure mutual assistance between national subsystems and, to
some extent, to optimize the use of energy resources by allowing exchanges between these
systems, but not in view of the present high level of cross-border exchanges. The develop-
ment of the market has led to operators using parts of the network continuously to its limits,
as far as is allowed by the security criteria. The blackout must be seen in this context [4].

13.2.2.7 Recommendations to Prevent Blackouts. With the opening of the
energy market in Europe, the customers can buy cheaper energy from other countries and
producers can sell energy to other countries. The load flows and exchanges between areas
controlled by different TSOs become complex. This is a challenge for system operators.
From the Italy blackout, we can get some experiences to prevent blackouts:

1. The critical element of the system should be efficiently monitored. An efficient
measurement system should be installed in the Italian power system;

T A B L E 13.5. Root Causes and the Actions

Identified Root Causes Impact on Events Root Causes Action

1. Unsuccessful re-closing of
the Mettlen-Lavorgo line
because of a too high phase
angle difference

Decisive Large phase
angle due to
power flows
and network
topology

Study settings of
concerned protection
devices

Reassess possible
consequences for NTC to
Italy

Coordination of
emergency procedures

2. Lacking a sense of urgency
regarding the San Bernandino
line overload and call for
inadequate countermeasures
in Italy

Decisive Human factor Operator training for
emergency procedures
Reassess acceptable
overload margins

Study real-time
monitoring of transmission
line capacities

Angle stability and voltage
collapse in Italy

Not the cause to the origin of the
events but was the cause that
successful islanding operation
of Italy after its disconnection
did not succeed

General
tendency
toward grid
use close to
its limits

Further studies necessary
on how to integrate
stability issues in UCTE
security and reliability
policy

Right-of-way maintenance
practices

Possible Operational
practices

Perform technical audit
If necessary, improve
tree-cutting practices
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2. Real-time power flow calculations and security assessment tools should be used by
the Italian operator;

3. Established efficient automatic emergency plan to prevent blackout;

4. Established wide-area fault tolerant control system (WAFTCS)

13.2.3 September 23, 2003 Eastern Denmark
and Southern Sweden Blackout

13.2.3.1 Precondition. On September 29, the load level was low in Eastern
Denmark and Southern Sweden. The system had big security margins. Unless some
generators and linewere out of service, it was for planned maintenance reasons and this had
no effects on the course of events. In fact, there was no reason for a blackout.

The total power generation in Eastern Denmark was around 2250MW, which
consisted of 1800MW of power plants production and 450MW of wind turbine
production. The load was about 1850MW and 400MW was exported to Southern
Sweden. There was also 775MWof reserves, which was largely enough to face a tripping
problem.

From the Sweden point of view, the system operation was also normal.

13.2.3.2 Initiating Events. At 12:30, the unit 3 at Oskarshamn nuclear power
station tripped, due to problems with a valve in the feed-water circuit, and so the system lost
1200MWof production (53% of the total production). As a consequence, the frequency of
the system dropped, but it was stabilized at 49.9Hz by activating the reserves, not only in
Eastern Denmark but also in Sweden, Norway, Finland, and rest of Denmark. There were
no voltage problems. The system was bringing back in safety condition [19].

13.2.3.3 Cascading Events. When the initiating event occurred, the system lost
1200MW of production but it was stabilized using large power reserves. This constitutes
the steady-state progression, which had duration of 5min because at 12:35, a second event
occurred and this onewas the critical event that trigged the high-speed cascade. The critical
event was a double bus bar fault at the Horred 400 kV substation, in the South Swedish
transmission grid. A consequence was the disconnection of two critical lines and two units
at Ringals power station. Therefore, the system lost more than 1800MWof production. At
this time, the total generation loss was about 4000MW and the system, in this configura-
tion, did not have enough reserves anymore.

Some lines in Sweden became heavily loaded and the voltage began to fall, which led
to others lines tripping by serious overload.

Because of the weakening of the transmission grid and the lack of reserves, it was
impossible to restore the voltage that felled to zero at 12:37.

The duration of the high-speed cascade was about 2min (Figure 13.7).

13.2.3.4 Final State. This blackout leaved the entire subarea without electricity.
The two largest plants of Zealand were damaged by the voltage collapse.

13.2.4 January 12, 2003 Blackout in Croatia

13.2.4.1 Precondition. The power system in Croatia was seriously damaged due to
war in the previous decade, and its operational performances were degraded. The system
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was small and weak, as seven transmission lines were out of operation in Dalmatia before
the blackout, due to extremely bad weather conditions (low temperatures, icing rain, snow,
and high wind). The bad weather led also to a high load level for the whole system, and
such bad conditions supported the appearance of the blackout.

13.2.4.2 Initiating Events. The event that initiated the blackout was a three phases
short circuit on the Konjsko-Velebit 400 kV line at 16:43:58. Unfortunately, one pole of the
circuit breaker did not work. This caused the system to operate in unsymmetrical
conditions [16].

13.2.4.3 Cascading Events. As the protection system was not complete, compare
to others transmission systems, and that it was moreover failing, the large power unbalance
due to the breaker malfunctioning had increased power flows on some lines that tripped by
overload. In the same time, the generators have been also disconnected due to the loss of
excitation caused by asymmetry of thyristor valves. Because of the unbalance conditions,
there was no steady-state progression and the initiating event trigged directly the high-
speed cascade, which led to blackout in 33 s.

In Figure 13.8, a simple flowchart of the Croatia blackout mechanism is presented.

13.2.4.4 Final State. All generators in Dalmatia were out of order within 30 s from
the initial disturbance.

Generator tripping

Busbar fault

Decrease of power reserve

System separationVoltage collapseBlackout

Line overload

Lines tripping Loss of generators

Weakened
transmission grid

Figure 13.7. Mechanism of Eastern Denmark and Southern Sweden blackout.

System is weak and not complete

Short circuit Failure of one pole of
a circuit breaker

System under
unsymmetrical
conditions

Generators trupping

Voltage decrease

Lines overload and tripping

Blackout

Figure 13.8. Mechanism of Croatia blackout.
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13.2.5 May 25, 2005 Blackout in Moscow1

13.2.5.1 Precondition. Diagram of Moscow power supply system is shown in
Figure 13.9.

(i) The power system around Moscow was in a state of advanced decay. More
than 70% of the Moscow 220 kV electric power substations had exceeded
their planned lifetime for a long time. Moreover, three more 500 kV sub-
stations were loaded to such extent that it would be very hard to repair them.
In addition to that, some transformers exploded on May 25 and this led to
heavily loading a 110 kV line, followed by the failure of a transformer on
this line.

(ii) At the time of the blackout, the weather was exceptionally hot and there was a
strong demand of power for air-conditioning.

With these conditions, the power system had many risks to break down.
The main precondition events during May 23, 24 and early morning 25 are shown in

Table 13.6 [28].

13.2.5.2 Initiating Events. OnMay 25, 2005 at 10:12, five 220 kV lines tripped due
to short circuits and another one was disconnected due to overload (see Table 13.6).

1 The analysis of Moscow blackout mechanisms was made together with D.N. Efimov [28].
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Figure 13.9. Diagram of Moscow power supply system [27].
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T A B L E 13.6. Time Line of May 23–25, 2005 Moscow Blackout

Period No. Time Event

Precondition 1 May 23
19:57

A failure and fire occurred on the current transducers installed at the 110 kV breaker
of the autotransformer at the Chagino substation

2 Disconnecting the autotransformer, the second 500 kV bus bar, and the first 110 kV
bus bar

3 20:26 The fire was extinguished
4 23:40 The second 500 kV bus bar was reconnected
5 May 24

0:30
The first 110 kV bus bar was reconnected through the 110 kV cable line at the
Chagino substation

6 20:57 One more current transducer on the breaker between 110 kV sections exploded,
leading the damage and short circuit

7 Disconnecting the second 110 kV bus bar at the Chagino substation
8 The 110 kV breaker connecting another autotransformer with the second 110 kV

bus bar, the first 500 kV bus bar and the autotransformer were isolated
9 21:17 The 110 kV transformer explodes from overheating, damaging nearly equipment.

Fires put out on four transformers at the Chagino substation
10 220 kV power supply disrupted to Moscow oil refinery five adjoining Moscow

districts and three factories
11 21:30 Service to the oil refinery (which is normally supplied at 220 kV for its major

electricity loads) is restored using just a 110 kV line from Chagino (and also fed
by Heat Power Plants #22)

12 Other loads adjacent to the refinery are served from this line as well, so the line is
heavily loaded

13 May 25
05:31

Third Chagino transformer on the 110 kV line fails

14 Supply to the 110 kV line taken from another 500/110 kV transformer
15 05:33 That transformer is disconnected
16 09:00–

10:00
Extra demand for power to run air conditioning. Chagino substation is operating at
reduced capacity. Transmission lines in the system become heavily loaded

Initiating
event

17 May 25
10:12

Short circuit at 220 kV line from Ochakovo high-voltage substation

Cascading
events

18 May 25
10:12

220 kV line tripped after short circuits

19 Five more lines tripped due to overloading
20 The 220 kV lines coming from Tula and Kaluga overload
21 10:47 Unsuccessful connection of 220 kV line from cogeneration power plant (CGPP) #23
22 Successful connection of 220 kV line Baskakovo-Golianovo
23 10:48 Unloading of CGPP #20 in Moscow
24 10:53 Two 220 kV lines tripped due to overloading
25 10:54 Unloading of CGPP #23 in Moscow
26 10:55 Unsuccessful connection of breaker on CGPP #2 in Moscow
27 10:56–

11:04
Overloading and disconnection of four 110 kVand 220 kV lines

28 11:04 Unsuccessful connection of 220 kV line from Ochakovo substation
29 11:06–

11:12
Overloading and disconnection of 11 110–220 kV lines. Voltage decreasing in
110–220 kV network. Disconnections of units on CGPP #8, #26 in Moscow

30 11:12–
11:16

Overloading and disconnection of 11 110–220 kV lines. Voltage decreasing in 110–
220 kV network. Disconnections of units on CGPP #1, #4, #8, #17, #20, #22, #26

31 11:16–
11:32

Overloading and disconnection of 7 110–220 kV lines. Voltage collapse in 110–
220 kV network. Disconnections of units on CGPP #2, #9, #11, #20, #22, #26
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13.2.5.3 Cascading Events. The cascade progression lasted 2 h and 13min, but
unfortunately, we are not able to determine if there was a high-speed cascade because
we did not find enough information on it. Nevertheless, cascading outages were limited to
Moscow and surrounding regions [23].

Figure 13.10 describes a flowchart of the Moscow blackout mechanism.

13.2.5.4 Final State. As we aforementioned, the blackout was limited around
Moscow. At the worst moment of the incident, a quarter of Moscow’s consumption was
cut off, 22% in the Kaluga region and 90% in the Tula region. About 2500MW of load
was interrupted in the Moscow area.

13.2.6 July 12, 2004 Greece Blackout

13.2.6.1 Precondition.

(i) Many new equipments were planned to install in the period 2003–2004 in the
Greece power system, but a significant number of these upgrades have been
carried out only after the yearly peak of 2004, which occurred on July 12.

(ii) One 125MW generating unit in the Peloponnese peninsula and another
generating unit in Northern Greece were out of service the day before the
incident.

Before the blackout, the failure of auxiliaries causes the disconnection of
the unit 2 of the Lavrio power station in the Athens area. Thus, the system lost
300MW of production. Unit 2 was repaired and was synchronized at 12:01.

(iii) At this time, the load peak reached 9160MW and voltages in the Athens area
were declined significantly. The voltage drop stopped as soon as Lavrio-2
synchronized and started generating.

13.2.6.2 Initiating Events. The Lavrio-2 unit was lost again at 12:12, due to high
drum level.

Equipments were old and needed repairs
The weather was exceptionally hot

Short circuit
on lines

Lines
overloaded

Lines
tripping

Load flow
changes

Others 220 kV
lines overload

220 kV lines tripping

110 kV lines overload

Load flow changes

220 kV lines trippingBlackout

Figure 13.10. Mechanism of Moscow blackout.
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13.2.6.3 Cascading Events. After the loss of the Lavrio-2 unit, the system needed
more reactive power for voltage support. A load shedding of 80MW was used at 12:30 to
stop the voltage decline. At 12:37, unit 3 of Aliveri power station in the weak area of
Central Greece was automatically tripped. One minute later, the remaining unit in Aliveri
was manually tripped at 12:39, the voltage collapse started. In the same time, the system
was split by the undervoltage protection of the north–south 400 kV lines [21]. Figure 13.11
illustrates the flowchart of the Greece blackout mechanism.

13.2.6.4 Final State. After the split of the system, all the remaining generations in
the areas of Athens and Peloponnese peninsula were disconnected, leading to the blackout.

13.2.7 July 2, 1996 Northwest U.S. Blackout

13.2.7.1 Precondition. On July 2, the Western Systems Coordinating Council
(WSCC) system load was in condition of peak summer consumption in Idaho and Utah.
There were some important power transfers through the grid and the system was stressed as:

� high north-to-south electricity transfers on the California-Oregon AC and DC
interconnections;

� maximum power flow conditions in the Pacific Northwest;
� high volumes of electricity transfers from Canada to the Northwest;
� transfers from the Northwest to Idaho and Utah.

The voltage support capabilities were also insufficient in the Northwest and Idaho.

13.2.7.2 Initiating Events. The first significant event was a single phase-to-ground
fault at 14:37:18 on the 345 kV Jim Bridger-Kinport line. The conductor sagged close to the
trees and the result was a flashover. The fault was cleared by the system protection, which
removed the line from service [13].

13.2.7.3 Cascading Events. This blackout was constituted only by a high-speed
cascade, which led to the system separation in five islands only in 60 s. After the first

Voltage decline Load shedding

The voltage decline stopped

Voltage collapseOthers generators tripping

System splitsAll generator tripped

Blackout

High load demand and not enough reactive reserve

Generator tripping

Generator tripping

Figure 13.11. Mechanism of July 12, 2004 Greece blackout.
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significant event, another 345 kV line tripped due to a protection relay malfunctioning and
this has initiated a remedial action scheme (RAS) that disconnected two-generation units.
Consequently, the system lost 1040MW of production. Another protection relay mal-
functioning caused a 230 kV line tripping and during this time, the BPA (Bonneville Power
Administration) system saw its voltage drop. The induced changes of power flows made
that some 230 kV lines were heavily loaded and the 230 kV Mill Creek-Antelope line
tripped at 14:25:01. During this time, another two-generation units had tripped due to a
field excitation overcurrent. Then, the voltage began to collapse rapidly and more and more
lines were overloaded and tripped. The frequency also began to decrease and under-
frequency load shedding was operated in some areas. Figure 13.12 shows the flowchart of
the U.S. blackout mechanism.

13.2.7.4 Final State. Finally, the WSCC system was separated into five islands.

13.2.8 August 10, 1996 Northwest U.S. Blackout

13.2.8.1 Precondition. In this case too, most of the region suffered from high
summer temperatures. There were also heavy exports from the Pacific Northwest to
California and from Canada to the Pacific Northwest. Moreover, the loss of some 500 kV
lines in Oregon has weakened the system.

13.2.8.2 Initiating Events. The 500 kV Big Eddy-Ostrander line tripped at
14:06:39 due to a tree flashover.

13.2.8.3 Cascading Events. Fifty minutes after the initiating event, one other
500 kV line was removed following a tree flashover and the same process started again
46min laterwith another line. At this point of the cascade, several hundredMVAr of reactive
power supportwere removed and some lineswere heavily loaded because they got the power
flows of the tripped lines. Some generators were asked to produce their maximum reactive
power. Following the steady-state progression, which lasted 1 h and 38min, the high-speed
cascade started at 15:47:36 with the disconnection of a 230 kV line due to a tree flashover.
The system lost several generators and lines and growing power oscillations appeared.When
the system oscillations had increased to a level of about 1000MW and 60 kV, the voltage
collapsed, which causedmore andmore lines tripping. The high-speed cascade had duration
of 7min [13]. The mechanism of the Northwest U.S. blackout is shown in Figure 13.13.

13.2.8.4 Final State. The system was separated into four electrical islands at 15:54.

Line tripping

Short circuit

Power flow
changes

Generators tripping

Lines overload Other lines tripping

Voltage collapse
frequency decrease

System splits

Figure 13.12. Mechanism of July 2, 1996 U.S. blackout.
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13.2.9 December 19, 1978 National Blackout in France

This incident is the most serious that Electricit�e de France has experienced (if we except
the 1999 blackout, due to a storm which has brought down to the ground most of the
infrastructures)—both with regard to the duration and geographical extent—since the end
of the postwar period of shortage.

13.2.9.1 Precondition. December 19 was cold and overcast, and the load escalation
proved to be more rapid and higher than forecast (38,500MW dispatched). All available
generating facilities were used to the maximum of their possibilities (active and reactive)
and over 3500MW were imported from neighboring countries, mainly Germany.

13.2.9.2 Initiating Events. The rise of the load increased the already high transits,
from the east to the Paris region and, as a result, voltages turned out to be extremely low in a
large part of the network (Paris region, west). Starting at 08:00 a.m., overloads were
observed on the grid and, at 08:06 a.m., an alarm “overload 20min” appeared on the
B�ezaumont-Creney 400 kV line in the east of France. Despite various switching operations
on the network topology, this overload was unable to be reduced and the line tripped due to
the action of its protection at 08:26 a.m. [9].

13.2.9.3 Cascading Events. The load transfer on the remaining transmission lines
resulted in three 225 kV lines tripped due to overload. Subsequently, the four-generation
units at Revin were disconnected from the grid due to their current protection. A 400 kV
interconnection with Belgium then tripped and the voltage dropped further. The tripping,
which was hard to explain, of a new 400 kV interconnection with Belgium was accompa-
nied by a further voltage drop and the loss of stability of a large part of the grid. The next
phase witnessed the opening of lines and tripping of generation units (notably due to their
voltage minimum and frequency minimum protection devices). Isolated subnetworks
formed, where the generation-load balance could not be restored (insufficient load
shedding, generation unit outages).

Figure 13.13. Mechanism of August 10, 1996 Northwest U.S. blackout.
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13.2.9.4 Final State. Finally, 75% of consumers were disconnected, although the
South-Eastern part of France and areas in the vicinity of the northern and eastern borders
remained connected (Figure 13.14). Many generation units did not successfully trip to
house load.

13.2.9.5 Restoration. An initial power restoration was too rapid and led to a further
collapse of the network at 09:08 a.m. A more careful recovery relying on hydro generation
units and imported power permitted almost complete network restoration at about midday.
Customers sustained power cuts lasting between 30min and 10 h.

13.2.9.6 Causes of Blackout. This incident, resulting from a tight management of
the network (high transits and low voltages in some areas) and a cascade of overloads,
clearly showed that the defense plan at that time was unable to cope: automatic load
shedding operations were insufficient, the tripping of generation units occurred too soon on
voltage minimum criteria, and the dividing up of the network was not successful. Service
restoration was also not satisfactory. Many great actions were undertaken after this incident
to improve all these deficient areas.

13.2.10 January 12, 1987 Western France Blackout

13.2.10.1 Precondition. Although January 12 was a particularly cold day (the
“extreme cold” alert had been sent out since the previous Friday), all available generation
units started up and managed to ensure a satisfactory generation margin (5900MW) and
normal voltage in the West (405 kV at Cordemais).

13.2.10.2 Initiating Events. In the space of a single hour, from 10:55 to 11:42 a.m.,
Cordemais generation units 1, 2, and 3 broke down due to independent causes (failure of a
sensor, explosion of an electric coupler pole, shutdown due to a fire). The last unit
available, which would have been sufficient to maintain the voltage in the zone, tripped as a
result of inappropriate adjustment of the maximum rotor current protection and the
disturbance created by the outage of unit number 3.

13.2.10.3 Cascading Events. The loss of Cordemais generation led to a sudden
drop of voltage to 380 kV in the area. It stabilized for about 30 s, but the automatic on-

Figure 13.14. Part of the French grid

still live at 8.26 a.m. on December 19,

1978 immediately after the first

collapse [9].
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load tap changers of the 225 kV/HV and HV/MV transformers, while attempting to
restore a normal voltage, triggered a rise in load and the voltage again began to drop
quickly. In a matter of minutes, nine thermal generation units near the area tripped
successively, giving rise to a loss of power of 9000MW and maintaining the voltage
downward trend.

13.2.10.4 Emergency Actions. Load shedding was carried out and, at 11:50 a.m.,
the voltage steadied, but at a very low level in the west, less than 300 kV. In view of this
extremely precarious situation, which jeopardized the national grid, the dispatching center
decided to shed a load of 1500MW in Brittany and the region of Angers, bringing the
network voltage back to its normal level (Figure 13.15).

In the noon, the situation was well under control and the voltage of the network
could be restored. The restoration was lengthy because of the difficulty in reconnecting a
sufficient number of generation units close to Brittany and Normandy, which did not trip
to house load during the incident. It took until nighttime to fully restore the power supply
to these regions, when two and subsequently three-generation units were again in
operation at Cordemais. At the most serious time, the outages reached a capacity of
about 8000MW.

13.2.10.5 Causes of Blackout. The main cause of this incident can be attributed
to a lack of quality of adjustment of some system components, in particular of the
voltage regulators and associated protection devices of generation units. The corre-
sponding functions are now dealt with under quality assurance. The automation of some
actions (blocking of on-load tap changers), the reduction of load shedding execution
time (by means of remote load shedding) also appeared indispensable following this
incident.

Figure 13.15. Voltage trend on the 400kV grid in the West of France during the incident of

January 12, 1987 [9].
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13.2.11 March 13, 1989 Hydro-Quebec System Blackout Response
to Geomagnetic Disturbance

Hydro-Quebec’s 735 kV transmission network mainly consists of two sets of transmission
lines that carry power from major generating centers more than 1000 km away from the
province’smain load centers. There are 10 lines in all, each about 1000 km long; five run from
the La Grande Complex in the James Bay area and five from Churchill Falls in Labrador and
Manicouagan complex in the north shore of the St. LawrenceRiver (Figure 13.16). Given the
length of the lines, LaGrande system stability is achievedwith static compensation, although
the Churchill Falls system has no such compensation. Indeed, successful operation of such a
vast network depends on reliable operation of static compensators and shunt reactors to
guarantee stability and voltage control.

13.2.11.1 Precondition. When the first low-intensity magnetic disturbances2 began
on the evening of March 12, 1989, the La Grande network was loaded to 90% of its loading

Figure 13.16. Diagram of the Hydro-Quebec system prior to the system blackout [10].

2 Magnetic storms generally induce earth surface potentials (ESP) that can give rise to circulation of quasi direct

currents of as much as several hundred amperes between points on a power system that are far apart. The quasi direct

current flows through transformer grounds, causing asymmetrical saturation of transformer cores and substantially

increasing harmonic currents—mainly second-, third-, and fourth-order harmonic currents. The result is voltage

distortion on the system, distortion that varies with time and with the length of the transmission lines.

A distorted harmonic voltage waveform can have various harmful effects. Among the major possibilities are the

following: overloads on equipment such as capacitors and filters; disoperation of protection systems; damage to

transformers; disturbance of the control systems of semiconductor-based equipment such asAC/DCconverters, static

VAr compensators, and so forth.Adistortedharmonic voltagewaveformcanhavevarious harmful effects.Among the

major possibilities are the following: overloads on equipment such as capacitors and filters; disoperation of protection

systems; damage to transformers; disturbance of the control systems of semiconductor-based equipment such asAC/

DC converters, static VAr compensators, and so forth.
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limit. Total system generation was 21,500MW—with 9500MW coming from the power
stations of the La Grande Complex—and exports to neighboring systems totaled 1949MW,
of which 1352MW was along DC interconnections (Figure 13.16) [10].

Operating staff did have some difficulty controlling voltage along the La Grande
network when the first disturbances hit, but they were still able to perform the necessary
switching of shunt reactors in time.

13.2.11.2 Initiating and Cascading Events. Although Hydro-Quebec staff
were successful in maintaining voltage control with the first low-intensity disturbances,
at 02:45 a.m. on the morning of March 13, 1989, an exceptionally intense magnetic storm
generated harmonic currents that tripped or shutdown one after the other all seven static
VAr compensators (SVC) on line within less than a minute, well before any preventive
measures could be taken. The sequence of events was as follows:

02:44:17 a.m. Tripping of SVC 12 at Chibougamau
02:44:19 a.m. Tripping of SVC 11 at Chibougamau
02:44:33 a.m.to Shutdown of the four SVCs at the Albanel
02:44:46 a.m. Nemiscau substations
02:45:16 a.m. Tripping of SVC 12 at La Verendrye

Nine seconds after the loss of the last SVC at LaVerendrye, all five 735 kV transmission
lines of the La Grande network tripped because of an out-of-step condition, completely
separating the La Grande corridor from the Manicouagan-Churchill Falls network.
Frequency dropped rapidly, as a result, triggering automatic load shedding systems to
compensate for the loss of generation from the La Grande Complex. No amount of load
shedding, however, could offset the 9500MW generation loss; although local and remote
automatic load shedding systems performedwell under the circumstances.Within seconds of
the onset of the event, the remainder of the Hydro-Quebec system had collapsed.

13.2.11.3 Causes of the SVC Tripping.

(i) Case of SVC installations at the La Veren drye and Chibougamau substations.
Figure 13.17a shows a typical SVC installation one-line diagram. These SVCs
were subjected to severely distorted voltage caused by geomagnetically induced
DC currents (GIC, ground-induced currents).

Spectrum analysis of the waveforms recorded indicates predominance of
second- and fourth-order harmonics resulting from DC saturation of transformer
cores. Table 13.7 shows the harmonic distortion content of voltage and current at
La Verendrye prior to system shutdown.

T A B L E 13.7. Voltage and Current Harmonic Distortion Content at La Verendrye Before System Shutdown

Harmonic Order AC Voltage at 735 kV Secondary 16 kV Bus Voltage Current (TSC)

1 100% 100% 100% (2371A)
2 7.2% 16.7% 32%
3 2.1% 4.6% 1.8%
4 5.9% 0.9% 3.4%
5 1.8% 0.6% 3.4%
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The equipment protection scheme was originally designed for normal
conditions; the possibility of intense geomagnetic storms was not considered.
With the exceptional disturbance of March 13, 1989, overload protection
systems of the capacitive branches initiated tripping of the SVCs at the
Chibougamau site. Figure 13.17b shows the resultant current waveform
measured in the thyristor-switched capacitor branch prior to protection system
operation.

At the La Verendrye site, over voltage protection on the 16 kV bus side was
responsible for tripping the only SVC in service. The components most sensitive
to ground-induced currents are the capacitors, the thyristor-switched capacitor
(TSC) reactors, and the power transformers. Because of the low impedance of the
capacitors for higher order harmonics, exposure the harmonic current has a
greater impact on the TSC branch than on the TCR branch. Given the abnormal
conditions, the relays had to be readjusted since the protection systems were set
to values that allowed only a fraction of inherent overload capacity to be used.
Peak-value overload and over voltage protection are, in fact, provided for these
installations, but when harmonics are present, the risk margin for improper
protection system operation increases.

(ii) Case of SVC installations at the Nemiscau and Albanel sites. Figure 13.18
shows typical SVC installation one-line diagram. These SVCs were tripped
by capacitor unbalance and resistor overload protection devices of the third
harmonic filter branch.

As Table 13.8 shows, substantial 2nd and 4th harmonic distortions were recorded on the
735 kV side of the Albanel substation.

Unfortunately, lack of readings for the secondary 22 kV side of the static compensators
at the time of the collapse makes exact assessment of the stress on the SVC components
impossible. The impact of voltage and current distortions on the 22 kV side was, therefore,
determined theoretically. The findings thus obtained indicate values in excess of the
settings of the protection devices that operated.

Resultant current wavefor

(b)(a)

m
Load 735/264/16 kV

330 MVA

115 MVAr 110 MVAr 110 MVAr 110 MVAr

Figure 13.17. Simplified one line diagram La Verendrye/Chibougamau SVC’s (a); current har-

monics substation 16kV side (b) [10].
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13.2.11.4 Equipment Damage. The system blackout caused loss of all static
compensators on the La Grande network, damaged some strategic equipment and rendered
other major pieces of equipment unavailable. As a result, it took over 9 h to restore
17,500MW, that is, 83% of full power.

Among the major pieces of damaged equipment were two La Grande 4 generating
station step-up transformers damaged by over voltage when the network separated and a
shunt reactor at Nemiscau that requires factory repair. The SVCs at the Albanel and
Nemiscau substations suffered only minor damage: thyristors burned at Nemiscau and
capacitor bank units failed at Albanel. The SVC phase C transformer at the Chibougamau
substation was also damaged by over voltage following system separation.

Hydro-Quebec’s telecommunication network operated satisfactorily throughout the
magnetic storm, as did all special protection systems.

13.2.11.5 Lessons Learned. The blackout of the Hydro-Quebec system on
March 13, 1989 was caused by an exceptionally intense magnetic storm. The storm
induced DC ground current that saturated transformers and generated even order harmonic
currents that caused seven static compensators on the 735 kV network to trip or shutdown.
Loss of the static compensators gave rise to system instability that culminated in separation
of the La Grande network. Automatic load shedding was not able to offset the loss of the
9500MWof generation from the La Grande generating stations, and the rest of the system
collapsed within seconds.

T A B L E 13.8. Harmonic Distortion Recorded at the Albanel Substation

Harmonic Order AC Voltage on the 735 kV Side AC Current on the 735 kV Side

1 100% 100%
2 5.1% 145%
3 3.4% 39%
4 0.5% 90%
5 0.9% 28%
6 0.4% 8%
7 0.2% 3%

735/264/16 kV
300 MVA

75 MVAr

VV

75 MVAr 3.45 mH 3.45 mH 75 MVAr 75 MVAr

V V

Figure 13.18. Simplified one line diagram

Nemiskau/Albanel SVC’s [10].
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The La Grande’s vast transmission network relies on static VAr compensators to
maintain system stability and voltage control. Since this type of equipment is particularly
sensitive to magnetic storms, Hydro-Quebec has made great efforts to improve SVC
performance under magnetic storm conditions. Remedial action was taken immediately to
increase the reliability of the static compensators, and two task forces were set up to make
recommendations for short term as well as for long term. Some of these recommendations
have already been implemented, guidelines for solar magnetic disturbance operating
procedures have been developed and an automatic alerting system has been devised [10].

13.2.12 January 17, 1995 Japan Blackout After Hanshin Earthquake

13.2.12.1 Precondition. Immediately prior to the Hanshin earthquake3, the Kansai
Electric Power Company’s total power demand was on the order of 13,000MW. The
earthquake took roughly 20% of the total power system out of operation, but it did not
damage any nuclear-power generation plants or hydroelectric-power generation plants.

The communication system sustained some damage typically from the fire following
the earthquake. However, the system was still operable. The other facilities were damaged
by the earthquake and necessitated repairing or replacement.

13.2.12.2 Supply and Demand.

(i) Generation and Load Balance Immediately After the Earthquake
The Kansai Electric Power Company lost 1760MW of power generation
immediately after the earthquake. The loss of load because of damage to the
power system was, however, greater than the lost generation. As a result, the
frequency increased by 0.45Hz (Figure 13.19), and the voltage at the 500 kV

3 The Hanshin-Awaji earthquake struck Southern Hyogo Prefecture at 5:46 a.m. on January 17th, 1995. The

epicentre was located in the Northern tip of Awaji island, and the earthquake focus was at a depth of about 20 km.

The quake registered a magnitude of 7.2 on the Richter scale. The epicentre was only 20 km away from the centre

of Kobe city, which has a population of 1.5 million people. The damages of Hanshin-Awaji earthquake were the

greatest in Japan’s post-war history.

Figure 13.19. Frequency at January 17, 1995 [11].
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Hokusetu and Inagawa substations, which supply with electricity to the greater
Kobe region, went up by 20 kV.

(ii) Interruption of Electricity Supply
Six 275 kV substations, the Yodogawa, Kita-Osaka, Itami, Shin-Kobe, Kobe,

and Nishi-Kobe substations, and two 154 kV substations, the Torishima and
Minami-Ohama substations, were damaged by the earthquake vibrations and
completely out of service. As a result, power supply was cut off throughout a
wide-area stretching from Akashi city in Hyogo prefecture to Southwestern
region of Kyoto prefecture. The area affected by the outage of electric power
represents a total demand of 2836MW from approximately 2.6 million custom-
ers (Figure 13.20).

13.2.12.3 Damage to Electric Power Facilities.

(i) Fossil-Fired Power Generation Plants
The Kansai Electric Power system operates 21 fossil-fired thermal power

plants, comprising 64 units among these, 20 units located at 10 different power
stations suffered damage, typically to the boiler tubes.

The Higashi-Nada gas turbine power station having two 60MW generators
located near the epicenter suffered serious damage from the earthquake. Land
subsidence occurred through the power station and caused the uneven settlement
of the soil beneath the foundations supporting major equipment.

(ii) Transmission Lines and Substations
The earthquake did not cause any damage to the 500 kV facilities, which form

the backbone of the power system. Therewas, however, substantial damage to the
275 kVand lower voltage facilities including minor incidents, damages occurred
at 50 substations, and along 112 transmission lines:

Figure 13.20. Blackout area just after the earthquake [11].
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� The overhead transmission lines suffered damages along 23 lines, mostly in the
Kobe region. This included damage to structural components of the steel
transmission-line towers and the damage to long-rod insulators used to fix
jumpers:

– The earthquake motion did not directly cause the damage to the steel towers.
Rather, this damage was caused by fissures, slippage, and other land disloca-
tion in adjacent area, which displaced the tower foundations, and thus caused
damage to the structural components.

– The earthquake motion caused the damage to long-rod insulators. These were
broken on the 275 kV Hokushin line.

– Damage to underground transmission lines has been found along 95 lines, and
the damage surveys are still underway. The greatest damage was apparently
located in those areas subject to the most intense earthquake movement,
primarily in the flat areas in the Kobe and Amagasaki regions along the
waterfront of Osaka bay. A large number of the cable suffered deformations
and other abnormalities butwere still capable of power transmission.Only three
of the cables were completely damaged and could no longer carry electricity.

� The damage to the substations was also widespread, with a total of 181 incidents
reported at 50 substations including the 275 kV Itami, Shin-Kobe, and Nishi-Kobe
substations. These included damage to 17 transformers, which slipped out of place
when the bolts, which anchor these transformers to their foundations, broke off; oil
leakage from the bushings at eight circuit breakers because the bushings slipped out
of position; the breakage of the support insulators of 22 disconnected switches.

(iii) Distribution Lines
Troubles were reported at 649 circuits because of earthquake damage to the

distribution lines:

� Distribution poles fell over or were broken when buildings collapsed. The
distribution poles tilted over and the distribution lines were broken off because
of problems in the underlying soil structure including liquefaction and sub-
sidence. Approximately 8000 distribution poles were damaged by the earthquake,
and indeed the greatest damage occurred in those areas which were subject to the
intensity of “7” earthquake vibrations.

� The underground distribution lines and their auxiliary equipment also suffered
various types of damage:

– The transformers and the other ground-mounted equipment for these lines
were subject to tilting and deformations from shifts in structure of the
underlying soil;

– The underground ducts that the distribution cables run through suffered
various damages, including collapse of the ducts’ side walls.

13.2.12.4 Restoration of Electricity Supply. Immediately after the earthquake,
the restoration of the power system began by switching properly functioning equipment at
disabled substations over to systems that were still running:

� At 07:30 a.m., 2 h after the earthquake hit, the number of customers left without
electricity had been reduced to approximately 1.0 million, mostly in Kobe and
Nishinomiya cities.

828 MAJOR GRID BLACKOUTS: ANALYSIS, CLASSIFICATION, AND PREVENTION



� At 08:00 a.m. on January 18, one day after the earthquake occurred, all of the
substations were restored to a temporary operating condition, and the number of
customers left without electricity was further reduced to about 0.4 million.

� Three days after the earthquake, at 06:00 a.m. on January 20, the distribution lines
had been temporarily restored to all but about 110,000 customers in the Sannomiya,
Hyogo, and the Nishinomiya districts.

� The temporary restoration works were completed at 03:00 p.m. on January 23,
demand recovered to 70% of the pre-earthquake level.

The rapid restoration of electricity supply after the earthquake can be explained
through the following key aspects:

(i) A Robust and Flexible Power System
It was possible to switch over the damaged 275 kV system to the properly
functioning 77 kV system.

The 275 kV system suffered extensive damages leading to power outages over a
wide area, but the 275 kV substations are linked by the 77kV system (Figure 13.21).
By switching over to this 77kV system, it was possible to reduce the area suffering
from power outages within a relatively short period of time.

(ii) Restoration by Overhead Distribution Lines
The overhead distribution lines were used for temporary restoration, and this is
one of the main reasons why it was possible to restore electricity supply quickly.
Temporary restoration was conducted utilizing high-voltage power generation
vehicles, and all the undamaged equipment and materials remaining at the
damage sites to the greatest possible extent.

In particular, because it takes long time to identify the damaged sections of the
underground sections of underground cables, overhead lines were used to bypass
the damaged cables for temporary restoration at several locations.

Figure 13.21. Switching over to 77kV system when a 275kV substation fails [11].
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(iii) A Private Communications System with Strong Aseismic Design
An important factor contributing to the rapid restoration of power supply was the
fact that the earthquake did not damage the communication system.

The Kansai Electric Power Companymaintains a microwave communications
system linking the central load-dispatching center with all of the main power
stations and substations. Also, it exists an independent telephone system using
microwaves and fiber-optic cables. Because these systems suffered no damages
from the earthquake, it was possible to conduct all the communications necessary
for the restoration works.

In the aftermath of the earthquake, the public telephone systems failed, as the
huge number of calls jammed them. If the dispatching center had been forced to
rely on the public phone system, it probably would not have been possible to
carry out the restoration works in a timely manner.

(iv) Nationwide System for Assistance from Other Electric Power Companies
Invaluable assistance was received from companies based on all the way from
Hokkaido in the north to Okinawa in the south. In addition to dispatching a total
of 319 personnel, different corporations in the electric power industry provided
diverse types of material assistance including 52 high-voltage power generation
vehicles; 77 working vehicles; materials, food, and water for the restoration
works; and vehicles equipped with satellite communications facilities.

(v) Aseismic Design and Other Measures Against Earthquakes
The aseismic designs adopted for different facilities based on past experiences
with earthquakes did effectively minimize the earthquake damages.

The Kansai Electric Power Company has been systematically incorporating
aseismic design for all their main facilities ever since the 1978 Off-Miyagi
earthquake. Although the Hanshin-Awaji earthquake damaged their facilities, the
application of this aseismic design made possible to avert any fatal damage from
this massive quake.

13.2.13 European Incident of November 4, 2006

13.2.13.1 Precondition. On the evening of November 4, the European power
system (Figure 13.22) was operated as a whole, in secure conditions with a system
frequency near the reference value of 50Hz. As usual during a weekend when the
consumption is lower, some transmission lines are not in operation due to maintenance
or other works. And some substations in Germany were operated with two bus bars, either
for works or for limitation of short circuit current. The generation was estimated as
274,000MW with around 15,000MW of wind generation, mainly located in North
Germany and in Spain [25] (Figure 13.23).

The exchange programs and the pattern of the physical flows between countries were not
unusual, with significant differences between exchange values and physical flows at some
borders. The only point to be underlined was the high flows from Germany to the
Netherlands and to Poland, due to the high level of wind generation.

13.2.13.2 Initiating Events. In September, the local TSO was asked by a shipyard
to disconnect a double circuit 380 kV line Conneforde-Diele in North Germany, for the
transfer of a ship on the river Ems to the North Sea, on November 5 at 01:00, a type of
operation already carried out several times in the past. The TSO informed its neighboring
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Figure 13.23. Generation and power flows between the three areas just before splitting

November 4, 22:09 [25,29].

Figure 13.22. The UCTE (ENTSO-E since 2009) system.
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TSOs of its provisional agreement, hence they could carry out N-1 security analysis on
their network. The results confirmed a high loading of the grid, but with secure conditions
at this time of the night; still the cross-border transmission capacity was reduced from
Germany to the Netherlands.

13.2.13.3 Cascading Events. On November 3, the shipyard requested the TSO to
schedule the disconnection earlier, on November 4, 22:00. A provisional agreement was
given by the TSO. The neighboring TSOs were informed about this change only at 19:00 on
November 4, so no special security analyses were carried out in due time by neighboring
TSOs to take into account operational conditions at this new time. The positions of the tap
changer of the phase shifter transformer on the boundary of the Netherlands–Germany
were modified; 10min before the actual opening of the double circuit line, which took
place at 21:39, the neighboring German TSO made a load flow calculation and an N-1
analysis and concluded that its grid would be highly loaded but secure.

According to the report, between 22:05 and 22:07, the increase of load on a 380 kV tie-
line between the two German areas triggered an alarm with an immediate reaction of the
neighboring German TSO, requesting an urgent restoration of secure conditions. An
empirical assessment of corrective switching measures was carried out, without load flow
calculations to check the N-1 criterion, expecting that the coupling of the bus bars in the
substation at the end of the line would reduce the current on it. This mishandled maneuver
was effectuated at 22:10 without any further coordination due to necessary rush. The line
tripped immediately after the coupling of the bus bars and this led to other immediate
cascade trippings all over the UCTE system, which split into three islands (Figure 13.24).

The ex-post simulations achieved in the course of investigations confirmed that this
action of coupling bus bars led to a result quite the opposite to what the dispatchers

Figure 13.24. Schematicmapof UCTE area split into three areas and load shedding in thewestern

area [25,26,29].
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expected; the current on the line increased and the line was automatically tripped by the
distance protection relays, as a result of the overload.

13.2.13.4 Final State. The tripping of the tie-lines between the two German areas
and the subsequent cascading effect resulted in a division of the European system along a
north to south-east line, with an additional separation of the South Eastern countries. At
22:10:28, the European system was split into three separated islands: Western, North-
Eastern, and South-Eastern.

Some national grids suffered also a split of their internal networks, in Austria,
Hungary, and Croatia. The magnitude of the rapid frequency drop led to the tripping
of the connection between Morocco and Spain.

The generation distribution just after the split amounted to 182,700MW (6500MWof
wind generation) in the Western island, 62,300MW (8600MWof wind generation) in the
North-Eastern island, and about 29,100MW in the South-East island (no wind generation).

� The Western area was composed of Spain, Portugal, France, Italy, Belgium,
Luxemburg, The Netherlands, Switzerland, and a part of Germany, Austria, Slovenia
and Croatia. It faced a significant supply–demand imbalance, of 8940MW, due to the
no longer available imports from Eastern side.

This severe imbalance caused a quick drop (within 8 s) of system frequency from
the normal value of 50Hz to about 49Hz (Figure 13.25), which activated automatic
load shedding (rejection of load). Eventually, the total shedding was some
17,000MW of consumption and of 1600MW of pumps (pumped storage plants).

According to UCTE security rules, these automatic actions are designed to
prevent any system collapse as a result of significant power imbalance. They helped
to limit the frequency drop and the action of the load frequency control (LFC) started
restoring its nominal value.

Unfortunately immediately after the frequency drop, somegeneration units tripped,
thus increasing the demand–supply imbalance in the area. About 40% of the units that

Figure 13.25. Frequency recordings after the split [29].
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tripped during the incident were wind power units. Around 30% of CHP (combined
heat and power: cogeneration production) in operation just before the event tripped
during the frequency drop.Wind generation andCHPconnected to thedistribution grid
are not directly controlled by TSOs; these small units were automatically reconnected
to the grid when the accepted conditions of voltage and frequency resumed.

TSOs started generation units (mainly hydro units) in order to quickly restore the
frequency to 50Hz, as directed in the TSOs’ restoration plans; no special coordina-
tion between TSOs was sought at that time and each TSO acted according to its own
rules. A total of about 16,800MW of generation was started in the Western area.

A fewminutes after the incident, some TSOs stopped their load frequency control
(LFC) in order to assess the situation. Around 22:30, some TSOs were requested to
switch LFC into pure frequency mode.

The restoration of power supply for customers in most of the countries was
achievedwithout coordination and without an accurate knowledge of the status of the
split network.

� North-Eastern area also faced serious imbalance conditions, with in this case an
over-generation of more than 10,000MW. The excess was due to the fact that before
splitting there was a huge transit of electricity from this area to West and South
Europe, a typical load flow situation in this region, but higher than usual due to wind
conditions in the north of Germany.

It resulted in a rapid increase of frequency up to about 51.4 Hz, quickly reduced to
about 50.3 Hz by the automatic actions of primary control—standard and emergency
range, of the activation of speed control of certain generating units and by the
automatic tripping of windmills sensitive to high frequency. This automatic tripping
of some 6200MWof wind generation contributed to limit the increase of frequency
during the first seconds of the disturbance.

The windmills that tripped at the time of collapse started automatically to be
reconnected to the power systems (in Germany and Austria) and thus gradually
increased generation in those control areas, behavior contrary to the required
generation decrease in this area. These actions included some TSOs instructions
to generation companies to decrease the output, stopping some of them and starting
pumps in pumped storage plants. Therefore, the frequency slowly increased again
from 50.3Hz at 22:13 up to 50.45Hz at 22:28 and then slowly came back to around
50.3Hz.

The reconnection of windmills with the gradual increase of generation in the
north of Germany and the decrease of thermal generation, mainly in Poland and
the Czech Republic, led to significant changes of power flows. The flows profile
between Germany and, respectively, Poland, and Czech Republic exceeded the
transfer capacities on these borders, to reach “levels unacceptable even for emer-
gency conditions” with overloads of some internal lines. The N-1 rule was not
fulfilled at that time in this region and tripping of any element would have caused
further overloads and possible cascade tripping, a real danger of further collapse.

� The South Eastern area, including a small part of South Hungary, supported a lightly
negative balance of around 770MW. As the frequency value during the whole
disturbance was significantly above the first threshold for load shedding (49Hz)
neither automatic actions nor load shedding took place during the event and the
defense plans were not activated. The frequency dropped to 49.79Hz and came back
rapidly to an acceptable normal value of 49.98Hz.
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13.2.13.5 Resynchronization. The resynchronization process was performed in
Germany, Austria, Croatia, Romania, and West Ukraine. The TSOs started quickly to
reconnect the tripped lines with a minimal coordination. Some attempts at resynchroniza-
tion failed, some resulted in actual interconnection but failed after a few seconds, and then a
successful resynchronization process took place.

Successful resynchronization took place first on the 380 kV line between Western and
North-Eastern areas, in Germany at 22:47, with a recorded difference of frequencies of
about 180mHz. The resynchronization process with the South-Eastern area took place
2min later with the closing of the 400 kV line between Ukraine and Romania.

The full resynchronization of the three areas started about 40min after the triggering
event—mishandled coupling of a bus bar—and was completed in less than 2 h. It was
carried out in a fully decentralized way with a minimum of coordination between directly
affected countries.

13.2.14 Some Lessons Learned

Taking a look at the three latest major disturbances, U.S. and Canada blackout on August
14, 2003, the Italian blackout on September 28, 2003 and this European incident, common
denominators could be highlighted as follows:

a. the inappropriate estimation of the situation leading to nonrespect of the security
rules;

b. the weakness of the inter-TSO coordination;

c. conflicting interests with separated ISO and TSO (maintenance, costs, investments);

d. bad operator decisions in critical situations and lack of cross-border coordination;

e. lack of obligations in power system generation standards and for dispersed
generation (performances for frequency control and voltage, real-time monitoring);

f. lack of transmission infrastructures (authorization procedures and delays).

13.3 ANALYSIS OF BLACKOUTS

Blackouts seem to progress with some regularity. A previous study showed that the
progression of blackouts after the occurrence of initiating events could be divided into
steady-state progression and transient progression [30]. In our study, the progression of eight
blackouts (see Table 13.1, no. 18, 20, 28, 29, 32, 33, 36, 37), fromwhich detailed information
are available, was investigated. The results suggested that the progressions of blackouts can
be divided into several phases. Figure 13.26 clearly describes these phases, which are
precondition, initiating events, cascade events, final state, and restoration. Among these five
phases, cascade events can be further divided into three phases in the process of some
blackouts: steady-state progression, triggering events, and high-speed cascade.

A high-speed cascade usually follows the critical point, that is, the occurrence of
triggering events. But, not all of the blackouts have all the phases listed above. For
example, the steady-state progression was skipped in some previous blackouts. In these
cases, the initiating events were also the triggering events that started the high-speed
cascade. For example, in the case of Croatia blackout on January 12, 2003, the initiating
event at 16:43:58 triggered the high-speed cascade, and the blackout happened within 30 s.

In the followingsections, theblackouts are discussedaccording to these sequential phases.
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13.3.1 Classification of Blackouts

13.3.1.1 Precondition. As stated previously, 39 blackouts, with comparative
detailed information, were collected in this chapter. Different preconditions happened
in these blackouts, but we can classify them according to their common characteristics. The
classification is carried out as follows:

1. System Condition is Stressful in Summer Peak and Winter Peak
Table 13.9 shows that 13 blackouts happened in summer peak and 11 blackouts in
winter peak. Moreover, 61.5% of the blackouts (24/39) happened in summer peak
and winter peak when there was a high electrical demand, and 38.5% of the
blackouts (15/39) happened in normal system condition.

2. Aging Equipments
The Russian power system was a system with a high security level. No blackout
happened from 1975 to 2005. However, a blackout occurred inMoscow onMay 25,

Figure 13.26. Phases of blackout [31].

T A B L E 13.9. Blackouts in Summer and Winter Peak

Blackouts in Summer Peak Blackouts in Winter Peak

07/1977, New York City 09/11/1965, United States
23/07/1987, Japan 19/12/1978, France
24/08/1994, Italy 01/1981, Idaho, Utah and Wyoming, United States
08/06/1995, Israel power system 27/12/1983, Sweden
02/07/1996, 14 states in the United States 12/01/1987, France
07/08/1996, Big Rivers Electric
Corporation, United States

12/03/1996, Florida, United States

10/08/1996, California Pacific Northwest 01/1998, Canada, New York and New England
26/08/1996, New York, United States 12/1998, San Francisco, California Bay Area
07/1999, New York City 01/12/2003, Southeastern Massachusetts from New Bedford to

Provincetown to the islands, United States
14/08/2003, United States and Canada 12/01/2003, Southern part of Croatia and a part of Bosnia Herzegovina
28/08/2003, South London 14/12/1994, Arizona and Washington state, United States
05/09/2003, West Midlands
12/07/2004, Athens and Southern Greece

836 MAJOR GRID BLACKOUTS: ANALYSIS, CLASSIFICATION, AND PREVENTION



2005, because more than 70% of the Moscow 220 kV power substations were
working over their lifetime, and such system became unstable during the emer-
gency condition.

3. Inadequate Reactive Power Reserve
Inadequate reactive power reserve was the reason of the blackout in Northeast
United States and Canada on August 14, 2003 and in France on December 19,
1978. Reactive power is related to the voltage. Lacking of reactive power
decreased the flexibility of the voltage control, which may increase the risk
of voltage collapse.

4. Some Important Equipments Out of Service
Before the blackout in Athens and Southern Greece on July 12, 2004, one 125MW
generating unit in Peloponnesus and one generating unit in Northern Greece were
out of service. This led the system to a stressful condition.

5. Natural Reasons Such As Wind, Thunderstorms, Earthquakes, Fog, Geomagnetic
Disturbances, and Fire
Before the blackout in the United States on April 16, 1996, the area had an
unusually high amount of dust and soot from prairie fires due to drought conditions.
This increased the possibility of flashovers.

The voltage collapse in Quebec in March 1989 was caused by the side effects of
a geomagnetic storm during a period of heightened solar activity. The blackout in
Japan in January 1995 was caused by an earthquake.

13.3.1.2 Initiating Events. Initiating events were various in different blackouts.
These events can directly cause blackout or can worsen the system condition, which may
indirectly lead to blackout. Short circuit, overload, and protection hidden failure are the
usual initiating events, and other events such as loss of generator sometimes can also be
initiating events. The initiating events of some blackouts, of which related information
could be obtained, are described in Table 13.10.

13.3.1.3 Cascading Events. The cascade is a dynamic phenomenon. It can be
triggered by the initiating events. These initiating events can cause power oscillations and
voltage fluctuations that may result in high currents and low voltages. The high currents
and low voltages can be detected by other lines and be treated as faults. The lines and
the generators can trip to protect themselves from damage, which may lead more and more
lines and generators to become out of order. Besides power oscillations and voltage
fluctuations, line overloads also can cause cascade. When a line is tripped, due to an
overload, the neighboring lines can become overloaded and be tripped.

By analyzing the eight blackouts cited in the introduction of Section 13.3, we can
divide the period of cascade events into steady-state progression and high-speed cascade
(see Figure 13.26). In the period of steady-state progression, the progression of the
cascade events is slow, and the system can keep balance between the generation and
the consumption. During this period, the major incident is the cascade overload. Because
of the slow speed of the worsening of the situation in the period of steady-state
progression, it may be a good opportunity for the system operator to take actions to
stop the spread of the cascade overload and then, prevent the occurrence of blackout.
While the triggering events have triggered the high-speed cascade, the balance between
the generation and the consumption may be broken, series of system equipments may be
tripped rapidly, and system collapse can happen in a very short time. In the period of
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high-speed cascade, it is generally too late for the system operator to take actions to stop
the rapid progression of blackout.

The period of cascade events was studied by analyzing the accumulated number of
the tripped lines, transformers, and generators in this period. Data of the U.S. blackout
on August 14, 2003, the Italy blackout on September 28, 2003, and the Croatia blackout
on January 12, 2003 were cited to describe the progression of blackout during the
cascade.

In the U. S. blackout on August 14, 2003, the triggering event was the tripping of the
East Lima-Fostoria Central 345 kV line at 16:09:06, and this event caused large power
oscillations through New York and Ontario into Michigan. The high-speed cascade was
triggered and led to blackout (Figure 13.27).

In the Italy blackout on September 28, 2003, we can clearly see the period of
the steady-state progression and the period of the high-speed cascade (Figure 13.28).
The triggering events tripped the Mettlen-Airolo 220 kV line and Sils-Soazza line in
Switzerland at 03:25:21. These triggering events directly led to 17 lines tripped within 21 s.
In the Croatia blackout on January 12, 2003, the steady-state progression was skipped
(Figure 13.29). The initiating event, which was also the triggering event, triggered the high-
speed cascade, and the blackout happened within 30 s.

The duration of the periods of steady-state progression, high-speed cascade, and
restoration of eight blackouts are listed in Table 13.11.

T A B L E 13.10. Initiating Events of Blackouts

Blackouts

Initiating Events

1 2 3 4

09/11/1965 United States @ @
07/1977 New York @
27/12/1983 Sweden @
19/12/1978 France @
12/01/1987 Western France @
08/06/1995 Israel @
12/03/1996 Florida @
16/04/1996 United States @ @
02/07/1996 United States @
10/08/1996 California Pacific Northwest @
26/08/1996 New York @
21/09/1996 Allegheny @
11/03/1999 Brazilian @
12/01/2003 Croatia @ @
14/08/2003 Northeast United States and Canada @
28/08/2003 London @
23/09/2003 Eastern Denmark and Southern Sweden @
28/09/2003 Italy @ @
12/07/2004 Athens and Southern Greece @
14/03/2005 South Australia @

Total: 18 8 6 6 22

1—Short circuit, 2—Overload, 3—Protection hidden failure, 4—Loss of power plants.
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Figure 13.27. Accumulated lines and generators tripping during the cascade in the U.S. blackout

on August 14, 2003 [1].

Figure 13.28. Accumulated lines and generators tripping during the cascade in the Italy blackout

on September 28, 2003 [3].

Figure 13.29. Accumulated lines, transformers and generators tripping during the cascade in

Croatia blackout on January 12, 2003 [16].
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From Table 13.11, we can find that:

(i) The progression of the high-speed cascade is very fast. Numerous of lines and
generators can trip in several seconds or several minutes. Of course, it is a too
short time for system operators to take effective actions to stop the cascade. If we
want to stop the blackout, we need to take adequate actions before the period of
high-speed cascade.

(ii) In some blackouts, the period of the steady-state progression was skipped. After
the initiating event happened, the system quickly went into the period of high-
speed cascade. This kind of blackout is more difficult to stop because of its rapid
progress.

13.3.2 Blackouts: Types of Incidents

From available data, some serious incidents in 12 blackouts from 1965 to 2005 were
analyzed in this section (Table 13.12).

T A B L E 13.12. Blackout: Types of Incidents

Blackouts

Types of Incidents

1 2 3 4 5

9/11/1965 United States @
19/12/1978 France @ @
12/01/1987 Western France @
2/7/1996 United States @ @
07/08/1996 United States @ @
12/01/2003 Croatia @
14/08/2003 Northeast United States and Canada @ @
23/09/2003 Eastern Denmark and Southern Sweden @ @
28/09/2003 Italy @ @ @
12/07/2004 Athens and Southern Greece @
14/03/2005 South Australia @
04/11/2006 European power system @

Total: 12 7 1 8 1 2

1—Voltage collapse, 2—Frequency collapse, 3—Cascade overload, 4—System unsymmetrical, 5—Loss of synchronism.

T A B L E 13.11 . Periods of the Blackouts

Blackouts Steady-State Progression High-Speed Cascade Restoration

14/08/2003 United States and Canada 1 h 5min 3min �24 h
28/09/2003 Italy 24min 9min 20 h
12/01/2003 Croatia Without 30 s >3 h 15min
14/03/2005 South Australia Without 6min 1.5 h
12/07/2004 Greece 13min 2min 3 h
02/07/1996 United States Without 60 s >6 h
10/08/1996 United States 1 h 38min 7min �9 h
19/12/1978 France 47min 6min 10 h
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Referring to Table 13.12, voltage collapses (7/12) and cascade overloads (7/12)
happened with a higher frequency in these blackouts. It suggests that voltage collapse
and cascade overload are the major incidents in the progression of blackouts. Finding out
effective methods to avoid these types of incidents in emergency condition might be a good
way to stop most of progressions of blackouts.

The system separation is also a blackout incident, but it is a consequence of the
incidents that are represented in Table 13.12.

We have identified the phases of blackout, analyzed the phenomena occurred in these
phases and found some common characteristics of blackouts. But how did the blackout
progress in each phase? In the next part, the mechanisms of blackouts are analyzed.

13.3.3 Mechanisms of Blackouts

The power system may enter into an emergency condition due to some critical events that
may happen in the system. Usually, the system can be pulled back to normal condition by
its protection and control system. But, sometimes, the system cannot return to the normal
conditions in a good time and some new events can trigger the cascade incidents, which
may interact and rapidly worsen the situation. Finally, blackout can happen.

In this study, we analyzed the mechanisms of the eight blackouts cited in the
introduction of Section 13.3, from which we could get detailed information. Combined
with a previous study, which suggested a common generic scenario of cascading processes
for blackouts [23], we describe the mechanism of blackouts in Figure 13.30.

There are five types of faults that cause blackouts: voltage collapse, frequency
collapse, cascading overload, system separation, and loss of synchronism. The major

Figure 13.30. Mechanism of blackouts.
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reasons are voltage collapse and cascading overload. The mechanisms of these faults are
presented in the following sections.

13.3.3.1 Voltage Collapse. The voltage collapse is caused by lines, transformers
and/or generators tripping, and consumption disturbance. If there are not enough reactive
power reserves in the system, the voltage drops, which cause cascading overload of the
lines and transformers and accentuates the voltage to decline. Indeed, the voltage drop in
the transmission system leads to low voltages in the distribution systems. Therefore, the
ULTCs (under load tap changer) try to increase the voltage profile on the lower voltage
levels by modifying their turns ratio.

The apparent impedance of low voltage levels (including ULTC) then decrease, and
more current is requested from transmission lines. This leads to line overloads.

When the voltage is below the thresholds of undervoltage protections of the generators,
they trip and the lack of reactive reserves are worsened. At the same time, overcurrent
protections of linesmay also trip and the voltage dropsmore andmore: the blackout happens.
The duration of voltage collapse is about some minutes. FACTS, reactive resources and
undervoltage load shedding, can help voltage return to normal condition (Figure 13.31).

13.3.3.2 Frequency Collapse. Unbalance between production and consumption
appears, insufficient active power reserve in the system and generator tripping cause the
frequency collapse. Facing these events, the power system uses the primary active reserve
to keep the frequency in the limited operating range. If there is not enough primary reserve,
the frequency can go out of the limits. The underfrequency protections of generators
provoke their cascade tripping and, as a consequence, the acceleration of the frequency
collapses. It happens in some seconds and can be stopped by underfrequency load shedding
(Figure 13.32).

Lines, transformers
tripping

Consumption disturbance

Generators tripping

Cascading overload

Loss of synchronism
Insufficient reactive
power reserves

Voltage drop

Figure 13.31. The mechanism of voltage collapse.

Unbalance between
production and consumption Frequency drop

OverloadShort circuit

Equipment failure

Insufficient
active power reserve

Generators tripping

Figure 13.32. The mechanism of frequency collapse.
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13.3.3.3 CascadingOverload. When the power system is stressed, the power flows
are close to the limit of the lines transmission capacity. A heavily loaded line can sag close
to trees due to overheating which may, in the long run, provoke a flashover. So, the
protection relays of the line disconnect it and its power flow is shifted onto others lines in
the neighborhood.

A line can also be tripped by its overload protection. The power transfer on the other
lines may cause them to be overloaded and also tripped by their protection devices and the
cascade begins. The system enters into voltage collapse, frequency collapse then loss of
synchronism or system separation and finally, the blackout happens. The duration of the
cascading overload is from some minutes to some hours. A way to avoid the cascading
overload is to use FACTSs, which can change the load flows and relieve the power flows in
some critical lines. Load shedding can also help relieve the stress of the system and stop the
cascade (Figure 13.33).

13.3.3.4 System Separation. When the grid loses some critical lines or trans-
formers, the system is separated. In each isolated subsystem, an unbalance between
production and consumption may appear. If the system operator cannot keep the system
balance in these subsystems, a voltage or frequency collapse causes a blackout. Load
shedding can keep the balance between load and generation in the isolated subsystems
(Figure 13.34).

13.3.3.5 Loss of Synchronism. Let us consider two power systems linked by
interconnections lines. If one of these lines trips, the others may be overloaded. Unbalance

Lines, transformers
generators trippingShort circuit

Load
disturbances

Generator
tripping

OverloadLow voltage

Voltage
collapse

Frequency
collapse

Loss of
synchronism

System
separation

Load flow changes

Protection action

Figure 13.33. The mechanism of cascading overload.

Lines, transformers
tripping

Unbalance between
generation and load

Voltage collapse

Frequency collapse

System separation

Figure 13.34. The mechanism of system separation.
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between production and consummation appears and the frequency became different
between the power systems. Power oscillations appear on the interconnection lines and
the protection system reacts. Finally, the systems split. The loss of synchronism can also be
caused by a short circuit that makes the generators angle exceed 90�. To avoid loss of
synchronism, load shedding can keep the balance between load and generation and FACTS
can be installed in some critical interconnection lines to stop power oscillation spreading
(Figure 13.35).

13.3.3.6 Generalization4. During operation, the electrical power systems (EPS) are
subjected to various events. These events differ by their origin and their qualitative and
quantitative characteristics.

The common way of retrospective analysis of emergency contingencies in power
systems is the detachment of a certain time-sequence (chain) from the set of occurred
events, only that which caused triggering and development of emergency contingency in a
characteristic way.

This section presents some definitions based on which all possible events can be
subdivided into three groups according to their qualitative characterization. Description of
those groups and generalization of their interrelation are given and an example of the
groups separation from the events sequence is presented [28,32].

A. Definitions
Let us define “change of power system state” as a process of redistribution of active
and reactive power flows, which has feed forward and feedback with the change of
voltages in the network nodes and, possibly, with the change of the system
frequency.

Let us introduce three types of changes of power system state coming from the
reliability of its further operation (i.e., from the risk of blackout occurrence):

� Negative change (i.e., deterioration) of the state, which appears as decreasing the
reserves of transmission capability of the main network and reserves of
generating power;

� Positive change (i.e., improvement) of the state, which appears as increasing the
reserves of transmission capability of the main network and reserves of
generating power;

� Imperceptible change—that is„ insignificant (negligible) change of those
reserves.

System separationLines, transformers
tripping

Short circuit

Low voltage
Loss of synchronism

Generator tripping

Figure 13.35. The mechanism of loss of synchronism.

4 This section was prepared together with D.N. Efimov
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� Let us define an “event” as the cause of change of the system state or the obstacle
in the state change.

� Furthermore, an event is identified by three characteristics:

� Probability of the event occurrence;

� Orientation of the event to deterioration or improvement of the system state (to
negative or positive change of the system state);

� System effect of the event (the event influence on the system state)—that is,
quantitative measure of change in the systems state under the event influence.

Coming from above definitions, all the events taking place in the power system can be
subdivided into three groups as follows.

B. Group I: Accidental Events
Accidental events may be classified as:

� Disturbances—mainly short circuits on the transmission lines, but also conduc-
tors break, unplanned disconnection of network elements, and load/generation
on/off. These disturbances represent accidental changes in the system state.

� Wrong actions—that is, misoperations of relay protection or automatic control
devices or erroneous commutations accomplished by personnel.

� Failures—that is, relay protection or emergency control device failures or
missing the necessary personnel actions for the proper change of the system
state. Failure preventions from the power system state change are addressed by
event of Group II or other events of Group I.

An accidental event is directly related with certain system element (generation unit,
load, or transmission line) and results in change of the element capability/reliability
as a local effect of the event. An accidental event is indirectly (through an event of
Group III) related with the change of entire system—that is, characterized as
manifestation of the system wide effect of event.

C. Group II: Purposeful Events (Control Actions)
Let us refer to purposeful events as correct and successful, those control actions for
planned changing of the system state or as a response to events of Groups I and III.
According to proposed classification, incorrect or unsuccessful control actions belong
to Group I since they are considered as having accidental nature.

Purposeful events improve the system state. They are accomplished by relay
protection, emergency control devices and/or personnel by commutating certain
generation, load and/or transmission elements of the system—this is the local effect
of event (i.e., change of the element capability/reliability). As with accidental event,
the control action is indirectly (through the event of Group III) related with the change
of entire power system—that is manifestation of the system wide effect of event.

D. Group III: Regular (Natural) Events
Let us refer to regular (natural) events as the actions of nature on the power system,
which manifests as natural response of the system to aggregate of all previous events.
Regular events can result both worsening and improvement of the system state and
also imperceptible (negligible) change of the state. A regular event manifests locally
(e.g., transmission line overloading) or system wide (e.g., change of voltages in the
system nodes).
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E. Generalization of Mechanisms
Notice that while events of Groups I and II influence certain elements of the system,
the events of Group III are responses of entire system to those influences.

Events of Groups I and II always lead to events classified in Group III, which in turn
are direct cause of the system state change. Therefore, the system effects caused by
any event directly results from an event of Group III.

Cause–effect relationships between foregoing three groups of events are sketched in
Figure 13.36.

Probability and system effect of event are the values depending on the previous
events, first of all on those events of Group III, which result in worsening the system
state. In more detail, these events lead to

� First, probability of Group I events occurrence (e.g., the probability of short
circuit of overloaded transmission lines is much higher than of normally loaded
or low loaded lines).

� Second, negative effects of Group I events on the system (e.g., accidental
redistribution of power flows in “heavy” operation conditions results in larger
overloading of transmission lines than similar redistribution in “easier”
conditions).

It can be seen from Figure 13.36 that the most dangerous (potentially most of the
worsening of the system state and hence the risk of blackout occurrence) case is a
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Figure 13.36. Cause–effect rela-

tionships between EPS events and

its state changes.
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combination of Group I events and of the worsening of the system state due to Group III
events. Just under that combination, a cause–effect cycle formation is possible which, if
considered in timescale, is a process of cascading deterioration of the power system state—
that is, cascading development of emergency situation.

Appearance of such dangerous cycle means that the events sequence in some instants
of operation can bring the power system to a marginal state, from which the next event
occurrence becomes triggering—that is, an event that starts uncontrollable cascading
process of further events (firstly tripping of elements) with disastrous consequences
(system blackout).

A triggering event separates a period, in which multiple “undirected” factors finally
contributing but not directly connected to a blackout are accumulated, from the “blackout-
directed” sequence of events with clear cause–effect relationships between the subsequent
phases [23].

By analyzing the sequences of events of recent blackouts, the following common
scenario of the cascading process, containing cyclically repeating change of the system
states, can be suggested (see Figure 13.37).

13.4 ECONOMICAL AND SOCIAL EFFECTS

Table 13.13 presents the economical and social impacts for some important blackouts.
This table emphasizes the important consequences of blackouts in terms of a number

of impacted consumers and financial losses.
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T A B L E 13.13. Economical and Social Impacts of Blackouts

No. Name of Blackout Economy Society

1 09/11/1965 10 states in Northeast of United States Loss of 20,000MWof
load

30 million people

2 05/1977 Miami, United States Not available 1 million people
15,000 squares miles

3 13/07/1977 New York City 6,000MWof demand 10 million people
4 19/12/1978 France 29,000MWof the

39,000MW demand
lost

Not available

5 03/1982 Oregon, United States Not available 900,000 people
6 27/12/1983 Sweden 11,400MWof

18,000MW demand
lost

4.5 million people

7 12/01/1987 France Loss of 8,000MWof load Not available
8 13/03/1989 Qu�ebec, Canada Loss of 21,500MWof

generation
6 million people

9 24/08/1994 Italy Loss of 4,500MWof load Not available
10 14/12/1994 Arizona and Washington state, United States Loss of 9,336MWof load 2 million people
11 17/01/1995 Japan Loss of 2,836MWof load 2.6 million people
12 08/06/1995 Israel power system Not available 70% of the

consumers: 5
million people

13 02/07/1996 14 states in the United States Loss of 11,743MWof
load

2 million people

14 10/08/1996 California Pacific Northwest, United States $1 billion loss of
30,500MWof load

7.5 million people

15 01/1998 In Canada, New York and New England Not available 3 million people
16 07/1999 New York City Not available 300,000 people
17 21/01/2002 Brazilian power system Loss of 61.3 GWh of load

with 50USD$/MWh
Not available

18 12/01/2003 Southern part of Croatia and a part of Bosnia
Herzegovina

2,375,000 dollars
(1,270MWh)

5 million people

19 14/08/2003 Northeast of United States and Canada Between $7 and $10
billion lost

50 million people

20 28/08/2003 South London Loss of 724MWof load 476,000 customers
21 02/09/2003 Cancun, Mexico Not available 3 million people
22 23/09/2003 Eastern Denmark and Southern Sweden Loss of 8 GWh of load 2.4 million people
23 23/09/2003 Most of Chile 5 million people
24 28/09/2003 Italian power system Loss of 180 GWh of load 57 million people
25 01/12/2003 Southeastern Massachusetts from New

Bedford to Provincetown to the islands, Unites States
Not available 300,000 people

26 21/12/2003 San Francisco, United States Not available 120,000 customers
27 12/07/2004 The Athens and Southern Greece 9,000MW 250,000 homes

7 million people
28 23/08/2004 Bahrain Not available 650,000 people

700 square
kilometers

29 25/05/2005 Moscow, Russia $1 billion lost 4 million people
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13.5 RECOMMENDATIONS FOR PREVENTING BLACKOUTS

Following the description of the phases and the mechanisms of blackouts, the major
incidences of each phase of blackouts are listed and the possible resolution methods are
suggested in Table 13.14. As traditional means for blackouts prevention were widely
discussed in the literature, our purpose is to discuss about the use of relatively recent
technologies.

Indeed, some new technologies for monitoring and system control became more and
more mature in recent years. To realize real-time control in the power systems, the
time delay of the measurement system typically needs to be limited in a time around
100–200ms [33]. SCADA/EMS, which was traditionally used in power systems, provides
1–5-s measurement intervals, but this is not sufficient for real-time control [33], because
some incidents in the power system can lead to serious problems only in several hundreds of
milliseconds. The wide-area measurement system (WAMS), which is based on the phasor
measurement units (PMU) and the global positioning system (GPS), can provide more
effective and quick real-time system information to system operators and realize real-time
control [33–36].More andmore new control systems and controlmethods based onWAMS,
such as wide-area stability and voltage control system (WACS) and wide-area monitoring
and control systems (WAMC) [34,35], have been developed.

Besides real-time control system, flexible AC transmission system (FACTS), which
can be used for voltage control and load flow control, can make the power system more
stable and flexible [36]. These equipments, based on power electronics, can react quickly
to a disturbance.

The application of these techniques in power systems would decrease the incidence of
blackouts.

New techniques combined with the traditional ones could be applied in different
phases of blackout.

1. Precondition. In the period of precondition, the security margin of the power
system is often limited. The WAMS can be used to detect the system condition.
When the system is approaching its security limit, the system operator could rapidly
know this information through WAMS and quickly take effective actions to keep

T A B L E 13.14. Major Incidences of Each Phase of Blackout and Possible Resolution Methods

Phase Precondition
Initiating
Event

Steady-State
Progression

Triggering
Events

High-Speed
Cascade

Final State
and
Restoration

Time Hours to
minutes

Milliseconds Hours to minutes Milliseconds Minutes to seconds Minutes to
days

Types of
fault

Heavy load
flows

Oscillation Cascade
overload,
system
separation

Oscillation Voltage collapse,
frequency
collapse, loss of
synchronism

Restoration

Resolution
method

FACTS,
power
reserves

FACTS, PSS FACTS, PSS,
load shedding,
generator
rescheduling

FACTS,
PSS, load
shedding

Load shedding,
system islanding

Restoration
plan
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the system in a safe condition. The system operator should adjust reactive power
output of the generators, use Static VAr compensators for preventing voltage
decrease, reschedule generation scheme, change load flows, shed load, and use
FACTS in some critical lines to prevent overload.

2. Initiating Events. The initiating events of blackouts are usually short circuit, lines
or generators tripping, and so on, and they can lead to power oscillations in the
power system. Power system stabilizers (PSSs) and FACTS could be utilized to
damp these oscillations and to prevent the inappropriate actions of the protection
system.

3. Steady-State Progression. The period of the steady-state progression is about
10min to 1.5 h. Cascade overload is the major event that occurs during this period.
The system operator could change the topology of the power network, utilize
generator rescheduling, load shedding and FACTS to avoid cascade overload in
this period.

4. Triggering Events. The triggering events of blackouts are usually short circuits,
important lines and generators tripping, and so on. These triggering events could
result in large oscillations that could cause the action of the protection system,
and more and more lines and generators would trip and become out of order.
Power system stabilizers (PSS) and FACTS could be used to damp oscillations in
a coordinated manner, and the protection system could split the network and
isolate the transient oscillations to keep other parts of the network safe.

The period before triggering events is a critical period for the system operator to
take actions to pull the system back to safe condition. When the triggering events
happen, it is difficult for the system operator to stop the rapid worsening of the
system condition, and the blackout may be unavoidable.

5. High-Speed Cascade. In the period of high-speed cascade, numerous lines and
generators trip in several seconds or several minutes. When the system enters this
period, it is too late to take the effective actions to stop the blackout. In this period,
massive load shedding may be a way to reduce the impact of a blackout.

6. Final State and Restoration. When the blackout has happened, the system operator
must restart the system as soon as possible.

13.6 ON SOME DEFENSE AND RESTORATION ACTIONS

The purpose of this part is not to describe all the possible plans because each TSO has its
own methods. The goal is to give general ideas with examples to fix minds. Nevertheless,
we think that the reader should find other various approaches, means, and methods in the
literature or in TSOs’ operating manuals.

The objective of a power system is to ensure the continuity of load supplying,
guarantying a certain level of voltage quality. This can be decline in four criteria that are
respect of operation constraints, safe-keeping of equipments, safe-keeping of the network,
and system restoration. Functions of these various criteria, the system tasks to be satisfied
are shown in Figure 13.38.

The consequences of an electric breakdown are so heavy that each power system,
function of its own characteristics, has to develop procedures including decisions and
actions to take, automatically or not, to defend the system against incidents. These
procedures must be able to restore the normal operation of the system as quick as possible
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if all the protection means that have been requested did not succeed to save it. The
objectives are the followings:

� Detection. The system must have the necessary means to detect its deterioration.
� Security. We need adequate procedures to stop the incident spreading and its
propagation on the whole network, sacrificing some customers if needed and/or
preparing the splitting plan in several subnetworks to protect the safety areas. This
takes part of the defense plan.

� Rapidity. for the areas which are in extreme state, we need automatic or manual
procedures to do to allow coming back quickly at the normal situation. This is the
restoration plan.

13.6.1 Defense Actions

In a first approach, the objectives of a defense plan are to detect the degraded state of the
network, to launch ultimate parries to avoid the propagation of the incident (sacrificing non
priority customer and/or splitting the system if needed), to allow a rapid come-back to a
safety situation and to plan the restoration.

The defense plan includes preventive and curative actions that are carried out by
operators in control centers before and during an incident, when it is allowed by the
dynamic of the phenomena. We can decline curative action as follows:

� Human Timescale Actions:

– fast redispatching of active/reactive productions;

– modifications of the topology of the network;

Restoration of the system

Safe-keeping of
the network

Safe-keeping of
equipments

Respect of system

constraints

Parries to degradation
phenomena

Stability of
production units

Equipments protections

Small perturbations
(Variations of load and

production capacity for some

production means)

Large Perturbations
(Short-circuit, equipment tripping)

Restoration plan

Automatic controls

(voltage, frequency)

---------

Avoiding  degradation

phenomena

---------

Normal operation Critical event

Figure 13.38. Objectives of a power system in terms of security.
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– starting of production units;

– actions on under load tap changers (decrease of voltage reference or manual
locking, if needed);

– manual load shedding.

� Automatic Actions:

– tripping of production units (to solve line overloads);

– actions on under load tap changers (decrease of voltage reference or locking, if
needed);

– frequency or voltage load shedding;

– islanding of nuclear and thermal units.

To present possible defense actions regarding the types of fault that were
previously described, that is, voltage collapse, cascading overload, frequency
collapse, and loss of synchronism, we choose, as an example, a simplified defense
structure which was get and adapted from RTE (R�eseau de Transport d’Electricit�e),
the French transmission system operator [9]:

� Prevention/Planning:

– reliability, availability, and equipment performances: it is the purpose of the
preventive maintenance;

– redundancy of critical equipments;

– N-k criterion;

– reserves, reactive compensation.

� Supervision/Action:

– detection and correction of deviations;

– automatic controls;

– normal actions of operators.

� Ultimate Parries:

– avoiding the system collapse;

– facilitating the restoration.

DEFENSE AGAINST VOLTAGE COLLAPSE.

� Prevention/Planning:

– adequate means of reactive compensation;

– dispose of waiting compensation units, capacity banks, reactance banks, and so on;

– dispose of reactive reserves.

� Supervision/Action:

– control the voltage profile: that is the purpose of the primary and secondary
automatic voltage controls and tertiary manual voltage control.
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� Ultimate Parries:

– modify voltage references of HV/MV ULTC transformers;

– lock ULTCs at the VHV/HV and HV/MV levels;

– reactive overload of production units;

– start fast production units such as gas turbines;

– load shedding.

DEFENSE AGAINST CASCADING OVERLOAD.

� Prevention/Planning:

– perfectly coordinated and selective protection plan. The protection plan must trip
only the equipments that are needed to eliminate the fault;

– robust operating schemes: N-k criterion.

� Supervision/Action:

– supervise power flows on heavily loaded lines and ensure that there is no
unauthorized constraints in case of N-k power flow transfers;

– eliminate overloads on lines and/or transformers by switching operations or action
on production units.

� Ultimate Parries:

– load or production shedding.

DEFENSE AGAINST FREQUENCY COLLAPSE.

� Prevention/Planning:.

– precise and reliable forecast of load and exchanges on interconnection lines;

– the production plan represent the sum of load forecast, exchanges forecast, and
margins. Active reserves must be well-sized;

– ensure that reserves will be available in required time.

� Supervision/Action:.

– control the frequency: that is the purpose of the primary, secondary automatic
frequency controls, and tertiary manual frequency control;

– verify, in real time, the availability of reserves.

� Ultimate Parries:.

– change to maximum active power of operating production units;

– fast load shedding (manual);

– frequency load shedding (automatic).

DEFENSE AGAINST LOSS OF SYNCHRONISM.

� Prevention/Planning:

– adequate speed and voltage control loops on production units
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– efficient protection plan: the critical clearing times have to be as small as
possible;

– avoid topologies that facilitate collapses (long antennas).

� Supervision/Action:

– control the acceleration of production units (with threshold accelerometers).

� Ultimate Parries:

– SPS (special protection schemes): they split the network and shed loads to return
to the equilibrium;

– islanding of nuclear and thermal units on their auxiliary services.

13.6.2 Restoration Actions

The restoration plan is launched when all the means related to the defense plan failed to
stop the system collapse. It includes all actions of power system to be done whenever a
major incident in order to restore as soon as possible the system to the equilibrium normal
conditions. The priorities take place in ensuring and consolidating the re-energizing of
large production centers for their participation in the reconstitution of networks; then
restoring progressively the totality of customers. Two major restoration strategies in use
today are well known: buildup and build-down strategies [37–39]. The first one is to re-
energize the bulk power network before synchronizing most generators, whereas the
second one is to restore system by islands that will then be mutually interconnected. A
mixed solution called build-together is used in specific cases. They are all made for bulk
transmission system.

On the lower voltage level, system restoration service can be always seen as
network reconfiguration. Whenever a fault, the distribution system operator tries to
transfer the maximum of loads from the faulted feeder to the healthy feeders by
closing the normally opened switches (tie switches). In case of a larger incident,
distribution system must stay in black until transmission bulk would be restored and
become available.

A typical restoration plan comprises the following essential actions:

� the system operators identify the system status including the circuit breakers,
connection possibilities, black-start unit capacity, location of critical loads, and
so on;

� after starting at least one black-start unit, emergency energy from black-start units
have to be sent to the large nuclear and/or thermal power plants within critical
minimum interval and, then, to the noncritical minimum interval units. Critical loads
are defined and used to stabilize the system;

� supply progressively the equipments of the transmission network avoiding over-
voltage or undervoltage problems due to long lines. Other problems such as
ferroresonance must be avoided to prevent another collapse;

� the more units are taken in operation, the more quickly the subsystem and its load
will be energized. Loads at various level voltages are then reconnected.
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The most part of the process duration concerns the integration of thermal units and
their power generation growth. The system operator has to face some problems during the
process:

� the choice of critical loads;
� stability problems at the beginning;
� reactive power limits of generators, especially concerning absorption;
� high and low voltages.

The restoration plan depends on the system structure and available technologies. The
network evolutions need an adequate adaptation of the restoration plan. These evolutions
can be the integration of new technologies in terms of generation, energy transmission,
protection, or operating means of the system. On the contrary, they can also produce new
critical events and/or worsening factors that have been not already experienced on the
power system.

Each time, the corresponding phenomenon has to be rigorously analyzed. It will allow
getting operating experiences that will provide necessary means to the operator to update
the system defense plan. This analysis procedure forms a cycle showed in Figure 13.39. It is
called cycle of the restoration study of the system.

A new restoration concept has been recently proposed [40–43] using dispersed
generation (DG) located at the distribution level. The idea is to profit of the actual and
forecasted increase of DG penetration rate in distribution networks. This restoration
process works simultaneously in transmission (downward stream) and distribution (upward
stream) networks with the aid of DG and it is called deep build-together strategy. This
approach considers DG not only as additional sources in normal conditions but possible to
be active and flexible support ones in case of major failure, that is, black-out, should one
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Figure 13.39. Cycle of the restoration study of the system.
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occur. So, DG is used to help the power system to reduce blackout consequences in
terms of out-of service’s load volume, its duration and the system restoration duration.
Main objectives are as follows:

� to profit efficiently the available electrical energy of DG units in critical situations;
� to accelerate the network re-energizing;
� to restore clients as much and rapid as possible.

This strategy is to re-energize by islanding in transmission network while distribution
network cells are being formed and expanded based on the availability of DG black-start
and power unit’s capacity without support by the main power system. The priority tasks in
transmission level are to black-start successfully at least one unit; to restart up the
nonblack-start capacity units in order to take more units in operation and then, to pick
up the load in adequacy with the decrease of the load demand that is recovered by the DG
support as soon as possible. At the distribution level, instead of staying in black till the
transmission system would be restored and available (normally during for several hours),
DG could facilitate the apparition of a lot of autonomous areas or cells using DG black-start
capacity, providing the local service continuity and energizing the grid as large as possible
by switching operation. This concept is called intentional islanding multilevel. As a result,
the volume of load restored during the restoration process is more important at any time and
the collapsed time of many customers is shorter.

On the other hand, reinforcements on distribution network infrastructures are required
for this kind of restoration strategy. Depending on the DG capacity and its localization, the
equipment of more sectionalizing switches is necessary because they will be useful both
in reconfiguration service and restoration service. Since the main information and
communication control system is now applied in the transmission and distribution levels
(SCADA, EMS/DMS), in the future, the introduction of new information and com-
munication technology (NICT) components in the specific points of distribution networks
is also required.

13.7 SURVIVABILITY/VULNERABILITY OF ELECTRIC POWER SYSTEMS

13.7.1 Introduction

The survivability problem is typical for complex systems of any character including
electric power systems. The power system survivability is its property to withstand
disturbances, preventing from their cascading development with large-scale interruption
of consumer supply, and to restore quickly the normal state or the state close to it. The
survivability problem is of particular priority for large extended power systems and is
related to the rise of heavy systems emergencies (of the cascading nature as well), which
can lead to substantial unfavorable consequences for consumers and to violation of the
whole economy operation [44].

A great number of cascading system emergencies is characteristic for bulk electric
power grids. For instance, in the 1970s–1980s in such large interconnections as the unified
power systems of the former USSR countries and interconnection of the United states and
Canada, the statistics recorded tens of severe system emergencies yearly [45]. Particularly,
severe cascading system emergencies with disturbed power supply on a large territory and
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for a long time happen relatively seldom (once per several years) but they become national
disasters (see above).

The first attempt to formalize the power system survivability problem was made by
Kitushin [46]. The methods for survivability analysis were devised by Avramenko [47],
Koshcheev [48] considered the problem of selection of emergency control means to
improve the system survivability. Voropai [49] introduced the notion of system limiting
state from the survivability standpoint. It proved to be constructive for devising the
methodology to study survivability improvement independently of the disturbance char-
acter. Fouad, Zhou, and Vittal [50] analyzed the power system vulnerability to large
cascading emergencies, treating it as an important component of security [47].

This subchapter describes the methodology for studying and improving survivability
of large power systems.

13.7.2 Conception

Let Si, i¼ 1, . . . , m be different states of the power system after disturbance. It is
possible to distinguish some critical “limiting” state Slim which can be reached by the
system in the course of emergency development and after which the probability of
irreversible consequences for the power system and its ability to perform the set
functions, that is, to supply consumers with electric power of the set quality and in
the required volume, is high. Hence, development of the emergency disturbance with
large-scale interruption of consumer supply is inadmissible. In Figure 13.40, So, Sj are
pre-emergency and postemergency states; Slimb, Slims are limiting states with big and
small margins; Si is intermediates state.

The limiting state for a power system is determined by inadmissible decrease in
frequency and voltage in the system, insufficient values of spinning reserve of the
generating capacity and transfer capability margins of the tie-lines. The power system
limiting state for consumers is determined by the minimum admissible (from the condi-
tions of their technology) value of power supplied by the system and the limiting length of
interruption of their supply with power.

The limiting state of the power system in terms of survivability can also be determined
by the level of emergency load shedding that exceeds the value of load disconnected by
automatic frequency load shedding devices or by the systems state when the auxiliary
power supply of power plants is not violated by emergency disconnections and hence, the
complete power supply can be restored sufficiently quickly [45,47]. On the whole, the
quantitative characteristics of the limiting state are determined to a great extent by specific

S So

Si

Slimb

Slims

Sj

Figure 13.40. Interpretation of EPS survivability [48].
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requirements to power systems from the survivability standpoint, which can differ
depending on specific conditions.

It is necessary to make the sense of the functions fulfilled by the power system from
more concrete survivability viewpoint. These functions must consist in power supply only
to the most important consumers. Less important consumers may be disconnected using the
emergency control, including automatic frequency load shedding, that opens greater
possibilities for the power system control to improve survivability, preventing from
emergency cascading, and facilitates the system restoration.

With such an approach the power system survivability level is characterized by the
extent of remoteness of the system postemergency state Sj, determined by the operating
parameters, the spinning reserve value, the transfer capability margins, and so on, from the
limiting state Slim. The emergency character turns out to be important only as much as it
brings the power system also depends on the character of the pre-emergency state So: less
intensive disturbances can turn out to be dangerous for heavy conditions of the power
system than for normal conditions with the sufficient transfer capability margins of tie-
lines, the spinning reserve value, and so on.

The indicated aspects of the power system survivability problem are supported by
the experience accumulated in the study of other complex systems of different nature,
when the process of system sophistication is accompanied by the growing probability of
large-scale fluctuations, decrease of its reliability and survivability which in turn can be
improved using new means and ways for the structural arrangement of the system and its
control. It reflects objective contradictions in development of complex systems. For a
power system, they consist in the appearing discrepancy between the changing structural
properties of the system in the process of its sophistication and development, which
determine the variation in the conditions of its operation and dynamic properties, and the
remaining principles of the power system formation and control of its operating
conditions.

Accumulation of these contradictions leads to negative consequences, such as
appearance of “weak places” in the system, deterioration of the EPS controllability,
and decrease of its survivability. Resolution of the arising contradictions is the key goal of
the power system development management that should comprehensively consider
conceptual aspects in the main structure formation of the system, conditions of its
operation, principles of dispatching and automatic control.

Hence, the power system survivability is characterized by endurance, vitality of its
structure and reflects vulnerability to disturbances. Whereas survivability is an internal
property of the power system, vulnerability indicates as if an external response of the
system to disturbances. Consideration of survivability as an internal property of the power
system provides constructive possibilities and ways for its improvement.

13.7.3 Technology of Study

The sense and contents of the power system survivability study are to reveal weak places
in the system in terms of survivability and to identify measures on their elimination. The
problem complexity consists in the fact that due to difficulties in adequate probabilistic
description of disturbances determining survivability (as a result of their rare occur-
rence and uniqueness) the estimates of the power system survivability level and the
impacts of insufficient survivability level can be only relative in most cases. At the same
time, inaccurate economic estimates of the indicated impacts (specific damages of
consumers) as well as absence of the survivability standards lead to its treatment as an
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independent criterion determining the power system development and operation and to
orientation to comparative studies on substantiation of survivability improvement
decisions.

From the standpoint of quantitative estimation of the power system survivability and
substantiation of means for its improvement, the choice of the applied survivability indexes
is important. Such indexes should characterize to some or other extent the closeness of
power system to the limiting state. Most of the power system survivability indexes
suggested by different authors are connected to the load that is tripped as a result of
the specific emergency. Among other indexes worth to be mentioned is the extent
of emergency “propagation” in the system that is measured, for example, by the number
of subsystems isolated as a result of emergency development, the number of possible
contingencies at the emergency cascading, and the value of critical disturbances in terms of
the power system survivability.

The risk concept canvalidly underlie the methodological approaches to study the power
system survivability. The quantitative risk estimation is determined by the possibility for the
system to reach the limiting state Slim, that is, it is necessary to estimate the risk of power
supply interruption of the most important consumers.

The models for the risk analysis are usually intended for the solution of the following
problems: construction of scenarios of emergency situations and determination of the
associated probabilities of different contingencies; quantitative determination of risk by
modeling the chains of possible contingencies in the system; and estimation of feasibility
of the determined risk level and identification of measures on its decrease.

When constructing the scenarios of heavy emergencies that can lead to the EPS
limiting state, account should be taken of different reasons for such situations: cascading
emergencies, large single disturbances, coincidence of relatively light emergency situa-
tions with heavy pre-emergency conditions, and so on.

As was noted earlier, the quantitative estimation of risk is connected to determination
of probabilities of power supply interruption of important consumers as a result of
implementation of the constructed scenarios by modeling the states and processes in
the system. To estimate feasibility of the determined risk level, the corresponding standards
should be developed.

13.7.4 Concluding Remarks

Growth and complexity of interconnections increase the urgency of the power system
survivability problem.

Introduction of the notion of the limiting state of EPS makes the understanding of
the survivability property more certain, specifies the composition of survivability
problems. The main goal of survivability study is to identify the weak points in power
system and to select means for their elimination. The technology of studies is based
on the risk notion (with respect to interruption of power supply to important
consumers).

The multiaspect nature of the survivability improvement problem is explained by the
complexity of this property. The appropriate set of means for its improvement should
embrace the stages of system development planning and its operation. These means should
guarantee the required “security margin” of the power system in terms of survivability, on
the one hand and improve the system controllability, that is, “intensity” of its response to
disturbances to prevent undesirable development of the emergency process and to
accelerate the power system restoration, on the other hand.
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13.8 CONCLUSIONS

Large-scale blackouts cause enormous economical and social damages. Above all, to
prevent blackouts, we must well know the previous blackouts and find their characteristics.

In this chapter, by analyzing 39 previous blackouts, we divided the progression of
blackout into five phases: precondition, initiating events, cascade events, final state, and
restoration. During the period of cascade events, the triggering events follow the period of
steady-state progression, and the triggering events, being a critical point, lead to start the
high-speed cascade. In some blackouts, the period of steady-state progression was skipped
and the initiating events became the triggering events.

It was found that 35.1% of the blackouts happened in system normal condition; the
period of steady-state progression is long (t> 10min), whereas the period of high-speed
cascade is very short (several seconds< t< 10min), and the blackout usually happened
quickly after the high-speed cascade was triggered. So, we suggested that effective actions
should be taken before the triggering events happened, because when the high-speed
cascade has been triggered, the situation can become uncontrollable and the blackout can
happen within a very short time.

According to the analysis of 10 blackouts (from which detailed information was
available) from 1965 to 2005, voltage collapse and cascade overload, which happened with
a higher frequency, can be considered as the major types of incidents.

Some new technologies could be utilized to prevent blackouts. FACTS, which could
decrease not only the possibility of voltage collapse but also the possibility of cascade
overload, would be a good method to strengthen the power system and decrease the risk of
blackouts. Wide-area measurement system (WAMS) could be used for system supervision
and control, and wide-area stability and voltage control system (WACS) and wide-area
monitoring and control systems (WAMC) could improve the reliability and robustness of
the power system. Based on these technologies, good strategies for the system security
would largely decrease the frequency of blackout.

How to perfectly organize and utilize the new methods and the traditional ones in
modern power systems would be an interesting goal in this field.
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14

RESTORATION PROCESSES
AFTER BLACKOUTS

Alberto Borghetti, Carlo Alberto Nucci, and Mario Paolone

14.1 INTRODUCTION

This chapter aims at illustrating the power system dynamic behavior during restoration
scenarios in transmission networks, with particular reference to the analysis of thermal
power plant black-start capabilities. This chapter is structured into three parts. Section 14.2
briefly reviews the requirements and the structure of power system restoration processes.
The unbundling and liberalization of electrical power systems justifies the reassessment of
power system restoration strategies, also by increasing the number of black-start resources,
traditionally only represented by hydro stations and gas turbines (GTs). Hence, Section
14.3 deals with the analysis of the black-start capabilities of thermal stations equipped with
both steam turbines (STs) and GTs. Moreover, accurate modeling of the dynamic
interaction between the power plant and the restoring electrical power system, throughout
the use of modern computer simulation tools, appears to be of considerable help to study
the early stage of the restoration plans and to design specific control systems to support the
feasibility and reliability of black-start maneuvers. Therefore, Section 14.3 also includes
the analysis of the typical transients occurring during load restoration maneuvers and
islanding formation for two representative types of power plants, namely a once-through
boiler steam group repowered by a gas turbine and a combined combined-cycle unit. The
models of the two relevant simulators and their identification by means of experimental
data are described in Section 14.4.
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14.2 OVERVIEW OF THE RESTORATION PROCESS

Following the typical classification [1], the restorative state is one of the different power
system operating conditions (the others being the normal, alert, and emergency-in extremis
one). The restoration process after a blackout is therefore a typical problem of power
system operation and control.

As in all systems there is a certain risk of more or less large blackouts, it is necessary to
develop plans for a rapid and secure recovery of a normal operating condition able to
coordinate the actions of all the operators involved in the process.

The objective is to achieve a restoration that is optimal with respect to maximum
restored energy and minimum elapsed time. In this context, the problem of restoration can
be viewed as a complex optimization problem [2,3].

Being the process divided into several consecutive stages, the general objective,
namely the minimization of the time required for the restoration of all customer services, is
divided for each stage into multiobjective functions that include the minimization of
restoration time of key network components or plants and the maximization of customer
load restoration at each stage.

The constraints include:

� power flow constraints (i.e., power balance between generation and load, line flows,
and voltage values within the limits);

� frequency constraints mainly related to the power balance and to the dynamics of
operating power plants;

� dynamic constraints related to electromagnetic, electromechanical and control
transient responses of the system to switching maneuvers and perturbations;

� time limits for generation restarts related to the difference in time requirements
between cold restarts and hot restarts typical of steam power plants (SPPs);

� generator load pick-up capability constraints;
� transmission and tie-line switching sequence constraints and priority ranking.

The main control and optimization variables are the schedule of available generation,
with particular reference to the plants that are able to autonomously restore part of the
system (i.e., are characterized by black-start capabilities) and switching sequence.

The main decision maker is the system operator, as far as computer/communication
systems of the energy management systems (EMS) are able to provide the knowledge of
the current status of the system, the availability of viable alternatives, and to allow the
implementation of the selected restoration strategies.

The difficulties in the problem solution are due to its combinatorial characteristic, to
the need of a large amount of data from various origin and of different type and to the
variety of the several criteria to be satisfied.

Due to such characteristics of the power system restoration problem, the use of both
optimization algorithms and expert systems has been investigated in order to assist the
operators. A CIGR�E brochure deals with this subject [4]. These approaches have been
applied particularly for the restoration of distribution systems, characterized by a priority
ranking that determines which feeders with priority loads should be energized first in
accordance to their importance (e.g. hospitals, airports, police stations) and by a more
definite network structure than the case of transmission networks that is themain objective of
this chapter (see for example [5] which contains also an comprehensive literature review).
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The restoration process highly depends on the characteristics of the power system, on
the extension of the network affected by the blackout and also on the actual transient
behavior of the power system to the specific blackout condition. In particular, the dynamic
phenomena leading the system to collapse determine, in general, the set of power plants
and network components that could be used for the restoration.

The following paragraphs briefly review the typical stages, duration, and main tasks
of a restoration process.

14.2.1 System Restoration Stages, Duration, Tasks, and
Typical Problems

Most power systems have certain characteristics in common, and therefore some general
procedure and guidelines may be defined. Obviously, a detailed plan must be developed
specifically to meet the particular requirements of an individual power system. As already
mentioned, further improvement may be provided by online restoration guidance tools [4–10].

Figure 14.1 illustrates a typical two-stage restoration plan. The preparation actions
are very important because they permit to define the starting point of the restoration
process, that is the area affected by the blackout, the available resources, and the most
appropriate type of restoration strategy that needs to be followed. During the first stage,
the main objective is to restore the main power network functionalities, by also using the
energization of load blocks as a control means to maintain the system stability. Only
during the second stage, the complete and fast load restoration becomes the real objective
of the maneuvers.

Two basic strategies for the restoration process are [11]

� “Build-Down” strategy: based on the re-energization of the bulk power network as a
first step, followed by balanced, step-by-step restoration of loads and generation;

� “Build-Up” strategy: the system is first divided into subsystems, each with black-
start capability. Then, each subsystem is stabilized, and eventually the subsystems
are interconnected.

Amore detailed picture of various restoration strategies can be found in [12],which also
defines, as constituent elements of the process, the following concepts: “targeted system,”
namely the state of the system to be achieved at the end of the process or by some significant
earlier stage; “restoration building blocks,” namely the minimal configurations of an
autonomous stable source of power together with any associated transmission line adequate
to serve as elements of the restoration process, and “generic restoration actions,” namely a
limited set of predefined actions that operators can take during system restoration.

Actual wide area restoration processes result, in general, in a complex combination of
various strategies, based on the decisions that system operators make step by step taking

Figure 14.1. Typical two-stage restoration plan.
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into account available resources and the online estimation of the system operating
conditions. For example, the predefined Italian restoration plant is traditionally structured
in the following build-up phases (e.g., [13,14]):

� blackout recognition;
� organization of restoration service via paths, reliant on electrical interconnections
between black-start-up units (traditionally, hydro plants and open cycle combustion
turbines) and large thermal power plants;

� synchronization of subsystems and load pick-up to stabilize all units;
� closing of ties for the interconnection and subsequent remeshing of the 420-kV
network;

� reconnection of the remaining generating units and gradually supplying lower
voltage grids at 245, 165, 145 kV, up to the progressive supplying of all the customers
connected to the distribution grids.

However, in the aftermath of the September 28, 2003 system wide blackout, most part
of the transmission grid was restored by using the links energized from the neighboring
systems, namely from France and later from Switzerland, Slovenia, and Greece, as
described in [15,16].

The restoration plan provides in general information on the following points:

� blackout recognition criteria, at each operating level and organization of the
restoration service via restoration paths, connecting black-start-up units and large
thermal power plant;

� selection of production units capable of carrying out black-start-up procedures in the
absence of external supply. Such units have to exhibit stable islanded operation at
reduced power as well, with precise voltage and frequency control and rapid power
output capability;

� prioritization of some end user power supply, through pick-up load distribution paths
at distribution substations along the restoration path;

� establishment of communication lines between various control levels, reliant on
redundant communication systems;

� installation of automatic synchronization parallel devices in network substations.

The activities during restoration can be subdivided into the following general areas:

� load balancing and frequency regulation (see for example [17]), based on the amount
of rapidly active reserve available to preserve the system frequency. Such a reserve
consists of two components: (i) reserve on generators available from generators and
(ii) system load already restored that is subject to tripping by underfrequency relays;

� transmission line energization and voltage regulation (see for example [18], based on
the reactive reserve mainly provided by underexcitation capability limits of genera-
tors, shunt compensation, and early energization of selected loads (preloading);

� switching strategies (e.g., [19]), which take into account the occurrence of severe
transient overvoltages particularly in the case of harmonic resonance due to the
nonlinear magnetizing characteristic of the energized transformers [20];

� protective system issues and reclosing maneuvers between restored islands by means
of synchroscope and check synchronizing relays (e.g., [21]).
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A detailed description of each of the previous activities can also be found in two
reports of a specific IEEE working group, namely [22,23].

Typical restoration issues and problems during the process are illustrated in
Figure 14.2.

14.2.2 New Requirements

The liberalization of the electrical power market has also affected the design and
organization of the restoration plan. This is mainly due to the following consequence
of the new market framework:

� the operating conditions of the system are often different from those for which the
system and its components have been designed;

� power system components operated near their capability limits more often than in the
past;

� multiplicity of ownership may increase risks of emergency, due to conflicting
interests among committed parties.

In this framework, more efficient defense measures against blackouts and restoration
plans, which minimize recovery time and loss of load, appear to be required [25]. As an
example of the new issues caused by the liberalized market in [26] is key aspects of the
annual competitive process for the selection of black-start resources by an independent
system operator to meet a set of system selection criteria consisting of system reliability
and minimum cost parameters.

As earlier mentioned, black-start maneuvers are in general started from selected hydro
power stations or open cycle gas turbines equipped with special speed governors, and are
devoted to start-up thermal units through the restoration lines. The use of additional
generation plants that have black-start capability becomes an important issue. This justifies
the interest in assessing and enhancing the black-start capabilities of thermal power plants
equipped with both steam units and gas turbines. The size of these power stations is in
general significant and is therefore suitable to energize the local load and hence, for the
buildup of so-called restoration nucleuses. The relevant restoration procedure may then
avoid the difficulty in energization of long lines, with increased speed and reliability.

Figure 14.2. North American Electric Reliability Council (NERC)—10-year data (From the results
provided in [24]).
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The following paragraph deals with the analysis of the black-start capability of thermal
power plant and description of coordination procedures between gas turbine and steam unit
productions that appear to improve such a capability.

14.3 BLACK-START-UP CAPABILITIES OF THERMAL POWER PLANT:
MODELING AND COMPUTER SIMULATIONS

Several studies have been carried out on the steam plant start-up during system restoration
[27] and also on the black-start-up capabilities of steam units [28,29] for assessing the
possible contribution to the restoration plan from the conventional thermal units, which are
also equipped with once-through boilers. The conclusion was that, in general, even when
the thermal units have successfully completed the load rejection maneuver and been
successfully islanded on their own auxiliaries, still the contribution of hydro plants to pick-
up load first with their fast regulation appears to be necessary.

Modern thermal power plants are often equipped with both GTs and steam units,
whose complementary characteristics may be exploited to improve the black-start capa-
bilities of the complete power plant during the initial phase of the restoration plan. We
present here two illustrative case studies relevant to two different power plants.1 The first is
composed of a large once-through boiler steam unit (320MW) repowered by a smaller GT
(120MW), the exhausted gases of which are used for the high-pressure (HP) feedwater
heating of the steam unit. The structure of the second power plant is based on a typical
combined cycle with two 30-MWaeroderivative combustion turbines. The exhausted gases
are used in two heat recovery steam generators feeding a 33-MW steam turbine.

Both studies are carried out through the development of computer simulators of the
power plants and the nearby network and loads. A brief description of the two simulators
and the implemented models is also reported in Section 14.4. As often mentioned in the
literature on this subject [30–32]), the accurate modeling of the dynamic interaction
between the power plant and the restoring electrical power system, throughout the use of
modern computer simulation tools, is indeed of considerable help to study the early stage of
the restoration plans and to design specific control systems to support the feasibility and
reliability of black-start maneuvers.

14.3.1 Black-Start-Up of a Steam Group Repowered by a Gas Turbine

In the 1990s, some Italian thermal power stations, most of which consist of 320-MW steam
turbine units equipped with once-through UP boilers, have been repowered in combined
cycle. The repowering technique used by ENEL consists of topping the existing steam
section SPP with a 120-MW gas turbine GT and recovering heat from the gas turbine
exhaust flow by means of an exchanger, which replaces part of the high-pressure feedwater
heaters [33].

An electro diesel generator is able to feed the auxiliaries of the GT to perform the start-
up maneuver, and the gas turbine can, in turn, start the auxiliaries of the SPP. This is made
easier by the presence of the bypass valve that diverts the gas turbine exhaust flow from the
exchanger, making the two sections (GT and SPP) completely independent in this phase.

1 The case studies are based on the work carried out as a part of collaborative projects involving the University of

Bologna (A. Borghetti, M. Bosetti, C.A. Nucci, M. Paolone), CESI (G. Migliavacca, S. Spelta, F. Tarsia), and

HERA (G. Ciappi, A. Solari).
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The following two paragraphs deal with the black-start capability of a single SPP,
without the help of other resources, and then with the black-start capability of the couple of
units composed of the SPP and repowering GT. The third paragraph provides a description
of a control system specifically designed to help the restoration maneuver and improves its
reliability.

14.3.1.1 Black-Start-up Capability of a Single Steam Group. It is worth
mentioning that for the considered steam unit equipped with once-through boilers, a
specific load rejection procedure has been developed, tested, and used in several occasions
in the past. The procedure consists of tripping all fuel to the boiler without tripping the
turbine, switching the boiler to the start-up and bypass circuit, and then refiring it after a
certain period of time (up to 30min) during which the house load is maintained on the
energy and mass stored in the boiler [34]. Only a limited number of attempts are allowed to
perform new ignition, which in case of failure forces the unit to a cold restart because of
inadmissible thermodynamic conditions.

If the complete load rejection process is successfully accomplished, the thermal unit
can remain in operation feeding a restored island of the network, but its chance to
autonomously collect load still remains questionable, since it strongly depends on prime
mover-specific characteristics.

This is illustrated in Figures 14.3–14.5. These figures show some results obtained by
means of an engineering simulator of a 320-MWSPPequippedwith a once-throughuniversal
pressure (UP) boiler. A brief description of the simulator is given in Section 14.4.1, while
additional details can be found in [35,36].

Figure 14.3. Simulation of the pick-up of a load of 18MW by a 320-MW SPP.
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Figure 14.5. Simulation of the pick-up of four ballast load connections by a 320-MW SPP.

Figure 14.4. Simulation of the pick-up of a load of 30MW by a 320-MW SPP.
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The results of Figure 14.3 show that the steam section, when feeding its auxiliary systems,
can overcome the frequency transient due to ballast load connection, provided that the load
power is lower than 18MW. The main reason for the maneuver failure is the fall of the
throttle pressure due to the speed regulation that opens the admission valve.

Figure 14.4 shows the results of the simulation of the failing of a 30-MW load pick-up.
As shown in Figure 14.4, the critical condition for the SPP occurs when the admission valve
is fully open and the steam pressure is reduced, so the mechanical power decreases. The
mechanical torque balance being negative, the frequency drops rapidly causing turbine trip.

The simulation of Figure 14.5 shows that SPP is in a critical control speed condition
throughout the whole start-up procedure, so from 0 up to 110MW. The first ballast loads
are smaller than 15MW and the generator is able to overcome the frequency transient. In
this way, the plant reaches a power of about 50MW. The last ballast load connection is of
30MW and the corresponding HP valve opening attains its full opening rapidly. The
pressure drop is nearly 20 bar and the mechanical power cannot equilibrate the load
demand, so the frequency decreases causing a turbine trip.

14.3.1.2 Black-Start-Up Capability of a Steam Group Repowered by a Gas
Turbine. The simulator of the repowered power plant also includes the model of the gas
turbine (GT) section.

The effect of the presence of the GT section in the repowered power plant is illustrated
in Figures 14.6 and 14.7. The GT and SPP are both synchronized, performing the black-

Figure 14.6. GT and SPP both synchronized and 30-MW ballast load connection: (a) GT and SPP

comparison; (b) SPP results.
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start-up maneuver. The first transient depicted in Figure 14.6 is a ballast load pick-up of
30MW, the same already presented in Figure 14.4 for the steam section alone. Figure 14.6a
shows that the maximum speed variation is 0.55Hz, while the GT bears 5MWand the SPP
bears the remaining 25MW, reaching 27MW after 2min.

The comparison between the GTand SPP mechanical power shows that the SPP speed
governor is faster than the GTone. As shown in Figure 14.6b, the steam turbine valve does

Figure 14.7. Unit trip on underfrequency after a 30-MWballast load connection, with GT and SPP

synchronized: (a) SPP outputs; (b) GT outputs; (c) turbine inlet steam pressure and HP valve

opening.
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not reach the full opening and the steam pressure drop is of about 17 bar. The conclusion is
that the GT speed governor intervention aids the SPP to overcome the ballast load demand
in the first seconds, thereby saving the boiler steam production.

However, it is important to note that the presence of the GT is not always sufficient to
guarantee the black-start-up capability of the SPP. As an example, Figure 14.7 shows the
failure of a black-start maneuver due to a 30-MW load connection when the GT power
output is more than 80% of the rated value and the SPP steam pressure value is lower than
70% of the rated value. Figure 14.7b shows an important SPP pressure decrease and
saturation of the HP steam turbine valve position. This condition demonstrates how critical
is the black-start maneuver without the aid of a specifically designed automatic control
system.

As shown also in Figure 14.7, one of the most critical problems during the restoration
of a power system is the frequency control. It is necessary to avoid that load energization
transients cause such significant frequency degradation involving generators protection
intervention. In case the gas turbine and steam thermal unit perform contemporarily the
restoration maneuver, the two relevant frequency regulators must be suitably coordinated.
As a matter of fact, the GT is able to control the frequency error without significant delays,
while the behavior of the SPP depends on the thermal inertia of the boiler, very high at low
load. This can impair the black-start-up maneuver, and, therefore, as will be illustrated in
the following paragraph, a load scheduler can certainly help.

14.3.1.3 Control SystemModifications to Improve Black-Start-Up Capabil-
ities. The basic function of the load scheduler is to maintain the gas turbine load as low as
possible, to make it sustain the whole frequency transient caused by the energization of
ballast loads. Only after the end of the frequency transients and if the boiler pressure is high
enough, the load scheduler increases progressively the load request to the SPP section,
contemporarily unloading the GT. Another important role of the load scheduler is to
provide the appropriate moment for connecting additional loads, taking into account both
the gas turbine power output level and the steam unit conditions.

The scheme of Figure 14.8 highlights the interactions between the load scheduler and
the functional control blocks of both GTand SPP sections. The 320-MW steam unit (SPP)
and the 120-MW gas turbine (GT) load programmers elaborate operator requests, trans-
forming them in ramps with a given gradient (3MW/min for SPP and 9MW/min for GT).
Being the primary frequency regulation a droop speed (proportional) control, a secondary
frequency regulation is required to compensate the steady-state frequency error. This
regulation consists of a frequency local integrator (FLI). The FLI device is associated with
the GT section because, at very low loads, its dynamics provides a faster and more reliable
response than the SPP one. When the local frequency error exceeds a given threshold, the
FLI supersedes the GT load programmer and remains active, until the frequency error is
adequately near to zero.

Moreover, as previously stated, to operate the GT in the part-load range during the
whole restoration maneuver, so to allow an efficient action of the primary frequency
governor and of the FLI, it is advisable to transfer progressively the load request from the
GT section to the SPP one. The role of the simulated load scheduler is to modify the amount
of power produced by the two machines, by increasing the SPP output while contempo-
rarily decreasing the GT output, so to maintain the total required power constant. This
indicates that the two units (GT and SPP) are now operated as a single unit. The load
scheduler plays the same role as a tertiary frequency regulation: at each moment it decides
the power to be produced by the SPP and GT units and translates it into a load request for
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each unit. Moreover, the load scheduler halts the loading–unloading process when a low-
frequency logical signal is active (that is, while FLI is operating) or when the steam HP
turbine pressure is not high enough. As a consequence, another important role of the load
scheduler is to advise the operator when the plant reaches the good conditions for
additional load connection, that is when the GT power output is sufficiently low (less
than 70% of the rated value), the FLI device is not active and the HP steam pressure of SPP
is high enough (more than 80% of the rated value).

The behavior of this load scheduler is illustrated in Figure 14.9, in which the
simulation of the pick-up of several loads by a 320-MW thermoelectric unit repowered
with a 120-MW gas turbine is shown.

During every load pick-up, the steam section participates with the GT to the frequency
regulation only during the first seconds. In the subsequentminutes, the FLI controller increases
the fuel request of the gas turbine, thereby satisfying the total load demand. For this reason, the
steam turbine does not increase its power, saving steam production in the boiler. When the
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Figure 14.8. Scheme of the load scheduler for the black-start-up maneuver.
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Figure 14.9. Simulation of the pick-up of several loads: (a) steam section outputs; (b) gas turbine

outputs; (c) pressure in the flash tank of the SPP start-up steam flow circuit and HP valve opening;

(d) network variables.
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pressure attains 80% of its nominal value and when the frequency error is less than 0.1Hz,
the load scheduler progressively discharges the gas turbine and increases the load request of the
steam turbine. This maneuver is performed at 2-MW/min slope. This simulation shows that
the steam section reaches its minimum operating load of 110MW in 15min.

14.3.2 Black-Start-Up of a Combined-Cycle Power Plant

For the second example, we refer to the case of an 80-MW power plant composed of two
gas turbines (GT1 and GT2) and a steam turbine unit (ST) in combined cycle, as illustrated
in Figure 14.10.

The synchronous generators of the three units are connected to a 132-kV power plant
substation through 15/132 kV step-up transformers. The power plant substation is linked,
by means of a cable line, to the 132-kV substation that feeds 15 feeders of the local
medium-voltage (15 kV) distribution network and also provides the connection with the
external transmission network throughout circuit breaker BR1.

Figure 14.10. Scheme of the simulated power plant and the local network. (PMU1, PMU2, and

PMU3 indicate the position of the three-phasor measurement units installed during the exper-

imental tests described in Section 14.3.2.3.)
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The two GTs are aeroderivative industrial RB211 packages and are equipped with
a speed governor, characterized by a 5% droop and an acceleration limiter and a local
frequency integrator (LFI). Each turbine delivers 32-MW mechanical power (at 4850-
rpm rated speed and 15�C reference temperature) to a 50-Hz 32.9MVA (at 40�C
cooling) synchronous generator and 93 kg/s exhaust mass flow at 509�C to a heat
recovery steam generator (HRSG) that generates 10.5 kg/s high pressure (HP) steam
flow at 52 bar and 487�C, together with 2.5 kg/s low pressure (LP) steam flow at 6.5 bar
and 231�C. The main control valve of the 22-MW ST can be regulated in three different
operation modes, namely: (i) no-load speed control, (ii) HP pressure control to a
constant value, and (iii) power and speed regulation. The no-load speed control mode is
used at the start-up and synchronizing phases, while the other two modes used in
normal operating conditions are the pressure or power–speed regulation.

The link between each GTand the ST to its generator is realized by means of a gearbox
and each generator is equipped with a brushless exciter.

The analysis is carried out by means of a computer simulator aimed at reproducing the
islanding and black-start-up energization transients of the combined plant and the local
distribution network with the relevant loads, as described in [37,38]. The main character-
istics of the implemented models are summarized in Section 14.4.2.

The following sections describe the analysis of the black-start capabilities and the
comparison between different islanding strategies. Section 14.3.2.1 focuses on the
assessment of the feasibility of the energization path from a GT, with autonomous
black-start capabilities to the local distribution network loads. Section 14.3.2.2 shows
that the contribution to the frequency regulation and load balance provided by the ST is
effective for successful islanding maneuver performed by opening circuit breaker BR1 at
large export power levels to the external transmission network, in addition to the frequency
regulation provided by the GTs. Section 14.3.2.3 describes some experimental results
obtained during experimental intentional islanding and reconnection tests by using
specifically developed phasor measurement units [39].

14.3.2.1 Analysis of the Energization Maneuvers. The simulation results of
Figure 14.11 show the transients during the subsequent energization of the components
along the path from unit GT1, assumed with autonomous black-start capabilities to the
distribution network loads after a blackout. In particular, Figure 14.11a shows the generator
armature currents during the energization of step-up transformer TR-GT1.

Figure 14.11b shows the line to ground transient voltages at the 132-kV distribution
substation during the energization of the 800-m cable line. Figure 14.11c shows the GT
generator armature currents during the energization of distribution transformer TR-D1
feeding the aggregate load of one of the distribution feeders.

Figure 14.12 compares the GT1 generator active and reactive (P–Q) power trajectory
during the TR-GT1 energization with the capability limits provided by the manufacturer.
As power transformer residual fluxes decay very slowly and transformers can retain high
levels of residual flux for long periods [35], the comparison is carried out for two values of
residual flux, namely 0 and 0.8 pu.

To verify the minimum intervention current of BR-GT1 breaker relay during TR-GT1
energization, statistical studies can help. This can be performed by making reference to the
random nature of the closing time of the generator breaker poles. Closing time Tc of each
pole is assumed a random variable characterized by a Gaussian distribution with typical
mean value mTc¼ 36ms and standard deviation sTc¼ 0.75ms [40–42]. An additional time
delay Td, uniformly distributed along a 20-ms time window (50Hz), is added to Tc to take
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into account the random instant within the period of the steady-state voltage waveform in
which the breaker closes.

Figure 14.13 shows the cumulative distribution function of the maximum root mean
square (RMS) values of the GT1 generator currents obtained by 200 simulations of the
TR-GT1 energization with reference to both 0 and 0.8 pu residual flux [43].

14.3.2.2 Analysis of the Islanding Maneuvers. The analysis of the capability of
system islanding is usual in power restoration studies [44]. The success of the islanding

Figure 14.11. Transients during network component energization: (a) generator currents during

TR-GT1 energization; (b) 132-kV distribution substation phase voltages during cable line energiza-

tion; (c)generator currentsduringtheenergizationofTR-D1 feedinga0.58-MWand0.28-MVAr load.
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maneuver is related to the balance between the power production and local network load. Due
to the structure and characteristics of the considered system, initial scenarios of both import
and export power flows to the transmission network should be taken into consideration.

The islanding maneuver for the case of an initial import scenario requires the fast
reduction of the local network load. On the other hand, an initial export scenario, which is

Figure 14.11. (Continued )

Figure 14.12. Comparison between GT1 P–Q trajectories during the TR-GT1 energization and the

synchronous machine capability limits.
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the case analyzed here, requires a proper control strategy of the three production units to
preserve stable and secure operating conditions of the system.

For the case in which the system is exporting power to the transmission grid, the most
critical constraints are

� overspeed limits of the GT and ST units (e.g. 110%),
� GT combustion constraint,
� HRSG overpressure limits.

The frequency regulation ismanly performed by theGTs.At rated power output, the dry
low emission (DLE) combustion systemof theGTs is controlled tominimizeNOxemission.
The combustor control switches to the conventional combustion mode when the GT load is
lower than around 55–60% (15�C reference temperature) [45]. To preserve the combustion
stability, such a transitionmay be performed only at lowGToutput change rate and therefore
it represents a critical constraint for the system frequency control when the islanding
maneuver causes a significant power surplus. If the STunit also contributes to load balancing
and frequency regulation, the HRSG overpressures and HP collector pressure pHP must be
limited by means of the bypass valve opening.

To successfully perform the islanding maneuver in the case of a rather large power
export, two basic techniques are compared here: shutdown of one of the two GTs or the fast
reduction of the ST control valve opening. In particular, for the case of a power export equal
to half the power plant generating capacity, namely 40MW, we compare the results
obtained for three different operation modes of GTs and ST units

� ST pressure controlled, GT1 frequency controlled with LFI and GT2 frequency
controlled without LFI;
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� ST pressure controlled, GT1 frequency controlled with LFI and GT2 shutdown;
� GT1 frequency controlled with LFI, GT2 frequency controlled without LFI and fast
reduction of ST output power to the lower limit.

The GT2 shutdown is achieved by the load reference fast removal and by the
subsequent action of the reverse active power relay with a 10-s delay. The ST output
fast reduction is obtained by setting the reference of the power-controlled ST to the
minimum value (3.4MW). The closing rate limit of the ST control valve servomotor is
assumed equal to�1 p.u./s. An even faster STaction could be achieved by the intervention
of a load drop anticipator (LDA) relay.

OPERATING MODE 1. The islanding maneuver transient when the system is exporting
40MWis calculated by assuming that the initial GToutputs equal to 30.5MWandSToutputs
equal to 22.7MW. The transient simulation is started by the opening of BR1 at 1 s from the
reference time. (The automatic power management system may command the islanding
maneuver within 0.2 s after a violation of the transmission network frequency decay limit).

Figure 14.14 shows the transients of the GTs and ST mechanical powers Pm and the
corresponding active power outputs Pe.

ST is controlled to maintain pHP at the rated value. GT1 and GT2 participate, instead, in
the frequency regulationwith a 5%droop. The islandingmaneuver is assumed to activate the
GT1 FLI device that integrates the frequency error to bring it back to the 50-Hz rated value.

As shown in Figure 14.14, the GT combustion constraint is violated. This is due to the
fact that the islanding maneuver is performed with all the three units in operation with the
mechanical output of the pressure-controlled ST that does not significantly change, as it
follows the slow pressure dynamics shown in Figure 14.15.

As the HP collector pressure is lower than the rated value, the bypass control valves at
the HRSG outputs stay closed. Therefore, the frequency is controlled only by the fast
reduction of the GTs output, so as to compensate the significant initial positive power
imbalance. The different behavior of the twoGTs is due to the fact that only the LFI of GT1
is active, while GT2 is controlled only by its droop speed governor.
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The transient does not reach a new steady state in the considered 40-s time interval
after the islanding maneuver due to the action of the GT1 ILF and the time constants related
to HRSGs and steam collector dynamics which cause the pressure slow droop of the steam
collector pressure (Figure 14.16) and the corresponding ST output (Figure 14.14).

OPERATING MODES 2 AND 3. The islanding maneuver transient is calculated assuming the
initial steady state of the simulation of 1. Both the commands of GT2 shutdown and ST
output fast reduction are simultaneous to the BR1 opening.

Figures 14.17 and 14.18 show the transients of GTand ST mechanical powers Pm and
active power outputs Pe obtained by applying operation modes 2 and 3, respectively.
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Figure 14.17 shows that with the GT2 shutdown—operating mode 2—the GT1
mechanical power transient violates the combustion constraint. The GT2 shutdown is
realized by the fast closing of the fuel valve in correspondence with the BR1 opening, then
the relevant mechanical power decreases and, at 17 s, the unit starts to absorb active power
from the network. The reverse power relay, used to protect the turbine against motoring,
operates by opening generator breaker BR-GT2 at 27 s. Within the first 7–8 s after the BR1
opening, the GT2 active output reduction is similar to the one that would be forced by the
speed governor (Figure 14.14) with, therefore, limited additional benefits for the combus-
tion constraints of GT1.

Figure 14.18 shows that by an ST output fast reduction to the minimum limit—
operating mode 3—both the GT1 and GT2 mechanical power transients do not violate the
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combustion constraint. GT1 mechanical power crosses the combustion constraint only at
low change rate by the action of the LFI device. This behavior may result in a successful
islanding maneuver.

Figure 14.19 shows that by applying operating mode 3 the frequency regulation also
improves. However, the fast reduction of the ST power requires that the pressure of the
steam collector is regulated by the action of the bypass control valves located at the HRSG
outputs, as shown in Figure 14.20.
The bypass valve opening rate limit is assumed equal to 0.5 p.u./s. By using operating
modes 1 and 2, the bypass valves stay closed.
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14.3.2.3 Description of Some Islanding Tests and Obtained Experimental
Results. This section shows the experimental results obtained during one of the islanding
tests carried out at a power system with the characteristics described in the previous
sections. Additional results have been presented in [39].

Three PMUs have been installed in the system as indicated in Figure 14.10: one
(PMU1) at the power plant substation and two (PMU2 and PMU3) at two sides of circuit
breaker BR1. The characteristics of the specific developed PMUs are described in [39,46].
As proved by the laboratory experimental characterization of the developed PMUs, very
low values of total vector error (TVE) and both root mean square (RMS) and phase errors
of the synchrophasor estimates are obtained, as required by their application in distribution
networks. Moreover, a substantial independence of the PMU performances from the
distortion level of the input signal has been obtained.

The islanding test started at 6:09 a.m., after other tests, when unit TG2 output level was
around 28.46MW, while TG1 output was 29.81MWand the export to the external grid was
30.42MW.

The power plant is equipped with a computer-based power management system (PMS)
that: (a) operates circuit breaker BR1 for the disconnection of the network from the external
grid, (b) communicates the so-called Load Droop Anticipator command to the ST control
system in case of islanding manoeuvres accomplished at rather large power exported levels
to the transmission network, (c) operates a disconnection of feeders following a predefined
priority list to guarantee the load balance, (d) selects the operation control mode of the two
gas turbines (master and slave) for the frequency regulation of the network in islanded
conditions, and (e) controls the power plant units to allow a reliable reconnection
manoeuvre of the network to the external grid.

During the considered tests, the power plant PMSwas set so to consider TG2 as themaster
unit. After the islanding maneuver at 6:09, therefore, TG1 was automatically disconnected by
the PMS together with two light-loaded distribution feeders. Unit TG2 remained in stable
operation with an output at first of about 28.46MW, decreased to 25.78MW at 6:11.

Figure 14.21 shows the results provided by the installed PMUs during the islanding
maneuver.

To provide a more concise presentation of the results, the figure makes reference to the
positive-sequence components of bus voltages only. We have verified that negative-
sequence and zero-sequence components are negligible.

Figure 14.21a shows both the angle deviation between the positive-sequence compo-
nents measured by PMU1 and by PMU2 and the analogous angle deviation between the
positive-sequence components measured by PMU2 and PMU3. Figure 14.21b shows the
trend of the magnitudes of the positive-sequence components measured by PMU1, PMU2,
and PMU3 and Figure 14.21c the corresponding frequency transients.

At first, the frequency of the islanded network decreases with respect to the frequency
of the external grid, as shown in Figure 14.21c. The TG2 speed governor reacts by
increasing the power output as shown in Figure 14.21a by increasing the angle deviation
between PMU1 and PMU2 phasors. Then, the LFI action stabilizes the frequency of the
islanded network at the predetermined value of about 50.1Hz.

The phase angle difference between PMU2 and PMU3 shown in Figure 14.21a is
related to the frequency transient shown in Figure 14.21c. Indeed, as the frequency
difference between the islanded and external networks is negative (Figure 14.21c between
22 and 30 s), the relevant phase angle difference is decreasing. As this frequency difference
becomes positive (Figure 14.21c between 30 and 60 s) the relevant phase angle difference
starts increasing.
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Figure 14.21c also shows that the frequency transients measured by the developed
PMUs are in good agreement with those recorded by the power plant SCADA,
demonstrating the PMU ability to monitor transients also characterized by non-negligible
deviations from the nominal frequency. In this framework, the information provided
by the PMUs appears to be of great help for the development of improved control
and management systems aimed at making these maneuvers more straightforward and
reliable.

It is worth noting that the islanding maneuver shown in Figure 14.21 makes reference
to severe operation conditions of the power plant in which, the contemporary disconnection
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of the TG1 together with two distribution feeders has resulted into a frequency transient
characterized by a minimum frequency of 47.138Hz very close to the tripping threshold of
the unit minimum frequency relay.

At 6:17, the reconnection maneuver of the islanded network to the external grid was
performed by the closing of circuit breaker BR1 under the reliable PMS control, as shown
also by the PMU results of Figure 14.22.

14.4 DESCRIPTION OF COMPUTER SIMULATORS

The computer results shown in Section 14.3 have been obtained by two simulators, whose
models are described in this section: the first simulator refers to the steam power plant
(SPP) unit repowered with a gas turbine (GT) dealt with in Section 14.3.1; the second one
refers to the case of a combined-cycle thermal power plant equipped with two gas turbines
(GT1 and GT2), each with a heat recovery steam generator (HRSG1 and HRSG2) that
feed a steam turbine (ST), dealt with in Section 14.3.2. Additional details are reported in
[35–38], respectively.

14.4.1 Simulator of a Steam Group Repowered with a Gas Turbine

The simulator has been built using the modular code Lego [47], developed at the Centro
Ricerca Automatica of ENEL. The simulator refers to a group of the an Italian power
station which consists of four 320-MW units with once-through universal-pressure boilers
burning fuel oil, each topped with a 120-MW gas turbine (GT) unit. The following
paragraphs illustrate the main features of the dynamic mathematical models developed for
the simulator, namely the models of the gas turbine, the boiler, the steam turbine with their
relevant regulations, the generators, the power station auxiliaries, and the model of part of
the transmission network around the station.
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14.4.1.1 Gas Turbine Model and Its Validation. The model of the 120-MW gas
turbine reproduces essentially speed and load regulation, fuel feeding combustor, and air
compression dynamics [48,49].

Figure 14.23 represents the simplified block diagram for the single-shaft gas turbine,
together with its control and fuel systems. This figure also shows the parameters also
obtained by the comparison between computer results and field measurements.

14.4.1.2 Steam Section Modeling and Its Validation. During the black-start-up
maneuver, the most important phenomena involving boiler dynamics are those concerning
frequencyvariations. In the start-upphase, frequency regulationmainlyconcernshigh-pressure
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turbine steamadmissionvalves (hereafter simply calledHPvalves),while the intercept valve is
kept completely open.

The simplified models of the SPP and the values of their parameters have been inferred
by comparison with more detailed models of a simulator developed by ENEL and some
experimental measurements. The simplified models take into account the mass and
momentum conservation equations as well as pressure regulation dynamics. Temperature
regulation effects, instead, have been neglected, as they involve time constants much
greater than those relevant to pressure dynamics, as shown by the results obtained by using
the more detailed simulator.

The scheme of the normal and start-up steam flow circuit of the SPP is shown in
Figure 14.24 and the simplified block diagram of the boiler and turbine models introduced
in the simulator are represented in Figures 14.25 and 14.26, respectively. Figure 14.27
shows the block diagram of the start-up mode control system.
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Figure 14.24. Scheme of the start-up steam flow circuit of a once-through boiler.
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14.4.2 Simulator of a Combined-Cycle Power Plant

The simulator used for the second case study dealt with in Section 14.3.2 refers to a
combined heat and power (CHP) station connected to a town local network. The
simulator has been developed by using the EMTP-RV simulation environment described
in [50–52].

Figure 14.28 shows the scheme of the model that represents the dynamic behavior of
the two GTs, corresponding two HRSGs feeding the high-pressure (HP) main steam
collector, ST, and their control systems. The simulator also includes the synchronous
generator models along with their exciters and automatic voltage regulators (AVRs). The
model of the electrical network also included in the simulator represents the step-up unit
transformers, the cable link between the power plant substation and the distribution
substation, connection to the external transmission network, and local distribution network
loads. Figure 14.29 also shows the main variables connecting the various parts of the power
plant model.

The EMTP-RV synchronous machine modeling method is described in [53]. Each of
the three synchronous generators has two inputs: excitation voltage Ef and mechanical
power Pm. The mechanical power values are provided by the models of the GTs (PmGT)
and the one of the STs (PmST).

The model used for the two GTs is based on a transfer function that represents the
dynamic link between fuel flow rate and output mechanical power and includes the fuel
metering valve (FMV) dynamic and a speed governor. The used GT model is illustrated in
Figure 14.29. The GT dynamics is represented by 4 poles-4 zeros transfer function that
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Figure 14.27. Block diagram of the start-up control mode.
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represent the dynamic link between fuel flow rate and output mechanical power

GTðsÞ ¼ KGT
ðtz1sþ 1Þ
ðtp1sþ 1Þ �

ðtz2sþ 1Þ
ðtp2sþ 1Þ �

ðtz31s2 þ tz32sþ 1Þ
ðtp31s2 þ tp32sþ 1Þ (14.1)

A feedback algebraic lookup table block determines the required correction at partial
loads. The FMVdynamics is represented by a first-order transfer functionwith time constant
TFMVequal to 0.1 s. The GT speed governor is characterized by a 5% droop, an acceleration
limiter. The droop of the speed governor is assumed equal to 5%. Themodel also includes an
acceleration limiter and a local frequency integrator (LFI), not shown in this figure.

The GT is connected to the rotor of the synchronous machine by means of a
mechanical gearbox with a transmission ratio equal to 1500/4850. The GT mechanical
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Figure 14.29. Model of the GT and its speed governor.
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drive train is represented by a two-mass model: the first represents the inertia of the low-
speed GT shaft and the gearbox, while the second represents the generator rotor. The two
masses are linked by an elastic connection and an absolute speed selfdamping coefficient is
used to take into account the power losses associated with the gearbox (1.2MW at
synchronous speed of 1500 rpm).

The thermal power QGT provided by each GT to the HRSG is assumed to be a linear
function of GT mechanical power PmGT (a first approximation also suggested in [54]). As
shown in Figure 14.30, QGTand pressure pHP in the HP main steam collector are the inputs
of the HRSG model.

Such a model, which represents the HP section equipped with a bypass control valve at
the HRSG output, is adapted from the one proposed in [55], relevant to the HP section with
a bypass control valve at the HRSG output. The model is based on the following main
assumptions: fast feedwater adjustments, negligible effects of temperature control and
water flows to the attemperators, and constant enthalpy value of the steam at the ST inlet.

Figure 14.30 shows the structure of the implemented HP section HRSG model, which
takes into account the evaporator time constant Te for the calculation of the pressure pe in
the drum according to the energy balance equation, a time constant Tsh relevant to the
superheaters (SH) storage capacity. The steam flow rates between drum and SH and
between SH and the collector are determined from the pressure drop relationship with flow
rate being proportional to square root of pressure drop.

Concerning pHP, it is calculated from the difference between the steam mass flow rate
at the HRSG outputs (wHRSG) and the steam turbine inlet mass flow rate (wST) through a
transfer function that takes into account the time constant associated with the steam storage
capacity into the collector volume.

Pressure pHP is also an input of the ST model, which represents the inlet steam chest
charging time delay and the main control valve operation modes, namely: (i) no-load
speed control, (ii) pHP pressure control to a constant value, and (iii) power and speed
regulation. The no-load speed control mode is used at the start-up and synchronizing
phases, while the two modes in normal operating conditions are the pressure or power–
speed regulation.

The model of the steam turbine, shown in Figure 14.31, represents the time delay
associated with the steam store in the inlet chest, the main valve dynamic implements three
control operation modes: (i) no-load speed control, (ii) control to keep a constant value of
upstream pressure pHP, and (iii) power and speed regulation. The no-load speed control
mode is used at the start-up and synchronizing phases, while in normal conditions the two
modes are the pressure control or power–speed regulation.

The exciters of the GT units are of brushless type. This kind of exciters supplies the
field circuit of the synchronous generator by a DC voltage produced using the combined
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action of an AC generator and a noncontrolled diode rectifier. The model used for the
exciter corresponds to Type AC8B of IEEE Std. 421 [56] as illustrated in Figure 14.32.
The AVR is a PID control with independent values of the proportional (KP), integral (KI),
and derivative (KDIFF) gains and derivative time constant Td. The behavior of brushless
exciters depends on the generator loading condition and also requires the field current as
input. This kind of exciters does not allow negative values for the field voltage and current.
As illustrated in Figure 14.32 the exciter voltage VE is corrected by a feedback ring that
takes into account the sum of three contributions: (i) the product between VE and the
saturation function SE(VE), (ii) the product between VE and exciter constantKE, and (iii) the
product between demagnetizing factor KD and field current If.

The output field voltage Ef is calculated taking into account also the reduction due to
the commutation reactance of the rectifier, by means of the rectifier regulation block.
The impedance of the AC source supplying the AC side of rectifiers is characterized by
predominantly inductive impedance. The impedance causes a strongly nonlinear decrease of
the rectifier voltage output. This effect depends on the value of the current supplied by the
rectifier and is represented by means of a rectifier loading factor Kc proportional to
commutating reactance (assumed equal to 0.29) and the rectifier regulation characteristic.

The ST AVR is based on a simple PI regulator with a lead-lag compensator.
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– +
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Figure 14.32. Model of GT AVR and excitation system (with parameter values VRMAX¼11.9,

KD¼ 1.03, KE¼1.0, TE¼ 0.31, SE(E1)¼ 0.58 and SE(E2)¼ 0.61 for E1¼5.2 p.u. and E2¼7p.u.,

respectively).
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The step-up unit transformers model includes also a nonlinear magnetization
branch whose parameters are inferred from experimental data. The loads of the
distribution substation are represented by the constant RLC devices of the EMTP-RV
library.

For the cable line, two different models have been used for the simulation of electro-
magnetic transients and electromechanical ones, respectively: the frequency-dependent
model [57] and the exact P-model, both obtained by making reference to the manufacturer
data of the 132-kV three-phase cable.

The initial states of the GT models, the excitation systems, and the AVR models are
defined by the results of the initial network power flow calculation. The states of the
HRSGs and the states of the ST model are initialized from the initial values ofQGT1, QGT2,
and those of wHRSG1, wHRSG2 respectively, assuming pressure pHP be equal to the rated
value and that the bypass valves be closed.

The main parameters of the models are identified based on the available experimental
transients by means of a numerical procedure based on least-square optimization.

14.5 CONCLUDING REMARKS

The unbundling and liberalization of electrical power systems justifies the reassessment of
power system restoration strategies in competitive electricity markets. In this respect, the
investigation of potential black-start-up capabilities of various types of plants is certainly
of interest. This chapter has mainly focused on two study cases: the first aimed at assessing
the capability of steam groups repowered by means of gas turbines of playing the role of
restoration plants, role currently performed, in some countries, only by hydro power
stations; and the second aimed at assessing that the capability of a GT unit of a combined-
cycle power station to perform a successful energization maneuver and at demonstrating
that the contribution to the frequency regulation and load balance provided by the ST, in
addition to the frequency regulation provided by the GTs, is effective for a successful
islanding maneuver performed at large export power levels.

Additional control systems represent a powerful aid. They can coordinate the load
requests to improve both the reliability and speed of the energization and islanding
maneuvers. Computer simulators appear to be a useful tool for the design of the main
features of these automatic systems.
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15

COMPUTER SIMULATION OF
SCALE-BRIDGING TRANSIENTS

IN POWER SYSTEMS
Kai Strunz and Feng Gao

Electromagnetic transients result from changes of the electric and magnetic energies that
are stored in lumped as well as distributed capacitances and inductances of the electric
power network. These transients cause temporary disturbances of voltage and current
waveforms. The frequency range of electromagnetic transients typically extends from
several hertz up to hundreds of kilohertz. Electromechanical transients also involve
oscillatory interactions due to the mechanical energy stored in the rotating shafts of
the generating units. These transients cause oscillations of the electric power over the lines
of the electric power networks at frequencies that typically range from fractions of a hertz
up to several hertz.

In a power system blackout, both types of transients do appear. In the 2003 North
America blackout, three 345-kV transmission lines operated by First Energy (FE)
were tripped due to the contact of trees, which led to electromagnetic transients. As
the transmission lines failed, “power flows shifted to other transmission paths, voltages on
the rest of FE’s system degraded further” [1]. This involved the electromechanical
transients. The following cascading events were similar and scale-bridging transients
appeared throughout the blackout.

In the following sections, it is shown how diverse scale-bridging phenomena ranging
from electromagnetic to electromechanical transients are modeled efficiently. In
Section 15.1, the critical role of bridging instantaneous and phasor signals in this
context is explained. In Section 15.2, the construction of the network model is discussed.
In Section 15.3, the modeling of transformers, lines, and synchronous machinery is
elaborated upon in detail. In Section 15.4, the efficient simulation of a power system
blackout scenario, which covers diverse transients, is studied using a four-machine two-
area power system.
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15.1 BRIDGING OF INSTANTANEOUS AND PHASOR SIGNALS

When studying the effects of lightning strikes, switching or other phenomena that trigger
electromagnetic transients, it is of central interest to simulate the instantaneous values of the
distorted voltages and currents. The electromechanical transients are slower and effectively
lead to angle modulations of the generator terminal voltages since the machine rotors do not
turn at their steady-state angular frequencies. Here, it is most illustrative to simulate the
envelopes of AC voltages and currents as well as the average power transfers. In Figure 15.1,
the difference between tracking the instantaneous values of the natural waveform of an AC
voltage and the tracking of its envelope are illustrated. On the left, the AC voltage is zoomed
in for one cycle of duration 1/fc with the carrier frequency fc of the voltage being equal to
50Hz in European and 60Hz in North American electric power networks. On the right, five
cycles and the envelope are shown. From inspection, it is obvious that a much smaller time
step size is needed to accurately track the instantaneous values of the naturalwaveform than it
is for tracking the envelope. In simulators of the type of theEMTP (electromagnetic transients
program) [2–4], the natural waveforms are represented. In simulators for electromechanical
transients, phasor techniques are used to represent the envelopes [5,6].

In the sequence of a power system blackout, both electromagnetic and electro-
mechanical transients can appear. For a scale-bridging simulation that can track both
electromagnetic and electromechanical transients, the application of analytic signals is
appropriate as they enable the representation of both natural and envelope waveforms.
An analytic signal is obtained by adding a quadrature component as an imaginary part to
the original real signal [7,8]. This quadrature component is obtained through the Hilbert
transform of the original real signal sðtÞ denoted as:

H sðtÞ½ � ¼ 1

p

Z1
�1

sðtÞ
t � t

dt (15.1)

The analytic signal, marked by an underscore to indicate that it is complex, is then
obtained as follows:

sðtÞ ¼ sðtÞ þ jH ½sðtÞ� (15.2)

Figure 15.1. TrackedACvoltages; solid light: naturalwaveform; solid bold: envelopewaveform;�:

sampling points.
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The effect of the creation of the analytic signal is particularly illustrative when the
Fourier spectrum of s(t) shows bandpass character, that is, when it is narrowly concentrated
about the carrier frequency fc. This is typical for voltages and currents that are subject to
electromechanical transients. While the Fourier spectrum of the real signal sðtÞ extends
to negative frequencies, it can be seen from Figure 15.2 that this is not the case for the
Fourier spectrum F ½ sðtÞ� of the corresponding analytic signal sðtÞ.

The analytic signal can be shifted by the frequency f s, which is hereafter referred to as
shift frequency, as follows:

S½ sðtÞ� ¼ sðtÞe�j2pf st (15.3)

Inserting the angular frequency vs ¼ 2pf s, (15.3) becomes

S½ sðtÞ� ¼ sðtÞe�jvst (15.4)

For the special case where the shift frequency is equal to the carrier frequency,
f s ¼ f c or vs ¼ vc, the complex envelope [7] is obtained:

E½ sðtÞ� ¼ sðtÞe�j2pf ct (15.5)

Since je�j2pf stj ¼ 1, the magnitude is not changed through the shift operation. It
follows from (15.5) that the magnitude can readily be derived from the complex
envelope [7]:

jE½ sðtÞ�j ¼ j sðtÞj (15.6)

The impact of the shifting on the Fourier spectrum is given in Figure 15.2. It can be
seen that the complex envelope is a low-pass signal whose maximum frequency is lower
than the one of the original real bandpass signal. In accordance with Shannon’s sampling
theorem, a lower sampling rate can be chosen when tracking the complex envelope
rather than the original bandpass signal.

The method frequency-adaptive simulation of transients (FAST) [9,10] processes
analytic signals to enable a scale-bridging simulation. Compared to simulators of the
EMTP-type that process instantaneous signals or simulators for electromechanical tran-
sients that process phasor signals, FAST comprises the shift frequency as a simulation
parameter in addition to the time step size. If the shift frequency is set equal to the carrier
frequency, then the envelope is obtained and electromechanical transients are emulated
efficiently as it is for phasor signals. If the shift frequency is set to zero, then the
instantaneous values of the natural waveforms are obtained as it is the case in simulators

ffc− fc ffc− fc ffc− fc

Figure 15.2. Creation of the analytic signal and frequency shifting.
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of the EMTP-type. The shiftable analytic signals can so bridge instantaneous and phasor
signals.

15.2 NETWORKMODELING

An electric network consists of branches, which are interconnected at nodes. Through the
application of nodal analysis techniques, the derivation of a network model is based on
straightforward rules. In a first step, the principle of modeling network branches
is introduced in Section 15.2.1. The construction of the nodal admittance matrix is
explained in Section 15.2.2. The key steps of the simulation procedure are summarized
in Section 15.2.3.

15.2.1 Companion Model for Network Branches

While the equations relating voltages and currents of resistive network branches are
governed by Ohm’s law, the modeling of inductive and capacitive characteristics involves
differential equations. For the inductance in Figure 15.3a, the differential equation when
using analytic signals is

d i
LðtÞ
dt

¼ v
LðtÞ
L

(15.7)

Expressing the current through (15.4), S½ iLðtÞ� ¼ i
LðtÞe�jvst, and insertion into

(15.7) yield:

d S½ iLðtÞ�ejvstð Þ
dt

¼ v
LðtÞ
L

(15.8)

which can be expanded as follows using the chain rule of differentiation:

d S½ iLðtÞ�ð Þ
dt

¼ e�jvst �jvs i
LðtÞ þ

v
LðtÞ
L

� �
(15.9)

Since simulations performed on digital computers require that all differential equa-
tions are transformed into difference equations, a numerical integration method needs to be
applied. Very popular in the simulation of electric networks is the trapezoidal method as
described in Section 10.3.3. On the left side of (15.9), the time differential dt is replaced by
the time step size t, which separates two instants t¼ kt and (k� 1)t at which a network
solution is established. The differential dðS½ iLðtÞ�Þ is replaced by S½ iLk� � S½ iLðk�1Þ�,
where k appears as the time step counter. On the right of (15.9), the average obtained at

L

(a) (b)

iL t −
vL t

iLk

GL

−
vLk

ηLk Figure 15.3. Single-phase inductance

and associated companion model.
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instants kt and (k� 1)t is taken

S½ iLk� � S½ iLðk�1Þ�
t

¼ 1

2
e�jvskt �jvs i

Lk þ
v
Lk

L

� �
þ

þ 1

2
e�jvsðk�1Þt �jvs i

Lðk�1Þ þ
v
Lðk�1Þ
L

� � (15.10)

Back substitution of analytic signals for S½ iLk� and S½ iLðk�1Þ� yields:

i
Lke

�jvskt � i
Lðk�1Þe�jvsðk�1Þt

t
¼ 1

2
e�jvskt �jvs i

Lk þ
v
Lk

L

� �
þ

þ 1

2
e�jvsðk�1Þt �jvs i

Lðk�1Þ þ
v
Lðk�1Þ
L

� � (15.11)

Multiplying both sides of (15.11) by ejvskt and gathering like terms lead to

i
Lk ¼

t

Lð2þ jvstÞ
v
Lk þ ejvst

2� jvst

2þ jvst
i
Lðk�1Þ þ

t

Lð2þ jvstÞ
v
Lðk�1Þ

� �
(15.12)

This can be more clearly summarized as [9]:

i
Lk ¼ Y

L
v
Lk þ h

Lk (15.13)

with

Y
L ¼ t

Lð2þ jvstÞ (15.14)

h
Lk ¼ ejvst

2� jvst

2þ jvst
i
Lðk�1Þ þ

t

Lð2þ jvstÞ
v
Lðk�1Þ

� �
(15.15)

Equations (15.13), (15.14), and (15.15) model a single-phase inductor through a
companion model that consists of an admittance Y

L in parallel with a history current
source h

L as shown in Figure 15.3b. The term history current source stems from the fact
that it only contains information calculated at the preceding time step k� 1.

For the special unshifted case of f s ¼ 0Hz, both the admittance and the history
current source are real: Y

L ¼ t=ð2LÞ, h
Lk ¼ i

Lðk�1Þ þ t=ð2LÞ v
Lðk�1Þ. The companion

model then has exactly the same format as its counterpart developed for the EMTP [3] and
is suitable for simulating electromagnetic transients. For f s ¼ f c, the frequency-adaptive
companion model is suitable for simulating electromechanical transients. This can be
understood by applying the Z-transform to (15.12):

I
LðZÞ ¼

t

Lð2þ jvstÞ
V

LðZÞ þ ejvst
2� jvst

2þ jvst
z�1 I

LðZÞ þ
t

Lð2þ jvstÞ z
�1 V

LðZÞ
� �

(15.16)
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where I
LðZÞ is the Z-transform of i

Lk, z
�1 I

LðZÞ is the Z-transform of i
Lðk�1Þ, VLðZÞ is

the Z-transform of v
Lk, and z�1 V

LðZÞ is the Z-transform of v
Lðk�1Þ. Equation (15.16)

can be rearranged as:

I
LðZÞ ¼

1

jvsLþ 2L

t

z� ejvst

zþ ejvst

V
LðZÞ (15.17)

Substitution of the exponential form of z ¼ ejvct in (15.17) and setting vs ¼ vc lead
to:

I
LðZÞ ¼

1

jvcL
V

LðZÞ (15.18)

Thus, for f s ¼ f c, the admittance is Y
L ¼ 1=ðjvcLÞ and is suitable for processing

phasors as it is desirable in the simulation of electromechanical transients. The frequency-
adaptive companion model is so suitable for the scale-bridging simulation of transients as a
function of the setting of the shift frequency.

Using analytic signals, the differential equation describing the behavior of a capaci-
tance is as follows:

i
CðtÞ ¼ C

d v
CðtÞ
dt

(15.19)

Expressing the voltage through (15.14), S½ vCðtÞ� ¼ v
CðtÞe�jvst, and insertion into

(15.17) yield:

i
CðtÞ ¼ C

dS½ vCðtÞ�ejvst

dt
(15.20)

which can be expanded to:

d S½ vCðtÞ�ð Þ
dt

¼ e�jvst �jvs v
CðtÞ þ

i
CðtÞ
C

� �
(15.21)

Similar to the inductance model, the differential dðS½ vCðtÞ�Þ on the left of (15.21) is
replaced by S½ vCk� � S½ vCðk�1Þ�, On the right of (15.21) the average obtained at instants
kt and (k� 1)t is taken as follows:

S½ vCk��S½ vCðk�1Þ�
t

¼1

2
e�jvskt �jvs v

Ckþ
i
Ck

C

� �
þ1

2
e�jvsðk�1Þt �jvs v

Cðk�1Þ þ
i
Cðk�1Þ
C

� �
(15.22)

Back substitution of analytic signals for S½ vCk� and S½ vCðk�1Þ� and rearranging lead
to:

i
Ck ¼

Cð2þ jvstÞ
t

v
Ck þ ejvst � i

Cðk�1Þ �
ð2� jvstÞC

t
v
Cðk�1Þ

� �
(15.23)
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This can be written as:

i
Ck ¼ Y

C
v
Ck þ h

Ck (15.24)

with

Y
C ¼ Cð2þ jvstÞ

t
(15.25)

h
Ck ¼ ejvst � i

Cðk�1Þ �
ð2� jvstÞC

t
v
Cðk�1Þ

� �
(15.26)

Equations (15.24), (15.25), and (15.26) model a single-phase capacitance through a
companion model that consists of an admittance Y

C in parallel with a history current
source h

C.

15.2.2 Direct Construction of Nodal Admittance Matrix

The nodal equation system for the network model is of the following form:

Ykvk ¼ jk (15.27)

where Y is the nodal admittance matrix, v is the nodal voltage vector, and j is the nodal
current injection vector that includes the history current sources. If besides the ground
node there are N nodes in the network under study, then Y is of size N�N, and v and j are
of size N� 1. Using analytic signals, Y, v, and j become complex as indicated through
underlining:

Y
k
v
k ¼ j

k (15.28)

In the following, it is introduced how to directly construct the network nodal
admittance matrix Y and nodal current injection vector j through the stamping method
[11]. The time step counter k is dropped for the sake of clarity of explanation.

For a resistive branch with conductance G connected to nodes m and n, the admittance
matrix stamp contributed by this branch is as follows:

DY ¼ m

n

m n
0 � � � 0 � � � 0

..

.
G ..

. �G ..
.

0 � � � 0 � � � 0

..

. �G ..
.

G ..
.

0 � � � 0 � � � 0

0
BBBBB@

1
CCCCCA

(15.29)

The admittance matrix stamp of (15.29) is an N�N matrix and contains only four
nonzero entries at positions (m, m), (m, n), (n, m), and (n, n). The sign is positive at the
diagonal positions and negative at the off-diagonal positions. If a branch is connected
from node m to the ground, then the admittance stamp will only have one nonzero
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entry at (m, m):

DY ¼ m

m
0 � � � 0 � � �
..
.

G ..
. ..

.

0 � � � 0 � � �
..
. � � � ..

.
}

0
BBB@

1
CCCA (15.30)

The nodal admittance matrixY is obtained by first conceptually removing all branches
from the network and then successively stamping the contributions of the companionmodels
into the emerging nodal admittance matrix in accordance with the network topology:

Y ¼
X
b

DYb (15.31)

where b refers to all branches in the network. The construction of the network current
injectionvector j is based on the same concept. If a current source injects a current i into node
n, then the corresponding current injection vector stamp is as follows:

Dj ¼ n

..

.

0
i

0
..
.

0
BBBBBB@

1
CCCCCCA (15.32)

The stamping process for constructing the network admittance matrix and the current
injection vector is illustrated for a simple circuit in Figure 15.4 . Since there are three nodes
in the circuit, that is,N¼ 3, all the admittance matrix stamps are 3� 3matrix contributions.

Figure 15.4. Example of stamping method.
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The conductance Ga is connected to nodes 1 and 2 and therefore the corresponding
admittance stamp in accordance with (15.29) is

DYGa
¼

Ga �Ga 0
�Ga Ga 0
0 0 0

0
@

1
A (15.33)

Similarly, the admittance matrix stamp of Gb is as follows:

DYGb
¼

Gb 0 �Gb

0 0 0
�Gb 0 Gb

0
@

1
A (15.34)

The conductance Gc is connected to node 2 and the ground, so with the application of
(15.30) its admittance matrix stamp becomes:

DYGc
¼

0 0 0
0 Gc 0
0 0 0

0
@

1
A (15.35)

With all the admittance matrix stamps built, the network admittance matrix can then be
obtained by adding the stamps according to (15.31):

Y ¼ DYGa
þ DYGb

þ DYGc
¼

Ga þ Gb �Ga �Gb

�Ga Ga þ Gc 0
�Gb 0 Gb

0
@

1
A (15.36)

Thecurrent source connected to node2 inFigure 15.4 provides excitation in that it injects
current jc into node 2. Therefore, its corresponding current injection vector stamp is
Djc ¼ 0 jc 0ð ÞT. The current is through the ideal voltage source vs cannot be calculated
solely as a function of the source voltage element vs but also depends on other nodal voltages.
It contributes a stamp Dis ¼ 0 0 isð ÞT. The current injection vector is therefore:

j ¼ Djc þ Dis ¼ 0 jc isð ÞT (15.37)

In the following, the nodal voltage vector is partitioned into a set of voltages vd that are
dependent and unknown and need to be calculated, and a set of voltages ve that provide
excitation and are given through source terms. The partitioning leads to the following
modified version of equation (15.27):

Ydd Yde

Yed Yee

� �
vd
ve

� �
¼ jd

je þ ie

� �
(15.38)

Only the first row of (15.38) is needed for calculating the unknown nodal voltage
vector vd. Therefore

Yddvd þ Ydeve ¼ jd (15.39)
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or

Yddvd ¼ jd � Ydeve (15.40)

Equation (15.40) is solved for vd. The second term �Ydeve on the right-hand side of
(15.40) is amultiterminal Norton equivalent source thatmakes the excitationvoltage sources
appear as current injections.

The vector je in the second row of (15.38) contains the excitation current injections
into the nodes at which the ideal voltage sources are incident, whereas ie contains the
unknown currents through the ideal voltage sources.

The reformulation of (15.27) leading to the partitioned counterpart (15.40) can be
illustrated by the example shown in Figure 15.5.

The voltages at nodes 1 and 2 are dependent while the voltage at node 3 is known. The
Norton equivalent source is here given by �Gbvs.

15.3 MODELING OF POWER SYSTEM COMPONENTS

In the following, the scale-bridging modeling of multiphase inductors, transformers,
transmission lines, and synchronous machinery is discussed [10].

15.3.1 Multiphase Lumped Elements

In the continuous time domain, the magnetically coupled inductances shown in Figure 15.6
can be described in vector–matrix notation as follows:

diLðtÞ
dt

¼ L�1vLðtÞ (15.41)

where

diLðtÞ
dt

¼

diL1
dt
diL2
dt

..

.

diLM
dt

0
BBBBBBBBB@

1
CCCCCCCCCA
; L�1 ¼

L11 L12 � � � L1M

L21 L22 � � � L2M

..

. ..
.

} ..
.

LM1 � � � � � � LMM

0
BBBB@

1
CCCCA

�1

; vLðtÞ ¼

vL1ðtÞ
vL2ðtÞ

..

.

vLMðtÞ

0
BBBB@

1
CCCCA

Figure 15.5. Example of the network equation reformulation.
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whereM is the number of inductors, Lmm with m ¼ 1; 2; . . . ;M is the self inductance of the
mth inductor, and Lmn withm; n ¼ 1; 2; . . . ;M andm 6¼ n is the mutual inductance between
mth inductor and nth inductor.

The frequency-adaptive companion model of the magnetically coupled inductances
can be developed in an analogous way as for the single inductance already described in
Section 15.1.2. Using analytic signals, (15.41) becomes:

d i
LðtÞ
dt

¼ L�1 v
LðtÞ (15.42)

Substitution of the shifted analytic signals in analogy to (15.9) results in the vector–
matrix format:

d S½ iLðtÞ�ð Þ
dt

¼ e�jvst �jvs i
LðtÞ þ L�1 v

LðtÞ
� �

(15.43)

Application of the trapezoidal rule to differentiate (15.43) yields the companion model
of the magnetically coupled inductances [9]:

i
Lk ¼ Y

L
v
Lk þ h

Lk (15.44)

with

Y
L ¼ L�1 t

2þ jvst
(15.45)

h
Lk ¼ ejvst

2� jvst

2þ jvst
i
Lðk�1Þ þ L�1 t

2þ jvst
v
Lðk�1Þ

� �
(15.46)

While in (15.14) the admittance YL is a scalar, it is a matrix in (15.45) for the
multiphase case. Similarly, while in (15.15) the history current source hL is a scalar, it is a
vector in (15.46).

L11

iL1(t) −+
vL1(t)

L22

iL2(t) −+
vL2(t)

LMM

iLM(t) −+
vLM(t)

L12L1M

L2M

Figure 15.6. Current and volt-

age conventions for magneti-

cally coupled inductances.
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15.3.2 Transformer

A transformermade of an ideal corewith infinite permeability and a finite leakage inductance
is modeled by the equivalent circuit consisting of an ideal transformer with turns ratio a of
primary side to secondary side and a series inductance as depicted in Figure 15.7. The series
inductance that represents the leakage effects is shown on the primary side with the higher
voltage because the winding supporting the higher voltage is usually further away from
the transformer core. Alternatively, the leakage inductance may be split up to model the
respective leakage contributions on both sides.

In the discrete time domain, the leakage inductance can be represented by the
companion model developed in Section 15.1.2. This leads to the circuit model illustrated
by Figure 15.8.

For the currents shown in Figure 15.9, the following equations apply

i
T1k ¼ Y

Lð v
Pk � a v

SkÞ þ h
Lk ¼ Y

Lð v
T1k � v

T3k � að v
T2k � v

T4kÞÞ þ h
Lk

(15.47)

1
vT1(t)

iT1(t) L

vL

3
vT3(t)

iT3(t)

iT2(t)
2
vT2(t)

iT4(t)
4
vT4(t)

a

Primary
side

Secondary
side

Leakage
inductance

Ideal
transformer

Figure 15.7. Conventions for single-phase trans-

former with leakage inductance.

1
iT1k

GL

η
Lk

iT2k/a

3
iT3k

iT2k
2

iT4k
4

a

vPk = vT1k − vT3k vSk = vT2k − vT4kavSk

Figure 15.8. Circuit model of single-phase transformer with leakage inductance.

1
vT1(t)

iT1(t) L

vL

3
vT3(t)

iT3(t)

LE

iT2(t)
2
vT2(t)

iT4(t)
4
vT4(t)

a

Excitation
inductance

Figure 15.9. Conventions for single-phase trans-

former with leakage and excitation inductance.
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i
T2k ¼ �a i

T1k (15.48)

i
T3k ¼ � i

T1k (15.49)

i
T4k ¼ a i

T1k (15.50)

The admittance Y
L and history source term h

L are provided by (15.14) and (15.15).
Equations (15.47) to (15.50) can be reorganized in the vector–matrix format:

i
Tk ¼ Y

T
v
Tk þ h

Tk (15.51)

where i
Tk ¼ ð i

T1k; i
T2k; i

T3k; i
T4kÞT is the vector of transformer terminal currents and

v
Tk ¼ ð v

T1k; v
T2k; v

T3k; v
T4kÞT is the vector of transformer terminal voltages. The

admittance stamp of the transformer model is therefore:

Y
T ¼

G
L �a GL � G

L a GL

�a GL a2 GL a GL �a2 GL

� G
L a GL

G
L �a GL

a GL �a2 GL �a GL a2 GL

0
BBBBB@

1
CCCCCA (15.52)

The history source vector is h
Tk ¼ ð hLk;�a hLk;� h

Lk; a hLkÞT.
More detailed models of the transformer can be developed in accordance with the

simulation needs. Excitation effects, for example, can be emulated by connecting an
inductance in parallel with the above transformer model to account for the magnetization
of the transformer core. The circuit model is illustrated in Figure 15.9. Multiphase
transformers can be modeled by connecting primary and secondary sides of multiple
single-phase transformer models depending on the case under study in star- or delta-
configurations.

15.3.3 Transmission Line [10]

In order to enable the scale-bridging simulation of electromagnetic and electromechan-
ical transients on transmission lines, the line model is to represent both traveling wave
effects at time step sizes on the order of microseconds as well as slowly changing voltage
and current envelopes due to electromechanical transients at much larger time step sizes
as illustrated in Figure 15.1. In what follows, the scale-bridging line model is elaborated
upon.

15.3.3.1 Single-Phase Line Model. The propagation of voltages and currents on a
single-phase lossless line with length ‘, distributed inductance L0, and capacitance C0 as
shown in Figure 15.10 is given through the general solution by d’Alembert [12]:

il1ðtÞ ¼ vl1ðtÞ=Z0 � il2ðt � TwpÞ � vl2ðt � TwpÞ=Z0 (15.53)

il2ðtÞ ¼ vl2ðtÞ=Z0 � il1ðt � TwpÞ � vl1ðt � TwpÞ=Z0 (15.54)
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where Z0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
L0=C0p

is the characteristic impedance and Twp ¼ ‘
ffiffiffiffiffiffiffiffiffi
L0C0p

is the propagation
time that the waves need to travel from one to the other end of the line. From (15.53),
(15.54) it can be seen that there is no topological coupling through a lumped element
between both ends of the line in the model because the voltages and currents at the opposite
end date from instant t � Twp rather than t. In digital simulation, this can only be modeled if
the wave propagation time exceeds the time step size, that is, t < Twp. If t � Twp, the line
can be modeled with a p-circuit giving a topological coupling between both ends.

A scale-bridging transmission model needs to be valid for any t, that is, for both
t < Twp and t � Twp. The switches are key to the model that is shown in Figure 15.11 [13].
For electromagnetic transients and t < Twp, the switches are open. For electromechanical
transients and t � Twp, the switches are closed to provide the topological lumped coupling
via a p-circuit cell, the parameters of which are developed in the following.

As all other models, the line model is formulated through a companion model with all
time-varying quantities represented through analytic signals:

i
lk ¼ Y

l
v
lk þ h

lk (15.55)

where i
lk ¼ ð i

l1k; i
l2kÞT and v

lk ¼ ð v
l1k; v

l2kÞT are the terminal quantities identified in
Figure 15.11. The solution by d’Alembert in (15.53) and (15.54) is the starting point for
deriving Y

l and h
lk. In order to calculate values of the time-varying quantities i

l1, i
l2,

v
l1, and v

l2 at instant ðt � TwpÞ, the usage of linear interpolation is appropriate whenever
Twp is not an integer multiple of t. To enable such interpolation at any time step size, that is,
for t < Twp when the switches in Figure 15.11 are open and for t � Twp when these
switches are closed, a variable k is defined as follows:

k ¼ ceil
Twp

t

� �
; k � 1 (15.56)

where ceil is a function that rounds a variable to the nearest integer greater than or equal to
itself. Then ðk� 1Þt < Twp � kt where k > 1 corresponds to the case where t < Twp, and

vl1(t)
= v(0 km, t)

1
il1(t) = i(0 km, t) i(χ , t)

L ,C

v(χ , t)

il2(t) = − i( t)
2

vl2(t)
= v( t)

χ = 0 km χ =χ
Figure 15.10. Current and voltage conven-

tions for lossless single-phase line.

1
il1k

1
Z0

vl1k

η
l1k

Switch

2ρ
Z0(1− ρ2)

− 2ρ
Z0(1+ρ)

Switch η
l2k

1
Z0

il2k
2

vl2k

Switches closedwhen κ = 1

Figure 15.11. Frequency-adaptive model of single-phase line model.
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k ¼ 1 corresponds to the case where t � Twp. Application of linear interpolation to shifted
analytic signals of S½ ilðt � TwpÞ� gives:

S i
lðt � TwpÞ

	 
 ¼ k� Twp

t

� �
S i

lðt � ðk� 1ÞtÞ½ � þ 1� kþ Twp

t

� �
S i

lðt � ktÞ½ �
(15.57)

Back substitution of the definition of shifted analytic signals in (15.4) and solving for
i
lðt � TwpÞ lead to:

i
lðt � TwpÞ ¼ r i

lðt � ðk� 1ÞtÞ þ s i
lðt � ktÞ (15.58)

with

r ¼ k� Twp

t

� �
ejvsððk�1Þt�TwpÞ (15.59)

s ¼ 1� kþ Twp

t

� �
ejvsðkt�TwpÞ (15.60)

The interpolation for S½ vlðt � TwpÞ� is performed in exactly the same way. Inserting
the results of these interpolations in the analytic signal versions of (15.53) and (15.54)
yields:

i
lk ¼

1

Z0

1 0
0 1

� �
v
lk þ 0 �1

�1 0

� �
r

Z0

v
lðk�kþ1Þ þ

s

Z0

v
lðk�kÞ þ r i

lðk�kþ1Þ þ s i
lðk�kÞ

� �
(15.61)

For k > 1, the terms v
lðk�kþ1Þ, v

lðk�kÞ, i
lðk�kþ1Þ, i

lðk�kÞ on the right-hand side of
(15.61) refer to values calculated in past time steps so that no topological coupling through
a lumped element is given between both ends of the line. Therefore, the history term h

lk as
well as the admittance stamp Y

lk in (15.55) when k > 1 can be described by:

h
lk ¼ 0 �1

�1 0

� �
r

Z0

v
lðk�kþ1Þ þ

s

Z0

v
lðk�kÞ þ r i

lðk�kþ1Þ þ s i
lðk�kÞ

� �
if k > 1

(15.62)

Y
l ¼ Y

lD ¼ 1

Z0

1 0
0 1

� �
if k > 1 (15.63)

For k ¼ 1, both v
lk and i

lk appear on the right-hand side of (15.61), which implies a
topological coupling between both ends of the line. That is to say when k ¼ 1, (15.61) is

i
lk ¼

1

Z0

1 0
0 1

� �
v
lk þ 0 �1

�1 0

� �
r

Z0

v
lk þ

s

Z0

v
lðk�1Þ þ r i

lk þ s i
lðk�1Þ

� �
(15.64)
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which can be recast to:

1 r

r 1

� �
i
lk ¼

1

Z0

1 �r

�r 1

� �
v
lk þ 0 �1

�1 0

� �
s

Z0

v
lðk�1Þ þ s i

lðk�1Þ

� �
(15.65)

Since

1 r

r 1

� ��1

¼ 1

1� r2
1 �r

�r 1

� �
(15.66)

the left multiplication of (15.65) by (15.66) leads to:

i
lk ¼ 1

Z0

1

1� r2

1 �r

�r 1

 !
1 �r

�r 1

 !
v
lk

þ 1

1� r2

1 �r

�r 1

 !
0 �1

�1 0

 !
s

Z0

v
lðk�1Þ þ s i

lðk�1Þ

� �

¼ 1

Z0

1þ r2

1� r2
�2r

1� r2

�2r

1� r2
1þ r2

1� r2

0
BBBB@

1
CCCCA v

lk þ
s

1� r2

r �1

�1 r

 !
1

Z0

v
lðk�1Þ þ i

lðk�1Þ

� �

(15.67)

Therefore, the history term h
lk as well as the admittance stamp Y

lk in (15.55) when
k ¼ 1 can be described by:

h
lk ¼

s

1� r2
r �1
�1 r

� �
1

Z0

v
lðk�1Þ þ i

lðk�1Þ

� �
if k ¼ 1 (15.68)

Y
l ¼

1

Z0

1þ r2

1� r2
�2r

1� r2

�2r

1� r2
1þ r2

1� r2

0
BBBB@

1
CCCCA ¼ 1

Z0

1 0

0 1

 !
þ 1

Z0

1þ r2

1� r2
�2r

1� r2

�2r

1� r2
1þ r2

1� r2

0
BBBB@

1
CCCCA� 1

Z0

1 0

0 1

 !

¼ 1

Z0

1 0

0 1

 !
þ 1

Z0

2r2

1� r2
�2r

1� r2

�2r

1� r2
2r2

1� r2

0
BBBB@

1
CCCCA ¼ Y

lD þ Y
lC if k ¼ 1

(15.69)

The matrix Y
lC in (15.69) provides the topological coupling for k ¼ 1, that is, for

t � Twp, as used when electromechanical transients are studied. It can also be described
through the p-circuit cell as shown in Figure 15.11.
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In summary, the two cases when k > 1 and k ¼ 1 can be combined together:

h
lk ¼

0 �1

�1 0

 !
r

Z0

v
lðk�kþ1Þ þ

s

Z0

v
lðk�kÞ þ r i

lðk�kþ1Þ þ s i
lðk�kÞ

� �
if k > 1

s

1� r2

r �1

�1 r

 !
1

Z0

v
lðk�kÞ þ i

lðk�kÞ

� �
if k ¼ 1

8>>>>><
>>>>>:

(15.70)

Y
l ¼

Y
lD if k > 1

Y
lD þ Y

lC if k ¼ 1

(
(15.71)

15.3.3.2 Multiphase Line Model. In order to model a fully transposed m-phase
line, the m coupled phase quantities are transformed into m decoupled modal quantities
using eigenvalue analysis as, for example, discussed in [2,12,14]. In the special case of
the balanced three-phase line as shown in Figure 15.12, the decoupling can be achieved
using 0ab components [2,12,14] for both voltages and currents: v

l1abc ¼ TL v
l10ab,

v
l2abc ¼ TL v

l20ab, i
l1abc ¼ TL i

l10ab, and i
l2abc ¼ TL i

l20ab with the transform
matrix [12]:

TL ¼ 1ffiffiffi
3

p

1
ffiffiffi
2

p
0

1 � 1ffiffiffi
2

p
ffiffiffi
3

2

r

1 � 1ffiffiffi
2

p �
ffiffiffi
3

2

r

0
BBBBBBB@

1
CCCCCCCA

(15.72)

and v
l1abc¼ v

l1a; vl1b; vl1cð ÞT, v
l10ab¼ v

l10; vl1a; v
l1b

� �T
, v

l2abc¼ v
l2a; v

l2b; vl2cð ÞT,
v
l20ab ¼ v

l20; v
l2a; v

l2b

� �T
, i

l1abc ¼ i
l1a; i

l1b; i
l1cð ÞT, i

l10ab ¼ i
l10; i

l1a; i
l1b

� �T
,

i
l2abc ¼ i

l2a; i
l2b; i

l2cð ÞT, and i
l20ab ¼ i

l20; i
l2a; i

l2b

� �T
. The decoupling scheme is

shown in Figure 15.13.

il1 a

vl1 a

il1 b

vl1 b

il1 c

vl1 c

il2 b

vl2 b

il2 c

vl2 c

il2 a

vl2 a

Dependent components
through mutual coupling

Figure 15.12. Current and voltage conven-

tions for balanced three-phase line.
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The three decoupled 0abmodes are dealt with in the sameway as a single phase in the single-
phase model (15.55). In analogy to (15.55), a vector–matrix form is obtained as follows

i
l10abk

i
l20abk

� �
¼ Y

l0ab

v
l10abk

v
l20abk

� �
þ h

l10abk

h
l20abk

� �
(15.73)

where Y
lab0 is formed by stamping the elements of three 2� 2matrices Y

l0, Yla, and Y
lb

into the corresponding positions:

Y
lab0 ¼

Y
l0ð1; 1Þ Y

l0ð1; 2Þ
Y

lað1; 1Þ Y
lað1; 2Þ

Y
lbð1; 1Þ Y

lbð1; 2Þ
Y

l0ð2; 1Þ Y
l0ð2; 2Þ

Y
lað2; 1Þ Y

lað2; 2Þ
Y

lbð2; 1Þ Y
lbð2; 2Þ

0
BBBBBB@

1
CCCCCCA

(15.74)

For example, the two ends of the a component correspond to the second and fifth rows
in the current and voltage vectors; therefore, Y

la is stamped into Y
lab0 at the four

intersections of the second and fifth rows and columns.
Transforming back to the original abc quantities with T�1

L gives

T�1
L

i
l1abck

T�1
L

i
l2abck

� �
¼ Y

l0ab
T�1
L

v
l1abck

T�1
L

v
l2abck

� �
þ T�1

L
h
l1abck

T�1
L

h
l2abck

� �
(15.75)

which can be recast as:

i
l1abck
i
l2abck

� �
¼ Y

labc

v
l1abck
v
l2abck

� �
þ h

l1abck
h
l2abck

� �
(15.76)

where the 6� 6 matrix Y
labc for representing the three-phase balanced line in the phase

domain is

Y
labc ¼ TL 0

0 TL

� �
Y

l0ab
T�1
L 0
0 T�1

L

� �
(15.77)

il1 0 il2 0

vl1 0

il1 α il2 α

vl1 α

il1 β il2 β

vl1 β

vl2 0

vl2 α

vl2 β

il1abc = TLil10αβ
vl1abc = TLvl10αβ

il2abc = TLil20αβ
vl2abc = TLvl20αβ

il1a

vl1 a

il1b

vl1 b

il1 c

vl1 c

il2 a

vl2 a

il2 b

vl2 b

il2 c

vl2 c

Independent components

Figure 15.13. Decoupling of balanced three-phase line based on 0ab components.
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Similar procedures can be used for transmission lines with more than three phases.
When losses are represented by lumped multiphase resistances at the ends and the
middle of the lines, then the modal transform is also applied to the multiphase
resistances.

15.3.4 Synchronous Machine in dq0 Domain

The modeling of synchronous machinery is essential to the study of electromechanical
transients. The Park transformation from abc to dq0 variables is popular in synchronous
machine modeling because it allows for the representation of inductance terms independent
of the present rotor angle [15]. Adopting the Park transformation, the synchronous machine
modeling can be organized as shown in Figure 15.14 [16]. The three-phase machine
terminal voltage v

Mabc of the abc domain is mapped into the voltage v
Mdq0 of the dq0

domain by the Park transform. The machine model provides as output the three-phase
terminal current i

Mabc following a back transform from i
Mdq0 in the dq0 domain to the abc

domain to ensure compatibility with the network model, which is also represented in the
abc domain.

The exciter model uses a reference voltage Uref and the real part of terminal voltage
v
Mabc to provide the field voltage Uf as input to the machine equations. The model of the

governor-turbine stage compares the rotor electrical angular speed vr with the speed
reference vref and provides the mechanical torqueCm as an input to the machine equations.
The modeling of those is described in Chapters 2 and 3.

The real part of i
Mdq0 is obtained from the electromagnetic and mechanical machine

equations which has as inputs the real part of v
Mdq0,Uf , and Cm, and the imaginary part of

i
Mdq0 can be constructed as will be explained later in this section.

15.3.4.1 Electromagnetic and Mechanical Machine Equations. In Section
2.1.3.4, the electromagnetic and mechanical machine equations make use of the per unit
system are described. The electromagnetic equations (2.390), (2.400), (2.320) and (2.340) can
be written in matrix form and the time t is not per unit here:

1

v0

dcM�
dt

¼ ZM� iM� þ vM� (15.78)

1

v0

dRe½ c0� �
dt

¼ R�Re i0�½ � þ Re v0�½ � (15.79)

abc → dq0
vMdq0

Electromagnetic
and mechanical

machine
equations

iMdq0

dq0 → abc

Exciter

U f

Governor
and

turbine

Cmωr

Uref

ωref

vMabc

iMabc

Other
outputs

Figure 15.14. Block diagram organization of syn-

chronous machine model in dq0 domain.
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where

CM� ¼ Re½ cd� � cf � cD� Re½ cq� � cQ�
� �T

(15.80)

iM� ¼ Re½ iMd� � if � iD� Re½ iMq� � iQ�
� �T

(15.81)

vM� ¼ Re½ vMd� � Uf � 0 Re½ vMq� � 0
� �T

(15.82)

ZM� ¼

R� 0 0 �vr�Lq� vr�LmQ�

0 �Rf � 0 0 0

0 0 �RD� 0 0

vr�Ld� �vr�Lmd� �vr�LmD� R� 0

0 0 0 0 �RQ�

0
BBBBBBB@

1
CCCCCCCA

(15.83)

The flux linkage equations (2.320) and (2.340) (see Section 2.1.2) can also be written in
matrix form:

cM� ¼ LM� iM� (15.84)

where

LM� ¼

�Ld� Lmd� LmD� 0 0

�Lmd� Lf � LfD� 0 0

�LmD� LfD� LD� 0 0

0 0 0 �Lq� LmQ�

0 0 0 �LmQ� LQ�

0
BBBBBBB@

1
CCCCCCCA

(15.85)

and

Re½ c0� � ¼ �L0�Re½ i0� � (15.86)

The electromechanical equations given in (2.12) (see Section 2.1.2) are given here in
per unit form:

dvr�

dt
¼ 1

2H
ðCm� � Ce� � Dðvr� � 1ÞÞ (15.87)

dd

dt
¼ v0vr� (15.88)

The angle d (in electric radians) is the rotor position, at any instant t, with respect to a
synchronously rotating reference frame (see Figure 2.4). The air-gap torque is calculated
by:

Ce� ¼ Re½ cd� �Re½ iMq� � � Re½ cq� �Re½ iMd� � (15.89)
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15.3.4.2 Calculation of Real Part of Stator Current. By substitution of (15.84)
and (15.86) into (15.78) and (15.79), respectively, and converting the differential equations
into difference equations, the real part of i

Mdq0 at time step k can be obtained. To have a
noniterative solution, the values of vM� and Re½ v0� � are taken at time step k � 1. The value
of ZM� is also taken at time step k � 1 because ZM� is a function of the rotor electrical
angular speed vr� , which is a function of time. For iM� and Re½ i0� �, it is possible to take
their values at time step k because they can be moved to the left of the equations and
combined to the corresponding values at time step k. Therefore, the difference equations
for solving the real part of stator currents are as follows:

LM�

v0

iM�k � iM�ðk�1Þ
t

¼ ZM�ðk�1ÞiM�k þ vM�ðk�1Þ (15.90)

�L0�

v0

Re½ i0�k� � Re½ i0�ðk�1Þ�
t

¼ R�Re i0�k½ � þ Re v0�ðk�1Þ
h i

(15.91)

They can be reorganized as:

LM� � tv0ZM�ðk�1Þ
� �

iM�k ¼ LM� iM�ðk�1Þ þ tv0vM�ðk�1Þ (15.92)

�L0� � tv0R�ð ÞRe½ i0�k� ¼ �L0�Re½ i0�ðk�1Þ� þ tv0Re½ v0�ðk�1Þ� (15.93)

Therefore

iM�k ¼ LM� � tv0ZM�ðk�1Þ
� ��1

LM� iM�ðk�1Þ þ tv0vM�ðk�1Þ
� �

(15.94)

Re i0�k½ � ¼ L0�Re½ i0�ðk�1Þ� � tv0Re½ v0�ðk�1Þ�
L0� þ tv0R�

(15.95)

15.3.4.3 Calculation of Imaginary Part of Stator Current. With the models
presented above, the real part of i

Mdq0 is obtained. In order to generate i
Mdq0 in

Figure 15.14, it is necessary to also construct the imaginary part of i
Mdq0. For analytic

signals, the imaginary part is obtained by the Hilbert transform of the real part. To find an
equation for obtaining the imaginary part, it is helpful to consider the Park transformation:

i
Mabc ¼ PM i

Mdq0 (15.96)

where

PM ¼

cosu �sinu 1

cos u � 2p

3

� �
�sin u � 2p

3

� �
1

cos u þ 2p

3

� �
�sin u þ 2p

3

� �
1

0
BBBBBBB@

1
CCCCCCCA

(15.97)

The angle u is the angle by which the d axis leads the axis of phase a, as illustrated in
Figure 2.6.
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Phase a of the transformed signal becomes:

i
Ma ¼ i

Md cos u � i
Mq sin u þ i

M0 (15.98)

or

Re½ iMa� ¼ Re½ iMd�cos u � Re½ iMq�sin u þ Re½ iM0� (15.99)

and

Im½ iMa� ¼ Im½ iMd�cos u � Im½ iMq�sin u þ Im½ iM0� (15.100)

From the definition (15.2), i
Mdq0 is an analytic signal when

Im½ iMa� ¼ H ½Re½ iMa�� (15.101)

Substitution of (15.99) in (15.101) yields:

Im½ iMa� ¼ H ½Re½ iMd�cos u� �H ½Re½ iMq�sin u� þH ½Re½ iM0�� (15.102)

In steady state, Re½ iMd�, Re½ iMq� and Re½ iM0� are constant. In steady state (15.102)
becomes:

Im½ iMa� ¼ Re½ iMd�H ½cos u� � Re½ iMq�H ½sin u� ¼ Re½ iMq�cos u þ Re½ iMd�sin u
(15.103)

Subtracting (15.103) from (15.100) yields:

ðIm½ iMd� � Re½ iMq�Þcos u � ðIm½ iMq� þ Re½ iMd�Þsin u þ Im½ iM0� ¼ 0 (15.104)

Equation (15.104) should hold for any u, therefore:

Im½ iMd� ¼ Re½ iMq� (15.105)

Im½ iMq� ¼ �Re½ iMd� (15.106)

Im½ iM0� ¼ 0 (15.107)

The same conditions also need to hold when phases b and c are considered.
Equations (15.105), (15.106), and (15.107) exactly hold for constructing the imagi-

nary part of i
Mdq0 from the real part of i

Mdq0. In practical application, these equations are
also applicable when the system is subject to slow transients or fast transients. For slow
transients, Re½ iMd�, Re½ iMq�, and Re½ iM0� change slowly, and (15.103) provides an
acceptable approximation of (15.102); for fast transients, natural waveforms are tracked so
that the imaginary part of an analytic signal is of little importance.

MODELING OF POWER SYSTEM COMPONENTS 921



15.3.4.4 Calculation of Rotor Speed and Angle. With the obtained stator
currents, the flux linkage at time step k, cM�k, can be calculated by (15.84), and the
air-gap torque at time step k, Ce�k, can be calculated by (15.89). By converting differential
equations (15.87) and (15.88) into difference equations, the rotor electrical angular speed
vr and rotor angle d at time step k can be obtained. Using the trapezoidal rule, (15.87) and
(15.88) become:

vr�k � vr�ðk�1Þ
t

¼ ðCm�k � Ce�k � Dðvr�k � 1ÞÞ þ ðCm�ðk�1Þ � Ce�ðk�1Þ � Dðvr�ðk�1Þ � 1ÞÞ
4H

(15.108)

dk � dk�1

t
¼ v0

vr�k þ vr�ðk�1Þ
2

(15.109)

Equations (15.108) and (15.109) can be reorganized as:

vr�k ¼ 4H � tD

4H þ tD
vr�ðk�1Þ þ

t

4H þ tD
ðCm�k þ Cm�ðk�1Þ � Ce�k � Ce�ðk�1Þ þ 2DÞ

(15.110)

dk ¼ dk�1 þ tv0

2
ðvr�k þ vr�ðk�1ÞÞ (15.111)

On the right of (15.110), Cm�k is obtained from the output of the governor and turbine.
After vr�k is obtained by (15.110), dk is calculated by (15.111).

15.3.4.5 Integration with AC Network. It can be seen from Figure 15.14 that the
model accepts the three-phase terminal voltage that it shares with the network as input, and
injects the three-phase terminal current as output into the network. Therefore, from the
network side the synchronous machine model described above is in fact a voltage-
controlled current source. If a noniterative simulation process is adopted, then three-phase
terminal current injection at time step k, i

Mabck, is obtained based on terminal voltage
information available in time step k � 1. To attain a fast simulation process with good
numerical stability and accuracy, an adjustment current source i

Aabck and the adjustment
three-phase resistance GAabc are introduced at the machine terminal. This leads to the
interface as illustrated in the circuit model of Figure 15.15.

The per-phase resistanceGA ofGAabc is selected to reflect the characteristic impedance
[17] when the machine operates near open-circuit conditions:

GA ¼ t

L00d þ L00q
(15.112)

iMabck iAabck

GAabc

iMAabck

vMabck
AC

network
Figure 15.15. Network interfacing of

synchronous machine model in dq0

domain.
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where L00d and L00q are the subtransient inductances of the stator circuit. The adjustment
current source is as follows:

i
Aabck ¼ GA v

Mabck�1e
jvrkt (15.113)

where vrk is obtained at the same time as i
Aabck. The net current i

MAabck flowing into the
network considering i

Mabck, i
Aabck and the current flowing through GAabc is given as

the sum of i
Mabck and an adjustment term:

i
MAabck ¼ i

Mabck þ GA v
Mabck�1e

jvrkt � v
Mabck

� �
(15.114)

The interface allows the characteristic impedance GA to be seen from the network for
sudden voltage changes.

From (15.112), it can be seen that GA increases as the time step size decreases. When
electromagnetic transients are studied at very small time step sizes, the adjustment term on
the right of (15.114) is therefore very small. When electromechanical transients are
studied, the adjustment term is small too, even though the time step size is much larger.
This is because the three-phase terminal voltage retains its sinusoidal shape for such low-
frequency transients and therefore v

Mabck�1e
jvrkt 	 v

Mabck. In steady state, the adjust-
ment term is zero because v

Mabck�1e
jvrkt ¼ v

Mabck for any time step size.

15.3.4.6 Initialization. A simulation can start with zero initial conditions and can
then reach steady state fast. However, when the simulated network contains synchronous
machines, the following initializationmethod needs to be used so that the simulated network
can reach to steady state fast enough. The first step is to use the steady-state calculation from
power flow results to obtain machine quantities as described in Section 2.1.3.6. Then the
machines act as sinusoidal current sources until the entire network reaches steady state. After
that, the electromagnetic equations in the machine model are taken into account while the
electromechanical equations are not. This means the rotation speed of the machine is fixed.
When the transients fade away, the electromechanical equations can alsobe included andnow
the machines are simulated by the full model described above.

15.4 APPLICATION SIMULATION OF BLACKOUT

The network depicted in Figure 15.16 is identical in structure to the two-area system
described in [15]. Two areas, each with two synchronous machines and loads, are

G1 1 5
25 km

6

G2 2

10 km

7

LD7
C7

110 km
8

CB1 CB2

110 km

CB3

9

C9
LD9

10 km
10

25 km
11 3 G3

4 G4

Pinter

Fault

Area 1 Area 2

Figure 15.16. Four-machine two-area test system.

APPLICATION SIMULATION OF BLACKOUT 923



connected through weak tie lines. In steady state, each generator provides a real power of
the order of 700MW, while constant-impedance loads LD7 and LD9, respectively,
consume about 1000 and 1800MW. About Pinter¼ 400MW flows over the tie lines.
Reactive power also flows from area 1 to area 2. The scenario considered hereafter shows a
sequence of diverse phenomena that are common to blackouts [1]. It starts with a short
circuit, which can be caused by a line touching a tree. Such a short circuit triggers
electromagnetic transients. The missing line leads to an increase of the impedance between
the two areas weakening the tie further. This gives rise to electromechanical transients
involving inter-area power oscillations over the one remaining tie line. If no other actions to
stop the overload condition of the remaining tie line are undertaken in time, then a tripping
of this line to decompose the system into two islands may be necessary. If the formerly
importing area experiences a lack of power generation capability, then load shedding can
prevent further problems and stop the cascading events.

The inter-area tie lines were represented through the scale-bridging line model
introduced in Section 15.3.3. Other lines were represented by the p-models with lumped
parameters. The passive resistive and reactive loads were also modeled as lumped RLC
components. Each transformer was modeled by connecting three single-phase transformer
models as described in Section 15.3.2. The synchronous machines were represented by the
models presented in Section 15.3.4. Network parameters are shown in Tables 15.1, 15.2,
and 15.3 [15] where R0

� is the distributed resistance.
The results obtained are depicted in Figures 15.17, 15.18, and 15.19. From the voltage

of load LD9 in Figure 15.17, it can be seen that the simulation alternately tracks the
envelope or the natural waveform.

T A B L E 15.1. Generator Parameters

R� ¼ 0.0025 p.u. Xd� ¼ 1.8 p.u. X0
d� ¼ 0.3 p.u. X00

d� ¼ 0.25 p.u. T 0
d0� ¼ 8.0 s T 00

d0� ¼ 0.03 s
Xl� ¼ 0.2 p.u. Xq� ¼ 1.7 p.u. X0

q� ¼ 0.55 p.u. X00
q� ¼ 0.25 p.u. T 0

q0� ¼ 0.4 s T 00
q0� ¼ 0.05 s

D¼ 0 Vb¼ 20 kV Sb¼ 900MVA H¼ 6.5 (G1, G2), H¼ 6.175 (G3, G4)

T A B L E 15.2. Transmission Line Parameters

L0� ¼ 2.653e-6 p.u./km C0
� ¼ 4.642e-6 p.u./km R0

� ¼ 0.0001 p.u./km Vb ¼ 230 kV Sb ¼ 100MVA

T A B L E 15.3. Transformer Parameters (per Phase)

L� ¼ 0.15 p.u. a¼ (230/
ffiffiffi
3

p
)/20¼ 6.64

Vb primary¼ 230/
ffiffiffi
3

p ¼ 132.8 kV, Vb secondary¼ 20 kV Sb¼ 900MVA

Figure 15.17. Phase a voltage of load

LD9: solid light: natural waveform; solid

bold: envelope.
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The two-dimensional parameter control of the FAST method for the test case at different
times is illustrated in Figure 15.20, where each cross is an operating point representing the
simulation setting for a given time period, and the arrows with time points show the
transitions of the operating points. The x-axis stands for the time step size t, and the y-axis
stands for the shift frequency fs.

The simulation starts out in steady state at t¼ 0 s. Therefore, the FAST method tracks
envelope waveforms at the beginning of the simulation. As shown in Figure 15.20, initially
the shift frequency fs is equal to the carrier frequency of 60Hz and the time step size t
equals 2ms. As the permanent three-phase fault occurs at t1¼ 0.4 s at the center of one of
the lines interconnecting Bus 8 and Bus 9, the simulation parameters are reset to fs¼ 0Hz
and t¼ 50ms, and natural waveforms are now being tracked since electromagnetic
transients are expected. The simulation results in Figure 15.17 show a drop of the voltage
of load LD9, which therefore consumes less power. More energy is therefore absorbed by
the generation units’ rotating shafts, which show speed-ups in Figure 15.18. At t¼ 0.5 s, the

Figure 15.19. Interarea active power

Pinter.

0
τ (ms)

fs (Hz)

60

t2, t4, t6

t1, t3, t5

AC voltage disturbance,
AC steady state

Relay action,
fault

Figure 15.20. Obtained two-dimensional set-

tings of shift frequency fs and time step size t in

study of transients in two-area system.

Figure 15.18. Machine angular speed;

solid bold: G1; dash dot bold: G2; solid

light: G3; dash dot light: G4.
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breakers CB1 and CB2 open to take out the faulted line. The tracking of instant natural
waveforms continues. By t2¼ 0.57 s the electromagnetic transients due to the actions of the
breakers have sufficiently damped out to resume envelope tracking at fs¼ 60Hz and
t¼ 2ms. However, the interconnection between both areas is nowweakened due to the loss
of one of the tie lines. This triggers inter-area oscillations of the power Pinter as visible in
Figure 15.19. The oscillation can also be noticed from Figure 15.18. The angular speeds of
generators G1 and G2 within area 1 are in phase, and so are the angular speeds of
generators G3 and G4 within Area 2. As in inter-area oscillations, the generators in area 1
swing in anti-phase to those in Area 2. In FAST, these electromechanical transients are
emulated with envelope tracking at time step size t¼ 2ms.

In the official report investigating the August 14, 2003 blackout in the USA and Canada
[1], it is said that “commonlyused protective relays thatmeasure lowvoltage andhigh current
cannot distinguish between the currents and voltages seen in a system cascade from those
caused by a fault. This leads to more and more lines and generators being tripped”. If for the
same reason the remaining line in service between Bus 8 and Bus 9 is taken out because of its
overload, then an opening of CB3 at t3¼ 2.6 s decouples area 1 and area 2 into two islands.
The zero power flowPinter confirms this. After a brief period of electromagnetic transient and
tracking of natural waveforms following the opening of CB3, envelope tracking resumes at
t4¼ 2.67 s at a larger time step as illustrated by Figure 15.20. The voltage envelope across
LD9 inFigure 15.17decreases steadily. This points to a lackof reactive power at the loadLD9
following the islanding. At t5¼ 3.60 s, a quarter of LD9 is shed to avoid further voltage drop.
This leads to the partial blackout in area 2. To simulate the shedding action accurately, the
natural waveforms are captured until t6¼ 3.67 s. Then, envelope tracking resumes.

Over the entire simulated scenario, the simulation algorithm of FAST processes
analytic signals and can so adapt to diverse types of waveforms for an efficient simulation
of electromagnetic and electromechanical transients.

REFERENCES

[1] Final report on the August 14, 2003 blackout in the United States and Canada: causes and
recommendations, U.S.-Canada Power System Outage Task Force, Technical report, U.S.
Secretary of Energy and Minister of Natural Resources, Canada, 2004.

[2] Watson, N., Arrillaga. J. Power systems electromagnetic transients simulation, Institution of
Electrical Engineers, London, 2003.

[3] Dommel, H.W. Digital computer solution of electromagnetic transients in single- and multi-
phase networks, IEEE Transactions on Power Apparatus and Systems, Vol. 102, No. 6, pp. 388–
399, April 1969.

[4] Woodford, D.A., Gole, A.M., Menzies, R.W. Digital simulation of DC links and AC machines,
IEEE Transactions on Power Apparatus and Systems, Vol. 102, No. 6, pp. 1616–1623, June
1983.

[5] Ilic, M., Zaborszky, J. Dynamics and control of large electric power systems, John Wiley &
Sons, New York, 2000.

[6] Stankovi�c, A.M., Lesieutre, B.C., Aydin, T. Modeling and analysis of singlephase induction
machines with dynamic phasors, IEEE Transactions on Power Systems, Vol. 14, No. 1, pp. 9–14,
February 1999.

[7] L€uke, H.D. Signal€ubertragung, 4th edition, Springer-Verlag, Berlin, 1990.

[8] Mitra, S.K. Digital signal processing: a computer-based approach, 2nd edition, McGraw-Hill,
New York, 2001.

926 COMPUTER SIMULATION OF SCALE-BRIDGING TRANSIENTS IN POWER SYSTEMS



[9] Strunz, K., Shintaku, R., Gao, F. Frequency-adaptive network modeling for integrative
simulation of natural and envelope waveforms in power systems and circuits, IEEE Trans.
Circuits Syst. I Fundam. Theory Appl., Vol. 53, No. 12, pp. 2788–2803, December 2006.

[10] Gao, F., Strunz, K. Frequency-adaptive power system modeling for multi-scale simulation of
transients, IEEE Trans. Power Syst., Vol. 24, No. 2, pp. 561–571, 2009.

[11] Chua, L.O., Lin, P.M. Computer aided analysis of electronic circuits: algorithms and compu-
tational techniques, Prentice-Hall, Englewood Cliffs, NJ, 1975.

[12] Dommel, H.W. EMTP Theory book. Microtran power system analysis corporation, 2nd edition,
Vancouver, British Columbia, 1992.

[13] Gao, F., Strunz, K. Modeling of constant distributed parameter transmission line for simulation
of natural and envelope waveforms in power electric networks, 37th North American Power
Symposium (NAPS), Ames, USA, October, 2005.

[14] Clarke, E. Circuit analysis of AC power systems, Vol. 1, John Wiley & Sons, New York, USA,
1943.

[15] Kundur, P. Power system stability and control. McGraw-Hill, New York, 1993.

[16] Gao, F., Strunz, K. Multi-scale simulation of multi-machine power systems. Int. J. Elect. Power
Energy Syst., Vol. 31, No. 9, pp. 538–545, 2009.

[17] Gole, A.M., Menzies, R.W., Turanli, H.M., Woodford, D.A. Improved interfacing of electrical
machine models to electromagnetic transactions programs, IEEE Trans. Power Apparatus Syst.,
Vol. 103, No. 9, pp. 2446–2451, 1984.

REFERENCES 927



INDEX

IEEE type AC5A excitation system model, 101
AC alternator supplied rectifier excitation, 98
Active and reactive powers and voltage,

relationship, 342
sensitivity coefficients, 346
short line model, 343
shunt admittance, 346
transmission lines reactance, 345

Adams–Bashforth–Moulton integration
formulae, 606

Adams–BDF method, 614
Adams type methods, 606
Additive model, 666
ADE dynamic model, 694
Adiabatic process, 140
Admittance matrix, 732, 908
AGC (automatic generation control) actions, 293
Algorithms, 33, 72, 210, 369, 416, 596, 603,

605, 614, 628, 629
Analog digital (A/D) converter, 743, 750
Angular stability, 469
Aperiodic instability, 478
Approximate method, 690
Asymmetric three-phase system, 758
Asymptotically stable, 587
Automatic generation control (AGC) principles

and modeling, 137, 328
in multiarea systems, 332–335
area control error (ACE), 333

in a single-area (isolated) system, 329
tie-line control, frequency bias, 329
two-area AGC tie-line model, 329, 330

Automatic load shedding systems, 823, 825
Automatic tap changing system, 680
Automatic voltage regulators (AVRs), 514, 516,

676, 892
controls, 347

Autoreclosing, 738
Autoreclosure function, 772

Backup protection, 741–742
Backward differentiation formulae, 611
Bifurcations
global bifurcations, 707–708
Hopf bifurcation, 704–705
Neimark-Sacker bifurcation, 708
saddle-node bifurcation, 705–706
singularity induced bifurcation,

706–707
Binary digital (B/D) converter, 744
Biquadratic equation of voltages, 667
Blackouts analysis, 835–847
Boiler
Boiler–turbine–generator, 146
power plant control modes, 147
pressure effects, model, 146
steam chest and high-pressure piping,

147–148
Boundary controlling unstable (BCU)

method, 601
Brayton cycle, 139
Breaker failure protection, 753, 772
Breaker IED (BIED), 752
Buchholz protection, 761
Busbar differential protection, 770, 774
Busbar protection, application issues for,

770–771
differential protection, 768–770
line differential protection, application

issues, 771
Bus participation factors, 714
Bypass circuits for induced negative field

current, 109

Cascading overload, mechanism, 843
Cascading system, 856
Ceiling voltage, 94
Center of inertia, 628, 634
parameters of the equivalent, 634–638

929

Handbook of Electrical Power System Dynamics: Modeling, Stability, and Control. Edited by Mircea Eremia and
Mohammad Shahidehpour.
� 2013 by The Institute of Electrical and Electronics Engineers, Inc. Published 2013 by John Wiley & Sons, Inc.



CENTREL and European system (UCTE), 292,
293, 832

grids, 805
load frequency control, 294–295
primary control, 295
secondary control by AGCs, 295–296
self-regulation of load, 296
tertiary control, 296

schematic map, 832
security rules, 833
typical small frequency deviation responses

in, 293
Circuits
open- and short-circuit characteristics,

67–69, 71
synchronous generator, 18, 43
terminals of a simple R-L circuit, 46–55

Classical frequency protection, 762
Clustering algorithm, 630
Coefficient matrix, 590
Coherency estimation, 623–631
Coherency indices, 625–628
Coherent motion, 625, 628, 634
Combined-cycle power plants, 158–159
black-start-up, 877–888
energization maneuvers analysis, 878–879
islanding maneuvers analysis, 879–886
islanding tests description and
experimental results, 886–888

model block diagrams, 160–166
IEEE model, 163
Rowen’s model, 162–163
subsystems of the combined-cycle power
plant, 161

Combined heat and power (CHP), 834
station, 892

Communication, 775, 780
Compensation impedance, 106
Complete system matrix, 480
structure of, 480

Complex load model, 621, 661
Compound source-rectifier exciter, 103
Comprehensive method, flowchart, 604
Computer simulators description, 888–896
combined-cycle power plant simulator,

892–896
gas turbine model and validation, 889
steam group repowered with gas turbine,

888–892
steam section modeling and validation,

889–892
Constant-step methods, 604
Controlling unstable equilibrium points

(CUEPs), 601, 603

Conventional transformers (CIT), 748, 749
Critical clearing angle, 645
Critical clearing time, 599, 621
Critical fault clearing time, 577, 580, 648
definition, 571

Critical machine ranking (CMR) method,
581–582

Critical voltage, 730
Cross-magnetizing phenomenon, 72–73
Current differential functions, 768–772
Current injection vector, 908
Cyclic fold bifurcation, 708

Damper effect, 651
Damping. See also Electromechanical oscillations
impact of loads and power flows on, 527–535
improvements, 546–550
limitation on PSS gains, 561–564
PSSs on excitation control, 553–561
theory of small shift poles, 550–553

oscillation problems, 478
d-axis, 10
Damping coefficients, 15, 595, 648
Data acquisition system, 747
sensors, 748–751

DC exciter model, 97
Decision algorithm, 780
Defense actions, 851–854
Definite minimum time lag (IDMT) function,

760
Definite time lag (DTL) function, 760
Degree of criticality of machine (DCM), 581
Degrees of closeness, 629
Delay times, 767
Differential-algebraic equations (DAEs), 702
Digital communication methods, 768
Dimo-REI method, 616
Directional line protection, 765
use as busbar protection, 766

Directional overcurrent protection, 765
Direct methods assessment, 572–603
direct methods based on Lyapunov’s theory,

587–603
equal area criterion, 572–580
extended equal area criterion (EEAC),

580–582
single-machine equivalent (SIME) method,

582–587
Direct/normal logic, 678
Dispersed mode, 714
Distance protection, 766
Distributed protection
differential object protection functions, 774
directional object protection functions, 775

930 INDEX



Distribution power systems, principle
structures, 754

Distribution systems, 757, 758
Disturbance impact indices, 617, 620, 621
study, 617–621

Droop, 297
Dynamic equivalents, 614–638
center of inertia, parameters of the

equivalent, 634–638
coherency estimation, 623–631
coherency indices, 625–628
clustering, 628–631

disturbance impact index, 617
study, 617–621

equivalencing criteria, 631–634
mutual motion equation of a pair of

machines, 623–625
system element
significance estimation, 621–623
system, mathematical description
simplification, 617–621

system structural connectivity, index of,
621–622

Dynamic frequency response, 297
Dynamic load characteristics, 661
Dynamic load restoration process, 665
Dynamic matrix, 478
Dynamic security assessment (DSA) system,

474–475

Eigenvalue analysis, 916
Eigenvalue sensitivity, 550
Electrical power market, liberalization, 868
Electric connectivity, 622
Electric distance, 618–619
Electric power systems, 291, 599, 614, 621,

625, 631, 643
Electromagnetic power, 574, 575, 650
Electromagnetic torque, 11
Electromagnetic transients program (EMTP),

900, 901, 904
Electromechanical equations, 610, 919
Electromechanical loops, block

diagram, 516
Electromechanical oscillations, 478, 483, 486
assessment of periods, 493
damping of, 501–503, 545–546
eigenvalue analysis, 500–501
factors affecting, 501
local, 502
low-frequency, 502
undamped, 502

interarea or low-frequency, typical cases,
564–568

oscillation amplitudes, 489–493
oscillation modes, 486–488
participation factors, 489–493
poles and zeros associated with, 492
properties, 492
qualitative shift following transit decrease,

533
Electromotive forces, 622, 643
Emergency isolation plan, 802
Emergency state, 790
Equal area criterion, 572–580, 647
Equivalent generators, 632, 634
Equivalent system configuration, 636
EUROSTAG software, 611, 613, 614
Excitation limiters, 107
Excitation systems, 93–112
Explicit integration formulae, 606
Explicit methods, 604
Extended equal area criterion (EEAC),

580–582

Fault clearing time, 579
Fault direction detection
principle, 764

Fault impedance, 764
Fault ride-through capability, 223–225
active stall-controlled wind turbine, 225
blade pitch angle control, 225–226
pitch angle-controlled wind turbine, 225–226
torsional oscillations damping controller,

226
Field forcing, 94
Field-shorting circuits, 109
First energy (FE) system, 793, 795, 900
operators, 801

First-order delay model, 720
First-swing instability, 572
First-swing stability, 573
Flexible AC transmission systems (FACTS),

802, 842, 849
Floquet multipliers, 707, 708
Fossil-fired power generation plants, 827
Fossil fuels, 144
Fourier spectrum, 902
Four-machine two-area test system, 923
Frequency-adaptive companion model, 910
Frequency-adaptive model, of single-phase line

model, 913
Frequency-adaptive simulation of transients

(FAST) processes, 902, 925, 926
Frequency collapse, mechanism, 842
Frequency deviations in practice, 293–294
Frequency error, 877
Frequency local integrator (FLI), 874
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888, 894

Hierarchical voltage control in world, 429
Brazilian hierarchical voltage control

system, 442
French power system hierarchical voltage

control, 429–435
Italian hierarchical voltage control system,

435–442
Hierarchical voltage regulation, 399
primary voltage regulation, 402–405
secondary voltage regulation (SVR)
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High-voltage direct current (HVDC) links, 2
Hilbert transform, 920
Hydraulic power plants, 169–171
elements of water system for, 169–170
functional block diagram, 171
penstock, 169
water admission valve, 170
water hammer, 170
water supply system, 169
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Local bifurcations, 704
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Lyapunov’s method, 587–603
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Maximum angle deviation, 584
Maximum transmissible powers, 729, 731
Mean time to failure (MTTF), 739
MEDRING power system, 568
Merging Unit (MU), 745, 750
Microprocessor-based IEDs, 751
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Mixed Adams-BDF method, 611–614
general Gear–Hindmarsh method,

611–614
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Modeling in dynamic state, 73–90
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Motion coherency index, 626
Motion noncoherency, 617
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(NERC) standards, 868
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Numerical protection device
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Numerical relays, 751
Numerical technology, 780
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impact, 742

Object protection, 766, 771
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equivalent identification, 586–587
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676–678
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transformers, 366, 369
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regulation, 679
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transformers)
On-load tap changing transformers, 352, 677
applications of, 366–371
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362–363
generalities, 352–355
primary/secondary
connections of, 352
windings, 353

single-phase equivalent circuits, 352, 354
star–delta connections, 354
static characteristic of transformer, 363–366
switching technologies, 355–362

Operating zones, 674
Operation in islanding conditions, 336–338
Ordinary differential equations (ODEs), 702
Oscillations
curves, 571
damping, 514, 525
frequency, 521–522
interarea, 522–524

Overcurrent protection, characteristics, 760
Overexcitation limiter (OEL), 107

Parametric resonance, 707
Park equations, 27–33
Park transformation, 24–27, 920
Participation factor, 714
Pascal’s triangle array, 612
Performance index (PI), 689
regulator, 895

Periodic instability, 477
Phase shifting transformers, 372
Phasor diagram, 659
with damper winding neglected, 76, 77
transient model, 81

Phasor measurement units (PMU), 849,
886, 887

Phasor measuring functions, 775
Pole slipping function, 768
Pole, small shift of, 552
Polynomial load models, 664
Positive-sequence diagram, 614
Potential energy, 601, 626
Potential energy boundary surface (PEBS)

method, 601–603
Potential source-rectifier exciter employing

controlled rectifiers, 101
Power-angle characteristics, 46
Power control concepts, 197–200
aerodynamic forces, 198
active stall control, 200
pitch control, 199–200
stall control, 198–199

wind turbine, 198
Power factor, 670, 721, 730
Power flow (PF)
computations, 478, 479
security limits, 472
stability limit, 472
thermal limit, 472
voltage limit, 472

Power system protection, 737–784
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adaptive protection, 741
backup protection, 741–742
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directional protection, 764–766
with fault direction detection, 764–766
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impedance protection, 766–768
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protection, 760

overload protection, 760–761
protection-related functions, 772–773
voltage protection, 761
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773–774
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state-of-the-art protection, advantages,
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three-phase systems properties, 755–759
symmetrical components, 755–759
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Power systems, 1, 669, 672, 695, 705, 718,
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multiphase lumped elements, 909–910
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synchronous machine in dq0 domain,
918–923

transformer, 911–912
transmission line, 912–918

distribution power systems, 754
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901–903
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network modeling, 903–909
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matrix, 906–909

network branches, companion model for,
903–906

operating states, 790
protection (See Power system protection)
services, categories, 473
ancillary services, 473
system services, 473

stability (See Power system stability)
stabilizer (See Power system stabilizers

(PSSs))
survivability, 857
transmission power systems, 754
principle structures, 755

Power system stability, 453
classification, 453–454
based on dynamics, 455

frequency stability, 467–468

importance of security, 469–475
dynamic security assessment, 474–475
physical security, 470
power flow security limits, 472–473
power system states, 470–471
reliability of bulk power system, 470
services to meet power system security

constraints, 473–474
large-disturbance rotor angle stability/

transient stability, 461–462
parallelism between voltage stability, and

angle stability, 469
rotor angle stability, 454, 456–460
small-disturbance (or small-signal) rotor

angle stability, 460–461
voltage stability, 462–467

Power system stabilizers (PSSs), 110–112, 478,
804, 850

on excitation control, 478
base case and theory, 553–556
general case, 556–561

general block diagram, 555, 560
limitation on, 561–564
modal characteristics, 478
on voltage loop, 561, 562

Power system states, 470, 471
Predictor–corrector methods, 606, 607, 700
computation technique, 701

Preemergency condition, 624
Primary frequency control, 537
block diagrams for assessing effect of,

538
combined-cycle power plants, 541
contribution of jPV in interconnected power

systems, 544
conventional thermal units, 539–540
electromechanical oscillations, 541
damping of, 538

gas turbines to, 541, 542
HVDC links, 545
stabilizing and destabilizing effects, 539
thermal unit, 540

Primary voltage control, 523, 536–537
contribution of, 514
to damping, physical interpretation, 548
evaluation of, 536

Private communications system
with strong aseismic design, 830

Protection
electrical values, 748
nonelectrical values, 748
types, 748
values measured for, 748
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Protection chain, 746–753
circuit breaker, 752–753
copper wires vs. serial links, 746
data acquisition from sensors, 748–751
data handling features, 751
data sending to actuators, 751–752
hardwired, 746
power supply, 753
process interface, 712
protection data processing, 751
with serial links, 747
supervision, 746–747
transmission/distribution power system

structures, 753–755
trip decision, information, 751
values measured for, 748

Protection coordination, 778
Protection functions, 777
characteristics, 760
identification, 780–784
IEC designation, 781
logical nodes names, 781

sorted according to objects protected,
759–773

current differential functions, 768–772
directional protection, 764–765
directional protection improvement by
communication, 765–766

frequency protection, 761
impedance protection, 766–768
on limits of locally measured values,
759–764

limit supervision and protection, 761–762
overcurrent and time overcurrent
protection, 760

overload protection, 760–761
protection-related functions, 772–773
protection with fault direction detection,
764–766

protection with improvement of selection
by communication, 763–764

protection with improvement of selection
by time delays, 762–763

voltage protection, 761
Protection methods, summary, 779
Protection-related functions, 772–773
autoreclosing, 772
breaker failure protection, 772
synchrocheck, 773

Proximity indicator, 690

q-axis, 10
Quasistatic approximation system, 689

Radial networks
overcurrent delay times in, 763
overcurrent relays in, 763

Radial power system, characteristics, 463
Rankine cycle, 144
Reactance, of generator
leakage, 54
subsynchronoys, 54
synchronous, 54
transient, 54

Reactive capability limits, 90
loading capability chart, 90–92
V curves, 92

Reactive power compensation devices, 347
Reactive power equipment, 671
Reactive power, expression, 685
Reactive power–voltage control, 340
Reactive voltage compensation, 106
Recovery angle, 585
Recovery time, 665
Rectifier voltage output, 895
Reduced Jacobian matrix
modal analysis, 711–716
power system, V-Q variation modes,

712–714
voltage stability analysis, participation

factors definition, 714–716
branch participation factors, 715
bus participation factors, 714–715
generator participation factors,
715–716

Reflected gradient system (RGS), 603
Region of attraction, 676
Regulating transformers, 371
basic booster scheme, 371–372
in-phase regulating transformer (IPRT),

371
phase shifting transformers, 372–374

Reliability, 740
Remedial system actions (RAS), 293
Remote backup protection concept, 741
Restoration actions, 854–856
Restoration plan, 851
Restoration processes
after blackouts, 864–896
combined-cycle power plant, black-start-up,

877–888
energization maneuvers analysis,
878–879

islanding maneuvers analysis,
879–886

islanding tests description and
experimental results, 886–888
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Restoration processes (Continued )
computer simulators description, 888–896
combined-cycle power plant simulator,
892–896

gas turbine model and validation, 889
steam group repowered with gas turbine,
888–892

steam section modeling and validation,
889–892

system restoration stages, duration, tasks,
typical problems, 866–868

thermal power plant, black-start-up
capabilities, 869–888

capability of single steam group, 870–872
capability of steam group repowered by
gas turbine, 872–874

improvement, control system
modifications, 874–877

steam group repowered by gas turbine,
869–877

Restoration, system voltages, 719
Resynchronization process, 835
Robust and flexible power system, 829
Rotating excitation systems, 517
Rotating phasors, sinusoidal representation, 756
Rotating rectifier systems, 100
Rotor angle stability, 454
electromechanical oscillations, mechanical

analogy for, 458
illustration of a power transfer, 456
large-disturbance rotor angle stability/

transient stability, 461–462
power transferred from generator, 456
rotor angle oscillations, 459
small-disturbance/small-signal rotor angle

stability, 460–461
Rotor angle variations, 619, 620
curves, 650
for OMIB, 584

Rotor inductances, 22
Routh–Hurwitz conditions, 596
stability conditions, 590

Runge–Kutta methods, 605, 608–609, 648
rotor angle variation, 650

Sammis-Star line, 801
Sample and hold (S/H) process, 750
Sampled value (SV) service, 744
Scale-bridging line model, 912
Scale-bridging transients, computer simulation,

900–926
Scale-bridging transmission model, 913
Schur’s formula, 706, 711

Second-order dynamic model, 483
Selectivity, 740
Self-excited DC exciter, 97
Self starting-up processes, 640
Sensitivities analysis method
approach, 695–697

Sensitivity coefficients, 346
Sensitivity matrix, 690, 694, 696
Sensor, via supervision to actuator, 740
Sequence components model, 244
Sequence impedance of network components,

247–253
Sequence impedances, decoupling, 243
Sequential approach, 604
Sequential tripping, impact, 778
Serial connections, benefits, 746
Serial interface, 744
Shadowing method, illustration, 603
Shift frequency, 925
Short-circuit
applications, 277
short circuit fed from nonmeshed network,

280–282
short circuit in meshed network, 282–289
single-fed short circuit, 277–280

characteristics and consequences, 230–231
current components, calculation (See Short-

circuit current components, calculation)
currents
analysis, 229
characteristics, 232–236
initial symmetrical, 232
near generator, 235
reactance development, stages, 234
typical wave, 233

near-to-generator short circuit, 234
Short-circuit current components, calculation, 264
DC component of short-circuit current,

271–272
initial symmetrical short-circuit current, 264
peak, 269
phase-to-earth short circuit, 268–269
phase-to-phase short circuit, 267–268
three-phase short circuit, 264–267

peak short-circuit current, 269–271
steady-state short-circuit current, 273
three-phase short circuit in meshed

networks, 276–277
unbalanced short circuits, 277

symmetrical short-circuit breaking
current, 272

far-from-generator short circuit, 272
near-to-generator short circuit, 272–273
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Short-circuit currents calculation, 236
basic assumptions, 236–237
method of equivalent voltage source,

237–239
method of symmetrical components, 239

Simple Network Time Protocol (SNTP),
745

Single-machine equivalent (SIME) method,
582–587

criteria and degree of instability, 585–586
method formulation, 583–585
OMIB equivalent identification, 586–587

Single machine infinite bus (SMIB) system,
503–512, 574, 575

characteristic equation of system, 507
damping/braking power (torque), 510
decelerating power variations, 507
electromechanical loop, 508, 511
electromechanical oscillation,

characterization, 511
stabilizing and destabilizing effects, 510
synchronizing power (torque), 510

Single-output/input systems, feedback, 550
Single-phase autoreclosing, 777
Single-phase transformer, 911
Single protection functions
to system protection, 773–780
adaptive protection, 774
distributed protection, 774–775
general guide, 776–779
security/dependability, 779
single function and multifunctional relays,
773–774

wide area protection, 775–776
Single-shaft gas turbine block diagram,

890
Singularity, induced bifurcation, 706–707
Slip-ring motor, 115
Slow oscillation mode, 567
Smallest singular value technique
VSI global index, 708–711

Small shift poles, theory of
modal synthesis, 550–553

Small-signal angle stability, 477
dynamic matrix, 481–482

Small-signal voltage stability assessment,
711

Special protection system (SPS)
actions, 293
start-up steam flow circuit, 890
steam pressure value, 874

Speed governor, 543
Spinning reserve, 336

Stability limits, qualitative curves, 526
Stamping method, 907
Standard emergency power imbalances, 642
Star-delta transformation, 529
Start-up circuit, once-through boiler block

diagram, 891
Start-up control mode, block diagram, 892
Start-up procedure, 872
State-space model, 720
STATic COMpensator (STATCOM), 351
Static excitation systems, 101, 517
Static load characteristics, 661
Static synchronous series compensator

(SSSC), 351
Static VAr compensator (SVC), 717, 823
Stationary rectifier systems, 98
Steady-state stability methods, 690
to predict voltage collapse, 693

Steam collector pressure transients, 885
Steam system configurations, 148
control valves (CV), 149
corresponding mathematical models,

149–151
intercept valve (IV), 149
main steam stop valve (MSV), 148
reheat stop valve (RSV), 149

Steam turbine (ST), 864
block diagram, 891
governing systems for, 152–153
digital electrohydraulic control, 157
electrohydraulic control, 155–157
mechanical hydraulic control, 153, 154
mechanical speed governor, 154

model, 895
power generation, 165–166
rotor
angular speeds, 883
mechanical powers, 884

speed governing systems, 157–158
structure, 138

Step-up unit transformers model, 896
Substation automation (SA), 738
Superheaters (SH) storage, 894
Supplier–consumer relationship, 342
Swing equation (SE), 13, 619
integration, 648
numerical integration, 577

Switching-on of braking resistors, 535
Switching technologies, 355–362
alternative solutions, types, 360–362
load tap changer, used in conjuction with,

358
mechanical tap changers, 356–357
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Switching technologies (Continued )
off- and on-load designs, 355–356
RMV-II load tap changer, 359
static switched tap changers, 360
thyristor substitution of mechanical

contacts, 360
vacuum interrupters, 358
vacuum switched tap changers, 357–358

Symmetrical components, 758, 761
three phases, transformation, 758

Symmetrical phasors, 759
Symmetrical voltages, characteristics,

245–247
Synchronous compensators, 368, 533
Synchronous generators, 9, 55, 582, 648
components, 9
electromechanical model, 13
electromagnetic model, 17
operational parameters, 55–59
phasor diagram, with damper winding

neglected, 76, 77
standard parameters, 59–66
terminal short circuit, behavior, 46–55
typical values of parameters, 65

Synchronous machine model, 922
under balanced steady state, 43
block diagram organization, 918
network interfacing, 922

Synchronous reactance
d-axis, 68, 73
q-axis, 42, 73

System characteristics, 658–660
and load modeling, 658–667

System dynamics, block diagram of, 297
and governor droop, 298
and load damping, 297

System Protection System (SPS), 775
System restoration service, 854
System restoration stages
duration, tasks, typical problems,

866–868
System separation, mechanism, 843

Tangent vector, 700
Taylor series, 696
expansion, 577–579, 581, 609

Terminal voltage transducer, 105
Thermal generation units, 821
Thermal governor modeling, 311, 315–328
gas turbine model, 312–315
general steam system model, 311–312

Thermal power plants, 143, 894
black-start-up capabilities, 869–888

improvement, control system
modifications, 874–877

single steam group, 870–872
steam group repowered by gas turbine,

869–877
boiler and steam chest models, 145–148
conventional steam-fired thermal power

plant, 144
digital electrohydraulic control

(DEHC), 157
electrohydraulic control (EHC), 155–157
general steam system model, 151–152
governing systems, for steam turbines,

152–153
mechanical hydraulic control (MHC),

153–155
prime mover and energy supply system,

elements of, 144, 145
Rankine cycle, 144
speed governing systems, general model,

157–158
steam system configurations, 148–151

Th�evenin electromotive voltage, 727–728
Th�evenin’s theorem, 529, 530
Threshold value (TH), 689
Thyristor controlled series capacitors

(TCSC), 723
Thyristor-switched capacitor (TSC) reactors,

824
Time constants of synchronous machine, 61
Total transfer capacity (TTC), 472
Total vector error (TVE), 886
Tracked AC voltages, 901
Transfer function, amplitude
asymptotic plot, 554

Transformation equations, 759
Transformer differential protection, 769
Transient characteristics, 646
Transient energy function, 592
Transient short-circuit time constant, 75
Transient stability, 570–651
assessment, direct methods for, 572–603
direct methods based on Lyapunov’s

theory, 587–603
equal area criterion, 572–580
extended equal area criterion (EEAC),

580–582
single-machine equivalent (SIME)

method, 582–587
assessment, integration methods, 603–614
assessment of large electric power systems,

638–645
dynamic equivalents, 614–638
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Transmission capacity
net transfer capacity (NTC), 473
total transfer capacity (TTC), 472

Transmission lines, 912–918
equivalent circuit, 725
multiphase line model, 916–918
parameters, 924
single-phase line model, 912–916
and substations, 827–828

Transmission reliability margin (TRM), 805
Transmission substation equivalent circuit, 727
Transport Control Protocol (TCP), 744
Trapezoidal rule, 649, 910
Triangle approximation, 585
Triggering, 847
Turbines, 138
Francis turbine, 142
gas turbines, 139–140
hydraulic turbines, 140
impulse turbine, 140
James Francis’s turbine, 141
Kaplan propeller turbine, 143
propeller type turbine, 142
reaction turbines, 141
steam turbines, 138–139
turbine blading, 139

Two-machine systems, 595
Two-stage restoration plan, 866

Unbalanced phasors, 240
Underexcitation limiter (UEL), 108
Underfrequency load shedding, 336–338
Underfrequency protections, 842
Under load tap changer (ULTCs), 842
Unified power flow control (UPFC), 351
Universal pressure (UP) boiler, 870
Unsymmetrical fault calculations, 253–263

Variable-step methods, 604
V curves, 92, 93
Volosov’s algorithm, 637, 638
Voltage collapse, 702
criteria, overview, 688–695
mechanism, 842

Voltage control block (VCB), 112, 113, 477,
548

Voltage control loops, block diagram, 516
Voltage control strategy, 342
Voltage instability countermeasures, 716–733
Voltage instability mechanism, 674–688, 675,

676, 686
generated reactive power limitation effect,

683–686

interaction between electrical network and
load, 674–676

minimum voltage criteria, 686–688
on-load tap changer influence, 676–683

Voltage instability phenomenon, cause, 657
Voltage modal variations vector, 712
Voltage–reactive power support, 340
Voltage regulators, 102, 477, 821
Voltage response time, of excitation

system, 94
Voltage sensitivities, 672, 729
Voltage sensor, 745
Voltage stability, 462, 469, 657–733
load modeling, 660–667
dynamic models, 664–667
load characteristics, 660–662
static models, 662–664

long-term voltage stability, 465–466
short-term voltage stability, 465
small-disturbance voltage stability, 465, 658
static aspects, 667–674
operating points and zones, 670–674
steady-state solutions existence, 667–670

system characteristics, 658–660
voltage instability mechanisms, 674–688
generated reactive power limitation effect,
683–686

interaction between electrical network and
load, 674–676

minimum voltage criteria, 686–688
on-load tap changer influence, 676–683

Voltage stability assessment methods, 688–697,
689

bifurcations theory, aspects, 702–708
loading margin as global index, 698–701
reduced jacobian matrix, modal analysis,

711–716
sensitivities analysis method, local indices,

695–697
smallest singular value technique, VSI global

index, 708–711
voltage collapse criteria, overview, 688–695

Voltage stability index (VSI), 695, 711
Voltage stability limit, 723, 724
Voltage stability local indicator, 697
Volt/Hertz limiter model, 108, 109
V2–P2 system
characteristics, 668
reactive power compensation, 670

Wide-area control system (WACS), 804
Wide-area fault tolerant control system

(WAFTCS), 804, 810
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Wide-area measurement system (WAMS), 804,
849, 860

Wide-area monitoring and control systems
(WAMC), 849, 860

Wide area protection system (WAPS), 775, 780
physical setup, 775

Wide-area stability and voltage control system
(WACS), 849, 860

Wind energy, 179
converted into electrical energy,

phases, 179
wind energy converter, 180

Wind power
generation, characteristics, 181
aerodynamic profile of wind turbine’s
blades, 181–182

capacity factor, 184

mechanical power of wind turbine,
182–183

performance coefficient, 183–184
power curve, 183

Wind turbine generators (WTGs), 185
full-scale converter wind turbine, 218–223
modeling, 200
constant-speed wind turbine, 200–205
doubly fed induction generator wind

turbine system, 205–218
Wind turbine systems, 179–197
components, 179–180
nacelle, role of, 179–181
turbines concepts, 195
fixed-speed wind turbines, 195
variable-speed wind turbines, 195–197

Wound rotor, 115
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